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Abstract: In this paper, we present an approach to fatigue estimation of a Main Landing Gear (MLG)
attachment frame due to vertical landing forces based on Operational Loads Monitoring (OLM)
system records. In particular, the impact of different phases of landing and on ground operations and
fatigue wear of the MLG frame is analyzed. The main functionality of the developed OLM system
is the individual assessment of fatigue of the main landing gear node structure for Su-22UM3K
aircraft due to standard and Touch-And-Go (T&G) landings. Furthermore, the system allows for
assessment of stress cumulation in the main landing gear node structure during touchdown and
allows for detection of hard landings. Determination of selected stages of flight, classification of
different types of load cycles of the structure recorded by strain gauge sensors during standard full
stop landings and taxiing are also implemented in the developed system. Based on those capabilities,
it is possible to monitor and compare equivalents of landing fatigue wear between airplanes and
landing fatigue wear across all flights of a given airplane, which can be incorporated into fleet
management paradigms for the purpose of optimal maintenance of aircraft. In this article, a detailed
description of the system and algorithms used for landing gear node fatigue assessment is provided,
and the results obtained during the 3-year period of system operation for the fleet of six aircraft are
delivered and discussed.

Keywords: aircraft load monitoring; fatigue estimation; structural health monitoring; landing gear
monitoring

1. Introduction

Developments of the industrial revolution, in particular rapid growth of rail transport,
led to the discovery that failure of the material can occur under a stress level much lower
than static tensile strength [1]. Limited durability of structural elements was the main driver
for the pioneer experiments carried out among others by Wöhler in the field of S–N curves
or Palmgren and Miner who developed the linear damage cumulation—which provided
the basis for estimating safe-life of structures [2]. In aerospace, the beginnings of system
solutions focused on a high level of safety date back to the early post-war years, when the
safe-life design concept was introduced, in order to preserve human health and life as well
as mitigating potential material losses [2,3]. Due to the advancement of aircraft structures,
complexity of different types of connections and variable geometry of structural elements,
the most reliable method for determining the service life is the subcomponent or full scale

Materials 2021, 14, 6564. https://doi.org/10.3390/ma14216564 https://www.mdpi.com/journal/materials1



Materials 2021, 14, 6564

fatigue tests of aircraft structures [4–6]. After the F-111 aircraft crash in 1969 [7,8], a new
design and maintenance concept was introduced—the damage tolerance approach [9,10].
In the new methodology, a mandatory requirement for assuring structural integrity is the
introduction of Non-Destructive Testing (NDT) procedures and definition of inspection
intervals of aircraft critical structural elements [11]. Non-destructive inspections were
proposed in order to assure possibility of damage detection, before their development
could jeopardize the safety of aircraft operation. Introduction of the damage tolerance
concept resulted in significant decrease of the risk of air accidents due to fatigue damage.
Despite remarkable advances in the field of fracture mechanics and the development of
numerical modeling methods for complex physical processes, it is impossible to predict all
factors that may increase the risk of an accident. In particular, the design load spectrum
of the structure determines the intervals between subsequent NDT inspections as well
as safety margins for aircraft operation. However, the way in which a particular aircraft
is operated after its introduction into service does not necessarily fit to its pre-assumed
profile, especially for combat aircraft, therefore the load and fatigue spectra can change
during long-term operational use due to numerous factors [12]. Thus, it is necessary
to introduce an Individual Aircraft Tracking (IAT) program in order to monitor actual
load spectrum of every aircraft in operation [10,13,14]. A modern approach to meet this
requirement is to implement Operational Loads Monitoring (OLM) systems [15] as a
necessary component of aircraft avionics. The approach for this purpose has evolved
from g-counters to modern on-board parametric systems incorporating several aspects,
e.g., material fatigue, measurement techniques, signal analysis, modeling, etc., and utilizing
a network of sensors, e.g., strain gauges or Fiber Bragg Gratings (FBG) [16–19] which are
permanently mounted in the aircraft structure and measure local strain in predefined
aircraft locations. Regarding the above, introduction of an Individual Aircraft Tracking
(IAT) program with use of proper OLM system is essential to ensure safety and extend
aircraft service life [13,14,20,21]. Development of OLM systems can also significantly
increase potential use of ageing aircrafts [12], as after performing the necessary overhaul,
such technology may allow their further operation beyond initially designed service life,
if fatigue wear or condition of critical structures can be precisely monitored based on
indications from network of integrated sensors.

In this article, an approach to fatigue estimation of the Main Landing Gear (MLG)
attachment frame due to vertical landing forces based on Operational Loads Monitoring
(OLM) system developed for Su-22UM3K aircraft is presented. In Section 2, the approach to
OLM system design is presented and algorithms for signal analysis and fatigue assessment
are defined. In Section 3 the results obtained during the 3-year period of system operation
for the fleet of six aircraft are delivered and discussed, and in the last section the article
is concluded.

2. Methodology for Load Analysis of Landing Gear Attachment Node

2.1. Full Scale Fatigue Test and Load Monitoring System of Su-22 Aircraft

Su-22 is a variable wing sweep angle fighter–bomber aircraft which was introduced
into operation in Polish Armed Forces (PLAF) in mid-1980’s. There are two versions of the
aircraft: single-seated combat version M4 and a two-seated trainer version UM3K. Based
on the PLAF decision, a service life extension program was launched in 2014 in order to
prolong the designed operation period guaranteed by the manufacturer. As some of the
aircraft were close to the original limits, the actual service life, adequate to the flight profile
in Polish Air Force, had to be validated. Full-Scale Fatigue Tests (FSFTs) have been carried
out in order to verify that the required service life is available with respect to adequate
load spectrum [22]. Furthermore, for two-seated Su22UM3K aircraft, the development of
an OLM system providing reliable and detailed data for Individual Aircraft Tracking (IAT)
program was required, due to their increased usage compared to M4 version, in particular
an increased number of standard and Touch-And-Go landings [14].
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FSFT was designed to be a four-stage test due to the variable sweep angle of the aircraft
wings [22]. This was decided in order to minimize the laborious and time consuming wing
sweep changes and actuator reconfigurations. Different wing sweep angles are used for
takeoff and landing (30◦), subsonic flights (45◦) and supersonic flights (63◦). The final goal
of the FSFT was determination of the total durability of the structure in order to reach
3200 flight hours and 6000 landings. Based on analysis of flight profiles of Polish Su-22,
four aircraft configurations for subsequent stages were determined (Table 1). Landing
loads and loads for flight with extended flaps were represented in separate stages due
to different hydraulic actuators arrangement under wings. The final stage was designed
to represent flights with the highest vertical overloads from Stage 2 until appearance of
critical damage of the structure. In order to represent the load distribution in each stage,
an array of hydraulic actuators was designed for each stage (Figure 1) taking into account
load and displacement range for each considered load node as well as wing sweep angle
and aircraft configuration.

Table 1. Configurations of aircraft for Full-Scale Fatigue Test.

Stage Loads Wing Sweep Angle

I Landing 30°
II Flight 45°
III Flap 30°
IV Flight with high overloads 45°

Figure 1. Full-Scale Fatigue Test rig: (a) schematic view and (b) actual view.

This article is devoted to the development of a methodology for fatigue estimation of
Main Landing Gear (MLG) attachment frame due to aircraft landing; therefore, we will
focus on Stage I of the test while more detailed description of the approach to FSFT of Su-22
aircraft and other test Stages can be found in [22,23]. For Stage I, the wing sweep was set to
30° and the structure was fixed with clamps on the fourth and thirty-fourth fuselage frame
as well as by two rods mounted in the engine bay (highlighted in blue in Figure 2). Loads
were exerted on the structure by means of 16 hydraulic actuators. Six actuators (highlighted
in red in Figure 2) were used in order to represent front (1 actuator acting in the vertical
direction) and main landing gear loads (2 actuator on each side representing vertical and
longitudinal landing forces and 1 actuator in the middle representing transverse taxing
forces), whereas 4 actuators were acting on the variable sweep wing part (2 each side)
corresponding to lift and inertia forces during landing. The remaining 6 actuators were
distributed along the fuselage in order to represent inertial forces. In this study, fatigue
wear of the attachment frame due to it being carried by MLG is considered as one of the
key factors determining remaining service life of an aircraft. Those forces were represented
by actuators denoted as no. 6 in Figure 2 (one actuator on each side). Different types of full
stop landings were represented during Stage I with the same landing mass of the aircraft
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but different vertical load levels during touchdown. Simulated vertical load sequences
on the actuators in terms of the equivalent weight carried by main landing gear node is
shown in Figure 3, and the number of different type of landings represented in FSFT load
spectrum is provided in Table 2 below. Each full stop landing was represented by 14 load
levels exerted on the frame of the aircraft in linear sequences (Figure 3).

Figure 2. Configuration of actuators for Stage I of Full-Scale Fatigue Test execution.

Figure 3. Simulated load sequences exerted on landing gear attachment node during the Full-Scale
Fatigue Test representing different types of full stop landings.

Load envelope and landing statistics were estimated based on dedicated flight tests
program and historical flight data. The information about stress level occurring in various
areas of interest during flight was collected with use of a network of strain gauges installed
on a test aircraft. After sensor installation, a dedicated flight test program was performed
in order to acquire sufficient data about load distribution during flight for the purpose
of FSFT load spectra preparation for different test stages. In total, 40 strain gauges were
installed on the test aircraft selected for in flight measurements (Figure 4):
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• 15 on the left wing (and symmetrically on the right wing):

– 4 on the wing fuselage joint,
– 2 on the main pivot joint,
– 9 on main landing gear and in the compartment and

• 10 on the fuselage in 5 selected Sections (2 each).

The same installation was used for test structure monitoring during FSFT.

Table 2. Number of different landings type represented during Full-Scale Fatigue Test.

Landing Type Landing Count in Load Spectrum

Type 1 1926
Type 2 5603
Type 3 1849
Type 4 589
Type 5 157
Type 6 36
Type 7 9
Type 8 1

Figure 4. General view of the strain gauge network on the test aircraft (due to the symmetry of the
sensor network only one side of the aircraft is shown).

The strain gauge measurement array was designed to monitor the following loads:

• bending momentum in the wing fuselage joint (one section each side);
• bending momentum in the main pivot joint (one section each side);
• bending momentum in the fuselage (5 sections);
• main landing gear loads:

– vertical force along z axis;
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– bending momentum along y axis;
– bending momentum along x axis.

All of the strain gauges were in the form of tee rosette configuration (Figure 5b), which
allowed for strain measurements in the primary direction with temperature compensation
due to the secondary perpendicular strain gauge. In Figure 5a, localization of strain gauges
installed in the main landing gear compartment is presented.

Figure 5. Localization and type of strain gauges installed on test aircraft: (a) localization of sensors in MLG compartment
and (b) tee rosette strain gauges used (250UT manufactured by Vishay).

In addition, a load monitoring system with a reduced number of strain gauges was
installed on six selected Su-22UM3K aircraft, in order to track their individual usage and
remaining service life. In particular, as aircraft selected to be equipped with a Operational
Load Monitoring (OLM) system are used for pilot training and certification, it was nec-
essary to develop a methodology for main landing gear attachment node fatigue wear
monitoring, as those aircraft perform more landings (especially Touch-And-Go landings)
than combat one-seat aircraft. There exist many approaches to Individual Aircraft Track-
ing [10] depending on the type of data available for load estimation in critical locations.
A through revision of different methods for fatigue assessment and comparison of different
monitoring techniques is provided in [24]. One of the most common approaches is to
use the vertical overload parameter recorded by Flight Data Recorder (FDR) in order to
determine stress levels at critical locations. This parameter, in particular in combination
with some other flight parameters, e.g., angle of attack and aircraft mass distribution, is es-
pecially efficient for fatigue assessment of wing spars or wing to fuselage attachment nodes,
as vertical acceleration is the key parameter determining fatigue wear of such structural
elements. Based on acceleration measurements, it is moreover possible to define many use-
ful damage sensitive signal features for the purpose of Structural Health Monitoring [25].
However, the bandwidth and sensitivity of accelerometers used in FDR are sometimes not
sufficient for proper determination of fatigue due to landings, in particular it can be hard to
detect and properly assess touchdown of an aircraft based on that parameter. Furthermore,
accelerometers cannot be used for determination of takeoff weight which in the case of
landing gear attachment node can significantly contribute to Ground-Air-Ground cycle,
therefore strain gauges were used for OLM purposes.

The sensor network of the system developed for the IAT program is reduced with
respect to the system installed on the test aircraft (Figure 4). It contains eight strain gauges
which are installed symmetrically in the most relevant structural elements of the aircraft
on both wings and main landing gear frame. In Figure 6 general location of strain gauges
of the reduced system is presented. The limitation to eight strain gauges was due to the
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hardware requirements of the FDR used. Four sensors are placed on the main wing spar,
on lower (sensors denoted as T1 and T5) and upper (sensors denoted as T2 and T6) flanges.
For main landing gear monitoring, the sensor denoted as GGPZ1 in Figure 5a was selected
to measure backward bending moment of the landing gear (denoted as T3 and T7 in the
reduced system), and sensor GGPS2 (Figure 5a) is used for estimation of vertical force
during landing (denoted as T4 and T8 in the reduced system). Strain gauge selection
was determined based on signal-to-noise ratio measured during flight tests as well as the
results of sensors calibration on test specimen during FSFT. All the selected strain gauges
depended linearly on the corresponding relevant forces. In particular, sensor T4 (Figure 6b)
was linearly dependent on vertical force applied to main landing gear in full range of the
load spectrum while it was barely sensitive to force applied in perpendicular direction.
Therefore, for the purpose of fatigue wear estimation of the MLG attachment node due to
vertical landing forces, the strain values ε measured by sensors T4 (left node) and T8 (right
node) were used.

Figure 6. Reduced system for load monitoring: (a) general location of strain gauges of the system (left MLG bay) and
(b) view of T4 sensor with indication of measurement direction.

2.2. Methodology of Signal Analysis for Landing Operations Extraction

In order to determine fatigue of landing gear attachment node, it is necessary to
extract signals corresponding to on-ground operations from full record of a given flight.
For the detection of on-ground segments recorded by the system, it was assumed that the
threshold εT for detection of significant deformations originating from landing gear loads
corresponding to landings is 20% of the base deformation, which is determined before the
takeoff of the plane, using the loads at full stop. In Figure 7, an example of signal acquired
during landing with multiple touchdowns preceding final touchdown and deceleration is
presented. As can be seen, signal can exceed the estimated threshold during before final
deceleration and load transfer to landing gear node; therefore, for a proper determination
of signal corresponding to landings, an additional algorithm is required.

In the presented algorithm, the first step of on-ground operations detection and
classification is to select all the signal samples ε(t) below the determined threshold εT ,
i.e., satisfying the condition

ε(t) < εT , (1)

where t is time of a given sample acquisition. Then, starting from the first signal sample
satisfying this condition, consecutive disjoints sets of data are determined:

τ1 = {ε(ti,1), . . . ε(t f ,1)}, . . . , τl = {ε(ti,l), . . . ε(t f ,l)}, (2)
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such that the difference between the acquisition time ti,k of the initial signal value ε(ti,k)
from a given set τk and acquisition time t f ,k−1 of the final signal value ε(t f ,k−1) from the
preceding set τk−1 is not less than 3 s. For proper on-ground connected signal segments
detection, datasets τj lasting no longer than 2 s, i.e., for which

t f ,j − ti,j ≤ 2 (3)

are disregarded, in order to remove eventual artificial events due to natural signal distur-
bances, e.g., due to short power outages or drops of pressure in hydraulic blocks during
flight. In the next step, for every segment τj, all the signal samples ε(t) satisfying

ti,j − 3 ≤ t ≤ t f ,j + 3 (4)

are added to a given set τj in order to analyze full data records corresponding to subsequent
on-ground operations, i.e., each part of the signal corresponding to such operation is
extended by additional 3 s time offset of signal before and after the operation, in order
to track all load cycles exerted on landing gear node. The first of such extended sets, τ1,
contains signal acquired during aircraft takeoff and taxiing before takeoff, and the last set
τl corresponds to full stop landing and taxiing after landing, whereas all sets in between
are classified as Touch-And-Go (T&G) landings.

In Figure 8, the outcome of the proposed algorithm for landing presented in Figure 7
is delivered. The signal corresponding to full stop landing was extracted from raw signal
with use of the proposed algorithm. In particular, all the aircraft touchdowns are included
in the extracted signal, and an additional 3 s time offset provides data corresponding to no
load condition on landing gear node; therefore, based on such data, it is possible to capture
all relevant load cycles exerted on the node due to landing.

Figure 7. An example of signal acquired by strain gauge located at main gear attachment node
during full stop landing with indication of signal threshold for landing detection.

All the parameters, e.g., threshold εT and offset levels, were decided based on algo-
rithm results on database of reference signals, where signals corresponding to on-ground
operations were manually determined, so the number and duration of landings was com-
pared between expert and automated analysis for different adjustments of the parameters.
Furthermore, the performance of the algorithm is periodically verified, i.e., number of
landings is compared with maintenance data, but also validity and performance of the algo-
rithm is evaluated by the experts based on randomly selected flights from a given period.
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Figure 8. An example of automated extraction of signal corresponding to full stop landing.

In Figure 9a, an example of an OLM system record with indication of subsequent
on-ground operations is presented. The approach is efficient in detection of on-ground
operations, in particular for Touch-And-Go landings (Figure 9b). Detection of such events
based on flight parameters acquired by a standard flight data recorder was very inaccurate,
as many simulated landing approaches, but without touchdown, are performed during
pilot training process. In Figure 10, an example of system records for a flight with three
simulated attempts to landing is presented. For every such maneuver, low pass flight over
runway was performed (Figure 10b) with released landing gear, which caused a slight
change of strain values recorded on the node (Figure 10a); however, no actual touchdown
occurred. This is correctly recognized by the proposed algorithm, as only takeoff and
full stop landing were detected in that flight (Figure 10a). As both records—the altitude
parameter as well as indicator of landing gear release command—were similar as for proper
Touch-And-Go landings, such events were often misclassified with use of algorithms based
on only flight parameters records, as sensitivity and signal sampling rate of the standard
g-load sensor used on this type of aircraft are not sufficient for such events detection.

An interesting example of algorithm output is presented in Figure 11. The recorded
strain signal shows a clear example of a bounced landing. In this case, after the first
touchdown, the plane took off from the ground for about two seconds, and full stop
landing was performed afterwards. The algorithm detected a Touch-And-Go landing event
and subsequent proper landing. Such events, when detected by the system with high
confidence, can provide an automated tool for human error assessment, which could be
beneficial for pilot training programs.

In Figure 12, an example of a strain gauge signal recorded during full stop landing
is shown, with indication of the characteristic stages of this process. One of the param-
eters used to assess the stress level of the main landing gear node structure during full
stop and Touch-And-Go landings is the amplitude of the maximum deformation cycle
recorded during the touchdown (Figure 12). A characteristic feature of the touchdown
is the rapid deformation change related to the slowing down of the descent speed of the
aircraft and the dissipation of energy on the elements of the landing gear node [26]. Two
warning levels were defined for the strain signals characterizing hard landings, which are
presented in Table 3. In addition to structural load monitoring purposes, the distribution
of landings corresponding to different warning levels can also be used for the assessment
of pilot training advancements. The warning levels were determined based on landing
statistics determined for a certain period of time. Another approach could be based on
relevant material data and depend on the stress values at the critical point for the main
landing gear attachment node, yet the adopted statistical approach is better suited for pilot
training purposes.

9
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Figure 9. An example of load monitoring system records: (a) full record with indication of all detected on-ground operations;
(b) signal acquired during first detected Touch-And-Go landing (marked in green).

Figure 10. An example of flight records with simulated landing approaches: (a) strain on landing gear attachment node
with indication of take-off and full stop landing; (b) altitude (barometric).

Table 3. Warning levels for maximum strain amplitude [μStr] during aircraft touchdown.

Min. Touchdown Amplitude Max. Touchdown Amplitude

standard landing 0 1100
first warning level >1100 1500

second warning level >1500 -

10
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Figure 11. An example of system record with subsequent Touch-And-Go and full stop landing.

Figure 12. An example of strain record for full stop landing with indication of subsequent stages of
this maneuver.

2.3. Methodology of Landing Gear Node Fatigue Estimation

In this paragraph, a method for fatigue estimation of Main Landing Gear (MLG)
attachment frame due to vertical landing forces based on OLM system records is delivered.
The classic approach to fatigue estimation is based on the S–N fatigue curve of a given
material and linear cumulative Palmgren–Miner hypothesis. The S–N curve determines
the relationship between the equivalent stress amplitude σeq of the zero-to-tension load
cycle and the number of cycles N needed to fracture of an element, subjected to load cycles
of this amplitude. The S–N curve is usually described by the relationship [27]

log σeq = A + B log N. (5)
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Cumulative fatigue D of a set of load cycles {σ
eq
1 , . . . , σ

eq
M} is given by the expression

D =
M

∑
i=1

1
Ni

= C
M

∑
i=1

(
σ

eq
i

)− 1
B , (6)

where C is a constant dependent on material constants A and B.
Based on classic S–N and cumulative fatigue equations presented above, an approach

to fatigue wear estimation of main landing gear attachment frame can be defined as
follows. In order to determine the fatigue wear of a given structural element, a linear
relation between stress level σc at critical point of the element and some physical parameter
p can be assumed:

σc = αp. (7)

As the parameter p, records of strain gauge ε installed in a point of the structure
where stress level is linearly proportional to σc can be used, or p can be a function of flight
parameters determining load values of a given structural element, e.g., weight and g-load
factor in the case of fuselage wing attachment. Equation (6) can be rewritten as follows:

D = C
M

∑
i=1

(
σ

eq
c,i

)− 1
B
= C̃

M

∑
i=1

p−
1
B

i , (8)

where C̃ = Cα− 1
B and pi is value of physical parameter corresponding to equivalent

zero-to-tension stress amplitude of the i-th load cycle.
The material constant C and proportionality parameter α can be omitted if reference

fatigue for a given set of cycles is known, for instance, if data from Full Scale Fatigue Test
are available. In that case,

1 = DFSFT = C̃
MFSFT

∑
j=1

p−
1
B

j , (9)

where summation is carried over load cycles pj exerted on the structure during Full-Scale
Fatigue Test (FSFT) and MFSFT is number of load cycles during FSFT. Therefore,

D =
D

DFSFT
=

∑M
i=1 p−

1
B

i

∑MFSFT
j=1 p−

1
B

j

, (10)

can be calculated if material constant B and reference data from FSFT is known.
There exist several conditions which need to be satisfied in order to apply the presented

approach based on Miner’s law. First, if only laboratory material data are available with no
reference fatigue exerted on a real test structure, then the correspondence between stress
level in the critical location of the structure and the parameter used for fatigue evaluation
must be known in exact form and Miner’s Equation (6) needs to be used directly instead of
the Equation (10). Another requirement is a linear relation between the physical parameter
used for fatigue assessment and stress level σc in the critical location. As mentioned in
Section 2.1, strain gauge readings used in the study are linearly dependent on vertical
landing force in full range of admissible loads of the aircraft, as confirmed during FSFT rig
calibration. Furthermore, in the case of Su-22 aircraft, it is assumed in load spectra design
that the aircraft will be operated within the linear elastic regime of the materials, as if high
overloads during flight or very harsh landings occur, special procedures are introduced
in order to evaluate aircraft condition (e.g., plastic deformations) and its airworthiness.
In addition, no looseness in highly loaded joints is allowed, therefore linearity between
vertical force and stress level in critical location is legitimate assumption in our case. Finally,
fatigue limit [1] of the material needs to be considered for fatigue estimation based on
Equation (10), as load cycles below the fatigue threshold in a given point can be above
fatigue limit in critical location. In our case, all strain data corresponding to physical load
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cycles exerted on main landing gear attachment are taken into account for the purpose of
fatigue assessment, therefore all the load cycles in critical location are considered as well.

For the purpose of this study, the equivalent weight w carried by landing gear node
was adopted as a physical parameter needed for fatigue wear calculation in accordance
with the Equation (8). Equivalent weight was assessed by strain gauge reading and results
of linear physical scaling, i.e., values of strain for lifted aircraft with released landing gear
were related to no load condition and values of strain readings for aircraft on-ground
were related to its measured weight carried by a given landing gear node. Furthermore,
data from actuators used for the Full-Scale Fatigue Test were rescaled in those units and
used in the denominator of the Equation (10) for fatigue calculation. The parameter B was
estimated based on laboratory fatigue tests of material used for landing gear attachment
node manufacturing.

For easier interpretation of the obtained results, a notion of Landing Fatigue Equivalent
(LFE) can be introduced. LFE represents the relative fatigue of landing gear node due to
loads exerted during a given landing Dl with respect to mean fatigue due to simulated
landings during FSFT:

LFE =
∑Ml

i=1 w− 1
B

i

1
N ∑MFSFT

j=1 w− 1
B

j

, (11)

where:

• wi denotes amplitude of equivalent zero-to-tension load cycles exerted on landing gear
node during landing (in terms of equivalent weight carried by the node as measured
by strain gauge),

• Ml denotes number of load cycles recorded during landing,
• wj denotes amplitude of equivalent zero-to-tension load cycles exerted on landing

gear node during FSFT (in terms of equivalent weight carried by the node) and
• N denotes number of simulated landings during FSFT.

In order to account properly Ground–Air–Ground cycle when calculating LFE for
full stop landing, the records of strain gauge obtained for takeoff and landing are joined
(Figure 13) prior to determination of load cycles with use of Range-Pair Counting algo-
rithm [28]. Furthermore, the noise level of the recorded signal during on-ground operations
was estimated, and for LFE calculation, only relevant recorded cycles, i.e., corresponding
to physical load of the structure and higher than the level of noise, were considered. LFE
provides a direct measure to estimate the fatigue wear of the landing gear attachment node
for a given flight if:

• LFE < 1 then loads exerted on landing gear attachment node during a given landing
was less severe than mean landing profile during FSFT; or

• LFE > 1 then loads exerted on landing gear attachment node during a given landing
was more severe than mean landing profile during FSFT.

Cumulative LFE obtained for a given aircraft can be considered as a limiting condition
for possibility of further aircraft operation instead of total estimated fatigue for landing
gear attachment.

For Touch-And-Go landings, all the load cycles are due to aircraft touchdown. For full
stop landing, additional information about this process can be obtained by distinction of
load cycles occurring during different stages of landing (Figure 12) and calculation of the
corresponding fatigue. An algorithm for the classification of structure load cycles recorded
by strain gauges during the normal landings and other ground loads during take-off and
full stop landing was developed. It was assumed that the cycles are classified into the
following categories:

• cycles recorded during touchdown—P;
• Ground–Air–Ground cycle—GAG;
• cycles recorded during braking—W;
• cycles recorded during taxing before take-off—KSR;
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• cycles recorded during taxing after landing—DKL;
• other cycles recorded during takeoff—OS;
• other cycles (not classified elsewhere)—O.

In Figure 13, the general concept of division of a single take-off and landing operation
into above defined cycles is shown—the height of the shown color boxes correspond the
assumed minimum and maximum values of certain types of cycles for a given flight.

Figure 13. An example of strain record for full stop landing with indication of subsequent stages of
this maneuver.

Since:

Ml

∑
i=1

w− 1
B

i = w− 1
B

GAG + ∑
c∈P

w− 1
B

c + ∑
c∈W

w− 1
B

c + ∑
c∈KSR

w− 1
B

c + ∑
c∈DKL

w− 1
B

c + (12)

+ ∑
c∈OS

w− 1
B

c + ∑
c∈O

w− 1
B

c ,

where c denotes cycles corresponding to different types, also fatigue equivalent obtained
for full stop landing can be factored accordingly:

LFE = LFEGAG + LFEP + LFEW + LFEKSR + LFEDKL + LFEDKL+ (13)

+ LFEOS + LFEO.

Based on investigation of the defined contributions to fatigue equivalent, additional
conclusions can be drawn, e.g., with respect to pilot training program or with respect to
condition of the runway, as will be shown further in the text.

3. Results

In the period 2018–2021, a total number of 1563 full stop landings and 350 Touch-And-
Go landings of six Su-22 aircraft equipped with Operational Load Monitoring system were
recorded. In Figure 14, boxplots of LFE for full stop landing and Touch-And-Go landings
are presented.
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Figure 14. Boxplot of Landing Fatigue Equivalent for full stop (FS) and Touch-And-Go (T&G) landings.

It is demonstrated that the fatigue wear of the landing gear attachment node is signifi-
cantly higher for full stop landings compared to Touch-And-Go landings. In the former
case, the median value of LFE is 1.24 compared to 0.13 obtained for the latter landings
type. This result is of particular importance for estimation of remaining fatigue life of
landing gear attachment node for aircraft not equipped with a load monitoring system,
as usually service life is evaluated with respect to number of landings without distinction
between full stop and Touch-And-Go landings. Median value of fatigue corresponding
to full stop landing is about 24% higher mean fatigue value of simulated landings repre-
sented during Full-Scale Fatigue Test. Partially, it can be related to number of touchdown
cycles represented for simulated landings. For simulated landings, only two load cycles
were represented for touchdown as shown in Figure 3, in order to meet time constraint
requirements for the test completion. In reality, the number of load cycles during aircraft
touchdown is significantly higher as can be seen in Figure 9b or Figure 12.

In Table 4, the distribution of LFE to a different type of fatigue cycle is presented.
Higher fatigue wear of the landing gear node obtained for full stop landing is mostly
due to the Ground–Air–Ground cycle. The median value of the LFE for the GAG cycle is
1.04, which is approximately 84% of total median fatigue equivalent. This indicates that
increased simulated take-off weight of aircraft during FSFT (Figure 3) would represent
better true distribution of operational take-off aircraft weight. Considerable contribution to
LFE is also due to touchdown loads, i.e., median LFEP = 0.083.

Table 4. Contribution of different types of cycles to Landing Fatigue Equivalent (LFE).

Cycles Type GAG P D KL KS Other Cycles

median LFE 1.040 0.083 0.004 0.030 0.003 0.016

Typically, higher LFE is due to increased takeoff weight or due to hard touchdown
during landing (Figure 15). In Figure 15a, takeoff and full stop landing for a flight
with LFE = 3.27 is shown. In this flight, the performed touchdown was smooth with
LFEP = 0.25; nevertheless, take-off weight of the aircraft was about 2000 kg higher than
assumed for simulated landings during FSFT. This caused significant growth of the GAG
cycle contribution to the fatigue of landing gear attachment node. The obtained LFEGAG
for this flight was 2.84.
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Figure 15. An example of system records for flights with high values of Landing Fatigue Equivalent obtained for full stop
landing: (a) flight with increased take-off aircraft weight; (b) flight with hard touchdown.

The second example is a flight with hard touchdown during landing with very high
LFE = 8.37. Take-off weight in this case was comparable, as assumed for FSFT, which
resulted in LFEGAG = 1.30. However, very high load cycle was exerted on the structure
during touchdown with the amplitude about 10,000 kg of equivalent carried weight. Thus,
LFEP obtained for the flight was 6.95. Such events can be due to a sudden rapid gust
of wind or due to the premature release of the drogue parachute (Figure 16), which is
sometimes trained as simulation of landing on an airfield with a very short runway.

Furthermore, interesting cases of increased LFE were observed for aircraft operations
performed from a particular air base. In Table 5, the total mean LFE with contributions
of selected type of cycles is presented. Significant increase of fatigue of landing gear
attachment node was obtained for aircraft operations from one of the airfields (Figure 17).

Table 5. Mean Landing Fatigue Equivalent values corresponding to different types of cycles with
respect to operations performed from different air bases.

Localization GAG P KL KS Total

air base No. 1 0.95 0.17 0.04 0.07 1.17
air base No. 2 0.99 0.20 0.03 0.06 1.24
air base No. 3 2.41 0.86 0.18 1.21 4.30

Total mean LFE obtained for landings on that airfield was 4.30 compared to fatigue
equivalent 1.17 obtained for operations from the home air base. Significant increase of
contributions to LFE due to different type of cycles was observed for Base 3, in particular
LFE of cycles due to taxing before take-off, was more than 18 times higher than in regular
conditions. In fact, abnormal variation of strain during aircraft take-off was observed as
shown in Figure 18, which can be caused by particularly bad condition of runway.
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Figure 16. Examples of landings with prematurely opened drogue parachute [29–31].

Figure 17. Landing Fatigue Equivalent for subsequent flights of an aircraft in a given period.
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Figure 18. Records of strain during take-off for selected flights from the home base and air base no. 3.

4. Conclusions

In this paper, application of operational load monitoring system of an aircraft to
fatigue equivalent estimation of landing gear attachment node was presented. In particular,
system description algorithms for signal processing and fatigue estimation were provided.
The notion of Landing Fatigue Equivalent (LFE) was introduced as a measure representing
the relative fatigue of landing gear node due to loads exerted during a given landing with
respect to mean fatigue of simulated landings during Full-Scale Fatigue Test of the structure.
It was demonstrated that the LFE obtained for full stop landings is significantly higher
than LFE for Touch-And-Go landings. The contribution of different types of load cycles
to LFE was also investigated. Predominant contribution to LFE, i.e., over 80%, is due the
Ground–Air–Ground (GAG) cycle; furthermore, loads exerted on landing gear attachment
node during aircraft touchdown have considerable effect on fatigue wear of the structure.
Particular examples of flights with high values of LFE were presented and discussed.
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Abbreviations

The following abbreviations are used in this manuscript:

FDR Flight Data Recorder
FSFT Full Scale Fatigue Test
GAG Ground–Air–Ground (cycle)
IAT Individual Aircraft Tracking
LFE Landing Fatigue Equivalent
MLG Main Landing Gear
OLM Operational Load Monitoring
T&G Touch-And-Go (landing)
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Abstract: Ultrasonic fatigue tests of TC4 titanium alloy equiaxed I, II and bimodal I, II obtained by
different forging processes were carried out in the range from 105 to 109 cycles using 20 kHz three-
point bending. The results showed that the S-N curves had different shapes, there was no traditional
fatigue limit, and the bimodal I had the best comprehensive fatigue performance. The fracture mor-
phology was analyzed by SEM, and it was found that the fatigue cracks originated from the surface
or subsurface facets, showing a transgranular quasi-cleavage fracture mechanism. EDS analysis
showed that the facets were formed by the cleavage of primary α grains, and the fatigue cracks
originated from the primary α grain preferred textures, rather than the primary α grain clusters.
From the microstructure perspective, the reasons for better equiaxed high-cycle-fatigue properties
and better bimodal ultra-high-cycle-fatigue properties were analyzed. The bimodal I fatigue life
prediction based on energy was also completed, and the prediction curve was basically consistent
with the experimental data.

Keywords: forging; TC4 titanium alloy; three-point bending; very high cycle fatigue; microstructure;
life prediction

1. Introduction

With the continuous improvement of aviation equipment reliability and life index,
the ultra-high-cycle-fatigue (107~1012 cycles) problem has attracted increasingly more atten-
tion, and has become the focus of fatigue research [1–5]. Ultra-high-cycle fatigue belongs to
micro-scale fatigue, which differs from traditional high-cycle fatigue (105~107 cycles) not
only in the life length, but also in the more complex crack initiation and initial propagation
mechanism, and also in the great difference due to different materials [6–8]. Titanium alloys
have become the most widely used metal materials in the modern aviation industry because
of their high specific strength, low density, excellent corrosion resistance, and good heat
resistance, and the ultra-high-cycle fatigue problems are also the most prominent. Among
them, TC4 titanium alloy is widely used in the manufacture of aero-engine compressor
blades. The engine rotating speed is as high as tens of thousands of revolutions per minute,
and it is very easy for rotating parts such as blades and discs to cause high-frequency
flutter under the internal flow disturbance and rotor imbalance action, and ultra-high-
cycle-fatigue fracture problems are easy to occur when accumulating for a long time [9,10].
This shows that the safety of aero-engine compressor design cannot be ensured according
to the traditional 107 fatigue limit design theory.

Due to the observation method limitations and the theoretical analysis complexity,
ultra-high-cycle-fatigue studies basically adopt phenomenological analysis methods based
on experimental results, including macroscopic analysis of the S-N curve and Goodman
diagram based on experimental results, and microscopic analysis of crack initiation and
initial propagation based on fracture morphology. The proportion of crack initiation life
is more than 95% in the high-cycle-fatigue and ultra-high-cycle-fatigue regimes [11,12];
therefore, the crack initiation mechanism and its relationship with fatigue life are very
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important. A large number of studies have shown that [13–15] the remarkable crack
initiation zone sign for titanium alloys is the smooth facet morphology, especially for
failure on the subsurface. The reasons for the facet formation involve three different
mechanisms: cleavage [16,17], slip [18,19], and twins [20], which are highly controversial at
present. Researchers have also made in-depth analyses based on the test results, constructed
many ultra-high-cycle-fatigue fracture analysis models of titanium alloys, and predicted
the life [21,22]. However, most studies have focused on the axial tension-compression
loading mode, which is not consistent with the bending vibration mode of aero-engine
blades, so whether these analytical models are suitable for three-point bending loading
remains to be further studied.

Forging is the most widely used method for the plastic forming of titanium alloys,
and it is also a key link in the blade manufacturing process. The forging performance
is mainly determined by the forging process. Once a bad microstructure is formed in
the forging process, the subsequent heat treatment is difficult to improve. In addition,
titanium alloys are very sensitive to the forging process, in which temperature determines
the solid phase transformation behavior of titanium alloys, and the deformation degree
and deformation rate also affect the morphology, size, proportion, and distribution of α
and β phases [23,24]. Tanaka et al. [25] studied the quantitative relationship between the
Ti-17 titanium alloy fatigue properties and microstructure at different forging temperatures.
It was found that the fatigue strength is closely related to the microstructure factors such as
the volume fraction of the equiaxed α phase, and it is one of the crack initiation sites during
low-temperature solid solution aging. The strength difference between the acicular α phase
and fine α + β phase is the main reason for crack initiation after high-temperature solid
solution aging. Nikitin et al. [26,27] studied the ultra-high-cycle-fatigue crack initiation
mechanism of forged VT3-1 titanium alloy under tension and torsion. It was found that
the traditional fatigue limit does not exist and the crack initiation position changes from
surface to subsurface. When the stress ratio is R = −1, the subsurface cracks initiate at the
strong defects, “macro region” boundaries, quasi-facets, and facets, while when the stress
ratio is R = 0.1, the cracks mainly initiate at the “macro region” boundaries. Sinha et al. [28]
studied the relationship between the fatigue life scatter and fracture mechanism of the
forged Ti-6242Si alloy, and clarified the microcrack initiation and propagation process by
the quantitative fatigue fracture characterization. Combined with the crystallographic
characteristics analysis of the crack initiation facet and adjacent facet, it was concluded
that the difference in cracking degrees along the primary α grains base plane leads to great
specimen fatigue life variability.

In this paper, the forged TC4 titanium alloy three-point bending fatigue properties
were studied. Equiaxed I, II and bimodal I, II were obtained by four forging processes.
In addition, 20 kHz room-temperature ultrasonic fatigue tests were carried out, and the
corresponding S-N curves and fatigue fractures were obtained. The crack initiation mech-
anism was revealed by fracture SEM + EDS analysis, and the microstructure effect on
fatigue properties was analyzed by the changing trend of S-N curves. The bimodal I life
prediction based on the energy method was also carried out. The work performed was
helpful to determine the forging process with the best anti-fatigue ability of aero-engine
blade materials.

2. Materials and Methods

2.1. Materials

The raw material was aviation-grade TC4 bar with a diameter of 28 mm, and its
chemical composition is shown in Table 1. The TC4 titanium alloy phase transition tem-
perature measured by the continuous temperature-increasing metallographic method was
998 ◦C. On this basis, four process combinations of two temperatures (950 ◦C and 985 ◦C)
and two deformations (39.3% and 69.6%) were selected for plate die forging. The single
piece blanking size was 150 mm, and the bars were heated to the specified temperature
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for 15~20 min and then flattened along the radial direction. After forging, the bars were
annealed at 720 ◦C × 1 h + AC.

Table 1. Chemical composition of TC4 titanium alloy (wt%).

Al V Fe O C H N Ti

6.27 4.08 0.048 0.021 0.020 0.004 0.031 Bal.

Figure 1 shows the microstructures obtained by four forging processes. It was found
that the forging temperature has a great influence on the microstructure morphology, while
the effect of deformation is relatively small. The equiaxed primary α phase can be clearly
observed, and the remaining phases are the β transformation microstructure, including
the fine acicular secondary α phase and residual β phase. No obvious defects such as
crack, inclusion, segregation, and folding were found. The primary α content, grain size,
and standard deviation were measured, and the results are shown in Table 2. The equiaxed
I, II and bimodal I, II were obtained.

Figure 1. Microstructures of different forged TC4 titanium alloys. (a) Equiaxed I; (b) equiaxed II;
(c) bimodal I; (d) bimodal II.

Table 2. Measurement results of primary α phase content, grain size, and standard deviation.

Forging
Process

Forging
Type

Content
(%)

Grain Size
(μm)

Standard
Deviation (μm)

Microstructure

950 ◦C/39.3% α + β 45.24 42.54 13.75 equiaxed I
950 ◦C/69.6% α + β 48.74 34.68 16.80 equiaxed II
985 ◦C/39.3% near β 27.54 23.62 19.92 bimodal I
985 ◦C/69.6% near β 23.78 24.68 10.43 bimodal II

The room-temperature tensile properties of four kinds of forgings were obtained by
a WDW-300 universal testing machine, and the test results were averaged for 3 times.
The stress–strain curves were drawn according to the relationship between tension and
displacement during loading, as shown in Figure 2. Finally, the tensile strength σR, yield
strength σ0.2, elongation A, section shrinkage Z, elastic modulus E, and Poisson’s ratio v
were obtained, as shown in Table 3.
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Figure 2. Stress–strain curves of different forged TC4 titanium alloys.

Table 3. Room-temperature tensile properties of different forged TC4 titanium alloys.

Microstructure σR/MPa σ0.2/MPa A/% Z/% E/GPa v

equiaxed I 967 898 16.2 46.8 115.85 0.317
equiaxed II 1003 951 15.8 47.6 116.83 0.329
bimodal I 986 907 14.2 51.1 120.29 0.332
bimodal II 998 924 15.2 49.5 118.91 0.324

2.2. Methods

Finite element modal analysis was used to carry out the specimen design, the linear
perturbation analysis step was selected after the three-dimensional model was introduced,
the first 10 free vibration modes were extracted, the stress and displacement were set as
output variables, and the structured hexahedral grid was divided. Finally, the modal
analysis results of the 7th-order three-point bending vibration were obtained, as shown in
Figure 3. The modal frequency was 19,954 Hz, which is close to the design frequency of
20 kHz. The middle area of the specimen bottom bore the maximum tensile stress, which is
the expected fracture position, and the two displacement standing points were symmetrical
with respect to the middle section, which are the fulcrum positions. By modifying the
specimen length to optimize the resonant frequency, it was determined that the four forged
specimen lengths L were 31.5, 31.6, 31.8, and 31.7 mm respectively, as shown in Figure 4.

The tests were carried out by using the HC-DF2020GD-K2 multi-function ultrasonic
fatigue testing machine (HC SONIC, Hangzhou, China). The loading frequency was
18.5~20.5 kHz, the static loading range was 0~10 kN, and the force sensor control accuracy
was 0.5%. The horn output amplitude was 10~150 μm, and the amplitude control precision
was 1 μm. The three-point bending loading process is shown in Figure 5. The middle
position of the specimen bottom bore both bending stress σm and vibration stress σa, and the
stress ratio R = (σm − σa)/(σm + σa). The relationship between σm and static pressure P was
calibrated by a strain gauge. σa is proportional to the horn output amplitude A0, and the
ratio was obtained from the stress–displacement nephogram in Figure 3. The fatigue
test started from the high-stress area, and the stress amplitude was gradually reduced
by 15 MPa until the cycle reached 1 × 109, and each stress level was subjected to 1 to
2 samples. The output amplitudes under different ultrasonic powers were measured by
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an LV-S01 laser vibrometer (SOPTOP, Ningbo, China) and used to calibrate the control
software. In order to restrain the temperature rise caused by high frequency and ensure
the stability of the fatigue test, the specimens were cooled by water mist.

Figure 3. Modal analysis nephogram of equiaxial I. (a) Stress distribution; (b) displacement distribution.

Figure 4. Design drawing of three-point bending specimen.

Figure 5. Schematic diagram of three-point bending loading process.

The Apreo S SEM (FEI, Hillsboro, OR, USA) was used to observe the fracture mor-
phology, and through the energy spectrum module installed on it, EDS analysis of the
ultra-high-cycle fatigue crack origin zones of the four microstructures was carried out.
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3. Results

3.1. S-N Curves

As the number of loading cycles increases, the crack initiation changes from surface
to subsurface, which shows that the difference between ultra-high-cycle-fatigue and high-
cycle-fatigue lies not only in lower stress and longer life, but also in the fatigue failure
mechanism. The S-N curves of the four microstructures include the single-step decline
type, double-step decline type, and straight-step decline type, and there is no traditional
fatigue limit. The equiaxed high-cycle-fatigue properties are obviously better than those of
bimodal microstructures, while the equiaxed I ultra-high-cycle-fatigue property is worst.
The equiaxed II ultra-high-cycle-fatigue property is similar to that of bimodal I, but the
fatigue life scatter is larger, so it is considered that the bimodal ultra-high-cycle-fatigue
properties are better than those of equiaxed microstructures. From the analysis in Figure 6,
it seems that the high-cycle-fatigue and ultra-high-cycle-fatigue performances cannot
be obtained at the same time. In the range of 105 to 109 cycles, bimodal I has better
comprehensive fatigue performance, and 985 ◦C with a 39.3% deformation degree is
determined to be the best forging process.

Figure 6. S-N curves of different forged TC4 titanium alloys.

3.2. Fatigue Fracture Morphology

Figure 7a–d show the high-cycle-fatigue crack origin zone SEM morphology of dif-
ferent forged TC4 titanium alloys at low magnification. It is observed that the river-like
crack propagation patterns converge on the specimen surface, in which the bimodal I has a
bright and continuous main crack, and the propagation direction is almost vertical. There
are no obvious inclusion traces in the origin zones, which is significantly different from the
fisheye morphology in high-strength steel. Figure 7e–h show the high-cycle-fatigue crack
origin zone SEM morphology at high magnification, and many smooth facet features are
observed, especially on the surface, which are considered to be the crack origins. There are
a large number of cleavage steps and microplastic tear (MPT) morphologies around the
facets. Overall, there is no obvious difference in the crack origin zone SEM morphology for
the four kinds of microstructures, and all of them are mainly transgranular brittle fracture.
Combined with the crack propagation path, it is determined that the crack first initiates
from the surface facet, initially propagates with the cleavage steps and MPT characteristics,
and then converges with the subsurface facet cracks to form the main crack, which finally
leads to fatigue fracture, which is shown as the transgranular quasi-cleavage fracture
mechanism.
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Figure 7. SEM morphology of high-cycle-fatigue crack origin zone. (a,e) Equiaxed I, σa = 330 MPa,
Nf = 1.26 × 106; (b,f) equiaxed II, σa = 300 MPa, Nf = 4.25 × 106; (c,g) bimodal I, σa = 285 MPa,
Nf = 5.08 × 106; (d,h) bimodal II, σa = 270 MPa, Nf = 6.39 × 106.

Figure 8a–d show the ultra-high-cycle-fatigue crack origin zone SEM morphology
of different forged TC4 titanium alloys at low magnification. The crack still propagates
in a river shape, but converges on the specimen subsurface, in which the equiaxed II
main crack patterns are the most obvious, and the propagation direction is oblique 45◦.
Figure 8e–h show the ultra-high-cycle-fatigue crack origin zone SEM morphology at high
magnification, and the origin zone center is the facet cluster morphology, not the inclusion
characteristics. There are a large number of cleavage steps and MPT features around the
facets. The analysis shows that the near small facets converge into large facets through
the cleavage steps, while the distant large facets are connected by MPT characteristics,
and the whole is still dominated by transgranular brittle fracture. The distance between
the subsurface facet and the surface of the four kinds of microstructures is about 48, 39, 45,
and 43 μm. Combined with the crack propagation path, it is concluded that the crack first
originates from the subsurface facets, and then the faceted cracks with different heights
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and orientations connect and propagate each other through the cleavage steps and MPT
features, and finally merge with the main crack to lead to fatigue fracture, which is still the
transgranular quasi-cleavage fracture mechanism.

Figure 8. SEM morphology of ultra-high-cycle-fatigue crack origin zone. (a,e) Equiaxed I,
σa = 218 MPa, Nf = 6.06 × 108; (b,d) equiaxed II, σa = 233 MPa, Nf = 3.16 × 108; (c,f) bimodal
I, σa = 225 MPa, Nf = 4.15 × 108; (g,h) bimodal II, σa = 233 MPa, Nf = 3.25 × 108.

The fatigue crack initial propagation depth is about between 71 μm~273 μm, and then
it will enter the slow and stable propagation stage. The crack propagation region is
relatively flat, and the slow propagation zone shows a mixed shape of dense shear tear
edges and secondary cracks. Due to the low crack propagation rate, the fatigue band is
not obvious, but there are a large number of secondary cracks, indicating that the crack
direction changes after it encounters the second phase or grains with different orientations
in the crack propagation process. The stable propagation region is composed of many small
fault blocks with different sizes and heights, on which there exist thin and short fatigue
striations, as shown in Figure 9. A series of basically parallel and slightly curved fatigue
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striations are clearly visible. Each fatigue striation represents the crack tip position under
the cycle, and the number of fatigue striations is roughly equal to the number of cycles
and perpendicular to the local crack propagation direction. The high-cycle-fatigue striation
spacings of the four microstructures are 0.097, 0.139, 0.219, and 0.140 μm, respectively,
and the ultra-high-cycle-fatigue striation spacings are 0.095, 0.087, 0.118, and 0.086 μm,
respectively. For the same microstructure, the distance between the fatigue striation
observation position and the origin zone is basically the same, so the fatigue striation
spacing in the local microzone basically reflects the crack propagation rate. The ultra-
high-cycle-fatigue striation spacing is smaller than that of high-cycle-fatigue, so the crack
propagation life is longer.

Figure 9. SEM morphology of fatigue crack stable propagation zone. (a) Equiaxed I, σa = 330 MPa,
Nf = 1.26 × 106; (b) equiaxed I, σa = 218 MPa, Nf = 6.06 × 108; (c) equiaxed II, σa = 300 MPa,
Nf = 4.25 × 106; (d) equiaxed II, σa = 233 MPa, Nf = 3.16 × 108; (e) bimodal I, σa = 285 MPa,
Nf = 5.08 × 106; (f) bimodal I, σa = 225 MPa, Nf = 4.15 × 108; (g) bimodal II, σa = 270 MPa,
Nf = 6.39 × 106; (h) bimodal II, σa = 233 MPa, Nf = 3.25 × 108.
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4. Discussion

4.1. Analysis of Crack Initiation Mechanism

For TC4 titanium alloy, Al and V are the stable elements of the α and β phase, re-
spectively, that is, the Al content in the α phase should be higher than that of the matrix,
and the V content should be lower. EDS analysis was carried out on the facets in the
ultra-high-cycle-fatigue crack origin zones of the four kinds of microstructures, and the
results are shown in Figure 10. Among the 24 randomly selected facets, the V content is
lower than the matrix level, and the Al content in most facets is higher than the matrix
level, while the Al content in a few facets is lower, and the missing part is replaced by the
Ti element. Considering that the facets are about tens of microns, slightly smaller than the
primary α grain size, it is concluded that the facets in the crack origin zone are formed
by the cleavage of primary α grains. The formation of these primary α grains is mainly
attributed to the Al element-promoting effect, while a few of them hardly need the Al
element assistance. Combined with SEM and EDS analysis, it is concluded that the crack
initiation mechanism is the cleavage of primary α grains on the surface or subsurface,
corresponding to high-cycle-fatigue and ultra-high-cycle-fatigue, respectively, and the
fatigue failure mechanism is mainly transgranular quasi-cleavage brittle fracture.

The facets in the crack origin zone appear in the form of clusters, rather than the single
facet. Chandran [29] believed that the spatial α grain agglomeration leads to the formation
of fatigue cracks in Ti-10V-2Fe-3Al titanium alloy. In order to investigate whether the TC4
titanium alloy fatigue cracks originate from a single facet or facet clusters, four kinds of
microstructure ultra-high-cycle-fatigue origin zone facet clusters were analyzed by EDS.
If the fatigue cracks originate in facet clusters, the Al content should be significantly higher
than the matrix level, and the V content should be lower. As shown in Figure 11, the three
element contents are very close to the matrix level, so it is concluded that facet clusters
are not the cause of fatigue crack formation. Kun et al. [30] obtained a similar conclusion
by analyzing the Ti-8Al-1Mo-1V titanium alloy inverse pole diagram along the loading
direction. It was found that the grain orientation is random on the whole, but the adjacent
grain orientation is basically the same in the local microzone, indicating that the fatigue
cracks originate from the preferred texture of primary α grains rather than clusters. To sum
up, the fatigue crack initiation mechanism is the cleavage of primary α grains with specific
spatial orientation and crystal orientation for the four kinds of microstructures.
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Figure 10. EDS analysis of facets in ultra-high-cycle-fatigue crack origin zone. (a,e) Equiaxed I,
σa = 218 MPa, Nf = 6.06 × 108; (b,d) equiaxed II, σa = 233 MPa, Nf = 3.16 × 108; (c,f) bimodal I,
σa = 225 MPa, Nf = 4.15 × 108; (g,h) bimodal II, σa = 233 MPa, Nf = 3.25 × 108.

31



Materials 2021, 14, 5329

Figure 11. EDS analysis of facet clusters in ultra-high-cycle-fatigue crack origin zone. (a) Equiaxed
I, σa = 218 MPa, Nf = 6.06 × 108; (b) equiaxed II, σa = 233 MPa, Nf = 3.16 × 108; (c) bimodal I,
σa = 225 MPa, Nf = 4.15 × 108; (d) bimodal II, σa = 233 MPa, Nf = 3.25 × 108.

4.2. Analysis of Microstructure Influence

The titanium alloy fatigue properties are mainly affected by the microstructure such
as primary α grains and are closely related to the forging process. On the one hand,
the increased forging temperature will strengthen the primary α phase diffusion behavior,
swallow the surrounding fine α phases, and cause the primary α grains to grow. On the
other hand, the increased forging temperature will promote the α→β phase transformation
behavior, resulting in the decrease in primary α grain size and content. The two mech-
anisms compete with each other under the deformation degree influence, resulting in
changes in the primary α content and grain size, as shown in Table 2.

As the α phase is more brittle than the β phase is, it is easier to form dislocation
accumulation at the α-β phase boundaries or primary α grain boundaries under fatigue
loading. The larger primary α grain boundaries increase the dislocation slip length and
aggravate the stress concentration at the tip of dislocation accumulation, thus promoting
the primary α grain cleavage failure [31]. Stanzl et al. [32] believed that the accumulated
irreversible slip in the process of low stress fatigue leads to the α grain cleavage fractures
in the slip surface with a high Schmidt factor, and the subsequent process of faceted crack
nucleation and propagation form a rough origin zone. Chai et al. [33] studied the subsurface
defect-free crack initiation mechanism and obtained a similar conclusion: the primary α

phase is the weak crack initiation part, and the longer primary α grain boundaries play the
role of internal notches.

The analysis shows that the fatigue life is related to the microstructure influence on
the high-cycle-fatigue and ultra-high-cycle-fatigue mechanism. The traditional high-cycle-
fatigue belongs to macro-scale fatigue, the material composition can be approximately
regarded as a uniform distribution, the fatigue failure is mainly controlled by surface stress,
and the microstructure influence is small. At the same stress level, the primary α phase
content in the equiaxed microstructure is higher than that in the bimodal microstructure,
which can tolerate more slip deformation and enhance the resistance to crack initiation,
so the high-cycle-fatigue performance is better. In contrast, the ultra-high-cycle-fatigue
belongs to micro-scale fatigue, material composition is no longer uniformly distributed,
fatigue failure is controlled by both surface stress and internal defects, and the microstruc-
ture influence is greater. The lower primary α phase content in the bimodal microstructure
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means fewer defects, which reduces the number of stress concentration zones caused by
dislocation accumulation at the second phase interface, makes the slip deformation more
uniform, and increases the crack initiation life. In addition, the β transition tissue content
in the bimodal microstructure is higher and the creep resistance is greater. As shown in
Figure 1, the strip-like and fine needle-like secondary α phases are arranged longitudinally
and horizontally in the β matrix, isolating the primary α grains from each other, making the
crack propagation path more tortuous, blocking the facet crack propagation, converging
and combining into the main crack, and increasing the crack propagation life, so that the
bimodal ultra-high-cycle-fatigue properties are better.

4.3. Fatigue Life Prediction Based on Energy

In the linear elastic fracture mechanics, the stress intensity factor amplitude ΔK at the
crack tip is the main crack propagation control parameter, which can be calculated by the
Murakami model [34], as shown in Formula (1):

ΔK f ,orFC = n · σa(π
√

area f ,orFC)
1/2 (1)

For surface cracks, n = 0.65; for subsurface cracks, n = 0.5; σa is the stress amplitude;
and areaf,orFC represents the projected area of facet or facet clusters in the principal stress
direction. Based on the measurement of the facet characteristics in the bimodal I crack
origin zone, it is found that there is no obvious difference in most facet sizes, with an aver-
age of about 17.5 μm, while the facet cluster size increases with the fatigue life. The stress
intensity factors ΔKf and ΔKFC of facets and faceted clusters are calculated according to
Formula (1). As shown in Figure 12, ΔKf decreases with the fatigue life, which is much
smaller than the stress intensity factor threshold value for macroscopic crack propagation
(ΔKth = 5~6 MPa·m1/2). The ΔKFC remains basically unchanged with the increased fatigue
life, and the ΔKFC is about 4.53 MPa·m1/2 for surface failure and 5.49 MPa·m1/2 for subsur-
face failure, which is mainly attributed to the adverse environmental effects. Surface cracks
germinate and propagate in air and water fog, while subsurface cracks do so in vacuum,
so the ΔKFC is lower when surface failure occurs. To sum up, the amplitude of the stress
intensity factor ΔKFC of faceted clusters is analogized to the threshold ΔKth, which controls
the macroscopic stable crack propagation.

Figure 12. Calculation of stress intensity factor amplitude. (a) ΔKf and Nf; (b) ΔKFC and Nf.
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For high-cycle-fatigue and ultra-high-cycle-fatigue regimes, the crack initiation and
initial propagation stages occupy the vast majority, so the fatigue life can be estimated by
the energy-based crack nucleation life model, and the calculation formula is [35]:

Ni =
4πμ3h2M3c

0.005d3(Δσ − 2Mk)
[
π2Δσ2(1 − v)2 + ξM2μ2

] (2)

where μ is the shear homogeneous matrix modulus, h is the slip band width, d is the
primary α grain size, Δσ is the stress amplitude, 2 Mk is defined as the fatigue strength
at 109 cycles, M is usually taken as 2, v is Poisson’s ratio, and ξ is a numerical constant.
It is known from Figure 12 that the stress intensity factor amplitude of the faceted clusters
ΔKFC is approximately constant, so the crack size c is represented by the facet cluster
size areaFC

1/2. According to the S-N curve, the unknown parameters ξ and h are fitted
nonlinearly, and the results are 1.02 and 8.25 × 10−4, respectively. Finally, the bimodal I
fatigue life prediction curve is obtained, as shown in Figure 13.

Figure 13. Results of the fatigue crack life prediction.

The life prediction curve related to the facet cluster size is basically consistent with
the fatigue data, which verifies that the fatigue failure process is mainly consumed in
the facet cluster formation stage, and only a small part of the propagation zone and final
rupture zone. It is also shown that the energy-based life prediction model is not only
suitable for axial tension–compression loading, but also for three-point bending loading.
The analysis shows that the crack origin zone shows similar facet morphology under the
two loading modes, and there is no essential difference in fatigue failure mechanism, so the
relevant characteristic parameters in the life prediction model are universal. As far as
the current research is concerned, it is reasonable to apply the axial tension–compression
fatigue analysis model to three-point bending fatigue, and the author will further analyze
and demonstrate this statement in the follow-up research.

5. Conclusions

In this paper, forged TC4 titanium alloy ultrasonic fatigue properties under three-point
bending were studied, and the main conclusions are as follows:

1. As the number of loading cycles increases, the crack initiation changes from surface
to subsurface initiation. The S-N curves have different shapes, and there is no tra-
ditional fatigue limit. The equiaxed high-cycle-fatigue performance is better, while
the bimodal ultra-high-cycle-fatigue performance is better. The best forging process
combination is 985 ◦C with a 39.3% deformation degree.

2. The crack origin zones in the four kinds of microstructures show the mixed mor-
phology of facets, cleavage steps, and MPT characteristics. The crack originates
from the surface or subsurface facet, showing a transgranular quasi-cleavage fracture
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mechanism. The ultra-high-cycle-fatigue striation spacing is smaller than that of
high-cycle-fatigue for the same microstructure, which reflects a higher crack propaga-
tion life.

3. The facet in the crack origin zone is formed by the cleavage of primary α grains.
Most of these primary α grains are attributed to the Al element-promoting effect,
while a few of them hardly need the Al element assistance. The fatigue cracks
originate from the preferred texture of primary α grains, rather than the primary α

grain clusters.
4. High-cycle-fatigue belongs to macro-scale fatigue, the fatigue failure is mainly con-

trolled by surface stress, and the influence of the microstructure is small. While
ultra-high-cycle-fatigue belongs to micro-scale fatigue, the fatigue failure is controlled
by both surface stress and internal defects, and the influence of the microstructure is
great. This makes the equiaxed and bimodal microstructure have better high-cycle-
fatigue and ultra-high-cycle-fatigue performance, respectively.

5. The stress intensity factor amplitude ΔKFC of faceted clusters can be analogized to
the threshold ΔKth to control the macroscopic stable crack propagation, and the life
prediction curve related to the faceted cluster size is basically consistent with the
fatigue data, which shows that it is reasonable to apply the axial tension–compression
fatigue analysis model to three-point bending fatigue, which is attributed to the
similar fatigue failure mechanism.
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Abstract: This study investigated the hydrogen embrittlement (HE) characteristics of advanced
high-strength steels (AHSSs). Two different types of AHSSs with a tensile strength of 1.2 GPa were
investigated. Slow strain rate tests (SSRTs) were performed under various applied potentials (Eapp)
to identify the mechanism with the greatest effect on the embrittlement of the specimens. The SSRT
results revealed that, as the Eapp increased, the elongation tended to increase, even when a potential
exceeding the corrosion potential was applied. Both types of AHSSs exhibited embrittled fracture
behavior that was dominated by HE. The fractured SSRT specimens were subjected to a thermal
desorption spectroscopy analysis, revealing that diffusible hydrogen was trapped mainly at the
grain boundaries and dislocations (i.e., reversible hydrogen-trapping sites). The micro-analysis
results revealed that the poor HE resistance of the specimens was attributed to the more reversible
hydrogen-trapping sites.

Keywords: advanced high-strength steel; hydrogen embrittlement; hydrogen trapping; thermal
desorption spectroscopy

1. Introduction

The need to reduce environmental harm is a growing global concern. Accordingly,
the automotive industry is striving to improve fuel efficiency and reduce carbon dioxide
emissions to protect the environment. Globally, the industry is pushing for fuel efficiency
improvements via two routes: high-efficiency engines and lightweight body designs [1–3].
A vehicle’s body weight accounts for 40% of its fuel efficiency factors; therefore, reduc-
ing this weight has the greatest impact on improving fuel efficiency. Generally, a 100-kg
reduction in body weight lowers carbon dioxide emissions by 7.5 to 12.5 g/km, signifi-
cantly enhancing the fuel efficiency. To reduce the weight of cars, manufacturers may use
nonferrous materials (e.g., resin, aluminum alloy, and magnesium alloy) [4–8]; specific
methods (e.g., the miniaturization of parts); or different types of high-strength steels [9–11].
Although nonferrous materials used in automotive structures such as aluminum alloy and
magnesium alloy are lighter than steel, they are also weaker, and their thicknesses must
be increased to maintain body stiffness. Additionally, lightweight materials must be used
in combination with other materials, such as carbon fiber-reinforced plastic, to maintain
the required body stiffness. Therefore, research and development into various types of
advanced high-strength steels (AHSSs) are currently underway.

Generally, the mechanical properties of steel are enhanced using methods such as
solid solution, grain refinement, or precipitation; however, in the case of AHSS, phase
transformation-based methods are also used. Enhancing the mechanical properties of an
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AHSS increases its corrosivity and sensitivity to a delayed fracture, i.e., stress–corrosion
cracking (SCC) and hydrogen embrittlement (HE), which are the main problems associated
with AHSS [12].

Over the past decades, a lot of research on HE in AHSSs has been conducted: effects
of the strength, microstructure, and types of defects of AHSSs. V. G. Khanzhin et al. [13,14]
studied the influence of precipitate and mechanical properties on HE. According to the
studies, the higher density of precipitates in a structure, the lower HE resistance, since the
secondary phase particles influence both the stage of initiating hydrogen cracks and the
crack growth kinetics to a critical value. Additionally, mechanical properties, their strength
and toughness, affects the nucleation of hydrogen cracks, possibility of their propagation,
and the kinetics of growth to a critical size.

In AHSS, the delayed fracture phenomenon is caused mainly by HE. Hydrogen inside
the steel is preferentially trapped in lattice defects, such as voids, dislocations, and grain
boundaries, as well as in various carbides and precipitates [15,16]. Additionally, after
entrapment, hydrogen is concentrated in certain areas by stress, leading to the propagation
of internal cracks and, eventually, to delayed fractures. However, the exact cause and
mechanism of the delayed fracture phenomenon have not been identified to date. This is
because, in addition to HE, a delayed fracture can result from the combined effects of other
variables, including the stresses acting on the steel, the microstructures, mechanical proper-
ties, surface conditions, and internal cracks. Further research is required to determine the
exact cause of HE. Therefore, this study uses slow strain rate tests (SSRTs), a microstruc-
tural analysis, and a thermal desorption spectroscopy (TDS) analysis to investigate the HE
mechanisms of two different types of AHSSs with the tensile strength of 1.2 GPa.

2. Materials and Methods

This study used two different types of AHSSs with a tensile strength of 1.2 GPa. Table 1
provides their chemical compositions. Figure 1 presents the specimens’ microstructural
images, and Figure 2 shows the mechanical properties obtained by the tensile test. Steel A
was comprised of fine grains with complex phases of ferrite, bainite, martensite, and a small
fraction of retained austenite, with Ti and/or Nb precipitates for enhancing the tensile
strength and ductility. Since this steel was cooled slowly after soaking in the austenite
region, its main phases were bainite and martensite. Steel B was also a multiphase AHSS
comprising ferrite, bainite, a relatively higher fraction of retained austenite, and a small
portion of martensite. Under an applied stress, the phase transformation of the retained
austenite increased the ductility of Steel B. As shown in Figure 2c, Steel B showed a uniform
strain-hardening rate range, which is evidence of a transformation-induced plasticity effect.

Table 1. Chemical compositions of the advanced high-strength steels for use in automobiles (wt.%).

Component C Si Mn Cr Ti Nb Fe

Steel A 0.11~0.18 0.4~0.7 2.2~2.7 0.0~0.1 0.01~0.02 0.01~0.02 Bal.
Steel B 0.11~0.18 1.2~1.9 2.4~2.7 0.20~0.45 0.01~0.02 - Bal.

Figure 1. Scanning electron microscopy images of the microstructure of (a) Steel A and (b) Steel B
etched with a 2% nital solution.
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Figure 2. (a) Engineering stress–strain curves, (b) true stress–strain curves, and (c) strain-hardening
rate vs. true strain curves for Steel A and Steel B obtained by tensile tests.

2.1. Electrochemical Tests

Potentiodynamic polarization test was performed to analyze the corrosion behavior of
AHSSs and determine the applied potentials in the SSRTs. For the electrochemical tests,
the specimens were cut into dimensions of 1.5 × 1.5 cm2, abraded up to #600 with silicon–
carbide paper, degreased with ethanol, and dried with N2 gas. The electrochemical test
environment used a modified Society of Automotive Engineers’ (M-SAE) solution at 25 ◦C
(room temperature) (see Table 2 for the chemical compositions). All the electrochemical
experiments were performed with a triple-electrode electrochemical cell, as shown in
Figure 3. The counter electrode was a graphite rod, and the reference electrode was
a saturated calomel electrode (SCE). The open-circuit potential (OCP) was established
over 3 h. Potentiodynamic polarization tests were conducted with a potential sweep of
0.166 mV/s in accordance with ASTM G5. After the samples were stabilized in an M-SAE
solution at room temperature for 1 h, SSRTs were conducted under applied potentials (Eapp)
of −600, −750, and −1500 mVSCE based on the potentiodynamic polarization test.

Table 2. Chemical composition (wt.%) of the modified Society of Automotive Engineers’ solution.

NaCl CaCl2 NaHCO3 (NH4)2SO4 pH

0.5 0.1 0.075 0.35 7.3
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Figure 3. Schematic diagram of the three-electrode cell configuration used in (a) potentiodynamic
polarization test and (b) SSRTs. CE, RE, and WE refer to counter electrode, reference electrode, and
working electrode, respectively.

2.2. Slow Strain Rate Tests

A schematic image of the specimen for the SSRTs is presented in Figure 4. First, the
critical strain rate was determined by various SSRTs in the OCP state; then, under the
Eapp values listed in Section 2.1, SSRTs were conducted at a strain rate of 10−5. After
the tests, each fractured specimen was cleaned with ethanol and transferred into liquid
nitrogen as soon as possible. Then, the fracture surface was observed via scanning electron
microscopy (SEM), and the hydrogen desorption rate was determined by a TDS analysis
of the hydrogen content charged into the specimen. To enable the TDS analysis of the
hydrogen content, the specimen was cut up to 10 mm from the fracture surface. To calculate
the activation energy for hydrogen de-trapping, heating rates of 2 ◦C/min and 4 ◦C/min
were used.

Figure 4. Dimensions of the specimen used in slow strain rate tests.

2.3. Analyses for Hydrogen-Trapping Sites

The grain boundary areas and austenite phase fractions of the samples were measured
using electron backscattered diffraction (EBSD). X-ray diffraction (XRD) was performed at
a scan rate of 1◦/min, and the dislocation density was calculated using the full width at
half-maximum (FWHM). Electron probe microanalysis (EPMA) and transmission electron
microscopy (TEM) were used to analyze the type and characteristics of the precipitates.
Before EPMA, each specimen was etched slightly with a 2% nital solution for 5 s.
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3. Results and Discussion

3.1. Potentiodynamic Polarization Test

This study conducted potentiodynamic polarization tests to analyze the elec-tro-
chemical properties of the specimens; the results are presented in Figure 5 and Table 3.
Mild steel with a tensile strength of 270 MPa was used as a comparison material for the
AHSS. The AHSSs exhibited higher corrosion rates than the mild steel. The anodic polar-
ization curves of the AHSSs and the mild steel material were similar in shape; however,
the ca-thodic polarization curve of the AHSSs shifted more to the right compared with the
mild steel. This was because hydrogen evolution reactions are more likely in AHSS than in
mild steel due to the higher levels of precipitates, carbides, and grain boundary densi-ties.
Additionally, there are more phase types in AHSS compared with mild steel, result-ing in
higher corrosion rates due to the large micro-galvanic effect between phases [17].

Figure 5. Potentiodynamic polarization curves in a modified Society of Automotive Engineers’
solution.

Table 3. Potentiodynamic polarization test results.

Specimen
Ecorr

(VSCE)
Icorr

(A/cm2)
βa

(mV/Decade)
βc

(mV/Decade)

Corrosion
Rate

(mm/y)

Steel A −0.748 3.54 × 10−5 92 205 0.41
Steel B −0.755 3.38 × 10−5 61 241 0.39

Mild steel −0.765 1.70 × 10−5 89 419 0.20

The electrochemical properties of both AHSSs, e.g., corrosion potential and corrosion
current density, were almost identical. From the polarization curve of Steel A, the redox
reaction of hydrogen (Equation (1)) produced a higher hydrogen equilibrium potential
(E0

H2 O/H2 , −0.672 VSCE) than corrosion potential (Ecorr, −0.728 VSCE). Therefore, hydrogen
was also generated at the corrosion potential.

2H2O + 2e− → H2 + 2OH−, E0
H2O/H2

= −0.672VSCE. (1)

3.2. Slow Strain Rate Tests

During an SSRT, the applied strain rate will cause differences in the occurrence of SCC
and HE behaviors [18]. When the strain rate is too high, there is insufficient time for SCC to
occur, resulting in only a tensile rupture. Conversely, at a low strain rate, the re-passivation
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of the film before the propagation of a crack by anodic dissolution means that SCC does
not occur. However, HE does not require the breakdown of the passive film; instead, it
is caused by hydrogen trapping inside the steel. Therefore, the lower strain rate requires
more time for the hydrogen to be entrapped in the steel, making it more susceptible to HE.
Accordingly, when conducting SSRTs to determine the HE characteristics, an optimal strain
rate should be applied in consideration of the hydrogen trapping time. To determine the
critical strain rate, the SSRTs were performed at strain rates of 2 × 10−4/s, 10−4/s, 10−5/s,
10−6/s, and 5 × 10−7/s in M-SAE solution under an OCP state (see Figure 6 for the results).
When the strain rate was 10−5/s, the SSRT results revealed a relatively low elongation for
both AHSSs. Therefore, the final SSRTs were performed under a strain rate of 10−5/s.

Figure 6. Elongation vs. strain rate in a modified Society of Automotive Engineers’ solution under an
open-circuit potential state.

Both specimens showed a decreasing elongation with a decreasing strain rate, which is
representative of a typical HE elongation–strain rate curve, in which a ductility minimum
is not expected [18]. A low strain rate provides sufficient time for lattice diffusion, which
allows hydrogen to easily enter the trapping sites.

To minimize the hydrogen generation reactions, the applied anodic potential should
be higher than the hydrogen reduction potential. Accordingly, as is shown in Figure 7 and
Table 4, the SSRTs in this study were conducted using various Eapp values. The amounts of
hydrogen evolution for the Eapp values of −1500 mVSCE were calculated by integrating the
base area of the current–time curves (Figure 7c,d). Since the current obtained with an Eapp
above −750 mVSCE was caused by corrosion, the hydrogen evolution amounts for Eapp
values of −750 mVSCE were calculated using Faraday’s law as follows [18]:

m =
Ired,H2O/H2 × t × a

n × F
(2)

where m is the reaction mass (hydrogen evolution amount, in grams), Ired is the current of
the reduction reaction at each Eapp (A), t is the time to fracture (s), a is the atomic weight
(g/mol), n is the number of electrons (n = 2 for Equation (1)), and F is the Faraday constant
(96,500 C/mol).
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Figure 7. Stress–strain curves for (a) Steel A and (b) Steel B, and the current–time curves of (c) Steel
A and (d) Steel B obtained during slow strain rate tests.

Table 4. Slow strain rate test results.

Steel
Applied
Potential
(mVSCE)

Yield
Strength

(MPa)

Tensile
Strength

(MPa)

Elongation
(%)

HE Susceptibility
Index, IHE

(%)

Hydrogen
Evolution Rate

(g)

Steel
A

Air 781 1186 16.0 - -
−600 703 1124 14.1 11.9 -

−750 (Ecorr) 699 1146 11.2 30.1 5.76 × 10−6

−1500 690 1041 4.6 71.0 1.23 × 10−3

Steel
B

Air 800 1202 21.6 - -
−600 906 1150 16.4 24.0 -

−750 (Ecorr) 852 1119 13.3 38.3 2.62 × 10−6

−1500 851 1034 3.7 82.9 9.76 × 10−4

For both AHSSs, the lower Eapp was found to be correlated with a reduced elongation.
There was an increase in the amount of corrosion with a higher anodic overvoltage, while
the hydrogen evolution amount increased with the increasing cathodic overvoltage. A
slightly higher amount of hydrogen was generated on Steel A compared to on Steel B.

The HE sensitivity index (IHE) indicates the ductility loss of the AHSSs according
to the Eapp. Since the ductility loss of AHSSs with cathodic applied potential is related
to HE, the IHE was used to compare the HE resistance. The IHE can be calculated using
Equation (3), in which a higher IHE is associated with increased HE sensitivities. The IHE of
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Steel B was approximately 10% higher than that of Steel A. Therefore, compared with Steel
B, Steel A had a superior HE resistance.

IHE =
εair − εsoln.

εair
× 100 (3)

where IHE is the HE sensitivity index (%), εair is the elongation tested in air, and εsoln. is the
elongation tested under an Eapp.

3.3. Fractography

To determine the fracture properties of the AHSS samples, after the SSRTs were
conducted, the fracture surfaces and sides of the specimens were observed by SEM. The
results are presented in Figures 8 and 9. Cracks were initiated and propagated from the
sides in all the specimens. In Steel A, uniform pitting corrosion was observed on the sides at
−600 mVSCE, while there was no changes at −750 and −1500 mVSCE (Figure 8b,f,j). Dimples
were observed at the crack initiation site at −600 mVSCE, cleavage occurred at the crack
initiation site at −750 mVSCE, and transgranular fracturing was noted at −1500 mVSCE
(Figure 8c,g,k). All the specimens exhibited dimpling at the center of their fracture surfaces
(Figure 8d,h,l). Steel A only exhibited ductile fracturing at −600 mVSCE, and the lower Eapp
values resulted in more brittle fracture behavior. Even under a potential of −1500 mVSCE,
the center of the specimen exhibited ductile fracture behavior. Therefore, hydrogen did not
diffuse into the center of the specimen.

Figure 8. Fractography of Steel A at (a–d) −600 mVSCE, (e–h) −750 mVSCE, and (i–l) −1500 mVSCE.
(a,e,i) Entire sample, (b,f,j) side view, (c,g,k) crack initiation site, and (d,h,l) center. Red arrows
indicate the initiation of cracks and direction of propagation.
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Figure 9. Fractography of Steel B at (a–d) −600 mVSCE, (e–h) −750 mVSCE, and (i–l) −1500 mVSCE.
(a,e,i) Entire sample, (b,f,j) side view, (c,g,k) crack initiation site, and (d,h,l) center. Red arrows
indicate the initiation of cracks and direction of propagation.

In Steel B, uniform corrosion and cracks occurred on the side of the specimen at
−600 mVSCE. Cracks without any corrosion were observed at −750 and −1500 mVSCE
(Figure 9b,f,j), and the lower Eapp values were correlated with a higher density of cracks.
Cleavage was observed at the crack initiation site at −600 mVSCE, while mixed intergranular
and transgranular fractures were seen at the crack initiation sites of −750 and −1500 mVSCE
(Figure 9c,g,k). The intergranular fracture was more obvious at −1500 mVSCE, and in all
the specimens, dimples occurred at the center of the fracture surfaces (Figure 9d,h,l). Steel
B exhibited brittle fractures at −600 mVSCE, and the lower Eapp values were associated
with more obvious brittle fracture behaviors. At −1500 mVSCE, the center of Steel B
demonstrated ductile fracture behavior. Thus, like Steel A, hydrogen did not diffuse into
the center of the specimen. Under the same Eapp, Steel B exhibited more brittle fracture
behavior than Steel A. The fractography results confirmed that, compared with Steel A,
Steel B was more susceptible to delayed fractures.

3.4. Hydrogen Trapping and Desorption Behaviors

To investigate the desorption behavior of diffusible hydrogen, the SSRT specimens
were analyzed by TDS at the Eapp values of −600, −750, and −1500 mVSCE. The results
are presented in Figure 10 and Table 5. To quantitatively analyze the desorbed hydrogen,
the area below the desorption rate vs. the temperature curve was integrated [19] (see
Table 5 for the results). Just 0.05 ppm of diffusible hydrogen was released in the as-received
specimens. Most of the diffusible hydrogen that accumulated during the steel manufac-
turing process (e.g., during acid cleaning) appeared to be released during machining and
storage. However, when the potential was applied, the lower Eapp was associated with the
higher hydrogen desorption rate. Under the same Eapp values of both AHSSs, the desorbed
diffusible hydrogen content of Steel B was higher than in Steel A, except for −1500 mVSCE.
In that case, Peak 3 of Steel A and Peak 2 of Steel B (located at approximately 220 ◦C)
originated from the deformation field around the dislocation. In this study, as tensile defor-
mation was considered an error, the hydrogen de-trapping from these peaks was negligible.
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Theoretically, the production of hydrogen did not occur at −600 mVSCE, although diffusible
hydrogen was detected. It is assumed that the hydrogen was accumulated from the 1-h
stabilizing process before the SSRTs were conducted.

Figure 10. Cont.
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Figure 10. Hydrogen desorption rates obtained by thermal desorption spectroscopy at a heating
rate of 4 ◦C/min in a fractured specimens of (a–c) Steel A and (d–f) Steel B at (a,d) −600, (b,e) −750,
(c,f) −1500 mVSCE, and (g) the as-received condition.

Table 5. Desorbed hydrogen contents for each peak.

Steel
Applied Potential

(mVSCE)
Peak 1
(ppm)

Peak 2
(ppm)

Peak 3
(ppm)

Sum of Peaks
(ppm)

Steel A

As-received 0.0569 - - 0.0569 ± 0.0323
−600 0.0622 0.1511 0.0311 0.2485 ± 0.1262
−750 0.0579 0.3693 0.0514 0.4787 ± 0.0145
−1500 0.2264 0.7735 0.0978 1.0977 ± 0.0968

Steel B

As-received 0.0506 - - 0.0506 ± 0.0268
−600 0.1388 0.3122 0.0057 0.4568 ± 0.2070
−750 0.1748 0.4445 - 0.6193 ± 0.1280
−1500 0.9622 0.0246 - 0.9868 ± 0.0052

To analyze the hydrogen-trapping sites in the steel specimens, the activation energy for
hydrogen de-trapping was calculated using Equation (4), as proposed by Kissinger [20–22]:

∂ ln
(

ϕ/T2
c
)

∂(1/Tc)
= −EaT

R
(4)

where Tc is the temperature (K) at which the hydrogen desorption rate is maximal, ϕ is the
heating rate (K/min), EaT is the activation energy for hydrogen de-trapping (kJ/mol), and
R is the ideal gas constant (8.314 J/K·mol).

As is shown in Figure 10, the desorption curves were deconvoluted into two or three
peaks of Gaussian curves, indicating that diffusible hydrogen accumulated at more than
two or three trapping sites. According to the Kissinger equation, the slope of ln(ϕ/Tc

2) vs.
1/Tc curve for each peak represents the activation energies (see Figure 11 for the results).
The activation energies for Steels A and B corresponding to each peak are illustrated in
Table 6.
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Figure 11. ln(ϕ/Tc
2) vs. 1/Tc curve for (a–c) Steel A and (d–f) Steel B at (a,d) −600, (b,e) −750, and

(c,f) −1500 mVSCE.
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Table 6. Calculated activation energies for hydrogen de-trapping.

Steel
Applied Potential

(mVSCE)
Peak 1

(kJ/mol)
Peak 2

(kJ/mol)
Peak 3

(kJ/mol)

Steel A
−600 21.5 20.5 25.6
−750 24.8 20.7 21.7
−1500 21.1 27.9 22.3

Steel B
−600 27.6 26.1 28.1
−750 17.8 23.4 -
−1500 28.6 32.4 -

Table 7 summarizes the activation energies for hydrogen de-trapping reported in pre-
vious related studies. Based on the published literature, the electrochemically accumulated
hydrogen corresponding to Peaks 1 and 2 in Steel A was associated with the grain bound-
ary and dislocation. Peak 3 was associated with the mechanical deformation by tensile
deformation that occurred during the SSRTs [23]. For Steel B, the hydrogen corresponding
to Peaks 1 and 2 at −600 and −750 mVSCE, respectively, was desorbed from the grain
boundary, dislocation, and ferrite–Fe3C interface. In that specimen, the contributions from
the grain boundary and dislocation were indistinguishable in Peak 1 at −1500 mV, which
means that Peak 1 was the sum of the hydrogen desorbed from the grain boundary and
dislocation. Peak 3 (−1500 mVSCE) was associated with mechanical deformation by tensile
deformation, which occurred during the SSRTs.

Table 7. Types of reversible and irreversible hydrogen-trapping sites reported in the literature.

Type of Trap Activation Energy (kJ/mol) References

Reversible hydrogen-trapping sites
Ferrite/Fe3C 10.9 [16]

Grain boundary 17.2 [16]
Ferrite/Fe3C interface 18.4 [16,24]

Grain boundary, Dislocation 21–29 [25–28]
Deformation field around

dislocation 29 ± 5 [23]

Irreversible hydrogen-trapping sites
Semi-coherent TiC 49.9 [28]

High-angle grain boundary 53–59 [29]
NbC interface 63–68 [30]
Incoherent TiC 85.7, 86.9 [28]

3.5. Analysis of Defects Acting as Hydrogen Trapping Sites
3.5.1. Electron Backscattered Diffraction Analysis

EBSD analysis was conducted to measure the grain boundary density and fraction of
retained austenite; the results are shown in Figure 12 and Table 8. Each value was measured
three times to derive the mean value. The average grain sizes measured by EBSD for Steel
A and Steel B were 2.79 and 4.03 μm, respectively. Mild steel has an average approximate
grain size of 22 μm [31]; therefore, these values indicate that AHSSs have a smaller grain
size than mild steel.

Table 8. EBSD analysis results (relative value).

Specimen
Average Grain

Size

High-Angle
Grain Boundary

Length

Low-Angle
Grain Boundary

Length

Retained
Austenite
Fraction

Steel A 2.79 μm 15.73 mm 1.91 mm 9.5%
Steel B 4.03 μm 13.93 mm 1.99 mm 10.9%

49



Materials 2022, 15, 3406

Figure 12. Electron backscattered diffraction results of (a–c) Steel A and (d–f) Steel B. (a,d) Grain
mapping. (b,e) Low-angle grain boundary (red) and high-angle grain boundary (green) mapping.
(c,f) Face-centered cubic (red) and body-centered cubic (green) mapping.

When the misorientation of a grain boundary exceeds 15◦, it is termed a high-angle
grain boundary; otherwise, it is a low-angle grain boundary. In this study, Steel A had
the longer high-angle grain length than Steel B, and the low-angle grain boundary lengths
in both specimens were similar. The low-angle grain boundary is a reversible hydrogen-
trapping site, suggesting that a longer low-angle grain boundary is more likely to induce
HE [32]. Since the high-angle grain boundary is an irreversible hydrogen-trapping site, the
longer high-angle grain boundary enhances the HE resistance. Therefore, in both AHSSs,
the diffusible hydrogen content charged in the grain boundary is almost identical, and the
non-diffusible hydrogen content charged in the grain boundary of Steel A is expected to
be high.

The conducted EBSD analysis reveals that the face-centered cubic (FCC) structure
reflected the retained austenite content. In Steel B, the retained austenite fraction was 10.9%,
which was 1.4% higher than in Steel A. Retained austenite is an irreversible hydrogen-
trapping site that enhances the HE resistance. However, in Steel B, the retained austenite
fraction is not proportional to the HE resistance; this is because retained austenite with
an FCC structure is transformed by tensile stress into martensite with a body-centered
tetragonal (BCT) structure. Since BCT structures have a lower hydrogen solubility and
faster diffusion rate than FCC structures, hydrogen accumulation via diffusion is easy in
the BCT structure [33]. Thus, the hydrogen charged on the retained austenite in Steel B
segregates during the tensile process and becomes susceptible to HE. Furthermore, the
austenite–matrix interface is an effective diffusible hydrogen-trapping site [34]. The higher
fraction of retained austenite increases the susceptibility to HE, i.e., it is expected that Steel
B will be more susceptible to HE than Steel A.

3.5.2. X-ray Diffraction

The dislocation density of the samples was determined using XRD (see Figure 13 for
the results). Both AHSSs were mainly comprised of α-Fe, although γ-Fe peaks were also
observed. Specifically, the γ-Fe peaks were higher in intensity in Steel B compared with
Steel A, which is consistent with the results of the EBSD analysis. The dislocation density is
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defined as the length of dislocation lines per unit volume of crystal and can be calculated
using the Williamson–Smallman relationship [35], as in Equation (5) below:

δ =
1

D2 (5)

Figure 13. X-ray diffraction results for (a) Steel A and (b) Steel B.

Here, δ is the dislocation density, and D is the size of crystalline domain, which is
similar to the grain size. Therefore, D can be calculated using Scherrer’s equation [36],
as follows:

D =
kλ

β cos θ
(6)

in which k is the shape factor (=approx. 0.9), λ is the wavelength (Cu-Kα = 1.5406 Å), β is
the full width at half-maximum (FWHM) value, and θ is the position of the peaks. Using
the above expression, the dislocation density was calculated to be 3.488 × 1014/m2 and
6.263 × 1014/m2 for Steel A and Steel B, respectively, i.e., the dislocation density of Steel
B was twice that of Steel A. Since the low-angle grain boundary areas of the two AHSSs
were similar, the difference in the hydrogen content of the two types of AHSSs discharged
during TDS was attributed to the difference in the dislocation density.

3.5.3. Characterization of Precipitates

To characterize the type and size of the precipitates, EPMA and TEM analyses were
conducted. The results are presented in Figure 14. According to Figure 14a, the precipitate
of Steel A was rich in Ti and Nb and a (Nb, Ti) precipitate surrounded the Ti-rich precipitate.
However, in the precipitates of Steel B, only Ti was detected, while Nb was undetected.
The precipitates of both AHSSs were approximately 1 μm in size. The TEM images and
diffraction patterns for the two types of AHSSs are presented in Figure 14c,d. In Steel
A, extremely fine precipitates were distributed along the grain boundary. The electron
diffraction pattern and energy-dispersive X-ray spectroscopy analysis confirmed that the
precipitates were amorphous Ti and Fe carbides smaller than 10 nm in size. Only the
small fraction of Fe carbides was distributed randomly in the grain, and in Steel B, no
TiC precipitate was observed (Figure 14d). The EPMA and TEM results revealed the
presence of sub-micrometer (Nb, Ti)C and fine TiC precipitates in Steel A, although Steel B
contained only a sub-micrometer TiC precipitate. The small size of the carbide produced
a large effective area for hydrogen trapping [37,38]. Therefore, Steel A was able to trap
considerably more hydrogen in the TiC precipitate interface compared with Steel B. Since
Nb and Ti precipitates are powerful and irreversible hydrogen-trapping sites, they can
positively influence HE resistance, i.e., Steel A is expected to be more resistant to HE than
Steel B.
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Figure 14. Identification of the types and sizes of precipitates on each AHSSs. Electron probe
microanalysis results for (a) Steel A and (b) Steel B. Transmission electron microscopy results for
(c) Steel A and (d) Steel B.
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4. Conclusions

This study investigated the SCC and HE mechanisms of two AHSSs using SSRTs and
characterized their hydrogen-trapping behaviors using TDS, EBSD, and XRD. According to
the results of these investigations, the SCC and HE characteristics of the studied AHSSs
can be summarized as follows:

1. For both AHSSs, elongation decreased as the cathodic overvoltage increased, i.e.,
both types of AHSSs were fractured by the mechanism of HE. Even when the anodic
potential was applied, HE was more dominant than SCC. Although the HE sensitivity
of Steel B was higher than that of Steel A, both AHSSs were more sensitive to HE than
SCC.

2. In both AHSSs, the lower Eapp was associated with a strong brittle fracture behavior.
However, the center of each specimen exhibited ductile fracture behavior, because the
hydrogen did not diffuse into that region. It was clear that the fracture surface of Steel
B was more brittle than that of Steel A.

3. The lower Eapp was associated with the higher rate of hydrogen desorption. In both
AHSSs, diffusible hydrogen was trapped mainly at the grain boundary and dislocation.

4. The density of the irreversible hydrogen-trapping sites (high-angle grain boundaries
and TiC precipitates) was higher in Steel A than in Steel B. However, the density of
the reversible hydrogen-trapping sites (low-angle grain boundaries and dislocations)
was lower in Steel A than in Steel B. Therefore, compared to Steel A, Steel B was more
susceptible to HE.
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Abstract: AA2050-T84 alloy is widely used in primary structures of modern transport aircraft.
AA2050-T84 is established as a low-density aluminum alloy with improved Young’s modulus, less
anisotropy, and temperature-dependent mechanical properties. During flights, loading rate and
temperature variation in aircraft engine subsequent parts are commonly observed. The present work
focuses on the effect of loading rate and temperature on tensile and fracture properties of the 50 mm
thick (2-inch) AA2050-T84 alloy plate. Quasi-static strain rates of 0.01, 0.1, and 1 s−1 at −20 ◦C,
24 ◦C and 200 ◦C are considered. Tensile test results revealed the sensitivity of mechanical properties
towards strain rate variations for considered temperatures. The key tensile properties, yield, and
ultimate tensile stresses were positive strain rate dependent. However, Young’s modulus and
elongation showed negative strain rate dependency. Experimental fracture toughness tests exhibited
the lower Plane Strain Fracture Toughness (KIC) at −20 ◦C compared to 24 ◦C. Elastic numerical
fracture analysis revealed that the crack driving and constraint parameters are positive strain rate
dependent and maximum at −20 ◦C, if plotted and analyzed over the stress ratio. The current results
concerning strain rates and temperatures will help in understanding the performance-related issues
of AA2050-T84 alloy reported in aircraft applications.

Keywords: AA2050-T84 alloy; strain rate effect; plane strain fracture toughness; temperature effect;
strain rate effect; constraint effect

1. Introduction

Modern aircraft predominantly use lightweight structures to improve the performance-
to-weight ratio. The low-density Aluminum alloy is popular among aircraft structures
owing to its durable mechanical properties and ease of manufacturability [1,2]. Composites
pose tough competition to Aluminum alloys due to their tailor-made properties suited for
specific applications. The unpredictable behavior of composites for change in temperature
and time, restricted its usage to secondary and tertiary aircraft structures [3]. Currently,
the modern transport aircraft primary structures are built by Al-Li alloys. The Lithium
addition to aluminum with improved manufacturing methods resulted in the enhancement
of specific strength and stiffness of the alloy [4]. However, the higher cost of Al-Li alloy
restricted its usage to only aerospace industries.

The apprehensions related to diversifying mechanical properties of 1st and 2nd gen-
eration Al-Li alloys directed the complete withdrawal from aerospace applications [2].
Some noteworthy limitations were anisotropic behavior, cracking during manufacturing,
and thermal instability-driven lower fracture toughness [2]. The skillful and sophisticated
fabrication methods steered the evolution of 3rd generation Al-Li alloys. The spars and ribs
of modern transport aircraft are fabricated by a 3rd generation Al-Li alloy, AA2050-T84 [1].
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AA2050-T84 alloy exhibits exceptional tensile, fatigue, and fracture toughness behavior
suited for damage tolerance property requirements of wing structures [1]. Notably, the
anisotropic behavior and temperature-dependent property variations of AA2050-T84 alloy
were also reported [5,6]. During flights, the fuel pressure at various altitudes of an aircraft,
wing lift, and drag loads at different operating conditions may result in load rate and
temperature variations on spars and ribs. The sensitivity of AA2050-T84 alloy to these load
and temperature variations are essential to claim its suitability to modern transport aircraft
wing parts. The following paragraphs discuss the strain rate and temperature effect on
various ductile and brittle material properties reported in the literature.

Mirza et al. [7] have conducted tensile tests on mild steel and aluminum at various
quasi-static (lower strain rates up to 1 s−1) strain rates. The results have shown negligible
dependency of ductility on strain rate variations. Clausen et al. [8] have reported the
negative strain rate sensitivity of AA5083–H116 through tensile tests for quasi-static strain
rate variations. The strain rate dependency was related to dynamic strain aging at lower
strain rates and temperatures, resulting in serrated stress-strain curves. Singh et al. [9] have
reported increased flow stress with the rise in test temperature and strain rates on titanium
alloys. The observed trend was attributed to the dynamic strain aging of the alloy. Through
experiments and numerical analysis, Khan et al. [10] have investigated the influence of
strain rate and temperature on Al2024-T351. The results inferred a strong temperature
dependency and negligible strain rate effect on fracture strength of the Al2024-T351 alloy.
Anderson et al. [11] have witnessed the sensitivity of DP 780 steel towards the strain rate
variations. The tensile stress-strain response was steady and almost negligible concerning
quasi-static strain rates. The alterations in failure surface morphology were noticed with
changes in strain rates.

The experimental tensile results on DP590 and TRIP 780 steel by Roth et al. [12] have
shown that ductility increases with loading speed. Rincon et al. [13] have studied the
influence of temperature (between −90 ◦C to 270 ◦C) on tensile behavior of an as-cast A319
alloy and noticed the silicon dominant brittle fracturing regardless of temperature variation.
Natesan et al. [14] have reported the variation in strain rate effect at different temperatures
on the deformation behavior of A356-T7 cast aluminum alloys. The yield stress and strain
hardening of Aluminum alloy 7075-W exhibited the positive load rate effect and negative
temperature effect through plasticity experiments [15]. Hafley et al. [5] and Chemin et al. [6]
have reported AA2050-T84 alloy tensile and fracture properties sensitivity to temperature
variations. In summary, the material properties of various alloys of steel and aluminum
generally exhibit reliance on strain rate and temperature and are noteworthy.

The dependency of fracture behavior on strain rate and temperature mainly alters the
state of stress near the crack front. The state of stress variation at the crack front due to
specimen type, geometry, and load type was defined by a term constraint. The constraint
level at the crack component/structure drives the selection of standard test specimens for
fracture toughness tests [16,17]. In Linear Elastic Fracture Mechanics (LEFM), the variation
of the state of stress near the crack was measured by popular constraint parameters [18–26].
T11 and T33 are used to measure the in-plane and out-of-plane constraints in LEFM. The
variations of T11 and T33 concerning specimen type, geometry, and load were well docu-
mented [16,18–26]. However, the strain rate effect at different temperatures on tensile and
fracture behavior of the AA2050-T84 alloy is essential to claim its suitability to primary
structures of the aircraft wing. Fracture toughness standard methods recommend the
single value of fracture toughness for quasi-static load variations [27]. Notably, the above
literature study shows the strong dependency of material properties on strain rate and
temperature variations. Moreover, critical cracks were observed in AA2050-T84 made spars
and ribs of Airbus-380 aircraft after a few flights [28]. The present literature findings de-
mand a fracture study based on constraints near the crack of AA2050-T84 alloy at different
strain rates and temperatures.

In the present work, AA2050-T84 alloy tensile behavior at different strain rates and
temperatures are experimentally studied. Experimental fracture toughness tests are con-
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ducted using Compact Tension (C(T)) specimens at various temperatures. Furthermore,
the effect of strain rate on fracture characterizing parameters in LEFM such as Stress
Intensity Factor (KI), T11, and T33 are analyzed numerically for different temperatures.
Finally, the AA2050-T84 alloy tensile and fracture behavior dependency on strain rates and
temperatures are compared and evaluated for compatibility for aircraft wing structures.

2. Material and Test Details

2.1. AA2050-T84 Alloy

This study uses a 50 mm thick (2-inch) AA2050-T84 alloy plate to extract the test
specimens. The chemical composition of AA2050-T84 alloy in wt% as obtained from the
supplier is shown in Table 1. Copper is used in AA2050-T84 to provide high strength,
suited for aircraft applications [29]. The Lithium addition is (<1%) restricted to balance
between density reduction and increase in Young’s modulus of the alloy [3,29].

Table 1. Chemical composition of 50 mm thick (2-inch) AA2050-T84 alloy plate (wt%).

Cu Mg Mn Zn Fe Ti Si Li Zr Ag Al

3.743 0.369 0.372 0.025 0.045 0.040 0.039 0.798 0.087 0.398 Base

2.2. Tensile and Fracture Toughness Test

ASTM E8/E8M-21, the standard test method for tension testing of metallic materi-
als [30], was used for the tensile specimen preparation and testing of AA2050-T84 alloy.
Round specimens were extracted in the rolling (along the length of the plate) direction of
the AA2050-T84 plate. Figure 1 shows the tensile test specimen dimensions (in mm) used in
this study. The main dimensions of the specimen are, gauge diameter (D0 = 6 mm), gauge
length (L0 = 30 mm), and overall specimen length (L = 65 mm). The tensile specimens were
designed, keeping the L0/D0 ratio to 5.

Figure 1. Tensile test specimen. All dimensions are in mm.

ASTM E399-20a, the standard test method for linear-elastic plane strain fracture
toughness of metallic materials [27], was used. The commonly used fracture test specimen
for primary aircraft structures is the compact tension (C(T)) specimen shown in Figure 2.
The standard dimensions (in mm) are specimen width (W = 25.4 mm), specimen height
(H = 2W), and specimen thickness (B) = crack length (a) = 0.5W. The C(T) specimen is
extracted, ensuring the crack length in the rolling direction and load application in the
transverse directions of the plate.

Flight durations and operations cause the temperature variations of the wing parts.
Furthermore, the effect of these variations depends on alloy type and its ductile to brit-
tle transition temperature [31]. However, temperature variations will be high near the
aircraft engine (wing components), and the experienced load rates are dynamic. In the
present study, the quasi-static strain rates considered in the tensile tests were 0.01, 0.1, and
1 s−1. The temperatures considered were −20 ◦C (Sub-zero temperature), 24 ◦C (Room
temperature), and 200 ◦C (High temperature) [32]. In the tensile and fracture toughness
tests, the low-temperature chamber with liquid nitrogen and a high-temperature furnace
with forced convection heating was used to maintain the sub-zero and high temperatures.
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The Servo Electric Universal Testing Machine (UTM) (BISS, Bangalore, India) with 50 kN
capacity was used for tensile and fracture toughness tests. In tensile testing, the applied
load and deformations were recorded continuously through the load cell and extensometer,
respectively. However, along with these, Crack Opening Displacement (COD) gauge (BISS,
Bangalore, India) was used to record the relative displacement of two knife edges of the C(T)
specimen in the fracture toughness test. These data were further processed to extract the
tensile properties and fracture toughness of the AA2050-T84 alloy as per standards [27,30].

 

Figure 2. Compact Tension (C(T)) Specimen. All dimensions are in mm.

2.3. Finite Element Analysis

The crack driving forces and constraints of the C(T) specimen were investigated at
different load rates and temperatures using 3D linear elastic finite element analysis (FEA).
Half-symmetry is modeled and analyzed using Abaqus (6.14, 2014, Dassault Systemes Simu-
lia Corp., Providence, RI, USA). The Poisson’s ratio (v) and Young’s modulus (E) obtained
from experimentally conducted tensile results at different strain rates and temperatures
are used for linear elastic fracture analysis. The output parameters viz. stress intensity
factor (KI) and constraint parameter (T11) were extracted using the counter-integral method
mentioned in Abaqus post-processor [33]. T33 is calculated by using Equation (1). In
Equation (1), ε33 is a strain in the z-direction (thickness direction) extracted along the crack
front. The material property input and the KI extraction details were adopted as similar to
the work of [22,33].

T33 = Eε33 + vT11 (1)

Half symmetry C(T) meshed model with supports and loading is shown in Figure 3.
20-noded hexahedral elements with reduced integration were used for the meshing. A
fine mesh near the crack front was used to encapsulate the crack characteristics effectively.
Singularity at the crack front was emulated by shifting the mid-side nodes of crack sur-
rounding elements towards the crack front. The crack edge (crack front) surrounded by
these nodes is defined as contour integral. The output parameters are calculated along
the user-defined contour integrals (in the present analysis, it is 10 contours). The detailed
procedure to define the crack front and contour integrals to obtain crack driving parameters
is available in the Abaqus manual [33]. Y-symmetry was imposed along the ligament (the
uncracked portion in the crack plane), and the tensile load was applied through the hole to
simulate Mode-I.
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Figure 3. C(T) Meshed Model with Boundary conditions.

3. Results and Discussions

The following sections discuss the experimental and numerical analysis of the AA2050-
T84 alloy.

3.1. Experimental Analysis
3.1.1. Tensile Test Analysis

The experimental tensile tests were conducted at varying temperatures and strain rates.
A total of 27 tensile tests were conducted, comprising 3 experiments for each strain rate per
temperature. The stress-strain curves for different strain rates and temperatures are shown
in Figure 4a. The corresponding variation of average tensile properties viz. yield stress
(σys), ultimate tensile stress (σut), Young’s modulus (E), and % elongation (% et) extracted
from the stress-strain curves along with error bars are presented in Figure 4b–e. The
positive strain rate dependency was observed for tensile yield stress for the temperatures
considered in the study, as shown in Figure 4b. The highest yield stress variation of 2%
between 0.01 s−1 to 0.1 s−1 and 0.1 s−1 to 1 s−1 was observed at −20 ◦C. However, the
lowest yield stress variation between successive strain rates, around 0.5%, was noticed at
24 ◦C. It was observed that the yield stress decreased from −20 ◦C to room temperature
and further increased slightly at 200 ◦C, indicating the V-shaped behavior for temperature
variation.

Similarly, ultimate tensile stress exhibited the positive strain rate dependency at
various temperatures, as shown in Figure 4c. However, strain rate has minimal effect on
ultimate tensile stress as the difference observed between successive strain rates for all
temperatures is less than 1%. The ultimate tensile stress is inversely proportional to the
temperature for all the strain rates and is in line with the observations of Hafley et al. [5]
and Chemin et al. [6]

Figure 4d, shows the variation of Young’s modulus at various strain rates and temper-
atures. Young’s modulus showed negative strain rate sensitivity at room and higher tem-
peratures. However, the strain rate effect on Young’s modulus was negligible (around 1%)
at −20 ◦C. The maximum Young’s modulus difference of about 10% was observed at 200 ◦C
between strain rates 0.01 and 1 s−1. Furthermore, Young’s modulus difference was around
5% at room temperature for successive strain rate variations. This reveals that the strain
rate sensitivity towards Young’s modulus was in the decreasing order of temperatures
200 ◦C:24 ◦C:−20 ◦C. At 200 ◦C. Young’s modulus values were minimal and almost similar
in values at −20 ◦C.

59



Materials 2022, 15, 1590

 

 

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16
0

100

200

300

400

500

600

700
AA 2050-T84 alloy

  24 °C @ SR 0.01 s-1

  24 °C @ SR 0.1 s-1

  24 °C @ SR 1 s-1

  200 °C @ SR 0.01 s-1

  200 °C @ SR 0.1 s-1

  200 °C @ SR 1 s-1

Tr
ue

 s
tre

ss
 (M

Pa
)

True strain

 −20 °C @ SR 0.01 s-1

 −20 °C @ SR 0.1 s-1

 −20 °C @ SR 1 s-1

(a) 

0.01 0.1 1

470

480

490

500

510

520

530

540

550

560

Yi
el

d 
st

re
ss

 (M
Pa

)

Strain rate (s-1)

 @ −20 °C
 @ 24 °C
 @ 200 °C

(b) 

0.01 0.1 1
520

540

560

580

600

620

640
U

lti
m

at
e 

st
re

ss
 (M

Pa
)

Strain rate (s-1)

 @ −20 °C
 @  24 °C
 @  200 °C

(c) 

0.01 0.1 1
55

60

65

70

75

80

Yo
un

g'
s 

m
od

ul
us

 (G
Pa

)

Strain rate (s-1)

 @ −20 °C
 @  24 °C
 @  200 °C

(d) 

0.01 0.1 1
8

10

12

14

16

El
on

ga
tio

n 
(%

)

Strain rate (s-1)

 @ −20 °C
 @  24 °C
 @  200 °C

(e) 

Figure 4. Strain rate and Temperature effect on: (a) True stress-strain curves (b) Yield stress; (c) Ulti-
mate stress; (d) Young’s modulus; (e) elongation.

Overall, a reduction between 6% and 10% is noticed in Young’s modulus for the
temperatures studied. The exact thickness of the plate with room temperature and −54 ◦C
has been studied by Chemin et al. [6], revealing the same trend with a 2.5% reduction in
Young’s modulus. With a 100 mm (4-inch) plate, Hafley et al. [5] noticed a 9–11% reduction
in Young’s modulus when studied at different locations for room and −196 ◦C temperature.

Strong interatomic bonding between the atoms at room temperature may be the
probable reason for the highest value of Young’s modulus. Farraro and McLellan [34]
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have reported that the lower values of Young’s modulus at elevated temperature indicate
weakened interatomic bonding between the atoms.

Figure 4e shows the % elongation of AA2050-T84 alloy at different strain rates and
temperatures. Negative strain rate dependency on % elongation as similar to Young’s
modulus was observed for various temperatures. The maximum % elongation was noticed
at room temperature, indicating higher ductility than other temperatures.

3.1.2. Fracture Toughness Test Analysis

The fracture toughness tests were conducted as per ASTM E399-20a at different
temperatures. ASTM E399-20a essentially elucidates the procedure of obtaining the single
value, Plane Strain Fracture Toughness (KIC), for metallic materials under quasi-static
strain rates. The C(T) specimen was fatigue pre-cracked to emulate the natural crack
characteristics. The effect of loading and material properties (mainly yield stress) strongly
influences fatigue crack growth [35]. The pre-cracking load details are shown in Table 2.
The load ratio (σmin/σmax) was maintained at 0.1 to attain the a/W range in between
0.45 and 0.55.

Table 2. Pre-cracking details of fracture toughness test.

Crack
Length
a (mm)

Crack
Length/Width

a/W

Maximum
Stress

σmax (MPa)

Minimum
Stress

σmin (MPa)

Mean Stress
σmean (MPa)

Alternating
Stress

σaverage (MPa)

12.94 0.51 250 25 137.5 112.5

The pre-cracked C(T) specimen was tested under Mode-I (opening mode) loading
through tensile load application at the holes. A minimum of 3 successful fracture tough-
ness tests was conducted at each temperature at the strain rate 0.01 s−1. The KIC (aver-
age of 3 test samples) obtained from experiments for −20 ◦C and 24 ◦C are 904.28 and
1059.36 MPa mm1/2, respectively. The error bar for the KIC is depicted in Figure 5.
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Figure 5. Plane Strain Fracture Toughness (KIC) at various temperatures.

At 200 ◦C, all the 3 test results were invalid as the ample crack deviation was observed
from the crack plane. However, the KIC has reduced by about 15% from room to sub-
zero temperature. Similarly, in the work of Chemin et al. [6], a reduction of the order
of magnitude 16% in KIC was noticed in the rolling direction of the AA2050-T84 alloy
plate from room to cryogenic (−56 ◦C) temperature. The decrease of KIC at sub-zero
temperatures of AA2050-T84 alloy can be attributed to surface hardening inside the grain
and validated by the grain microstructure of the alloy [6,36]. In summary, the positive
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temperature dependency was witnessed for KIC of AA2050-T84 alloy at strain rate 0.01 s−1.
The economic limitations on conducting further fracture toughness tests at other strain
rates impelled us to adopt the numerical analysis.

3.2. Linear Elastic Fracture Analysis

ASTM E399-20a, to predict the KIC of metallic materials, recommended the single
toughness value for lower strain rate variations. However, the variation of tensile properties
of AA2050-T84 alloy at different lower strain rates and temperatures was substantial. The
elastic fracture analysis was carried out at varied strain rates and temperatures using the
Abaqus software. The current numerical procedure was adopted from Kudari et al. [22]
and Kavale et al. [37] The KI values extracted through-thickness direction of the crack at
24 ◦C conditions, and experimental KIC are shown in Figure 6. The experimental KIC value
was emulated through numerical fracture analysis with less than 1% error, as observed
in Figure 6.
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Figure 6. Stress intensity factor (KI) along the crack front at 24 ◦C.

Similarly, at −20 ◦C, the validation of the numerical procedure was executed with less
than 1% error. For all the numerical analysis, the center of the crack front was associated
with the largest value of the crack characterizing parameter. Thus, the KI values at the
center of the specimen are used for analysis in further discussions.

3.2.1. Effect of Strain Rate

In linear elastic fracture analysis, the experimental load associated with KIC of the alloy is
the applied load at respective temperatures. However, the KIC at 200 ◦C was unavailable, and
hence for the numerical analysis, the assumed load applied up to KI = 1200 MPa mm1/2. The
applied stress (σapplied) was determined using the relationship mentioned in Equation (2) [27].
The extracted values of KI at the crack front center for various strain rates and temperatures
are plotted against the stress ratio (σapplied/σys) as shown in Figure 7. Positive strain rate
dependency of the KI was observed for all temperatures considered in this study. At room
temperature, a steady increase of 0.6% in KI was witnessed with the rise in strain rate.
However, for strain rate 1 s−1, the maximum of 1.88% increase in KI was noticed at −20 ◦C.
The strain rate sensitivity on KI was found to be maximum at −20 ◦C and minimum at 24 ◦C,
as the same trend was noticed for tensile yield stress values. The results of the KI are in line
with the yield stress variations of the alloy for all strain rates at different temperatures. The
nominal variations of KI (within the stress ratio of KIC) indicate the negligible dependency
of fracture characterizing parameters on strain rates for AA2050-T84 alloy. Moreover, ASTM
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E399-20a recommendation to use the single value of KIC for quasi-static strain rates seems to
be justifying as the difference in numerical KI values was minimal.

KI =
Papplied
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Figure 7. KI at specimen thickness center obtained using FEA for different strain rates vs. Stress ratio
(a) @ −20 ◦C; (b) 24 ◦C; (c) 200 ◦C.

Further, the effect of strain rate on crack tip/front constraints has been evaluated
through T11 and T33. The values of T11 and T33 are found to vary along the thickness
similar to KI variation and maximum being at the center of the specimen. One can infer that
the crack-front constraint is high at the center than at the surface; the material may fail at the
center than on surface or shows instability at the center of the specimen. As the constraint
parameters do not have a unique value for the specimen thickness, maximum values at
the center of the specimen are considered for further analysis. T11 and T33 variations for
different strain rates within the purview of KIC (or stress ratio) of the alloy at respective
temperatures are plotted in Figure 8. The nature of variation was identical at all strain rates
for both constraint parameters. However, the increase in stress ratio resulted in positive
T11 and negative T33 values at all strain rates and temperatures. It is clear from Figure 8,
that the applied stress was directly proportional to T11 and inversely proportional to T33.
The negative strain along the thickness resulted in the negative T33 [20]. This is in close
agreement with the findings of Kudari et al. [22] for IF steel C(T) specimen.
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Figure 8. T11 and T33 at specimen thickness center obtained using FEA for different strain rates vs.
Stress ratio (a) @ −20 ◦C; (b) 24 ◦C; (c) 200 ◦C.

At 24 ◦C and 200 ◦C, both constraint parameters were unaffected (very marginal
difference) by the strain rate variation, as observed in Figure 8b,c. However, T33 variations
between the strain rates at −20 ◦C were relatively substantial. At −20 ◦C, between the strain
rates, a difference of 2.4% was found for T33. T33 variation depended on Poisson’s ratio
and Young’s modulus (material property) of the alloy at different strain rates. Eventually,
the crack driving and constraint parameters were less sensitive to strain rate variations.

Strain rate effect on T11 variation is negligible as in-plane constraint depends on
specimen type, geometry, and loading type only. Furthermore, the variation of hydrostatic
stress along the uncracked ligament is studied at different strain rates. It is observed that
no variations are found at different strain rates. The negligible variation of T11 can also be
attributed to the uniform state of stress at the crack front and minimal variation of yield
stress (or stress ratio as depicted in the graph) between the strain rates. However, the T33
variation is quite measurable at different strain rates for −20 ◦C, as shown in Figure 8a,
owing to the variations in material property (both Young’s modulus and yield stress).
Positive T11 results in a lower plastic zone at the crack tip and influences the specimen’s
unstable crack growth. Similarly, negative T33 results in loss of constraint at the crack tip.

Since the crack front plasticity is restricted in LEFM regime, the state of stress may
be unaltered due to strain rate variations at identical temperatures. The current serrated
stress-strain curves may affect the plasticity ahead of the crack front and can be accounted
in Elastic-Plastic Fracture Mechanics (EPFM) regime.
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3.2.2. Effect of Temperature

The variation of KI at different temperatures for quasi-static strain rates is plotted in
Figure 9. The KI variation is linearly increased with an increase in stress ratio as expected,
and the nature of variation was the same for all temperatures considered. At the peak stress
ratio, the difference between KI at 200 ◦C and −20 ◦C is 5.1%, 5.16%, and 7.31% at strain rates
0.01, 0.1, and 1 s−1, respectively. However, the variation of KI was minimum (around 4%)
for the temperatures 24 ◦C and 200 ◦C at all strain rates. Notably, the temperature effect was
highest at strain rate 1 s−1 and in the decreasing order of 1: 0.1: 0.01 s−1. The substantial
variation of KI at sub-zero temperatures indicates that for identical load conditions, the
AA2050-T84 alloy is more prone to fracture failure than the other two temperatures as it
possesses lower KIC.
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Figure 9. KI at specimen thickness center obtained using FEA for different temperature vs. Stress
ratio (a) SR 0.01 s−1; (b) SR 0.1 s−1; (c) SR 1 s−1.

Similarly, Figure 10 shows the variation of T11 and T33 at different temperatures
for quasi-static strain rates. The variation of T11 and T33 were almost identical at 24 ◦C
and 200 ◦C at quasi-static strain rates. At 200 ◦C, the T11 was less subtle and owed
lower in-plane constraints than the −20 ◦C, and 24 ◦C. Chemin et al. [6] have related
dislocations gathered along the grain boundaries, led to stress concentrations under loading
and promoted the lower fracture toughness of the AA2050-T84 alloy at sub-zero (−56 ◦C)
temperature. Similarly, in the current analysis, the sensitivity of fracture toughness and
in-plane constraint against the stress ratio is highest at −20 ◦C. The sensitivity may be
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associated to crack front stress concentrations at grain boundaries at −20 ◦C and can
be accounted through constraint parameters as shown in the current numerical analysis.
However, the T11 and T33 variations seem identical for strain rates 0.01 and 1 s−1 through
Figure 10a,c at −20 ◦C. Eventually, T11 and T33 in combination with KI is maximum at 1 s−1

compared to 0.01 s−1. Thus, the highest constraint associated with numerically obtained KI
of the AA2050-T84 alloy at −20 ◦C is 1 s−1. This behavior also resulted in the lower KIC at
−20 ◦C than 24 ◦C.
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Figure 10. T11 and T33 at specimen thickness center obtained using FEA for different temperature vs.
Stress ratio (a) SR 0.01 s−1; (b) SR 0.1 s−1; (c) SR 1 s−1.

In summary, the major constraint loss was observed for temperature variation com-
pared to quasi-static strain rate variations. Moreover, at −20 ◦C, AA2050-T84 alloy pos-
sesses lower KIC with the highest in-plane crack tip/front constraint compared to the other
two temperatures. This behavior of the alloy makes it vulnerable to fracture failure in
cryogenic (sub-zero) applications at a strain rate 1 s−1.

4. Conclusions

In the present study, the tensile and fracture behavior of the 50 mm thick (2-inch)
AA2050-T84 plate was considered at various temperatures for quasi-static strain rates.
Tensile tests revealed the sensitivity of mechanical properties towards the strain rates and
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temperatures. Positive strain rate dependency was observed for temperatures considered
on yield stress and ultimate tensile stress of the alloy. A maximum of 2% increase in yield
stress was noticed between strain rates at −20 ◦C. The lowest strain rate sensitivity of
around 0.5% was witnessed at room temperature. Notably, the ultimate stress variation
between the strain rates for temperatures was less than 1%. However, Young’s modulus
and % elongation were negative strain rate dependent. The maximum decrease of Young’s
modulus up to 10% was noticed at 200 ◦C. The minimum Young’s modulus variation was
witnessed at −20 ◦C between the strain rates.

Temperature sensitivity towards tensile behavior of the AA2050-T84 alloy was noticed.
The maximum yield stress variation of 10–11% was witnessed between room temperature
and −20 ◦C. Notably, the yield stress increase was only up to 3% between room temperature
and 200 ◦C. Similarly, for ultimate stress, the variation was up to 7.5% between room
temperature and −20 ◦C. However, the reduction of Young’s modulus up to 18% was
noticed between room temperature and 200 ◦C. This implies that yield and ultimate stress
are quite substantial at −20 ◦C compared to other temperatures, making the AA2050-T84
alloy vulnerable at sub-zero temperatures. Moreover, an increase in strain rate prompts the
decrease in % elongation, implying the brittle behavior of the alloy at higher strain rates.

The crack driving and constraint parameters are less sensitive to strain rate variations.
However, at −20 ◦C, crack characterizing and constraint parameters to strain rate variations
were moderately considerable. The temperature effect is highest at strain rate 1 s−1 and in
the decreasing order of 1:0.1:0.01 s−1.

Overall, the AA2050-T84 alloy tensile and fracture performance obtained through
experimental and numerical analyses exhibited the dependency on strain rates and tem-
peratures. Hence, these mechanical properties of the alloy strongly influence the dam-
age tolerance design of spars and wings of the aircraft. The authors believe that the
current results concerning strain rates and temperatures will help in understanding the
performance-related issues of AA2050-T84 alloy reported in aircraft applications.
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Citation: Wciślik, W.; Lipiec, S.

Void-Induced Ductile Fracture of

Metals: Experimental Observations.

Materials 2022, 15, 6473. https://

doi.org/10.3390/ma15186473

Academic Editor: Javad Mola

Received: 30 July 2022

Accepted: 14 September 2022

Published: 18 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

materials

Review

Void-Induced Ductile Fracture of Metals:
Experimental Observations
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Abstract: The paper presents a literature review on the development of microvoids in metals, leading
to ductile fracture associated with plastic deformation, without taking into account the cleavage
mechanism. Particular emphasis was placed on the results of observations and experimental studies
of the characteristics of the phenomenon itself, without in-depth analysis in the field of widely
used FEM modelling. The mechanism of void development as a fracture mechanism is presented.
Observations of the nucleation of voids in metals from the turn of the 1950s and 1960s to the present
day were described. The nucleation mechanisms related to the defects of the crystal lattice as well as
those resulting from the presence of second-phase particles were characterised. Observations of the
growth and coalescence of voids were presented, along with the basic models of both phenomena. The
modern research methods used to analyse changes in the microstructure of the material during plastic
deformation are discussed. In summary, it was indicated that understanding the microstructural
phenomena occurring in deformed material enables the engineering of the modelling of plastic
fracture in metals.

Keywords: ductile fracture; material testing; void nucleation; growth; coalescence; microstructure;
material characterisation

1. Introduction

Ductile fracture criteria can be classified based on the physical sense of the quantities
defining them. If the criterion includes values derived by macroscopic analysis based on
mechanics of deformable bodies, without precisely defined areas of fracture initiation, a
global criterion is formulated. The most known and commonly used global ductile fracture
criteria (also known as phenomenological) were determined on the basis of such quantities
as J integral and crack tip opening displacement δT.

Another approach involves analysis of the stress and strain (or other parameter) fields
in the most stressed areas of the material (process zone). The stress and strain state in
the process zone determines the strength of the whole element. Such an approach and
arising criteria are local. The criterion values of local models depend only on the material
properties.

An undoubted advantage of using a local approach to the analysis of the fracture is
the independence of the obtained results on the geometry of the samples used. The local
approach is based on actual physical phenomena (degradation of the microstructure) that
occur in the material subjected to load. In general, understanding and describing these
phenomena allow for their inclusion in the cracking description of any element type, and
thus the development of a universal, comprehensive method of predicting the durability of
structural elements and assessing the safety of their work.

Conducting an analysis according to a local approach requires the use of hybrid meth-
ods: obtaining data from experimental research (with accompanying in situ analyses, e.g.,
video extensometer, recording of acoustic emission signals, using computed tomography
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techniques) and supplementing them with numerical, metallographic and fractographic
analyses.

Among the physical phenomena taken into account in the local approach to fracture,
the nucleation and growth of microvoids in the structure of the material subjected to
plastic deformation is of particular practical importance. Observation of this phenomenon
is the basis for formulating theoretical models of nucleation, growth and coalescence
of voids, which in turn enables the establishment of models of plastic materials with
microdamages. These issues are therefore crucial for assessing the safety of structural
elements. This article is a literature review on the microstructure observations and void
growth in deformed metals. Particular emphasis was placed on ductile fracture associated
with substantial plastic deformation, without taking into account cleavage cracking. The
results of pioneering works from the second half of the twentieth century, as well as
the latest results obtained with advanced research tools (such as microtomography), are
discussed. The structure of the article is divided into sections according to the different
mechanisms in ductile fracture: Section 2 provides general information on void-induced
failure; further, the nucleation of voids (Section 3) and subsequent stages of their growth
and coalescence (Section 4) are described.

2. Cracking of Metals by the Development of Voids

Void initiators are primarily defects in the crystalline structure (point, linear and
planar defects) and second-phase particles, which can be introduced into the material
microstructure intentionally (e.g., metal matrix composites) or constitute an undesirable
contamination of the material. All these discontinuities, being local stress concentrators,
under plastic deformation create voids with sizes in the order of tenths of a micrometre.
As the plastic strain increases, the voids created in this way increase their size many times
and then coalesce, forming a larger defect and leading to failure. An example of a sample
structure in which a fracture developed as a result of the growth and coalescence of voids
is presented in Figure 1a.

Figure 1b presents a microscopic photograph of the fracture surface of the S355 steel
sample damaged due to the development of voids. The characteristic dimple microstructure
is observed, in which the voids of a few μm in size are surrounded by plastically deformed
ligaments (light bands in Figure 1b) [2].

(a)

Figure 1. Cont.
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(b)

Figure 1. Void-induced failure of metals: (a) Formation of a macroscopic crack due to void growth
and coalescence in X52 steel [1]; (b) Fracture surface of a tensile S355 steel specimen and dimple
microstructure resulting from void development (authors’ own study).

A separate issue is the macroscopic observation of fracture surfaces at void-induced
failure. Ductile fracture of a round tensile bar has been relatively well-documented in the
literature [3]. Initially, voids develop mainly in the centre of the sample, whereby the crack
propagates approximately perpendicular to the sample axis, in the plane of the minimum
cross section (in the neck area). As the crack approaches the sample surface, the influence
of constraints decreases, so the crack deviates from its initial plane. As a result, the fracture
of the sample takes the form of a cup–cone fracture (Figure 2), in which the central part is
flat (cup) and an inclined area (cone) is formed around it.

Figure 2. An example of a S355 steel specimen failure due to void development. Characteristic
cup–cone shape is clearly visible [authors’ own study].

An in-depth analysis of microstructures with the use of different methods allowed
for the development of the systematics of the mechanisms of the formation of voids. This
applies to both the nucleation of the voids and their subsequent development.

The initial experimental observations of the development of voids in plastically de-
formed metals took place at the turn of the 1950s and 1960s [4]. Since that time, a number
of research methods have been developed to observe the expansion of voids in metals.
The most common studies include the use of optical microscopy and scanning electron
microscopy (SEM). The first attempts of 3D characterisation of voids involved the use of
indirect methods, such as change in elastic stiffness [5,6] and change in resistivity and
density of the sample [7,8]. A common disadvantage of indirect methods is the ability to
measure only the volume fraction of voids, without taking into account their distribution,
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shape, size and other geometric features [9]. The use of X-ray tomography offers much
more possibilities in this respect.

Section 3 describes the results obtained with the above-mentioned methods, taking into
account different nucleation mechanisms and different types of void initiators. Section 4
presents the observation of the growth and coalescence of voids, as well as characterises
the basic analytical models of these phenomena.

3. Void Nucleation in Metals

3.1. Overview

In general, voids are nucleated in the vicinity of stress concentrators on a microscopic
scale [10]. In the literature, the most frequently mentioned mechanisms include the for-
mation of voids at the intersection of the slip bands [11], at the grain boundaries [12], at
twin boundaries and at vacancy clusters [13], but most importantly around inclusions and
precipitates [14–16].

3.2. Nucleation with No Particles Involved

In the absence of material discontinuities, the formation of voids is observed as planar
slip band decohesion or grain boundary decohesion (homogeneous nucleation). One of the
first widely known studies in which the participation of dislocations in the formation of
voids was experimentally confirmed was developed by Gardner et al. [12], who noticed
that the dislocation structures in iron and beryllium crystals evolved into cells at high
strains. The boundaries between individual cells were characterised by sufficient surface
energy to create a void, even in the absence of other internal stress concentrators.

The observations of the development of voids in the Nb-Cr-Ti alloy [11] showed that
the voids formed in this way are characterised by a flattened shape.

The concept of void nucleation as a result of vacancy condensation and the presence of
dislocation boundaries has been known for a long time [17,18], but only modern research
techniques allowed for a better understanding and documentation of this phenomenon [19].
For example, in [20], by investigating the fracture mechanism of copper containing copper
oxide particles, it was found that the voids are first nucleated at the nanoscale, most
often without any relation to the presence of the second-phase particles. An example of a
photograph of nanovoids, made with the use of the high-angle annular dark-field scanning
transmission electron microscopy (HAADF-STEM), is shown in Figure 3.

Figure 3. (a) HAADF-STEM image presenting nanoscale voids (black areas) in copper subjected
to tension (plastic strain); (b) Enlargement of the boxed area in (a), from [20]. White rectangle in
(b) indicates the twin boundary.

In the next stage, only a small quantity of the nanovoids grew to the microscale,
contributing to the initiation of cracking. It was noted that all microscale voids were
associated with a dislocation boundary. By carefully analysing the microstructure of the
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material in the neck area, the authors distinguished three basic groups of microvoids,
depending on their location and the mechanism of formation, namely: (i) voids related to
intragranular, inclusion-free dislocation boundaries; (ii) voids associated with the inclusion-
free intersection between one or more dislocation boundaries and one or more grain
boundaries; (iii) voids associated with an inclusion intersected by a dislocation boundary.

As mentioned before, voids can be initiated by grain separation. This mechanism is
favoured by the following conditions: high share of the hydrostatic stress; small value of
the void spacing to void diameter ratio; and high value of the precipitate-free zone (PFZ)
thickness to void spacing ratio [21].

3.3. The Role of Second-Phase Particles

In technical alloys, voids are often initiated by the failure of second-phase particles,
randomly distributed over the material matrix (heterogeneous nucleation). The presence
of a hard particle locally limits elastic and plastic deformation of the matrix, which in
turn causes local stress concentration. With the increase in plastic strain, the stress value
also increases, which ultimately leads to the particle cracking or its separation from the
matrix [22]. As the result, a void is formed (Figure 4).

Figure 4. Two mechanisms of void nucleation in AZ31 magnesium alloy: (a) Particle fragmenta-
tion/fracture; (b) Matrix–particle separation [23].

The occurrence of one of the two mentioned mechanisms depends largely on the
mechanical properties of the matrix and the particle (strength, ductility) and the strength of
the matrix–particle interface. In general, the phenomenon of particle separation is primarily
observed in relatively soft, ductile matrices. However, high yield stress and hardening
exponent of the matrix as well as the high particle stiffness promote particle cracking.

Moreover, the nucleation mechanism depends on the particle geometry (size, shape)
and its orientation with respect to the direction of the principle tensile stresses. Larger
particles usually break, as do elongated particles parallel to the principal stress direction.
In practice, engineering materials have different void populations; therefore, both mech-
anisms occur simultaneously. The local stress state is also of great importance, namely
the predominance of normal stress over shear stress, which most often forces the particle
fracture [24,25].

Due to the heterogeneous stress state changing with time, the nucleation of voids is
continuous across the entire range of plastic strain. In other words, the development of
microdamage includes the simultaneous growth and coalescence of existing voids as well
as the nucleation of new ones [26].
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Among the experimental studies, the process of nucleation of voids and microcrack
formation by fracture of silicon particles in Al-Si alloys is relatively well-documented.
The most important results described in the literature are summarised in [27]. As shown
in [28,29], cracking of silicon particles and their separation from the matrix were observed
already at strain values of 1–2%, while the quantity of damaged particles increased linearly
with the increasing strain [30]. According to the results of observations described in [31],
a maximum of 10% of the particles were damaged in the samples subjected to tension or
compression. In general, larger particles crack first [32], which is often explained by a
greater probability of internal defects in this type of particles. Smaller-sized particles tend
to detach from the matrix, initiating voids.

As noted in [30], the phenomenon of fracture of silicon particles in the Al-7Si-0.4Mg
alloy subjected to tension and bending occurs mainly in the case of elongated particles.
The authors also analysed the structure of the alloy deformed to failure. In the areas with
a homogeneous deformation (a few mm from the fracture surface) between 3 and 10% of
the Si particles cracked. However, in the immediate vicinity of the fracture surface, the
proportion of fractured particles locally increased to about 15–20%. In the coarser structures,
the fracture of the particles was sudden and occurred at low strains. The development of
microdamage in the finer structures was gradual.

3.4. Estimating Particle Strength

To understand the phenomenon of void nucleation by fracture of the second-phase
particles, it is important to estimate their mechanical properties, especially strength. The
first and best-known attempts were described in [33,34]. In [34], the microscopic maps of
the locations of cracked and separated MnS inclusions were compared with the numerically
determined stress and strain distributions, which gave rise to assessment of the critical
fracture stress of MnS particles of about 1120 MPa. Additionally, in a similar manner, the
critical stress of separation of the MnS particle and the matrix was determined, where the
stress value was about 810 MPa.

A similar approach was used in [35], but this time the X-ray technique was used
to assess the particle deformation. The tests were carried out on a sample made of an
aluminium alloy, subjected to pure bending. Using the X-ray method, the strain values of
silicon particles were determined, and then the stresses in the particles were determined as
a function of the measured strains.

The typical research methods used so far did not take into account the internal defects
of the particles; therefore, the obtained results are not precise.

The significant progress made in recent years in the field of methods of microstructural
materials testing allowed for a more in-depth analysis of this issue. An interesting attempt
to determine the strength of silicon particles in the A356 aluminium alloy is described
in [36]. In order to expose the silicon particles, the ground surface of the sample was
subjected to deep etching with a mixture of phosphoric, acetic and nitric acids. As a result,
the particles to be tested were exposed to a height of several dozen micrometres. In the next
step, using the focused ion beam (FIB) method, the geometric notch of the selected particles
was cut. The prepared particles were subjected to an eccentric compression test in which
the load was transferred to the particle by a tungsten needle. The test scheme is shown in
Figure 5. The entire course of the process, up to the particle fracture, was recorded using
a scanning electron microscope (SEM) with the video recording. In the next stage, based
on the values of the measured force, the evaluation of the stress values in the particle was
performed, using the simplified analytical method and with the use of the finite element
method (FEM). For the defect-free particles, the particle strength was determined to be
around 16 GPa. Detailed visual inspection of particles using SEM, combined with FEM
modelling, made it possible to evaluate the effect of different types of particle defects on
their strength. It was found that the presence of defects can reduce the strength of the
silicon particles to 2–3 GPa.
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Figure 5. Strength test of silicon microparticles in A356 aluminium alloy: (a) Scheme of the microme-
chanical test; (b) C-shaped particle and the tungsten tip before test; (c) Last frame before particle
fracture, from [36].

The article [37] also provides an example of particle strength assessment by means
of a microscopic three-point bending test. First, the silicon particles were extracted from
the Al-Si alloy by dissolving the aluminium matrix. Then, after cleaning and selecting the
particles, microscopic beams were cut from them using the above-mentioned FIB technique.
The beam prepared in this way was placed on a steel base with a cut-out hole and subjected
to load. Figure 6 illustrates the tested sample. The results obtained during the experiment
were compared with the results of analytical and numerical calculations, which resulted in
determining the strength of silicon at the level of about 9 GPa, assuming no particle defects.

Figure 6. (a) Eutectic silicon particle extracted from the Al-Si alloy; (b) Microscopic three-point
bending specimen prepared from the particle in (a), from [37].

A significant technical problem during the microscale strength tests is the measurement
of deformations and stresses. Recently, the Raman spectroscopy technique offers a wide
range of analysis of stress values on a microscopic scale, and thus also the evaluation of
particle strength. The Raman effect is related to inelastic light scattering. After filtering,
the light scattered on the sample goes to the spectrometer, which records its spectrum. The
spectrum is presented as a function of the Raman shift, defined as the difference between
the frequency of the scattered light and the input light [38]. In materials science, spectrum
analysis enables the recording of the stress values, especially in the case of uniaxial stress
states. However, the authors of [39] present the methodology of plane stress analysis in Si
wafers on a microscopic scale.

A more complex analysis is discussed in [40], where the stress state in eutectic silicon
particles in the Al-Si alloy was analysed. The alloy was tested in as-received condition
under uniaxial loading. Cracking of silicon particles was observed already at the stress
value of 600 MPa. Importantly, the use of Raman spectroscopy enables the assessment of
the effect of particle size and its neighbourhood on the strength.
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As already mentioned above, the second mechanism of void formation involves the
decohesion of the matrix and the second-phase particles. Due to technical difficulties in a
detailed, experimental study of this phenomenon, there are relatively few works of this
type. Thus, numerical analyses are of particular importance. The solutions described in
the literature are most often theoretical in nature. For example, in [41–43] a hypothetical
aluminium matrix–silicon particle interface strength was determined in the range of about
4–7 GPa in tension, while the shear strength was only about 300 MPa. As this paper deals
primarily with experimental research, these issues will not be described in detail here. More
information on the simulation of this phenomenon, and the use of cohesive models, can be
found in [44–47].

3.5. Effect of Martensite Cracking in DP Steels

As it has been shown in many studies, for example [48], the mechanism of void
formation in dual-phase (DP) steels is only slightly based on the fracture and separation of
the second-phase particles, because the fracture of martensite plays the most important role.
The development of microdamage of DP1000 steel subjected to tension was analysed in
detail in [48]. Strength tests were carried out inside the scanning electron microscope (SEM)
chamber and stopped at regular intervals, each time photographing the microstructure of
the material in the selected area. Cracking of the particles was observed at overall small
strain, of the order of 2%. With the increase in plastic deformation, the voids created
in this way grew, but no crack development in its vicinity was observed. As the strain
value was increased further, the martensite phase cracked. Due to increasing deformation,
the crack turned into a void, which, being a stress concentrator, became the cause of
crack propagation in the ferrite. The high intensity of this phenomenon accounted for its
dominant role in the failure of DP1000 steel.

Using advanced research methods, the authors of [48] attempted to estimate the
local values of strains and stresses accompanying martensite cracking and void initiation.
The obtained photographs of the microstructure were processed using the digital image
correlation (DIC) technique. The photograph of the undeformed structure was divided into
subset windows, then an algorithm was applied to track these areas in the photographs of
the deformed structure. The results obtained in this way made it possible to determine the
vectors of displacements and local deformations. Further, the experimentally determined
values of displacements were used as boundary conditions in the finite element method
(FEM) model of the tested sample, which allowed for the estimation of martensite cracking
stress at the level of about 1700 MPa.

The dominant role of martensite cracking in the formation of voids in DP steels, mainly
of the coarse structure, was also emphasised in [49]. This is the leading mechanism at
low strains. At a later stage, voids were formed mainly by the decohesion of ferrite and
martensite. The latter mechanism dominated in steels with the finer structure in the entire
range of deformation. The occurrence of the decohesion is mainly attributed to the lower
deformability of martensite.

Observations of martensite cracking in DP600 steel under uniaxial tension at low strain
values were also described in [50], although as the authors point out, the importance of this
mechanism in the entire process of void nucleation is not great. The process of fracture and
separation of second-phase particles led to the formation of a few voids, which, however,
were characterised by large dimensions, and therefore their area fraction was significant.

The dominant mechanism for the formation of voids was, as in [51], decohesion at the
interface between ferrite and martensite, observed in the entire range of deformation of the
tensile sample. The voids were initiated mainly at the interfaces perpendicular to tensile
stresses and enlarged along the ferrite grains. The authors of [50] also noticed that with the
increase in strain, the mean size of the voids decreased, which indicates a high intensity of
nucleation of new voids also immediately before failure.

The authors of [52] drew similar conclusions. While examining the development of
microdamage in DP600 and DP800 steels under uniaxial tension, it was noticed that at low
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strain, the void initiators were the globular aluminium oxide inclusions, but with higher
deformations the voids were formed near to the ferrite–martensite interfaces as well as in
the ferrite matrix and close to martensite islands.

3.6. Quantitative Description of Void Nucleation

Regardless of the single void nucleation analysis, it is important to evaluate the void
nucleation globally, determining the number of nucleated voids as a function of remote
strain and the location of the analysed area. In this case, it is particularly important to con-
tinuously track changes in the microstructure of the material throughout the deformation
range up to the failure.

In recent years, the widespread use of the X-ray microtomography method gave great
opportunities in this regard, and has contributed to a much better understanding of the
phenomenon of failure and void development [9,53].

For example, in [54], the tomography method was used to assess changes in the
microstructure of JIS SUM24L free-cutting steel under uniaxial tension. The tests were
carried out on tensile specimens subjected to uniaxial stress state. The tests were interrupted
at various stages, each time taking tomographic photographs of the microstructure in one
selected area. In order to precisely determine the value of strain, especially after necking,
changes in the width of the specimen were recorded using tomographic images. As
part of the microtomographic research, in the first step, the region of interest (ROI) was
distinguished, along with the voids present in the unstrained material. The photographs
were then binarised, indicating base material and voids. In the next stage, a 3D labelling
algorithm was applied to the binarised images, and then the volume and position of each
of the detected voids was determined. In this way, over four thousand voids and the
second-phase particles were marked in the ROI, which allowed for their tracking in the
entire range of given deformation.

A separate issue was the development of an algorithm that allows for tracking each of
the voids in subsequent stages, with increasing values of strain. The adopted procedure
included the determination of a transformation matrix that was calculated by minimising
the sum of distance difference between corresponding pairs of objects detected in subse-
quent stages of loading. Due to the heterogeneity of deformation and the different quality
of individual photos, the obtained results were not fully accurate, hence the matching
probability parameter Mp was introduced into the analysis. The algorithm developed in
this way took into account the translation and rotation of the voids related to the occurrence
of plastic deformation. A detailed description of the voids tracking algorithm is presented
in [55,56].

The results of the observation of microstructure changes indicate that the nucleation of
voids was continuous throughout the analysed range of deformations, up to failure. This
phenomenon is well-illustrated by the graph in Figure 7, where the number of voids in
the unit volume [mm3] of ROI was determined as a function of true strain. From the very
beginning, a constant increase in the number of voids is visible. Just before failure, one can
see a flattening of the curve, which seemingly means a reduction in the intensity of void
nucleation at this stage. In fact, as noted by the authors of [54], nucleation of voids is still
present; however, at this stage, the ductile fracture process is controlled primarily by the
void coalescence phenomenon, which explains the flattening of the curve in Figure 7.

Figure 8 presents tomographic cross sections of ROI, made at different strains. The
vertical axis in the individual figures is equated with the direction of loading. Dark areas
represent voids, while lighter areas represent the matrix. In Figure 8b (with the strain 0.23),
the neck is clearly visible.
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Figure 7. Experimentally determined relation between density of voids and plastic strain in JIS
SUM24L free-cutting steel, from [54].

Figure 8. Free-cutting steel (JIS SUM24L grade) microstructure at different strains: (a) 0; (b) 0.23;
(c) 0.50; (d) 0.64, from [54].

Detailed analysis of the individual pictures shows that the nucleation of voids occurs
primarily at the interface between the matrix and the particles. The voids are also initiated
at the places where the particles of the second phase break. As can be seen from the
comparison of the subsequent photographs, some voids seem to disappear as the strain
increases. This is due to their rotation and displacement, because the strains are not uniform
throughout the tested sample. The void-tracking algorithm described above allowed for
the inclusion of this phenomenon in the void development analysis.

Additionally, on the basis of the obtained results of tomographic examinations, changes
in the volume and diameter of voids as a function of plastic strain were determined. While,
as predicted, the total volume of the voids in the sample increased with increasing strain,
the mean diameter of the voids was almost constant, regardless of the strain level. The
authors of [54] indicate the nucleation of new small voids at higher strain levels as a possible
reason.

The authors of [57] also emphasised the key role of small voids in the initiation of
fracture. Using the 4D X-ray microtomography technique (3D + time), changes in the
microstructure of SA508 steel were analysed in the entire range of tensile strains up to
failure. It was observed that large Al2O3 and MnS2 particles (with sizes ranging from
several to tens of micrometres) cracked or separated from the matrix at zero values of
plastic strain (elastic range). Considering the fact that such particles were scattered and
spaced far apart, the voids they initiated did not coalesce, and therefore their contribution
to the fracture initiation was insignificant. On the other hand, the elongation of voids along
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the tensile axis was observed, but the their contraction in the perpendicular direction was
not significant. Moreover, the rotation of the elongated voids took place as a result of the
increase in the value of shear stresses after the formation of the neck.

On the contrary, small particles of cementite (with a size of the order of 100–500 nm)
detached from the matrix when the remote strain of the order of two was achieved. The
initiation of small voids was, however, sudden. A large accumulation of small voids
favoured their coalescence, which led to formation of a crack. The microtomographic image
of the microstructure of the sample before failure is shown in Figure 9. In the central part
of the region of interest, a cluster of small voids initiating a crack is clearly visible.

Figure 9. Microtomographic 3D image of the distribution of voids in SA508 steel, at the onset of
failure, in the central part a cluster of small voids initiating a macroscopic defect is present, from [57].
The colour scale indicates the distance between void and sample centre.

Larger elongated voids predominate at a greater distance from the centre of the
sample. The two largest voids (marked in the figure as stringer 1 and 2) were formed from
an agglomerate of particles. Additionally, the authors of the paper carefully analysed the
void nucleation around the inclusion marked as “inclusion 1” in Figure 9, indicating the
mechanism of matrix–particle decohesion.

3.7. Effect of Stress State on Void Nucleation Intensity

In the previously mentioned work [10], the influence of the type of load on the intensity
of void nucleation was determined. Figure 10 illustrates an exemplary dependence of the
number of nucleated voids per unit volume of the cast Al-Si-Mg sample as a function of
strain for various loading conditions. The results were obtained using the proprietary
analytical void nucleation model. The lowest intensity of void nucleation was obtained
for compression and torsion. As expected, among the simple load cases, the voids in the
sample subjected to tension showed the highest nucleation intensity. The simultaneous
action of tension and torsion resulted in the most intense nucleation of the voids.
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Figure 10. Effect of the loading type on the intensity of void nucleation in cast Al-Si-Mg alloy as a
function of strain, based on [10].

Regardless of the above, the authors of [10] defined the material constants of void
nucleation for simple loading conditions (tension/compression, torsion).

Recently, the authors of [58] conducted a thorough experimental analysis of the impact
of the stress state on void nucleation in DP780 and CP800 steels. In order to obtain different
components of the stress state, various strength tests were carried out: simple shear, hole
tension, v-bending and biaxial tension. In each case, the tests were stopped, recording
the material microstructure in the region of interest, using microtomography. Nucleation
intensity was measured as the average number of nucleated voids in 1 mm3 of material in
the process zone. At failure, the highest number of voids (about 30,000/mm3) was observed
in the biaxial tension specimens. In the case of hole tension, this value was much lower
and ranged from about 9500 to 18,000, depending on the material tested. The specimens
subjected to shearing were characterised by the lowest nucleation intensity, i.e., at failure,
values between 3000 and 4000 voids in 1 mm3 of material were recorded.

One of the most frequently analysed issues related to the dependence of void nucle-
ation on stress state is the influence of stress triaxiality T on the value of the strain needed
to initiate the void. Stress triaxiality T describes the effect of the spherical component of
the stress tensor (hydrostatic tension or compression) and is defined as the quotient of the
mean stress (arithmetic mean of the principal stresses) and the Huber von Mises stress.
The works published so far, for example, [59,60], unanimously indicate that the increase in
triaxiality (increase in the hydrostatic pressure share) is accompanied by an exponential
decrease in the value of nucleation strain.

The author of [61] drew similar conclusions, at the same time indicating the large
influence of the Lode parameter on nucleation and the growth of voids. The Lode parameter
takes into account the influence of the third stress tensor invariant. According to Yu [61], the
value of the Lode parameter does not significantly affect the value of the void nucleation
strain; however, it plays an important role, as interfacial cracks nucleate from different
positions for different Lode parameters and propagate in different patterns. This is due to
the fact that the Lode parameter changes the principal stress distribution, even at constant
triaxiality.

Han et al. [62], studying the development of voids in QP980 steel under shear load,
noticed that a large number of small voids (less than 5 μm in size) was formed at phase
interfaces. In turn, a few microvoids generated from inclusions had more than 5 μm.

The phenomenon of the development of voids under shear was also analysed in detail
by the authors of [63], also indicating the low intensity of nucleation in these conditions. The
combination of microtomographic tests with FEM simulation allowed for the determination
of the mechanism of ductile fracture of FB600 steel, initiated by separation of the matrix from
CaO particles. The voids created in this way grew towards the largest local deformations,
forming microcrack-like defects. As noted, a shear-band type of failure was formed on the
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microscopic scale even with a small volume fraction of voids, of the order of 0.015%. The
void volume fraction measured before failure did not exceed 0.1%.

In recent decades, computer simulations have made a huge contribution to under-
standing the phenomena of void development [64]. As this article focuses primarily on
experimental observations, the review of FEM results will not be discussed in detail here.
However, it is worth paying attention to molecular dynamics simulation [65,66], which
offers new possibilities compared to traditional continuum solutions, as it enables material
modelling at the atomic level. For example, in [67], the mechanism of decohesion of the
AlCu2 particle and the aluminium matrix was analysed. In the first stage, the breaking of
the bonds between single-inclusion and matrix atoms was observed, which initiated the
particle separation. In the next stage, the crack grew steadily, with no dislocation involved.
The fracture development in this case was driven by the lattice trapping phenomenon. After
the fracture reached a critical size, nucleation of Shockley partial dislocations at the crack tip
was observed. Then, the dislocations moved from the particle towards the matrix, whereby
the rate of crack propagation increased suddenly, leading to the complete separation of
the particle and the matrix. The authors called this stage of separation dislocation-mediated
delamination.

4. Void Growth and Coalescence in Metals

4.1. Mechanisms of Growth and Coalescence of Voids

In the course of the realisation of ductile failure, after nucleation (characterised in the
previous section of the article) due to plastic strain and hydrostatic stresses, the voids in
the material increase [68,69]. With the action of strain, the voids grow, change their shape
and move, changing their position. With stable void growth, plastic strain forms relatively
uniformly in the material. However, from a certain point, the strain localises between
adjacent voids. Outside the plane of strain localisation, the material undergoes elastic
unloading. The occurrence of local strain localisation limits the ductility of materials. Two
mechanisms for the realisation of strain localisation have been identified. The first involves
the softening of strain through factors such as microstructural changes, thermal interactions
and damage evolution. There is a local degradation of the load-carrying capacity of the
material, resulting in strain localisation in a thin band [70–73]. The initiation of strain
localisation depends on a number of factors, including stress state, material properties and
material porosity [74–76].

The second mechanism of strain localisation is associated with the phenomenon of
void coalescence. There is a local instability, conditioned by the interaction between adjacent
voids in the material. The moment of localisation of plastic strain is identified with the
beginning of the process of void coalescence. Once the coalescence process has started, the
kinematics of void enlargement differ significantly from the kinematics of void growth prior
to this mode of instability. For void coalescence induced by macroscopic strain localisation,
the width of the localisation band is narrower. This is due to the restriction of deformation
to areas (ligaments) between adjacent voids [76]. The process of void coalescence becomes
the direct cause of the initiation and growth of a ductile crack in the material. There are
three ways to realise void coalescence [77]:

(1) Internal necking (Figure 11a,d);
(2) Shear coalescence (Figure 11b,e);
(3) Necklace coalescence (Figure 11c).
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Figure 11. Methods of realising void coalescence in materials (example in steel): (a,d) Internal
necking; (b,e) Shear coalescence; (c) Necklace coalescence [24,78,79].

The internal necking mechanism is the most commonly observed way of the material
void coalescence process, initially observed by Argon [33]. With the internal necking
process, the plane of localisation is almost perpendicular to the main direction of the
applied load. During the process of coalescence of voids, a reduction in the area of the
intervacancy ligament can be observed, which is similar to the necking phenomenon during
the tensile test of the specimen under uniaxial loading [77,80–83]. A large contribution
to understanding the process of coalescence of voids according to the internal necking
mechanism was made by micromechanical analyses involving numerical calculations using
the finite element method [71,84–87].

The second distinguished method of coalescence is the mechanism involving localised
shear occurring between initial voids (of large size), when the voids are distributed along a
line inclined at 45◦ to the main direction of loading (Figure 11b). The stress state accompa-
nying the development of the failure process according to the void mechanism is the subject
of many scientific studies. The stress state is most often defined by the stress triaxiality
factor. However, the value cannot unambiguously describe the effect of stress triaxiality on
void growth and coalescence. For a given value of the triaxiality factor, more than one stress
state exists. The necessary information is very often extended by the magnitude of the Lode
parameter. The development of the stress state in ductile fracture was the subject of the
work. These quantities were determined on the basis of experimental results and numerical
calculations. Selected results will be cited later in this work (Section 4.3). Coalescence in
this case can occur according to the so-called “void sheeting” mechanism [88]. Plasticity is
localised in shear bands containing small secondary voids; large primary voids are con-
nected through coalescence of these secondary voids. This coalescence mechanism is often
observed in high-strength materials with low-to-medium strain-hardening capacity [77,89].

A third possible mechanism for the coalescence of voids is called necklace coalescence
(Figure 11c). It is the least commonly occurring in materials. The mechanism involves
localisation in a direction parallel to the action of the applied load. This mechanism
was observed in areas of voids, which are distributed in elongated concentrations. The
mechanism of necklace coalescence is considered to be of major importance in the process
of occurrence of ductile delamination cracking [77,90,91].
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Many elements influence the development of the growth process and the coalescence
of voids in ductile failure. These may include the state of stress in the material (which can
be defined by the stress triaxiality factor, the Lode parameter), the contribution of shear
stress and the level of plastic strain, taking into account the level of critical strain [92].
On the basis of the above quantities and a wide range of experimental and fractographic
studies, numerical calculations, various failure models have been proposed, a selection of
which will be discussed later in this paper.

4.2. Classical Models for the Growth and Coalescence of Voids

Of the classic local models describing the process of void growth, mention should be
made of the solution proposed by McClintock [93]. In his work, he analysed the growth
of a cylindrical void in a rigid plastic material under axisymmetric loading, assuming a
plane strain condition. The model assumes that the relative volume of voids reaching a
critical value will result in crack initiation. As a continuation of McClintock’s study, an
approximate solution for spherical void growth was proposed by Rice and Tracey [94].
The void growth model developed by Rice and Tracey allowed for the formulation of a
fracture criterion, specifying that a crack will be initiated if the normalised void radius
reaches a critical size. Similar results were obtained in [34,95–97]. In the cited papers, it
was shown that the level of plastic strain and stress triaxiality have a significant impact on
the realisation of the void growth process. The cited works formed the basis for further
research and development of further local ductile fracture models.

A well-known model describing the phenomenon of void growth in ductile fracture
is that by Gurson [98]. The author, with a similar methodology to the work of Rice and
Tracey [94], developed an approach to analyse plastic flow in porous material assuming
material continuity. Gurson included in the model the interaction between voids and
the effect of void growth on material softening. A modification of Gurson’s model was
proposed by Tvergaard and Needleman [3]. The authors made a change in the definition of
the relative volume of voids in the material and added an acceleration factor to account for
the phenomenon of void coalescence. This resulted in a revised description of the plastic
flow of the material in the initial stage of ductile fracture. Expanding on the ideas presented
in the Gurson and GNT models, there have been many studies on the analysis of the growth
and coalescence of voids during ductile fracture [71,99–106].

With analytical models for describing the process of void coalescence, it is worth
mentioning Brown–Embury [107] and Thomason [71,106,108] as base models. These are
models developed at the micromechanical scale. The Brown–Embury model refers to a
perfectly ductile material and assumes the presence of shear bands at 45◦ between voids.
The model relates the possibility of void coalescence depending on the diameter of the voids
R and the distances between their centres (X). The criterion assumes that for a given void
form factor, there is a minimum relative distance between voids, below which coalescence
cannot be initiated, regardless of the stress state. Thomason’s void coalescence model was
developed for elastic–perfectly plastic materials, using solutions for slip lines. For the
axisymmetric problem, Thomason’s model assumed that the average normal stresses affect
the void if the stresses reach a certain specified value.

The aforementioned classical models relating to the growth process and the coalescence
of voids assume a number of simplifications. They do not address all aspects of strain and
ductile failure of real materials. Thus, there is a major role for developing in situ studies of
the development of voids in materials, with a particular focus on metals.

4.3. Experimental Verification of the Growth and Coalescence Process of Voids

The much more complex actual mechanism of ductile failure was highlighted in [109],
taking into account the development of critical strain levels and stress triaxiality. In addition
to the processes of void initiation, growth and coalescence (for tension dominated loading)
and the occurrence of shear and void coalescence (for shear dominated loading), the authors
point to seven types of micromechanisms that occur sequentially or are complementary in
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the failure process. An example of this complex type of ductile failure can be observed in
the occurrence of a cup-and-cone failure on a tensile specimen, particularly for structural
steels with medium-strength characteristics and high levels of ductility (Figure 12).

Figure 12. A cup-and-cone failure on a cylindrical, tensile specimen: view of break surface with
scheme of the break plane profile (for S355 steel) [110].

Based on an analysis of the results of experimental uniaxial tensile tests on materials
such as aluminium, nickel and copper, seven different types of ductile failure mechanisms
were demonstrated (Figure 13) [109]:

(1) Intervoid necking (occurring with initiation, growth and coalescence of voids): for
triaxiality stress factor T ≥ 0.33.

(2) Intervoid shearing, for which the initiation and subsequent elongation of voids along
shear bands is characteristic. The consequence is the coalescence of voids and the
formation of macrocracks in the planes of the shear bands. The mechanism occurs for
a triaxiality stress factor T less than 0.33, located in a single plane.

(3) Void sheeting, when shear develops between existing voids in the material and the
simultaneous process of nucleation and coalescence of new voids. The final ductile
fracture that develops connects the existing voids in the material. The mechanism
occurs on multiple planes, for stress triaxiality less than 0.33.

(4) The Orowan alternating slip (OAS) mechanism, which assumes the occurrence of void
nucleation at the intersection of slip bands and the consequent growth of prismatic
voids in the results of alternating slip along shear bands. OAS is characterised by its
occurrence on multiple planes, for a triaxiality factor T less than 0.33.

(5) Destruction by specimen necking (T ≥ 0.33).
(6) Shear leading to the destruction of a specimen, occurring in a single plane. It is realised

by the sliding of the material along a single slip band. Consequently, it will lead to a
loss of cohesion and failure of the specimen (triaxiality factor T ≤ 0.33).

(7) Multiplanar shear occurring along multiple shear bands; also referred to as the
slipping-off mechanism (T ≤ 0.33).

The nature of the interaction in the failure process between these seven mechanisms
depends on, among other things: the local state of stress, the type of microstructure of the
material under consideration (microstructural changes that occur during deformation can
eliminate or create void nucleation sites in the material) and the strain-hardening capacity
of the material (a low strain-hardening capacity favours the interlaminar shear mechanism,
while a high one predisposes to the occurrence of void sheeting). For engineering materials
in the occurrence of ductile failure, the first three mechanisms identified by Noell et al. [109]
will be most relevant.
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Figure 13. Types of ductile failure mechanisms: (1) Intervoid necking, (2) Intervoid shearing, (3) Void
sheeting, (4) The Orowan alternating slip, (5) Necking to a point, (6) Single-plane catastrophic shear,
(7) Multiplane catastrophic shear [109].

There are many analytical models in the literature describing ductile failure according
to the void mechanism. An important aspect is the possibility of their experimental
validation. Particularly difficult to validate experimentally is the phenomenon of void
coalescence [111–114]. The use of X-ray computed tomography is helpful during in situ
testing. In order to experimentally verify the growth process and the coalescence of voids,
X-ray tomography was used for the uniaxial tensile testing of copper and Glidcop alloy
in [80]. For this purpose, specimens were specially prepared for testing by laser-drilling
holes in the material. Figure 14 shows the resulting images of growth and coalescence of
the modelled voids. In the case of copper, the process of void coalescence occurred for true
strain levels of more than 100%, while for the Glidcop alloy the strain was in the range
of 50%. No secondary nucleation of voids was observed for copper. The occurrence of
ripple marks on the surface of the voids was identified with the realisation of slip in the
specimen. With the Glidcop alloy, coalescence was realised by nucleation of secondary
voids on alumina particles between the modelled holes. Based on the results obtained,
an attempt was made to verify the selected models of growth and coalescence of voids.
Those models that provide quantitative verification of the results were considered. Good
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agreement was shown for the void growth model proposed by Rice and Tracey when taking
into account the change in stress triaxiality in the specimen with progressive strain. When
verifying the void coalescence process, greater discrepancies from experimental results
were shown for the Brown and Embury model (differences of about 50%) than for the
Thomason model (differences of 2–40%). With discrepancies in the Brown and Embury
model, constraints that cause delayed void coalescence may have an impact. In the case
of Glidcop alloy specimens, Thomason’s model overestimates the level of critical strain
at failure due to the failure to account for the secondary void nucleation occurring in the
material.

(a) (b) (c)

(d) (e) (f)

Figure 14. Growth and coalescence of modelled holes in copper specimens at true strain levels:
(a) 0.00; (b) 0.77; (c) 1.01; in Glidcop alloy specimens at true strain levels: (d) 0.00; (e) 0.45; (f) 0.50 [80].

The authors of [77] proposed a criterion for the occurrence of void coalescence in
material. It is based on a modification of the assumptions of the classical Thomason
criterion (and its extension by Benzerga [81]). The criteria mentioned concern the analysis
of the action of normal stresses, excluding the contribution of shear components. However,
shear stresses can play an important role in the process of void coalescence and subsequent
crack initiation in a material. An RVE model was used, which (unlike previous models)
is affected by shear components. A positive calibration of the proposed criterion for void
coalescence with the results of numerical calculations for the three-dimensional model was
carried out. The calibration considered the values of void form factor and void distribution.
The classical Thomason criterion (with a modification by Benzerga) was generalised to any
loading condition. Modifications of Thomason’s criterion for the void coalescence process,
based on—among other things—the results of numerical calculations, are included in [82].

When analysing the growth process and the coalescence of voids in the material, an
important aspect is to determine the volume contribution of the voids and their initial
shape [115–117]. This allowed, among other things, for the subsequent modelling of the cor-
rect shape in the numerical model. In a number of papers, authors based on the Rice–Tracey
model and the assumption of a spherically shaped void obtained oversimplified results.
With the development of computed tomography methods, especially high-resolution μXCT,
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it has been possible to determine the true shapes of voids present in the material at the
microscale level and to include them in the model describing the growth and coalescence
of voids [118–123]. An example of an analysis image using the μXCT technique with
the determined shape of the voids and their representation in the numerical calculation
programme is shown in Figure 15 [124]. In this paper, on the basis of μXCT observations
and numerical calculations, an attempt was made to determine the influence of the initial
void shape (spherical, cylindrical, elliptical) on the macroscopic description of the void
growth process in the material as an important stage of material destruction according to
the ductile mechanism [125]. The effects of stress triaxiality, shape factor and the orientation
and initial volume fraction of voids were taken into account. The influence of the initial
void shape on the growth process is important at low levels of stress triaxiality. An increase
in stress triaxiality reduces the difference in volume growth of voids with different shapes.
For stress triaxiality above 2, almost the same increase in voids of different shapes was
recorded. At low triaxiality (0.33), the volume contribution of the spherical void increases
the most. The initial orientation of the voids has a strong influence on the growth process. If
there is an orientation of the voids with an area located normal to the direction of stretching,
greater void growth was observed. The initial volume proportion of voids showed less
influence on the nature of their growth compared to the other parameters analysed [124].

Figure 15. Shapes of voids in the material determined using computed tomography techniques (for
structural steel) [124].

The influence of the shape of the void on the nature of its growth can be determined
using other advanced research methods. In [126], a research methodology was used
to complement the discrete dislocation plasticity (DDP) method with calculations using
XFEM [127,128]. Higher stress levels, strain hardening and void growth rates occurred
under biaxial loading (compared to uniaxial loading). With a constant initial proportion
of void volume, it was observed that elliptical-shaped voids showed larger surface areas
relative to cylindrical voids. The voids with a larger surface area in relation to volume
showed a tendency to grow faster, but with a lower proportion of strain hardening.

The Rice–Tracey void growth model with Huang [97] corrections was verified on the
basis of CT (compact tension) analysis. Specimens from three steels (single-phase ferritic
steel, two-phase steel and steel with martensitic microstructure) subjected to tension were
analysed. The analyses showed an increase in voids from a few μm to 30 μm. Attention
was drawn to the change in the initially spherical shapes of the voids and to the need to
account for the effect of the change in stress triaxiality in the Rice–Tracey model, depending
on the microstructure and characteristics of the material under study [129]. Relationships of
the initial shape of voids and the distance between voids to the level of fracture toughness
were developed [130], which are shown in Figure 16.
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(a) (b)

Figure 16. Dependence of fracture toughness level on initial porosity: (a) Depending on the initial
shape of the void; (b) Depending on the anisotropic void spacing [130].

Researchers are also using advanced computed tomography techniques to verify
growth models and in situ void fusion: SRCT and SRCL [131]. The idea of measurements
according to these techniques is explained in [132,133]. The use of the SRCT technique
carries limitations, primarily with regard to the specimens used. Specimens must have
a cross-section size of approximately 1 mm for a resolution of the order of micrometres.
This has consequences in terms of the use of nonstandard specimens and the influence
of specimen geometry on the results obtained (influence of the presence of a plane stress
region and the development of a plastic zone). In such cases, it becomes helpful to use the
SRCL technique for in situ studies. This allows for a high-quality 3D image to be obtained
from specimens with larger dimensions than SRCT and the inclusion of areas on the sides
of the specimens. Using the SRCL technique combined with numerical calculations of
the CT (compact tension) specimen [131], parameters were determined in the GNT model
relating to the realisation of failure by void mechanism in the AA6061 aluminium alloy.
Accurate observation of the nucleation, growth and fusion of voids is possible through
the use of TEM (transmission electronic microscope) observations in experimental studies.
Compared to the SEM, the TEM technique allows for the dynamic growth of voids in the
material to be captured and for the void bonding process in particular to be observed at the
submicron scale level. In [134], the TEM technique was used to analyse the growth and
bonding of voids in different types of materials: copper and aluminium-copper alloy.

4.4. Consideration of the Stress State in the Realisation of the Ductile Failure Process

Analysis using numerical calculations (e.g., finite element method) helps understand
the growth process and the coalescence of voids in detail. Very often, an elementary cell
model (representative RVE volume model) is used, which in its structure contains a void
or particle with specific material characteristics. Classical studies consider the analysis of
cylindrical voids, spherical voids and spherical particles. Parameters that can be taken
into account in the RVE loading process are the stress triaxiality parameter (T), the Lode
parameter (L) and the shear coefficient (S). There has been much work involving studies of
the effect of stress triaxiality on the development on ductile failure, including a description
of the void growth and coalescence process. However, it has become an important task
to determine the simultaneous influence of the three aforementioned parameters of stress
triaxiality, Lode parameter and shear rate when analysed using RVE. A solution to the task
posed was proposed in [77]. The RVE model was used in [135] to extend Gurson’s proposal
to high porosity materials. The variables in the model were the volume proportion of voids
and the value of the stress triaxiality factor. It was shown that the distribution of plastic
deformation depends on the volume fraction of voids; a concentration of deformation
occurs for a fraction with a large volume of voids. A small distance between individual
voids leads to a faster coalescence process and fracture.
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The contribution of the critical level of plastic strain, the stress triaxiality factor and
the Lode parameter to the realisation of the ductile fracture process has been highlighted
in a number of works by Wierzbicki and coworkers [136–138]. On the basis of numerous
experimental studies and numerical calculations, the dependence of the critical strain at
ductile fracture on the stress triaxiality was determined (Figure 17). Compression, tension
and shear specimens of aluminium alloy 2024-T351 characterised by various levels of
stress triaxiality factor from −0.33 to 1 were analysed. Based on the analyses, the authors
concluded that shear failure occurs for compression specimens with negative values of
stress triaxiality factor. For notched tensile specimens, the observed failure character
was dependent on the level of stress triaxiality. For high triaxiality there was a failure
mechanism involving initiation, growth and coalescence of voids. For low levels of stress
triaxiality, failure was a combination between two mechanisms: void and shear. Work
by Wierzbicki and colleagues and other researchers has highlighted the need to calibrate
the material relationship used in the numerical calculation programme, particularly when
analysing high-plasticity materials.

Figure 17. Numerically and experimentally determined dependence between critical plastic strain
and the level of stress triaxiality factor (for 2024-T351 aluminium alloy) [139].

The influence of the Lode parameter value on the void growth and coalescence process
has formed the basis of a number of papers [92,137,140–144]. Barsoum and Faleskog pro-
posed a micromechanical model based on experimental studies and numerical calculations
of a three-dimensional elementary cell containing a single spherical void [145]. The macro-
scopic stress state was defined by two variable quantities: the stress triaxiality factor and
the Lode parameter. On the basis of the results obtained, it was determined that the effect
of the Lode parameter on the change in the shape of voids and the rate of their growth
increases as the level of the stress triaxiality factor decreases. For a stress triaxiality factor
of T = 1, there is an increase and a change in the shape of the void due to shear strain.
The void undergoes a change in shape from spherical to ellipsoidal, up to the onset of
plastic localisation, so as to further obtain a ‘penny’ shape. For triaxiality stress level 2,
there is an almost spherical increase in voids. The influence of the triaxiality parameter and
Lode on the formation of plastic localisation was also determined. High values of the T
parameter were accompanied by low levels of critical strain. The minimum value of critical
strain occurred at a triaxiality factor of 0, while the maximum value occurred at T = 1. This
marks the shear state as the most critical state from the point of view of destruction, where
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material failure will occur at an angle close to 45◦ to the plane of occurrence of the lowest
principal stress [145].

5. Summary and Conclusions

Due to its great practical importance, the phenomenon of ductile failure associated
with the development of voids in metals has been the subject of interest of researchers
since the turn of the 1950s and 1960s. Over about 6 decades, many research techniques
have been developed that have contributed to a better understanding of the nature of this
phenomenon.

It was indicated that void formation in metals is induced by material discontinuities
on the nano- and microscopic scale. The void initiators mainly include (i) intersection
of the slip bands, (ii) grain boundaries, (iii) twin boundaries, (iv) vacancy clusters and
(v) second-phase particles (inclusions and precipitates).

The void formation mechanism depends primarily on the material purity. In the
absence of second-phase particles, voids are formed mainly in the vicinity of defects of
the crystal structure (point, linear and planar defects). Materials that are commonly used
in engineering (mainly steels and aluminium alloys) most often show the presence of
inclusions, which, as stress concentrators, are void initiators. Depending on the geometrical
and strength parameters of particles and matrix, voids are formed by particles’ separation
or fracture.

As has been demonstrated, the local values of the accompanying stresses, measured
on a microscopic scale, are much higher than those measured macroscopically, and range
from several hundred to several thousand MPa.

After the nucleation process, voids grow with increasing strain and change their
shape and position in the material. The moment of localisation of strain in the immediate
vicinity of voids is identified with the initiation of the coalescence process. Three ways of
realising the coalescence of voids in the material are characterised: internal necking, shear
coalescence and necklace coalescence. Selected analytical models relating to the growth
process and the coalescence of voids under ductile failure mechanism are cited in this
paper. An important element is the possibility of experimental verification of the classical
models. This verification is possible by using advanced measurement methods (computed
tomography, microstructure analysis, etc.) for in situ testing.

Despite enormous progress in this subject, there are still many unresolved issues.
The course and intensity of the void development are significantly influenced by the load
conditions, most importantly the stress state. However, the literature rarely mentions other
factors that undoubtedly determine the development of voids, e.g., dynamic phenomena,
temperature, etc.

It has not been unequivocally determined whether the stress or strain criteria must
be satisfied for the void nucleation. Moreover, the literature lacks unambiguous sets of
parameters describing the development of voids in materials with practical engineering
application. Little is known yet about the development of voids under low-triaxiality
conditions.

It should be strongly emphasised here that the observations of the development of
voids are not only of cognitive importance, but above all they become the basis for the
formulation of theoretical models, which further allows for the description of defective
materials. It is an issue of great practical importance, thanks to which it becomes possible
to perform an engineering safety assessment of structural elements containing defects,
operating in pre-failure conditions. In the future, an even more accurate understanding
of the ductile failure process according to the void formation mechanism will be possible
with the development of advanced testing and measurement methods. These can be used
for in situ research. An important aspect of supplementing the information obtained about
the void mechanism will be the inclusion of the results of advanced numerical calculations.
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Abstract: The paper presents results of investigations of welding sheets of AA2519-Ti6Al4V, a difficult-
to-joint components materials, produced by explosive welding with a thin technological interlayer
of AA1050. The joining process leads to the formation of intermetalics in the vicinity of joint and
generates significant residual stresses. In the next step the laminate was subjected to a heat treatment
process in order to improve the mechanical properties by precipitation hardening. This treatment
should not be carried out before welding because of negative influence on a ductility of the aluminum
alloy. Material in this state was subjected to the tests of chemical composition, microstructure, and
microhardness. A tensile test was carried out with accompanying strain analysis by the digital image
correlation (DIC) method. Moreover, the residual stresses were determined which were measured
by using two methods, the X-ray diffraction and the hole drilling. This approach made it possible
to measure the residual stresses both in the plane parallel to the surface and in the cross section of
the laminate.

Keywords: explosive welding; laminate; AA2519; Ti6Al4V; heat treatment; residual stress measurement

1. Introduction

Explosive welding technology enable to join the materials difficult-to-join by conven-
tional methods and it is possible to be realized on large plates also. This process is realized
by explosively generated pressure wave that imparts very high velocities to the solids
(welded materials). During collision the pressure reaches up to 2 × 104 MPa. Such level of
pressure makes it possible to obtain physical states unattainable under conventional types
of loads [1,2]. As a result, significant residual stresses appear, deviating from the primary
distribution in the combined materials [3,4].

AA2519 alloys andTi6Al4V alloys are characterized by increased ballistic resistance.
These alloys are used in aerospace industry. The combination of these materials using
an explosive welding method should increase ballistic resistance by changing the density
centers of the material and the appearance of intermetallics in the joint layer. In the
welding zone of Al-Ti explosively produced laminates, the intermetallic phases Al3Ti and
Ti3Al were revealed [5–7] which may promote delamination of the produced material
and the decrease of strength properties. Additionally, significant residual stresses are
present. Therefore, proper heat treatment should be carried out to decrease the negative
influence of pointed factors, especially that, the heat treatment is recommended to reduce
the adverse effects of the residual stresses formed in the material as a result of the explosive
welding process [8]. The most important in such a case is the selection of appropriate
processing parameters [9]. In considered laminate, among all components the AA2519
alloy is characterized by the lowest melting temperature, which amounts 821 K. Carefully
selected heat treatment parameters, due to the addition of Cu, should provide the effect
of precipitation hardening. Additionally, the alloy addition of Zr increases the resistance
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to secondary recrystallization and increases the tensile strength. It was revealed [10] that
the observed intermediate layer is formed by the deposition of aluminum on a titanium
substrate due to the interaction of high temperature and pressure. The thickness of this layer
depends primarily on the reaction time of the materials at temperature above 873 K. The
observed interlayer is formed by mutual diffusion until the formation of Al3Ti intermetallic
phases. In case of realization of the fusion at the temperature reaching 1073 K, initially
Ti3Al and TiAl phases are formed. Further maintaining the temperature at 1073 K results
in TiAl phases gradually transforming into Ti3Al. These transformations lead to the
formation of continuous homogeneous Ti3Al layer on the titanium surface. In case of Ti3Al
intermetallic phases, the microhardness can increase up to two times. While the research
on microstructure and phase transitions are well described, this study has been undertaken
on the influence of heat treatment on the global state of the material.

The purpose of this research is to investigate the influence of hardening heat treatment
on the mechanical properties and state residual stresses of explosive welded sheet of
AA2519-Ti6Al4V with interlayer of AA1050.

2. Materials and Equipment

The subject of the study was an explosive-welded sheet of AA2519-Ti6Al4V with inter-
layer of AA1050. The AA2519 aluminum alloy is characterized by good fracture toughness
because of the copper content of 5.3–6.4%. An important advantage is its increased ballistic
resistance and the appropriate weldability. This alloy is strengthened by precipitations
through the process of supersaturation and aging. Investigated variety of aluminum alloy
was produced by adding the alloying elements Zr and Sc in the amount of 0.1–0.25% for
both. The addition of Sc has the effect of fragmenting the structure of the AA2519 alloy,
which improves the strength properties of the material. Precipitation strengthening was
obtained and the resistance to secondary recrystallization of microstructure increased. The
primary effect is a greater stability of mechanical properties at elevated temperature as a
result of homogeneous dispersion of Al3Zr phase. After casting, the alloy was subjected
to hot rolling and then annealing at a temperature of 693 K in air condition for 2 h. A
fine-grained structure was obtained, which has a positive effect on the increase of plasticity
and fatigue strength. The strength properties and chemical composition of the modified
AA2519 alloy are given in Table 1.

Table 1. Strength properties and chemical composition of the AA2519 alloy.

Strength Properties Chemical Composition [wt%]

R0.2 [MPa] Rm [MPa] A [%] Si Fe Cu Mg Zn Ti V Zr Sc Al

312 335 6.5 0.06 0.08 5.77 0.18 0.01 0.04 0.12 0.2 0.36 rest

The second basic material of the laminate, Ti6Al4V alloy, is used in special construc-
tions which is caused by its high mechanical properties, corrosion resistance, and a melting
point reaching 1955 K. For this reason, it is used in the production of aircraft components,
including: the jet engine rotor blades or the wing caissons. The strength properties and
chemical composition of the Ti6Al4V alloy are presented in Table 2.

Table 2. Strength properties and chemical composition of the Ti6Al4V alloy.

Strength Properties Chemical Composition [wt%]

R0.2 [MPa] Rm [MPa] A [%] O V Al Fe H C N Ti

950 1020 14 <0.20 3.5 5.5 <0.30 <0.0015 <0.08 <0.05 rest

Explosive joining of materials with different mechanical properties requires the usage
of an interlayer. The AA1050 alloy was used, because it has a very good adhesive property.
The strength properties and chemical composition are shown in Table 3.
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Table 3. Strength properties and chemical composition of the AA1050 alloy.

Scheme Chemical Composition [wt%]

R0.2 [MPa] Rm [MPa] A [%] Fe Si Zn Mg Ti Mn Cu Al

78 168 2.9 0.4% <0.25 <0.07 0.18 <0.05 <0.05 <0.05 rest

The layered material subjected to testing was manufactured in the Department of
High Energy Technologies EXPLOMET Galka Szulc general partnership. The functional
properties of explosives, including the detonation velocity, are derived from their chemical
composition, the physical form of their individual components, e.g., fragmentation, the
degree of pore surface development present in the structure of crystals of the ammonium
nitrate used, and the quality of their mixing. The assumed plan of plating tests included
the execution of joints in the AA2519-Ti6Al4V double-layer system with a separate spacer
made of AA1050 aluminum alloy (Figure 1) [11].

Figure 1. Schematic diagram of the collision course of explosion welded three-layer: β—angle of
collision of combined materials, β1—angle of collision of base material with interlayer material,
β2—angle of collision of overlay material with interlayer material Vc—velocity of collision point
with respect to contact point of welded plates, Vc1—velocity of collision point of contact between
base material and interlayer material, Vc2—velocity of the collision point of the contact point of
the base material and the interlayer, D—velocity of detonation of the explosive, H—height of the
explosive layer, g1—thickness of the plate to be shot, g2-thickness of the base plate, g3—thickness of
the interlayer.

The final products were in the form of plates with dimensions of 200 × 150 mm and
thickness of 6.7 mm, approximately (Figure 2). The thickness can slightly vary because
of the dynamic nature of the joining process. The plates were rolled in order to give
them adequate flatness. Both described technological processes significantly deformed
the material and introduced elastic-plastic residual strains. In the next step the plates
were annealed at the temperature of 803–823 K for 2 h, cooled down in water at room
temperature and aged at 438 K for 10 h. The main aim of this treatment was to obtain an
effect of precipitation hardening. Besides the changes of microstructure and mechanical
properties this treatment has seriously influenced the residual stresses state.

  

Figure 2. Explosive welded sheet of AA2519-Ti6Al4V with interlayer of AA1050 after heat treatment.
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Monotonic tensile tests were carried out on specimens made of manufactured laminate
after heat treatment. All the specimens subjected to axial tension had the same geometry.
Five specimens were made of each material (Figure 3). Tensile testing of AA2519-Ti6Al4V
laminate with AA1050 interlayer in axial tension conditions was performed according to
PN-EN ISO 6892-1:2010 on an Instron 8802 monotonic and fatigue hydraulic pulser.

  
(a) (b) 

Figure 3. Dimensions of samples for tensile testing of AA2519-Ti6Al4V laminate with inter-layer of
AA1050 (a) and prepared test specimens (b).

Microhardness tests were carried out using a fully automatic universal laboratory
hardness tester DURA SCAN 70. The microhardness test was conducted in accordance
with EN ISO 6507-1. The indenter load was F = 0.9807 N. The process time to load the
indenter to the nominal load was 3 s. It took 10 s to load the sample to 0.98 N.

Digital image correlation (DIC) allows the measurement of deformations and defor-
mation of the surface of the tested object (Figure 4). The digital image correlation method
is used in optical, non-contact, and three-dimensional systems for real-time measurement
of displacement and deformation. The DIC system allows speckle images to be captured
using CCD cameras, while further data analysis and processing are carried out using Istra
4D software.

The procedure for measuring residual stresses using the hole trepanation method is
standardized by ASTM Standard Test Method E 837 [12], and the technical procedure of
implementation is described in Tech Note TN-503 [13]. Micro-Measurement RS-200 milling
guide was used to conduct the hole drilling process, necessary in order to measure the resid-
ual stresses. This equipment enables precise drilling of holes in the center point of strain
gauge rosette which is the most important condition for making correct measurements.
Figure 5 shows the distribution of gauge rosettes.
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Figure 4. Digital image correlation measurement system from Dantec.

  
(a) (b) 

Figure 5. Arrangement of gauge rosettes on TiAl4V side 9 (a) AA2519 (b).

Furthermore, it enables to control the depth of hole and to measure its diameter. The
carbide milling cutters with a diameter of 1.6 mm were used during the tests and these
tools were driven by high-speed rotation air turbine supplied by compressor. Testing stand
is presented in Figure 6.

  
(a) (b) 

Figure 6. The overall view of testing stand (a) and the milling guide of RS-200 (b).

Surface residual stresses in the two main, perpendicularly oriented directions (“σ1,
σ2”) based on sin2ψ diffractometric measurements were obtained using an X-ray diffrac-
tometer -Bruker D8 Discover (Bruker Corporation, 40 Manning Road, Billerica, Mas-
sachusetts, United States of America) with a Euler wheel and a sample positioning system
along the three axes. Test samples for the research were prepared using electrical discharge
machining. Radiation and beam optics were characterized by CoKα filtration. Phase
analysis was performed in the Crystal Impact Match software with an ICDD PDF 4+ 2019

103



Materials 2022, 15, 4023

crystal-lographic database. TARSIuS (Texture-Aided Residual Stress Investigation System)
pack-age is a software developed by the Institute of Metallurgy and Materials Sciences of
the Polish Academy of Sciences in Krakow and it is used to visualize the residual stresses
in materials. Because this method is quite new, we decided to implement it in a short
explanation of its basics with examples. The areas were near to the connection of the plates
and the detailed locations are shown in the Figure 7.

  
(a) (b) 

Figure 7. The surface area of the sample (a) and Bruker D8 Discover diffractometer with Euler
wheel (b).

3. Results

In the Figure 8 the view of plates after heat treatment and the metallographic cross-
section of the composite are shown.

 

Figure 8. Explosive welded sheet of AA2519–Ti6Al4V with interlayer of AA1050) a metallographic
cross-section of the composite.

The picture in the Figure 1 has shown that the plates after heat treatment are signifi-
cantly distorted. This deformation is caused by the difference of the value of the coefficient
of thermal expansion and the characteristic temperatures of phase transitions.

The microstructure of the heat treated of explosive welded sheet of AA2519-Ti6Al4V
with interlayer of AA1050 in the vicinity of joint is shown in the photographs (Figure 9).
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(a) (b) (c) (d) 

Figure 9. Metallographic cross-section of the produced explosive welded sheet of AA2519-Ti6Al4V
with interlayer of AA1050 after heat treatment: (a) sector I–Ti6Al4V alloy; (b) sector II–AA1050;
(c) sector III–AA1050; (d) sector IV–AA2519 alloy.

Heat treatment has not affected the structure of titanium alloy (Figure 9a). The AA1050
interlayer by the boundary with titanium is characterized by the grain growth with uniform
distribution (Figure 9b). Near the AA2519 alloy, the grains of the AA1050 alloy structure
have an equiaxial character (Figure 9c). For AA2519 alloy, the heat treatment process
improved the solubility of copper-rich precipitates in the aluminum matrix. The effect
of this process is the fine-grained structure and steady distribution of precipitates in the
matrix. At the interface between AA1050 aluminum and AA2519 alloy, a sublayer of
about 4–6 μm width was observed, which was formed as a result of heat treatment. It
is characterized by a fragmented structure and numerous voids with diameters of about
0.3–0.5 μm (Figure 9d). The slight voids were probably produced accidentally during the
supersaturation and annealing process.

3.1. Strength Properties

Tensile tests of AA2519-Ti6Al4V laminate with interlayer of AA1050 were conducted
according to [14]. The tests were carried out using five samples and obtained results were
repeatable. Samples were cut along the direction of explosive welding. The results obtained
during the tests are presented in the form of graphs in Figure 10.

 

Figure 10. Stress–strain curves of AA2519-Ti6Al4V laminate with interlayer of AA1050 in production
state and after heat treatment.

The heat treatment has resulted in an increase of the ultimate strength Rm from
657 MPa up to 704 MPa, which is about 7%, whereas the yield strength R0.2 has increased
from 436 MPa to 498 MPa and the increase is about 14%. On the other hand, the heat treat-

105



Materials 2022, 15, 4023

ment has negative influence on the elongation, A, which has decreased from 6.5% to 5.8%.
Based on these results, it can be stated that the ductile of heat-treated laminate decreased.

During tensile tests, an analysis of strain distribution using was applied using digital
image correlation (DIC). In case of the laminate subjected to additional heat treatment,
the strain distribution for the AA2519 alloy, up to the moment of a sample rupture, is
characterized by high uniformity (Figure 11).

Figure 11. Strain distribution using DIC method for selected points of the stress-strain curve obtained
for AA2519-Ti6Al4V laminate with interlayer of AA1050 after heat treatment: 1—The yield strength
R0.2; 2—the plastic strain of 2%; 3—the ultimate strength Rm; 4—the fracture of the specimen.

In case of the Ti6Al4V alloy, after exceeding the yield point, the strain maps illustrate
the occurrence of horizontal bands. DIC analysis made on the lateral surface has not
revealed local or banded strain inhomogeneity, which makes it impossible to predict the
location of cracking even under high loadings.

3.2. Microhardness

The measurement of microhardness HV0.1 was conducted according to the stan-
dard [15]. The study was performed in the immediate vicinity of the center layer. Obtained
results are presented in the Figure 12, where the AA1050 intermediate layer is in grey.

The microhardness of the AA2519 alloy after heat-treatment was below 100 HV. In case
of the interlayer, which is composed of the AA1050 alloy, there is noticeable a strengthening
effect near the boundary with the AA2519 due to the formation of intermetallic precipitates.
In case of Ti6Al4V alloy, the microhardness after heat treatment was about 350 HV and has
not changed compared to the state before heat treatment [16].
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Figure 12. The results of microhardness measured in AA2519–Ti6Al4V laminate with interlayer
of AA1050.

3.3. Measurements of Residual Stresses

The applied processes of explosive joining and following rolling significantly influ-
enced the stress state of the material. It is important to define this state, therefore the
residual stresses were measured in two perpendicular planes, namely in the plane parallel
to the surface and in the cross section. The first measurements were conducted using
hole-drilling method and the second by X-ray diffraction.

3.3.1. Hole-Drilling Method

This method was used to determine the state of surface residual stresses and their
change with the thickness. The measurements were made at three randomly placed points
on both sides of the plate, from the aluminum and titanium. In the presence of residual
stresses, even a small hole into the material causes stress relaxation because each normal
stress component perpendicular to the free surface (e.g., the hole surface) is zero. Moreover,
this relaxation is related to the change in strain field in the direct vicinity of the hole
according to Hook’s law. This method is often referred to as a “semi-destructive” technique
because in many cases a small hole does not significantly damage the structural integrity
of the test object (the dimensions of the hole are usually 0.8–4.8 mm-diameter and depth).
After measuring large objects, it is possible to remove the hole by careful welding and
smoothing the surface with a grinder.

The obtained output voltage was transmitted from the rosette to the channels of the
ESAM Traveler Plus strain gauge bridge, where it was amplified. An exemplary graph
presenting the changes of voltage recorded during the test is presented in Figure 13a.

  
(a) (b) 

Figure 13. The overall view of testing stand (a) and the milling guide of RS–200 (b).
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The calculation of the strain values was made up to the depth of 1.0 mm employing
Equation (1).

E = 4 × UOUT / (U0 × N × K × A) × 106 [με = 10−6] (1)

where:
UOUT—output voltage [V];
U0—supply voltage [V];
N—coefficient depending on the bridge type—for quarter-bridge N = 1;
K—strain gauge constant;
A—coefficient of output signal amplification.
As a result of the measurements and calculations carried out, the characteristics of

changes in relative strain values as a function of the depth of the hole drilled were obtained.
To determine the values of principal stresses and their direction, the following relations
were applied.

σmax =
ε1 + ε2

4·A − 1
4·B

√
(ε3 − ε1)

2 + (ε3 + ε1 − 2ε2)
2 [MPa] (2)

σmax =
ε1 + ε2

4·A +
1

4·B
√
(ε3 − ε1)

2 + (ε3 + ε1 − 2ε2)
2 [MPa] (3)

α =
1
2

arctg
ε1 − 2ε2 + ε2

ε2 − ε1
[MPa] (4)

where:
σmax, σmin—principal stresses;
ε1, ε2, ε3—strains measured on strain gauges number 1, 2, and 3;
A, B—coefficients depending on material properties and geometry of rosette and hole;
α—angle between strain gauge no. 1 and the direction of the nearest principal stress.
The result of performed analysis is presented in Figure 13b. Calculated changes

of strains (dashed lines) correspond to the measured data (diamonds). This accordance
was gained under the assumption that the residual stresses vary linearly with the depth.
Determination of the stress value and its character was accomplished using software H-
Drill. Obtained results of measured principal residual stresses and the angle from the
principal axis to defined direction, are presented in Table 4. The minus value of the angle
indicates that the angular deviation is counterclockwise.

The character of stresses was analyzed up to the depth of 1.0 mm and in all cases a
linear character of the stress changes was revealed. This assumption was justified by the
values of statistical parameter RMS misfit which vary from 1.9 me to 2.8 me for AA2519 and
from 4.6 me to 6.0 me for Ti6Al4V. If the uniform state of stresses was assumed, the RMS
misfit would have vary from 6.8 me to 11.6 me and from 9.1 me to 16.2 me, respectively.

Determined values of principal stresses in aluminum alloy AA2519 vary with the
depth within the ranges: σmin from −102 MPa up to +90 MPa and σmax from −27 MPa
up to +146 MPa. On the surface, the values of σmin and σmax are −96.0 ± 5.9 MPa and
−20.7 ± 7.6 MPa, respectively. The stresses are compressive and at different depths change
to tensile stresses. Comparing the principal directions of residual stresses with the geometry
of investigated plate it can be stated that σmin is oriented perpendicular to the distortion,
namely parallelly to the maximum gradient, and σmax opposite. The values of principle
stresses in titanium layer change with the ranges: σmin from +8 MPa up to +376 MPa and
σmax from +132 MPa up to +509 MPa and they were determined at different depths. The
residual stresses are tensile and increase linearly for the surface values of σmin and σmax
equal to +36.0 ± 21.7 MPa and +141.3 ± 11.8 MPa, respectively. It must be pointed that
the maximum values determined at greater depths can be subjected to high uncertainty.
When drilling a hole in the titanium alloy, high cutting resistance was observed which may
influence the closest vicinity of the hole, thus the near-surface values of residual stresses
are most reliable. The directions of principal stresses are oriented similarly to previously
described but σmin and σmax are swapped because on this side of the laminate the surface
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is convex (on the side of aluminum is concave) which changes the compressive stresses
to tensile.

Table 4. The results of residual stresses measurements of the heat treated laminate AA2519-Ti6Al4V
laminate with interlayer of AA1050.

AA2519

Number of Measuring Point

# 1 # 2 # 3

depth [mm] 0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0

residual stresses s [MPa] and angular orientation a [◦]

smax −10 49 108 −27 59 146 −25 56 136

smin −102 −66 −31 −98 −26 45 −88 1 90

a −81 −77 −74 −88 −82 −77 −86 −86 −87

Ti6Al4V

Number of measuring point

# 1 # 2 # 3

depth [mm] 0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0

residual stresses s [MPa] and angular orientation a [◦]

smax 134 285 436 132 166 201 158 329 509

smin 8 120 232 39 85 128 61 223 376

a −32 −29 −28 −19 −25 −31 −6 7 17

3.3.2. X-ray Diffraction Method

Based on the gained data, the two-dimensional maps of residual stresses were devel-
oped whose visualization enable easy interpretation of the stress state (Figure 14).

Determined values of residual stresses measured in the vicinity of the joint show that
the directions of principal stresses are oriented approximately parallelly/perpendicularly
to this joint. It is indicated by the orientation of the angular marks in the circles placed at
the measuring points (Figure 14). Residual stresses are both compressive and tensile in
AA2519, but in Ti6Al4V are only compressive. The measurement results presented in form
of maps are the most reliable for the titanium alloy layer. The maximum residual is in its
central part, where they reach the value of −1250 MPa. The lower values of compressive
stresses in the horizontal direction may be related to the change of shape of the plate after
heat treatment, which is slightly distorted.

The values of stresses in the layer of AA2519 alloy should be treated as speculative,
because the values significantly exceeded the yield point of this material. This is most likely
due to the formation of intermetallic phases in the aluminum and grain growth.
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(a) 

(b) 

Figure 14. The maps of residual stresses measured in two perpendicular directions X and Y in the
(a) AA2519 alloy and (b) Ti6Al4V; description in text.

4. Summary and Conclusions

The results of measurements the residual stresses obtained by two different methods
seem to be inconsistent with each other thus this issue needs wider explanation in order
to clarify doubts. First difference relates to the orientation of the measuring plane—the
hole-drilling method (HDM) was applied in plane parallel to the surface contrary to X-ray
method (XRM), which was applied in perpendicular plane. Second difference is related
with the place of measurements and state of the material. HDM has been adopted to
determine the stresses on the surface and at shallow depth of the material in the form of
full-scale plate after heat treatment without any additional mechanical processing. Whereas
XRM allowed to measure the stress state near the interlayer, but the small sample must be
cut from the plate for proper preparation. This process can influence the global stress state.
The last difference relates to the nature of the measurement. HDM allows to determine
only the value of the first-order residual stresses because the resultant strains are measured
in some distance from the measurement point. XRM is based on the measurement of the
distance between the crystallographic planes thus the values can be connected with the
microscale second- or even third-order residual stresses and the microscale mechanical
properties. The influence of this problem was observed during the measurement of stresses
in aluminum alloy when the determined values significantly overcame the macroscale
tensile strength. The above-described differences between HDM and XRM indicate that
comparisons of results should be made with caution.

The investigation was performed to analyze the influence of the heat treatment on the
structure and the mechanical properties of the AA2519-Ti6Al4V laminate with interlayer of
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AA1050. The main purpose of the heat treatment was to obtain an effect of precipitation
hardening in aluminum alloy, which was successfully gained. Nevertheless, this process has
seriously influenced the residual stresses state. The laminate was distorted because of the
differences in thermophysical properties thus there were performed wide investigation on
the state of residual stresses. On the basis of the obtained results the following conclusions
can be stated:

1. A heat treatment affects the laminate resulting in an increase of the ultimate strength
Rm about 7% to the value of 704 MPa and the yield strength R0.2 about 14% to the
value of 498 MPa, but it has also negative influence on the ductility decreasing an
elongation from 6.5% to 5.8%;

2. As a result of heat treatment, the microhardness of titanium alloy remains unchanged
but in AA2519 it increased from app. 95 HV0.1 [13] to the value of 150 HV0.1;

3. The heat treatment in AA2519 caused fine-grained structure with steady distribution
of precipitates in the matrix and additionally a slight sublayer of about 4–6 μm width
with some voids observed at the interface between this material and interlayer;

4. The surface residual stresses were determined by the hole drilling method and are
closely related to distortion. They are compressive on the side of aluminum alloy (to
−102 MPa) and tensile on the side of titanium alloy (up to +158 MPa);

5. The residual stress state in cross-section was determined by X-ray diffraction method.
They are compressive reaching −1250 MPa in Ti6Al4V. The results for AA2519 are
very dubious.
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Abstract: This paper presents the results of comparative fatigue tests carried out on steel S355J2N
specimens cut out using different cutting methods, i.e., plasma cutting, water jet cutting, and
oxyacetylene cutting. All the specimens were subjected to cyclic loading from which appropriate S-N
curves were obtained. Furthermore, face-of-cut hardness and roughness measurements were carried
out to determine the effect of the cutting method on the fatigue strength of the tested steel. The fatigue
strength results were compared with the standard S-N fatigue curves. The fatigue strength of the
specimens cut out with oxyacetylene was found to be higher than that of the specimens cut out with
plasma even though the surface roughness after cutting with plasma was smaller than in the case of
the other cutting technology. This was due to the significant effect of material hardening in the heat-
affected zones. The test results indicate that, in comparison with the effect of the cutting technology,
the surface condition of the specimens has a relatively small effect on their fatigue strength.

Keywords: steel structures; fatigue strength of steel; hardness; roughness; plasma cutting; water jet
cutting; gas cutting; composite dowel

1. Introduction

Most of the steel frame structures currently built and used in, i.a., the construction
industry, the marine industry, and the manufacturing industry have their parts joined
together and properly shaped by, e.g., welding and cutting out from larger steel elements.
Currently, oxyacetylene cutting, plasma cutting, and water jet cutting are the predominant
cutting technologies. In the case of oxyacetylene cutting, computer-controlled devices
usually execute the cutting line with an accuracy of 0.8–1.6 mm. The width of the slit
depends on the cutting parameters, i.e., the diameter and shape of the oxygen nozzle, the
cutting oxygen and inflammable gas pressure, and the cutting speed. After oxygen cutting,
the cut heat-affected zone (CHAZ) is relatively wide and depends on the alloying element
content in the material. In the case of low-carbon steel plates, the width of CHAZ amounts
to less than 0.8 mm at the thickness of 12.5 mm and to about 3 mm at the thickness of
150 mm [1]. Plasma cutting consists in melting metal and ejecting it from the slit with a
strongly concentrated electric arc flowing between a nonconsumable electrode and the
workpiece. The width of CHAZ is inversely proportional to the cutting speed and depends
on the composition (conductivity) of the material being cut. In the case of 25 mm thick
18-8-type austenitic steels, CHAZ is 0.08–0.13 mm wide at the cutting speed of 1.2 m/min.
Water jet cutting consists in using a strongly compressed water jet formed by passing
water through a small-diameter nozzle. The water jet removes the cut material from the
cutting slit through erosion and cutting fatigue under high local stresses and, additionally,
through micromachining when abrasive powder with a (gamet, olivine, or silica) grain
size of 0.3–0.4 mm is used. The temperature of the cut edges does not exceed 100 ◦C (cold
cutting). The cut material thickness depends on the water jet cutting parameters, i.a., the
cutting speed, the water pressure, the kind and grain size of the powder, and the powder
feed rate [1].
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Thanks to the significant differences between the above-mentioned cutting technolo-
gies, they find application in the manufacture of all kinds of steel frame structures. The
choice of a cutting technology depends on the quality requirements and the manufacturer’s
technical and financial capabilities as well as on the requirements specified by the design
engineer who takes into consideration the effect of the particular technologies of cutting
out a steel frame structure on the latter’s ultimate and fatigue strength.

The adverse effect of the technology of cutting out a structure on the latter’s fatigue
strength was observed during extensive experimental studies on innovative connectors of
the composite dowel type used in composite steel and concrete bridges [2]. Such connectors
are created by appropriately joining together steel structural members and concrete. The
innovative composite dowel joint is based on the idea of cutting the rolled beam’s steel web
in two along a specifically shaped line (Figure 1) so that the dowels obtained in this way in
each of the two parts when embedded in concrete will constitute a mechanical connector
carrying the delamination forces between the steel and the concrete [3–5].

Figure 1. Cut-out MCL: (a) steel connectors with marked parts to be removed, (b) connector before separation of two parts
of cut beam, (c) component parts of the innovative joint with MCL dowels.

It was only after the PreCo-Beam [2] had been completed when the effect of the cutting
technology on the load-bearing capacity of the composite dowel joint was given some
thought. It was found that the roughness of the dowel’s front face after oxyacetylene
cutting could be the cause of fatigue cracking in beams under cyclic loading [6–8].

In the literature, one can find the results of experimental studies of the effect of the
technology of cutting steel on the latter’s strength. However, one should bear in mind that
such studies do not take into account the complexity of this problem (particularly in the
construction industry) as the experiments are conducted not on full-size models of the
structures but on specimens. Moreover, the results are for the element’s particular shape,
thickness, and steel grade. The effect of cutting technologies and the obtained specimen
surface characteristics on the fatigue strength is described in the work of [9]. Specimens
6 and 12 mm thick with a steel strength of 240–900 MPa were tested. It was confirmed
that the fatigue strength increases with the tensile strength of the steel and depending
on the surface roughness. The fatigue strength of the specimens increases when their
surface roughness is reduced by additional surface treatments, such as sandblasting [10].
The oxygen cut specimens have the highest fatigue strength, followed by the laser and
plasma cut specimens. The gas-cut specimens have the highest surface roughness but
also the highest compressive residual stress state. The plasma cut specimens have the
lowest roughness, but their residual stresses are practically zero in comparison with the
oxygen and laser-cut specimens [11]. The fatigue strength of plasma cut surfaces can
be significantly improved with a post-cutting treatment applicable. The improvement
is achieved by introducing compressive residual stress and reducing surface roughness
height through grinding [12].

For steel S690Q and steel S355M, it is observed that when straight edges are cut with
plasma and a laser, these cutting technologies improve, in comparison with gas cutting, the
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fatigue strength [13,14]. Laser-cut steel S890Q was found to have higher fatigue strength
than when cut with gas or plasma [15].

It emerges from the tests carried out on specimens that the fatigue strength of steel
frame structures is a complex problem sensitive to many factors. In construction, this
problem is further compounded by the fact that it is not possible to directly observe the
initiation and propagation of cracks (the connector is embedded in concrete) and also by
the complicated interactions in the joint (delamination forces change from dowel to dowel
and are transmitted through the direct pressure of the concrete against the front faces of the
dowels and via the adhesive forces between the steel beam’s flat surfaces and the concrete).
Therefore in order to assess the effect of the cutting technology on the fatigue strength of
the material, comparative tests were carried out on dumbbell-shaped specimens cut out
using different cutting technologies.

2. Experiment

2.1. Test Specimens and Test Plan

The specific specimen shape and dimensions (thickness and fillet radius) (Figure 2)
were adopted so that the test results could apply to connectors of the composite dowel type
(Figure 1). The specimens were cut out of 10 mm thick plate S355J2N along the plate rolling
direction. Three series of specimens were cut out using different cutting technologies
designated as: A—water jet, B—oxyacetylene, and C—plasma.

 

 

 

 

 

 

(a) (b) (c) (d) 

Figure 2. Specimen for comparative cyclic tests: (a) geometry (mm), (b) series A (water jet cut)
specimen, (c) series B (oxyacetylene cut) specimen, (d) series C (plasma cut) specimen.

The tests were carried out on a 100 kN testing machine. The specimens were subjected
to uniaxial tension-compression (R = −1) in the high cycle fatigue range until fracture. The
load spectrum was sinusoidal with a frequency f = 10 Hz. Through trials, such a frequency
was selected that the temperature of the specimens during tests would not exceed 60 ◦C.
The tests were conducted in a cyclic testing machine in set stress ranges Δσi (Table 1) on one
to four specimens for each level Δσi. The number of cycles N = 5 m was set as the lifespan
limit. The force signal and the total deformation signal were registered during the tests.
Deformation was measured along the gauge length of 25 mm by means of an extensometer.
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Table 1. Test stress ranges Δσi for cutting technologies.

Specimen Type
Δσ

(MPa)
Specimen Type

Δσ
(MPa)

Specimen Type
Δσ

(MPa)

A
Water jet cutting

150

B
Oxyacetylene

cutting

200

C
Plasma cutting

125
175 225 150
200 250 175
300 300 200
325 - 225
350 - -

The specimens would most often fail due to rupture in the fillet (geometric notch)
area. Photographs of selected specimens after failure for each of the cutting technologies
are shown below (Figure 3).

   

(a) (b) (c) 

Figure 3. Failed specimens cut out with: (a) water, (b) oxyacetylene, (c) plasma.

2.2. Results

The test results are presented in Tables 2–4.

Table 2. Test results for specimens A.

Specimen No. (-) F (kN) Δσ (MPa) Nf (Cycles)

12A
30 150

5,402,341
13A 5,467,028
18A 5,034,480

11A
35 175

779,609
16A 1,209,227
17A 2,744,983

14A
40 200

536,918
15A 336,773

1A
60 300

7619
2A 9174
3A 8339

7A
65 325

3722
8A 3330
9A 3339

5A
70
70

350
350

2175
6A 2225
4A 2129

22A 1225
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Table 3. Test results for specimens B.

Specimen No. (-) F (kN) Δσ (MPa) Nf (Cycles)

13B
40 200

5,476,832
14B 3,463,974

8B

45 225

5,249,668
9B 3,475,725
10B 3,568,974
11B 5,882,781
12B 2,870,595

3B
50 250

338,745
4B 1,030,958

5B
60 300

13,463
6B 32,353
7B 15,718

Table 4. Test results for specimens C.

Specimen No. (-) F (kN) Δσ (MPa) Nf (Cycles)

12C
25 125

5,000,000
13C 5,000,000
14C 5,000,000

7C
30 150

5,000,000
10C 1,714,866
11C 430,863

3C
35 175

1,143,120
5C 444,094
6C 716,537

9C 40 200 196,487

2C
45 225

141,694
4C 70,782
8C 108,665

Figure 4 shows the test results as logarithmic stress amplitude versus the logarithmic
number of cycles for the three cutting technologies. Test results regression curves for each
of the technologies were calculated. The standard curves for the fatigue categories of
80 MPa and 125 MPa according to standard [16] were included for comparison.

From the regression curves for the respective cutting technologies, Δσc stress values at
N = 2 million cycles, i.e., the fatigue categories, and values of fatigue curve slope cotangent
m were calculated. The results are presented in Table 5.
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Figure 4. Results of tests carried out on specimens. (oxyacetylene, water, plasma).

Table 5. Values of Δσc and m and regression curves for considered cutting technologies.

Cutting Technology
Regression

Curve Equation
Fatigue Category

Δσc (MPa)
Fatigue Curve

Slope m

water A Δσ = 764.6·(N)−0.105 167 10
oxyacetylene B Δσ = 531.6·(N)−0.059 226 17

plasma C Δσ = 990.6·(N)−0.132 146 8

3. Cut Edge Conditions

3.1. Macroscopic and Microscopic Examinations of Fatigue Fractures

Detailed macroscopic and microscopic analyses of selected specimens cut out with:
water (2A, 14A, 17A), oxyacetylene (4B, 10B, 14B), and plasma (6C, 8C, 10C) were car-
ried out. The specimens’ faces of cut and fatigue fracture and crack surfaces (Figure 5)
were examined.

 

Figure 5. Test specimen: L—face of cut, N—fatigue fracture, K—area from which samples were taken
to make metallurgical polished sections, Z-Z’—cross-sections on which polished sections were made,
g—metallurgical polished section hardness measuring length.

The macroscopic examinations were performed under a stereoscopic light microscope,
while the microscopic examinations were carried out using a confocal laser scanning
microscope and a scanning electron microscope. Samples for preparing metallurgical
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polished sections were cut out using a precision cutter and mounted in conductive resin.
The mounted samples were ground and polished on a polishing machine and subjected to
etching with 5% HNO3 solution.

The tested specimens’ faces of cut showed numerous furrows resulting from cutting,
along which fatigue cracks propagated (Figures 6 and 7). This is particularly visible for
water jet cutting, in which case the face of the cut is distinctly varied, showing an area of
the entry of the water jet with an abrasive and an exit area (Figure 8).

   

(a) (b) (c) 

Figure 6. Fracture of specimen 6C: (a) face of cut made with plasma, (b) numerically denoted fracture
sides no. 1, (c) numerically denoted fracture sides no. 2.

   

(a) (b) (c) 

Figure 7. Fracture of specimen 14B: (a) face of cut made with gas, (b) numerically denoted fracture
sides no. 1, (c) numerically denoted fracture sides no. 2.

   

(a) (b) (c) 

Figure 8. Fracture of specimen 17A: (a) face of cut made with water jet, (b) numerically denoted
fracture sides no. 1, (c) numerically denoted fracture sides no. 2.

The examinations of the fractured surfaces of the specimens clearly corroborated the
fatigued character of the fractures, as visible in Figure 9.
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Figure 9. Fractured surface of specimen 14B: 1—brittle fracture area, 2—ductile fracture area, 3—
granular area (end phase of fracture).

3.2. Investigations of Face-of-Cut Roughness

Roughness, i.e., the arithmetic mean deviation of the profile from the mean line, on
the two faces of cut denoted in Figure 10 was investigated for each specimen. The results
are presented in Table 6.

 

Figure 10. Denotations of surfaces subjected to roughness measurements.

Table 6. Results of roughness measurements: Ra—roughness, Ra,mean—mean roughness.

Specimen No. (-) Ra (μm) Ra,mean (μm)

L P

2A 3.358 3.529
3.49614A 3.889 3.311

17A 3.715 3.172

4B 1.531 1.719
1.44410B 1.158 1.166

14CB 1.530 1.561

6C 0.296 0.369
0.2088C 0.314 0.269

10C 0.355 0.329
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3.3. Microscopic Examinations of Metallurgical Polished Sections

For microscopic examinations, a sample was cut out from the measurement area of
the specimens consistently with the Z-Z’ plane, parallel to the fracture surface (Figure 5).
After etching with 5% HNO3 solution, a nonequilibrium ferritic-pearlitic structure became
visible (Figure 11).

 

   

(a) 
 

(b) (c) 

   
(d) 

 
(e) (f) 

   
(g) (h) (i) 

Figure 11. Microstructures of specimens: (a–c) cut out with water, (d–f) cut out with oxyacetylene, (g–i) cut out with plasma.

3.4. Investigations of Cut Heat-Affected Zone

The specimens cut out using the gas technology, and the plasma technology showed a
distinctly changed structure at the cut edge (Figures 12 and 13) due to the local heating of
the material. The cut heat-affected zone (CHAZ presented in Table 7) was characterized
by a martensitic structure with varied carbon content. This structure, unlike the ferritic-
pearlitic structure, was more brittle and susceptible to cracking (Figure 14). No significant
changes in microstructure were observed in the case of the water cut specimens.

3.5. Hardness Tests

Hardness was measured using the Vickers method in accordance with the stan-
dard [17]. The measurements were performed under the load of 10 kg acting over the time
of 10 s.

The hardness measurements were carried out on metallurgical polished sections along
segment g (Figure 5) consistent with the pearlite-ferrite banding. The distance between the
cut edge and the first impression amounted to 0.3 mm. The next impressions were spaced
at every 1.5 mm. In total, 10 impressions were made for each specimen.

The hardness of the tested specimen materials ranged from 146 to 352 HV10 (Figure 15).
Hardness values above 150 HV10 were measured exclusively at the edges of the specimens
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cut with oxyacetylene and plasma. The average hardness in these places amounted to
244 HV10 and 310 HV10 for the type B specimens and the type C specimens, respectively.

 

   

(a) (b) (c) 

Figure 12. Structures in cut heat-affected zone in specimens: (a) 4B, (b) 10B, (c) 14B—oxyacetylene cutting technology.

   
(a) (b) (c) 

Figure 13. Structures in cut heat-affected zone in specimens: (a) 6C, (b) 8C, (c) 10C—plasma cutting technology.

Table 7. Depth of cut heat-affected zone (CHAZ).

Specimen No. (-) CHAZ (μm)

4B 450
10B 550
14B 550
6C 505
8C 517
10C 475
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(a) (b) (c) (d) 

Figure 14. Structures: (a) acicular structure in CHAZ in specimens cut with plasma, (b) acicular structure in CHAZ in
specimens cut with oxyacetylene, (c) pearlitic-ferritic structure in specimens cut with plasma, (d) pearlitic-ferritic structure
in specimens cut with oxyacetylene.

(a) (b) (c) 

Figure 15. Hardness of type: (a) A specimens (water), (b) B specimens (oxyacetylene), (c) C specimens (plasma).

4. Analysis of Results

The specimens cut out using the oxyacetylene technology showed a longer fatigue
lifespan than the other specimens cut out with plasma and water, as presented in Figure 6.
Fatigue categories were calculated from the regression curves of the cutting technolo-
gies. The fatigue categories amounted to: Δσc,B = 226 MPa for oxyacetylene cutting,
Δσc,A = 167 MPa for water jet cutting and Δσc,C = 146 MPa for plasma cutting. The results
are above fatigue category Δσc = 125 MPa according to the work of [16], which is safely and
most frequently adopted by building designers and applies to gas-cut metal plates with
removed edge discontinuities. Unfortunately, in the case of series-produced connectors of
the composite dowel type, each of the production operations, including the machining of
the face of cut, is thought to add to the cost, and so efforts are made to reduce the latter by,
i.a., limiting the additional treatments of the face of the cut. The current design guidelines
according to the work of [16] do not take into account the effect of the cutting technology
and the quality of the cut surface on the fatigue strength of the structure. Therefore it is
necessary to clarify and specify more precisely the fatigue category for other cutting tech-
nologies, including water jet cutting and plasma cutting, which should have a beneficial
effect on the design of steel frame structures.

In all the considered cases, the fatigue curve slope cotangents m were larger (mA = 10,
mB = 17, mC = 8) in comparison with the standard curves according to the work of [16],
for which m = 3. The slope values provide information about the speed of fracture of the
specimens under variable load. In the case of oxyacetylene cutting, the specimens would
fracture slowest (mB = 17), as opposed to the specimens cut out with plasma, which would
fracture fastest (mC = 8). It should be noted that the results of this test depend on, i.a.,
the number and shape of the specimens, the character of the fatigue load, and the yield
point of the material. Therefore it is difficult to directly compare the obtained results. A
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convergence between the results is considered to be a satisfactory outcome. In the case
of steel S355, one gets curve slope m = 7 for oxygen cut specimens and m = 13 for plasma
cut specimens [11], or m = 5.2 for plasma, m = 5.8 for oxygen and m = 16.8 for water, as
described in the work of [18]. The ongoing research confirms the conservative standard
recommendations for which m = 3 [16]. It should be added that the obtained moderate
conservatism can be proper considering that small-scale specimens, in general, ensure
greater fatigue reliability than large-scale beam specimens [19].

The material tests corroborated the relatively smaller surface roughness for plasma
cutting (Ra,mean = 0.208 μm) and oxyacetylene cutting (Ra,mean = 1.444 μm) than for water
jet cutting (Ra,mean = 3.496 μm). The numerous furrows in the water jet entry zones in the
water cut surfaces were micronotches in which the initiation of fatigue fractures would
take place. It is noteworthy that the choice of cutting parameters and the thickness of the
metal plate being cut have a bearing on the quality of the cut-out specimen’s surface [18].

The effect of the kind of machining and the surface layer condition on the fatigue
strength is expressed by surface condition coefficient βp as a ratio of the fatigue strength
of an unnotched (polished) specimen to the latter’s strength after machining. The higher
the surface condition coefficient, the lower the specimen’s fatigue strength due to surface
irregularities. Figure 16 shows the results of experiments [20] in which the effect of the
kind of machining (grinding, fine rolling, coarse rolling) on the value of coefficient βp,
depending on the tensile strength, was studied. As one can see, the surface condition
coefficient increases with surface roughness. Additionally, the mean surface roughness
values of the faces of cut of in-house specimens of type A, B, and C for steel S355J2N with
tensile strength fu = 510 MPa were included in the figure.

Figure 16. Effect of kind of machining on the value of surface condition coefficient βp for tension or
bending, depending on tensile strength of steel and kind of machining for: 0—polished, 1—ground,
2—fine rolled, 3—coarse rolled, and 4—sharply ring-notched (for comparison) specimens. Adapted
with permission from Ref. [20], 2021, Wydawnictwo Naukowe PWN.

Table 8 contains the measured values of βp (according to Figure 16) and the calculated
fatigue categories Δσc for each of the cutting technologies and the percentage differences
relative to the results for the specimens cut out with plasma. Judging by the differences,
the condition of the surface of the specimens has a relatively small (up to 12%) effect on
their fatigue strength in comparison with the technologies used to cut them (55%).
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Table 8. Values of βp and Δσc and differences between results for tested specimens.

Cutting
Technology

βp (-)
Difference between

βp Results (%)
Δσc (MPa)

Difference between
Δσc Results (%)

Water (A) 1.13 12 167 14
Oxyacetylene (B) 1.05 4 226 55

Plasma (C) 1.01 0 146 0

The fatigue strength of the specimens cut out with oxyacetylene (Δσc = 226 MPa) is
higher than that of the specimens cut out with plasma (Δσc = 146 MPa) even though the
surface roughness after cutting with plasma is smaller than in the case of the other cutting
technology. This is due to the significant effect of material hardening in the heat-affected
zones. In both cases, acicular structures (Figure 12) with comparable heat-affected zone
depths measured from the surface of the cut were obtained. However, in the case of plasma
cutting, the hardness measured at the cut edge (310 HV10) was 27% greater than for the
specimens cut out using the gas cutting technology (244 HV10). A similar agreement
between the results was obtained in the tests described in the work of [18], where the
specimens cut out with plasma were characterized by the highest hardness (280 HV10) and
lower fatigue strength (Δσc = 239 MPa) in comparison with the oxygen cut specimens for
which hardness amounted to 190 HV10 and fatigue strength to 264 MPa.

The results of the comparative tests indicate that the gas cutting technology used so far
to cut out connectors for the innovative composite dowel joint is more advantageous than
the plasma cutting technology or the water cutting technology. Furthermore, oxyacetylene
cutting is the cheapest and most available cutting technology in prefabrication plants.

5. Conclusions

From the results of the fatigue tests carried out on steel S355J2N specimens cut out
using different cutting methods, i.e., plasma cutting, water jet cutting, and oxyacetylene
cutting, the following conclusions, providing a basis for further analyses leading to the
development of design guidelines for steel connectors of the composite dowel type, can
be drawn:

1. The technology of cutting out dowels of the composite dowel type has a bearing on
their fatigue strength. Connectors cut out using oxyacetylene cutting can have higher
fatigue strength than the ones cut out using plasma cutting or water jet cutting;

2. The effect of the technology used to cut out steel connectors of the composite dowel
type can be greater than that of the condition of the face of the cut;

3. The slopes of the fatigue strength curves determined for the cut-out specimens:
mA = 10 for water jet cutting, mB = 17 for oxygen cutting, and mC = 8 for plasma
cutting, corroborate the conservative standard recommendation m = 3 according to
the work of [16];

4. The FAT125 fatigue curve according to the work of [16] can be appropriate for the
design of composite dowel connectors to be cut out using oxygen cutting, plasma
cutting, and water jet cutting. Nevertheless, further experimental studies (the S-N
curve method) need to be carried out on beam specimens of composite structures in
order to verify the fatigue curve for the composite dowel connector.
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Abbreviations

The following symbols and notations, in the order in which they appear in the text, are used in
this paper:

CHAZ Cut heat-affected zone
R Stress ratio
Δσ Nominal stress range
F Force
Nf Number of cycles to failure
logA Intercept of mean S-N curve
m Slope of fatigue strength curve
Ra Surface roughness
βp Coefficient of surface condition

The other symbols used in this paper are explained when they appear in the text for the first time.
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Abstract: In this paper, the corrosion resistance and mechanical properties of the 7075 aluminum
alloy are studied. The alloy was deformed by hydrostatic extrusion and then aged both naturally and
artificially. Results are compared with those of coarse-grained material subjected to T6 heat treatment.
The aim of the research is to find the optimal correlation between the mechanical properties and the
corrosion resistance of the alloy. To this end, static tensile tests with subsequent fractography, open
circuit potential, and potentiodynamic polarization tests in 0.05 M NaCl were conducted. Obtained
results show that a combination of precipitate hardening and a deformed microstructure leads to
increased mechanical strength with high anisotropy due to the presence of fibrous grains. Plastic
deformation increases susceptibility to corrosion due to the increased number of grain boundaries,
which act as paths along that corrosion propagates. However, further artificial aging incurs a positive
effect on corrosion resistance due to changes in the chemical composition of the matrix as a result of
the precipitation process.

Keywords: 7075 aluminum alloy; hydrostatic extrusion; heat treatment; microstructure; mechanical
properties; corrosion resistance

1. Introduction

The 7XXX series of Al–Zn–Mg(–Cu) aluminum alloys (AAs) are highly important
industrial materials, primarily due to their light weight, high strength, and good corrosion
resistance. Such materials are commonly used in the construction of aircraft, among other
uses. As a group of materials, the 7XXX alloys are particularly interesting because of
the process of precipitation hardening, which causes a complex microstructure. Such a
microstructure is composed of fine hardening precipitates and coarse intermetallic phases
within the Al matrix [1]. For the 7XXX family, this includes Al3Fe, Al2CuMg, Al2Cu,
Al3(FeCu), Al7Cu2Fe, or Mg2Si particles. The hardening precipitates are formed and dis-
tributed throughout the matrix via proper heat treatment: supersaturated solid solutioning
followed by aging. The principal precipitation sequence that dominates hardening in most
commercially used 7XXX alloys is presented in Equation (1):

SSSS∝ → GP zones → η′ → η (1)

where SSSSα represents a supersaturated solid solution, GP zones are Guinier–Preston
zones, η′ is a metastable phase (with a Mg:Zn ratio in the range from 1:1 to 1:1.15), and η is
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a stable MgZn2 phase. MgZn2 plays the most significant role in the precipitate hardening
process [2].

The mechanical properties of Al–Zn–Mg–Cu quaternary alloys are determined pri-
marily by precipitation hardening, where the nanometer-scale precipitates act as pinning
centers to prevent dislocation motion [3]. Hardening is achieved via the presence of
microstructural obstacles that inhibit dislocation movement and improve the overall me-
chanical properties of the alloy [4]. Such obstacles are also grain boundaries. Reducing
the grain size increases the fraction of grain boundaries within the material and corre-
spondingly increases the mechanical strength of the material. The application of severe
plastic deformation (SPD) [5,6] leads to grain formation and achieves an ultrafine-grained
(UFG) microstructure, which substantially increases mechanical strength. Following SPD,
7XXX alloys exhibited an increase in tensile strength from 228 to 434 MPa [7]. However,
the greatest increases in strength are obtained when SPD is combined with precipitate
strengthening. The application of hydrostatic extrusion followed by aging increases the
tensile strength of AA 7475 to 700 MPa [8]. As such, the optimal microstructure to improve
the mechanical strength of 7XXX alloys has a fine grain size with a uniform dispersion of
small hard particles to inhibit dislocation motion.

Along with mechanical properties, corrosion resistance is also affected by both pre-
cipitates and grain boundaries. Nevertheless, there is no clear correlation, as corrosion
resistance is influenced by various microstructural factors and also the environment in
which the examination takes place. Therefore, determining the influence of one microstruc-
tural component on the corrosion resistance is challenging. Nevertheless, there are works
devoted to these topics. In the case of grain size, susceptibility to corrosion may decrease [9];
in the case of AAs, it reduces cathodic kinetics, improves the results of mass-loss testing,
and in some cases improves resistance to stress corrosion cracking [10]. Studies that sug-
gest that corrosion resistance increases with decreasing grain size generally find that the
refined microstructures are attributed to an increased readiness to passivate compared to
coarse-grained (CG) materials due to a higher grain boundary density [11]. Further to grain
refinement, SPD physically breaks down second-phase or intermetallic particles below
a critical size, which subsequently prevents these second-phase particles from operating
as efficient local cathodes and sites for the initiation of localized attack [9,12]. However,
some works present an opposing view: corrosion rate may also increase as AA grain size
increases [9,13]. In [14], friction stir processing was used to refine the microstructure of
AA 6063. The smaller grains produced by such an approach were more susceptible to
corrosion in 1 M HCl. Furthermore, Osorio et al. suggested that, when exposed to NaCl
electrolytes, CG AAs showed better corrosion resistance than that of fine-grained AAs, as
they had fewer corrosion initiation sites [15].

The purpose of this work is to correlate the changes in the microstructure caused by
plastic deformation and subsequent heat treatment with the mechanical properties and
corrosion resistance of the AA7075. However, in opposition to the previous works devoted
to this topic, the approach of maintaining the size and distribution of intermetallic particles
was undertaken. This is crucial in terms of corrosion resistance, as such particles are the
places where corrosion attack initiates due to their electrochemical properties; therefore,
their influence is the most significant. In the present study, due to preserving the size
of the intermetallic particles, other structural components were investigated, i.e., grain
boundaries and second-phase particles. As 7XXX AAs have a complex microstructure
that is determined by thermomechanical processing, the primary goal of this study is to
determine the optimal heat treatment parameters of ultrafine-grained AA 7075, obtained
by hydrostatic extrusion. The aim of the study is to increase the mechanical strength of
AA 7075 while maintaining its high corrosion resistance.

2. Materials and Methods

The research subject is commercially available AA 7075, with its chemical composition
given in Table 1, delivered in the form of rods with a diameter of ∅20. The manufacturer of
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the alloy was Kamensk Uralsky Metallurgical Works. For the purpose of this study, the
samples underwent different combinations of heat treatment and SPD. The SPD method
used was hydrostatic extrusion [16]. In this approach, the billet is located in the container
and surrounded with a pressure transmitting medium. The piston compresses the medium
until the billet starts to extrude through the die. The negligible friction between the billet
and the die allows for the use of small die angles that ensure that the high deformation is
homogeneous. The unique features of hydrostatic extrusion are three-axial compressive
stresses within the billet and high strain rates greater than 104 s−1. In comparison to
standard SPD methods, as a means of grain refinement, this process requires significantly
smaller total strain. In this study, hydrostatic extrusion was performed in a single step with
a reduction in the sample diameter from ∅20 to ∅10. The equivalent strain of hydrostatic
extrusion is given by Equation (2):

ε = 2ln
(

d′

d′′

)
(2)

where d′ is the initial diameter of the rod, and d” is the exit diameter. The equivalent strain
following the single-step hydrostatic extrusion process that we used was approximately 1.4.

The following list of samples were examined:

• CG, a coarse-grained precipitation-strengthened sample used as a reference material,
solution heat-treated with T6 aging following hydrostatic extrusion to maintain the
size and location of intermetallic inclusions.

• HE, an ultrafine-grained sample naturally aged for 180 days following hydrostatic
extrusion.

• HT1, an ultrafine-grained sample precipitation strengthened following hydrostatic
extrusion (artificially aged at 100 ◦C for 24 h).

• HT2, an ultrafine-grained sample precipitation strengthened following hydrostatic
extrusion (artificially aged at 120 ◦C for 24 h).

For the aging process, an SUP-30G furnace from WAMED Co. was used, which has
very high certainty of maintaining the temperature, i.e., ±0.2 ◦C.

Table 1. Chemical composition of AA 7075.

Element Zn Mg Cu Cr Ti Si Fe Mn Al

Content (wt. %) 5.70 2.40 1.50 0.19 0.04 0.09 0.23 0.06 balanced

The microstructure and postcorrosion morphology of the samples were investigated
using a Hitachi Su70 scanning electron microscope (SEM). The surface corrosion attack was
observed with samples polarized up to 0.1 mA/cm2, and the postcorrosion morphology
(the number and shape of pits) of the sample cross-sections was examined. The depth and
morphology of the pits were evaluated on the longitudinal cross-section of the sample,
oriented along the grains in the direction of hydrostatic extrusion). Energy-dispersive X-ray
spectroscopy (EDS) was used to perform the elemental analysis and chemical character-
ization of the intermetallic particles present in the microstructure. Electron backscatter
diffraction (EBSD) was used to examine the crystallographic orientation of grain and grain
boundary characteristics. We determined the crystallographic orientations of the grains,
the grain size, the fraction of high angle grain boundaries (HAGBs), and the fraction of low
angle grain boundaries (LAGBs). The data collection step size was 250 μm.

For detailed microstructure characterization, a JEOL JEM-1200 transmission electron
microscope (TEM) operating at 120 kV was used. TEM samples were sectioned along the
transverse and longitudinal axes of the rods. Thin TEM foils were prepared by grinding
slices down from a thickness of 1 mm into a thickness of 150 μm, and then electropol-
ishing them using a solution of Struers electrolyte A2 at 5 ◦C and 25 V. To complement
the TEM investigations, we also used X-ray diffraction (XRD). To correctly identify the
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visible precipitates on the TEM samples, XRD measurements were taken using a Bruker
D8 Advance diffractometer with Cu Kα radiation. Specimens were rotated at 10 rpm
during the diffraction recording. Diffraction lines were matched to the pattern using
EVA V3.0 software.

The mechanical properties of the processed samples were determined by tensile tests.
For each sample, five measurements were taken. Static tensile tests were carried out on flat
minisamples [17,18] with cross sections of 0.6 × 0.8 mm and gauge lengths of 5 mm. The
tests were performed at room temperature at an initial strain rate of 1 × 10−3 s−1, using
digital image correlation for noncontact strain measurements. We determined quantitative
average values for ultimate tensile strength (UTS), 0.2% offset yield strength (YS), and
elongation at break (Eb). Due to the size of the examined tensile test samples, measurements
were taken from two directions, longitudinal and transverse, with respect to the extrusion
direction. This approach allowed for the anisotropy of the mechanical properties to be
examined. After the tensile tests, fractography was performed on an SEM.

Corrosion resistance was investigated via electrochemical experiments. Samples were
subjected to cyclic polarization in potentiodynamic (PP) mode. Before each test, each
sample was immersed in the prepared electrolytes for 10 min to stabilize the rest potential.
Additionally, the change in open circuit potential (EOCP) was observed for 48 h to determine
the behavior of the material in the corrosive environment over an extended period of time.
To produce homogeneous, comparable surfaces and ensure the presence of a repeatable
passivation layer, all samples were ground by silicon carbide water grinding abrasive paper,
with grades of up to #4000, and then placed within a desiccator for 24 h prior to corrosion
testing. All tests were performed at room temperature, with a corrosive medium of Cl–
ions within an aqueous environment. To this end, a solution of 0.05 M NaCl using distilled
water was prepared. A NOVA AutoLab PGSTAT302N potentiostat was used to control the
potential between the working electrode (sample) and the Ag/AgCl reference electrode
while measuring the current between the working electrode and the platinum sheet counter
electrode. The surface of each sample was sealed in plastic, with a 20 mm2 area left exposed.
Corrosion tests were conducted on the surfaces perpendicular to the hydrostatic extrusion
direction. The cyclic PP with a 1 mV/s scan rate started from −0.05 V relative to the EOCP,
and this was reversed when the current had reached a value of 0.3 mA. These measurements
were repeated three times to ensure the reproducibility of the results. Average corrosion
parameters, including corrosion potential (Ecorr), corrosion current density (icorr), and
repassivation potential (Erep), were obtained from the curves.

3. Results

3.1. Microstructure
3.1.1. SEM/EBSD

Maps of the grain boundaries of CG and HE samples are presented in Figure 1. Both
the transverse and longitudinal planes are shown with respect to the extrusion direction.
For the latter, the extrusion direction is indicated by black arrows. There are noticeable
differences between the samples. In the transverse plane, the CG sample contained a large
amount of HAGBs, with a much smaller number of LAGBs distributed throughout. The
grains were equiaxial with an average grain size of 17.1 μm. The largest grain exceeded
40 μm in size. The hydrostatic extrusion process caused significant grain refinement,
resulting in an average grain size of 1.3 μm (including subgrains) for the HE sample. This
difference was primarily caused by a considerable increase in the density of LAGBs: the
CG sample contained 5.56% LAGBs, while the HE sample contained 76%. LAGBs are
predominantly located in the grain interiors, creating a network of subgrains surrounded
by the HAGBs which delineate and separate each grain.

In the longitudinal plane, HAGBs lay parallel with one another in accordance with
the extrusion direction, creating strongly elongated grains. The heat treatment of the CG
sample resulted in a larger average grain size of 17.6 μm. Nevertheless, the elongated shape
was preserved. Within the grains, a small number of LAGBs were observed. For the HE
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sample, a network of LAGBs existed within the interiors of significantly elongated grains,
which were separated by the HAGBs. LAGBs propagated both perpendicular and parallel
to the hydrostatic extrusion direction. The average grain size of the HE sample within the
longitudinal plane was 1.7 μm. The length of the lamellas defined by the HAGBs exceeded
75 μm, while their maximal thickness did not exceed 10 μm.

  
(a) (b) 

  
(c) (d) 

Figure 1. Grain boundary maps, with LAGBs shown in red, and HAGBs shown in black: (a) CG
transverse plane, (b) CG longitudinal plane, (c) HE transverse plane, and (d) HE longitudinal plane;
black arrows indicate the direction of the hydrostatic extrusion.

The crystallographic orientation of the grains was also analyzed. Figure 2 shows
grain orientation maps of the transverse sample planes. The inverse pole figures for each
sample are shown as insets. A comparison of these maps shows that a strong texture
developed following hydrostatic extrusion. For the CG sample, the grain orientation
was scattered, with preferred orientations of <111>, <112>, and <012>. However, the
maximal measured intensity was only 1.68. For the HE sample, two distinct dominant
crystallographic orientations could be identified: <001> and <111>. Moreover, the maximal
intensity of 5.48 was larger than that of the CG sample.
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(a) (b) 

Figure 2. Orientation maps of (a) CG and (b) HE samples.

3.1.2. XRD

Samples were analyzed using XRD to identify the phases. The corresponding XRD
patterns are presented in Figure 3. XRD peaks could be identified mainly as ∝ Al solid
solution (labeled as Al), η-precipitates (labeled as MgZn2), and also some peaks as MgCuAl2
and Al3Cu2. In general, the XRD peaks were slightly stronger for the CG sample than
those for the other samples. However, the XRD diffraction peaks originating from the η

precipitates were weak for all samples. Following hydrostatic extrusion, a strong texture
caused the incomplete detection of peaks originating from the Al solid solution. The
nonequilibrium phase (η′) was also detected, but the extremely small size of the η′-phase
precipitates resulted in diminished XRD peaks and significantly complicated their proper
description. Furthermore, for samples that had undergone hydrostatic extrusion, XRD
graphs were very similar, with the same identified constituents.

Figure 3. XRD patterns of examined samples (PDF no. of identified phases: PDF 00-004-0787—Al,
PDF 01-073-5874—MgCuAl2, PDF 00-034-0457—MgZn2, PDF 01-071-5716—Al3Cu2).
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3.1.3. TEM

TEM bright-field images of the CG sample are presented in Figure 4a,b. The microstruc-
ture of the CG sample consisted of equiaxed grains with finely dispersed η-precipitates
(MgZn2). The majority of such precipitates were located within the grains; a small fraction
were located at grain boundaries. Much smaller nonequilibrium precipitates (η′) were
homogeneously distributed in the grain interiors. These precipitates are the blurry disc- or
rod-shaped dots in the background of the images. Figure 4c,d show that the microstructure
of the naturally aged HE sample was significantly deformed. The dark grain areas likely
indicate the presence of a high density of dislocations. This suggests that the microstructure
obtained via the hydrostatic extrusion process was highly deformed, with significant stress
applied to the material that correspondingly resulted in the generation of dislocations.
Compared to the CG sample, the number and size of η precipitates visible within the grains
were significantly reduced for the HE sample. However, those that were observed were
homogeneously distributed within the microstructure. Moreover, the precipitates were also
present at the grain boundaries. Fine metastable precipitates (η′) could also be observed
within the grains.

  
(a) (b) 

  
(c) (d) 

Figure 4. TEM micrographs of the samples: (a) transverse plane of CG, (b) longitudinal plane of CG,
(c) transverse plane of HE, and (d) longitudinal plane of HE.

TEM micrographs of samples HT1 and HT2 are presented in Figure 5. Regarding
the HE sample, a deformed microstructure with a high density of dislocations could be
observed. Elongated grains were visible within the longitudinal plane, with precipitates
formed both within the grains and on the grain boundaries. The grains were elongated
along the extrusion direction, which is marked by white arrows. The η precipitates of the
HT1 and HT2 samples were much smaller than those of the CG sample, but larger than
those of the HE sample, indicating that an increased aging temperature increases the size
of η precipitates within the microstructure following hydrostatic extrusion. Moreover, the
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numbers of precipitates in the HT1 and HT2 samples were increased in comparison to
those in the HE sample. As the aging temperature increased, the size of the precipitates
at the grain boundaries increased. The HT1 sample had slightly larger η precipitates than
those of the HT2 sample. For both samples, η′ precipitates were also visible.

  
(a) (b) 

  
(c) (d) 

Figure 5. TEM micrographs of the samples: (a) HT1 transverse plane, (b) HT2 transverse plane,
(c) HT1 longitudinal plane, and (d) HT2 longitudinal plane; white arrows indicate the direction of the
hydrostatic extrusion.

3.1.4. SEM/EDS

The intermetallic particles were examined using SEM/EDS. Figure 6 presents the
EDS mapping results, showing the chemical composition of the intermetallic particles
(inclusions) within the microstructure. As the CG sample was heat-treated following
hydrostatic extrusion to obtain a coarse-grained microstructure, there was no noticeable
difference between each sample in the shape and size of the particles. Results demonstrate
that the majority of the analyzed particles consisted of Al, Cu, and Fe, with a smaller
amount of Mn and a very small amount of Cr. The particles were comparatively large
and irregularly shaped, with sizes of 1–10 μm. The particles were formed during alloy
solidification and did not dissolve during subsequent thermomechanical processing [19].
From the literature, the particles that occur most commonly in AA 7075 and correspond
with the compounds that we identified are Al7Cu2Fe, Al2CuMg, Al2Cu, and Al3Fe [20,21].
Compounds that contain Cu and Fe are nobler than pure Al, resulting in the dissolution of
more active matrix and leading to the appearance of rings around a nearly intact particle
or particle colony [22]. This phenomenon was observed later, during the postcorrosion
damage evaluation.
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Figure 6. EDS mapping results of inclusions within AA 7075.

3.2. Mechanical Properties

The representative stress–strain curves are shown in Figure 7, while the average results
of YS, UTS, and Eb tests are presented in Figure 8. The values of UTS, YS, and Eb are shown
for the tests performed in the longitudinal and transverse directions with respect to the
extrusion direction. The CG sample had a UTS of approximately 530 MPa and a YS of
460 MPa. Slightly higher values were obtained in the longitudinal direction. Moreover,
Eb was approximately 4% larger in the longitudinal direction than it was in the transverse
direction. Following both hydrostatic extrusion and heat treatment, mechanical strength
increases and elongation decreases. Noticeable differences were observed on the two
measured directions. The highest value of UTS was obtained for the HE sample in the
longitudinal direction; in the transverse direction, HE, HT1, and HT2 all displayed similar
values. The value of YS gradually increased as the aging temperature increased. The
opposite relationship existed between Eb and aging temperature. A noticeable difference in
results obtained for the two measured directions could be observed. The values of all three
parameters were larger in the longitudinal direction. For the CG sample, the differences
were relatively small—approximately 10 MPa. However, the remaining samples displayed
much larger differences, in the range of 80–140 MPa for YS and 60–100 MPa for UTS. The
highest anisotropy of mechanical strength was observed for HE, while it was reduced after
subsequent heat treatment. The work hardening capacity, which is defined as the ratio
of UTS to YS, was the largest for the HE sample and gradually decreased for a higher
aging temperature.

The fracture surfaces of the samples are shown in Figure 9. Images were taken from
the tensile specimens cut from the transverse direction in relation to the extrusion direction.
In each case, the fracture was ductile and with a transcrystalline character. The main
observed feature was the presence of numerous equiaxial dimples. The CG sample was
larger than the samples after hydrostatic extrusion. In the case of the aging process, there
was no correlation. This indicates that the size and subsequently the number of dimples
were connected with grain size and dislocation density because these were the sites of the
nucleation of the cavities, which may result in the formation of dimples. In [23], a decrease
in grain size also led to a decrease in dimple size.
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Figure 7. Representative stress–strain curves of the samples.

  
(a) 

  
(b) 

Figure 8. Values of UTS, YS, and Eb for each sample, measured in the (a) longitudinal and (b) trans-
verse directions with respect to the extrusion direction.

3.3. Corrosion
3.3.1. Electrochemical Properties

Figure 10 shows the EOCP over time for each sample during their 48 h immersion in
0.05 M NaCl. The values of EOCP sharply increased, followed by a steady decrease over
time. The only exception was the HE sample, which maintained a very unstable EOCP level
that oscillated between −0.70 and −0.67 V/Vref, producing an irregular line on the graph.
For the HT2 sample, the EOCP value stabilized at approximately −0.75 V/Vref, following
14 h of a sharp decrease. For the HT1 sample, the EOCP value decreased steadily over almost
35 h before stabilizing at −0.72 V/Vref. Similarly, the EOCP of the CG sample stabilized
at −0.70 V/Vref following a gradual decrease. After 48 h, the HT2 sample displayed
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the lowest EOCP value of approximately −0.75 V/Vref, and the HE sample displayed the
highest value of approximately −0.67 V/Vref.

  
(a) (b) 

  
(c) (d) 

Figure 9. Fractures of the tensile samples cut from the transverse direction: (a) CG, (b) HE, (c) HT1
and (d) HT2.

Figure 10. EOCP over time for the CG, HE, HT1, and HT2 AA 7075 samples during 48 h immersion in
0.05 M NaCl.
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Figure 11 shows representative cyclic PP curves during 600 s of EOCP stabilization
in 0.05 M NaCl solution. The electrochemical data obtained from the curves are listed in
Table 2. During the forward scan, the shape of each curve was similar: a rapid increase in
current density once corrosion potential (Ecorr) had been reached. This indicates that the
anodic behavior was dominated by active dissolution. The cathodic current density during
the forward scan was the lowest for the HE sample, higher for the aged HT1 and HT2
samples, and highest for the CG sample. This may indicate the acceleration of the oxygen
reduction reaction. The b factor, which describes the inclination of the cathodic branch, was
the highest for the CG sample and decreased with increasing aging temperature. The lowest
Ecorr was observed for the HE sample. This shifted to more anodic values following aging.
Moreover, artificial aging lowers the corrosion current density (icorr), which was the lowest
for the HT2 sample. This indicates that artificial aging at elevated temperatures reduces
susceptibility to localized attacks. During the reverse scan, the HE curve significantly
differed in shape. The hysteresis loops and repassivation potentials were somewhat similar
for the aged and recrystallized samples. A large hysteresis and much lower repassivation
potential (−780 mV/Vref) were recorded for the HE sample. This suggests differences in
repassivation, and consequently in the morphology of the corrosion attack [24].

Figure 11. PP curves of the CG, HE, HT1, and HT2 AA 7075 samples following 600 s of EOCP

stabilization in 0.05 M NaCl solution.

Table 2. Average values of corrosion potential (Ecorr), corrosion current density (icorr), and repassiva-
tion potential (Erep), b factor calculated from the potentiodynamic polarization curves.

Sample Ecorr, mV/Ref icorr, μA/cm2 Erep, mV b Factor, V/dec

CG −590 ± 5 0.72 ± 0.08 −599 ± 3 0.048
HE −615 ± 4 0.78 ± 0.13 −780 ± 3 0.039

HT1 −604 ± 4 0.66± 0.21 −617 ± 6 0.024
HT2 −592 ± 3 0.50 ± 0.05 −600 ± 1 0.024

A comparison of the results of PP to the literature data for AA7075 shows that a
similar course of the curves was observed as that in [25]; however, due to the lower pH of
the 3.5% NaCl solution, the observed PP curves were shifted to less noble values, and a
breakage potential was also observed. Similar findings in the case of Ecorr were observed
for AA7075 examined in 3.5% NaCl [26], but the values of icorr were in the same range as
that in the present study. An abrupt increase in a current density was observed here after
reaching Ecorr, which indicated rapid dissolution. AA7075 was also investigated in [27],
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where 0.001 M NaCl was used for corrosion tests. The obtained average values of Ecorr
were higher for about 50–100 mV, but the scattering of the results was more pronounced
in comparison to the results obtained in the present study. Similar values of icorr were
also observed.

3.3.2. Postcorrosion Morphology

Figure 12 presents the postcorrosion morphology following the PP tests. Corrosion
products were detected on the surface of several samples. The most substantial differences
between the samples were the depths and shapes of the pits rather than the number of pits
present. Images of the cross-sections are shown in Figure 13. CG and HE samples had the
deepest pits of approximately 100 and 130–150 μm, respectively. The HT1 and HT2 samples
had the shallowest pits, of depth 50–70 μm. Although the pits were relatively narrow, for
samples that had undergone hydrostatic extrusion were located in close proximity to one
another, creating a network of pits and creating a larger region of degradation. The pit
locations appeared to be correlated with grain shape and elongation in addition to the
locations of the intermetallic particles. The hydrostatic extrusion process tends to align
constituent particles into bands within the alloy, but no significant difference in their sizes
was noted. At multiple locations, the pitting and initial corrosion damage was located close
to the intermetallic inclusions, and propagated along the intermetallic particles. Moreover,
the intermetallic particles were frequently observed to be intact, with corrosion occurring at
the particle–matrix interface, resulting in the dissolution of the adjacent material (matrix).

  
(a) (b) 

  
(c) (d) 

Figure 12. Sample surfaces following potentiodynamic polarization in 0.05 M NaCl: (a) CG, (b) HE,
(c) HT1, and (d) HT2.
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(a) (b) 

(c) (d) 

Figure 13. Sample cross-sections following potentiodynamic polarization in 0.05 M NaCl: (a) CG,
(b) HE, (c) HT1, and (d) HT2.

4. Discussion

4.1. Microstructural Evolution through Hydrostatic Extrusion with Subsequent Aging

Microscopic observations of the material following hydrostatic extrusion reveal that
the microstructure was severely deformed, with the grains significantly elongated (fibrous)
along the extrusion direction. Microstructural evolution in Al during hydrostatic extrusion
had been demonstrated [28] with three presented mechanisms of HAGB formation. The first
mechanism is based on the formation of new grains as a result of dynamic recrystallization,
the second describes continuous grain rotation as a result of mobile dislocation absorption
into grain boundaries, and the third concerns neighbor switching due to slip banding. In
general, the fraction of HAGBs increases with increasing strain. In this study, an applied
equivalent strain was estimated at ε = 1.4. This relatively small strain resulted in the
formation of a high density of dislocations. Higher strains would reduce the dislocation
density and increase the misorientation angles of the grain boundaries. EBSD analysis
showed that the samples had reached an average grain size of approximately 1.3 μm on
the transverse plane following hydrostatic extrusion. In comparison, the reference sample
displayed an average grain size of 17 μm. This shows that hydrostatic extrusion is an
efficient means of grain refinement and, at this strain level, the formation of subgrain
structures. The EBSD investigation further revealed that hydrostatic extrusion significantly
changed the characteristics of the grain boundaries, increasing the fraction of LAGBs within
the microstructure to 76%. The high fraction of LAGBs was caused by relatively low
accumulated deformation. Previous work showed that applying hydrostatic extrusion to
an Al–Mg–Si alloy at a similar level as that in the present study could further accommodate
plastic strain via the dislocation of cells [29]. Further deformation would increase the
misorientation angle between cells to above 15◦, causing the formation of HAGBs.

Grain orientation analysis provided information about the favorable crystallographic
orientations within the microstructure following hydrostatic extrusion. The grains aggre-
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gated into two dominant orientations: <001> and <111>. The <111> orientation is typical
for a fiber texture, whereas the <001> orientation may result from dynamic recrystallization
caused by the temperature increase during hydrostatic extrusion [28]. As was shown,
the grain orientation stimulates the deformation substructure: for grains with the <111>
orientation, dense dislocation walls are formed; for grains with the <001> orientation,
stable cell dislocation structures can be observed [30]. In contrast, within the CG sample,
no clear texture or preferred crystallographic orientation was identified. This may have
been caused by the solution annealing performed after the hydrostatic extrusion, leading
to grain recrystallization following plastic deformation.

In addition to grain size and texture, precipitates were also investigated. XRD studies
showed that MgZn2 precipitates formed within the structure as a result of the aging process.
In addition, η’ phases were observed by the TEM. An increase in aging temperature in-
creased the size of the MgZn2 precipitates within the microstructure. Hydrostatic extrusion
also influenced the precipitation phenomena. The work investigating an Al–Mg–Si alloy
showed that a heterogeneous microstructure following hydrostatic extrusion results in
differences in the precipitate sequence [30]. This is caused by thermal shocks during the
deformation process, which may induce the formation of clusters before the precipitate
forms. For pure Al, adiabatic heating during hydrostatic extrusion with a strain of ε = 1.4
should be approximately 120–130 ◦C, and may influence or initiate the precipitation process
in the case of age-hardenable alloys [31]. For AA 7475, the hydrostatic extrusion process
changed the precipitation kinetics and phase stability induced by the grain boundaries [32].
Precipitation occurs along fast diffusion paths, such as grain boundaries and dislocations.
Therefore, a larger number of precipitates at grain boundaries was observed within a de-
formed microstructure, as in this study. However, due to the higher number of nucleation
sites, the precipitates were smaller than those in coarse-grained material. This effect was
most noticeable within the grain interiors. Nevertheless, the increase in temperature of
artificial aging led to an increase in the size of the precipitates.

4.2. Influence of Microstructural Evolution on Mechanical Properties

The evaluation of the mechanical properties revealed that hydrostatic extrusion caused
an increase in mechanical strength. The highest UTS (approximately 675 MPa) was obtained
for the HE sample in the longitudinal direction. In the transverse direction, the HE, HT1,
and HT2 samples demonstrated similar values (approximately 575 MPa) and greater than
those the CG sample. The increase in aging temperature caused an increase in YS. The
average tensile strength of the commercially available coarse-grained AA 7075 in a T6
state is approximately 570 MPa, with a YS of 500 MPa and an elongation at break of
approximately 9% [33]. This indicates that the combination of hydrostatic extrusion and T6
thermal treatment increased tensile strength by up to 18% when compared with the heat
treatment of CG AA 7075.

Hydrostatic extrusion significantly increases mechanical strength, which is caused
by the introduction of a considerable number of structural defects that inhibit the motion
of dislocations during deformation. In the case of pure metals, when these defects are
the only strengthening mechanism, the increase in mechanical strength is dependent on
the value of true strain [34]. Nevertheless, in the case of age-hardened alloys such as
AA 7075, strengthening from precipitates must also be considered. Following hydrostatic
extrusion, and with dislocation slip in the dominant deformation mechanism, the particle
strengthening of AA 7475 is limited by both enhanced grain boundary precipitation that
does not contribute to an increase in mechanical strength, and the smaller size of precipitates
within grain interiors, which are stronger barriers for moving dislocations [35]. Precipitates
within grain interiors were also larger for the CG sample (see Figure 4) than for samples
that had undergone hydrostatic extrusion. Therefore, precipitation strengthening is less
effective for UFG material, with a larger contribution by structural defects such as grain
boundaries and dislocations.
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The anisotropy of mechanical properties was also investigated, as tensile tests were
performed on samples cut from two directions, transverse and longitudinal, with respect
to the extrusion direction. The microstructural anisotropy was significant as grains form
fibrous shapes along the extrusion direction. This caused long HAGBs with interior
LAGBs to create a network of subgrains. Regardless of the deformation ratio during
hydrostatic extrusion, the AA 6060 alloy was characterized by weaker strength in the
cross-section perpendicular to the extrusion direction [36], as was found in the present
study for AA 7075. The anisotropy of AA 6060 increased with an increase in ε UTS and
YS values indicated approximately 10% anisotropy, with higher values in the longitudinal
direction for ε = 2.28. The anisotropy of mechanical properties was caused by the strong
crystallographic macrotexture that develops in the material during hydrostatic extrusion.
As a result, the spacing between HAGBs was smaller in the longitudinal plane than that
in the transverse plane (see Figure 1). This caused a higher volume of HAGBs, which
are stronger barriers for moving dislocations [34,37]. As a result, the samples cut in the
longitudinal direction possessed higher mechanical strength.

4.3. Influence of Microstructural Evolution on Corrosion Resistance

The obtained results of the CG and HE samples show that the plastic deformation
increased the corrosion susceptibility of the material. This may have resulted from the
grain boundary characteristics (the fraction of LAGBs and HAGBs) of the samples being
modified by the HE process. EBSD examination confirmed that HE contained a much
larger fraction of LAGBs in comparison to CG. However, the absolute number and length
of HAGBs were also greater. The dissolution of the material preferably occurred along
HAGBs, since the HAGBs indicate regions with elevated levels of excess energy [38]. This
phenomenon may have been the principal reason for the significantly lower corrosion
resistance of the HE sample.

Postcorrosion analysis of the pit morphologies showed that, for CG, the pits were rela-
tively narrow; for the samples that had undergone hydrostatic extrusion, the pits tended to
develop inside the material, creating larger networks of dissolved material. Simultaneously,
the depth of the corrosion pits decreased for samples that had been subjected to artificial
aging. As the aging conditions and hydrostatic extrusion did not change the composition
and size of the Al–Cu–Fe particles, the obtained results must be connected with differences
in the matrix composition due to the growth of precipitates. In particular, the naturally
aged HE sample exhibited more active breakdown potential than that of the peak-aged
T6 HT2 sample, because the former had a higher potential difference between the inter-
metallic particles and the matrix and thus exhibited a stronger galvanic relationship [37].
The improvement of corrosion resistance following artificial aging can be attributed to the
number of precipitates, as artificial aging significantly accelerates the precipitation effect.
That is, the matrix composition of the material changes with aging due to precipitation,
rendering it nobler and improving the corrosion resistance of the material. This may explain
why the naturally aged HE was much more prone to dissolution and more susceptible to
corrosion when compared to the artificially aged samples. Furthermore, artificial aging at
higher temperatures leads to the coarsening of large precipitates at the expense of smaller
precipitates, which in turn reduces the number of the precipitates within the microstructure.
This effect may influence the overall corrosion behavior of the material, since corrosion
is centered on specific sites in the heterogeneous microstructure, such as precipitates and
intermetallic particles. Therefore, their limited number reduced the number of preferential
nucleation sites of a corrosion attack [39].

5. Conclusions

In this paper, the effect of combined hydrostatic extrusion processing and various
thermal treatments on the corrosion and mechanical properties of AA 7075 was investigated.
Due to preserving the size of intermetallic particles that significantly influence the corrosion

144



Materials 2022, 15, 4343

resistance, other microstructural components and their influence could be examined. The
main conclusions from the present study are as follows:

• Hydrostatic extrusion with an equivalent strain of ε = 1.4 resulted in grain refinement
from 17 to 1.3 μm. A microstructure consisting of fibrous grains oriented in the <001>
and <111> directions with a fraction of LAGBs of 76% was obtained.

• As a result of thermomechanical treatment, an increase in tensile strength of up to
100 MPa was obtained when compared to the CG T6 state. Hydrostatic extrusion
caused a noticeable anisotropy of the mechanical properties, as differences in ten-
sile strength between longitudinal and transverse directions were in the range of
60–100 MPa.

• Artificial aging caused an increase in the size of MgZn2 precipitates within the mi-
crostructure, and led to improved corrosion resistance due to changes in the chemical
composition of the matrix. The differences in mechanical strength in relation to the
aging temperature were not significant due to the location of precipitates at the grain
boundaries, which were not effective in strengthening the material.

• The optimal correlation of high mechanical strength and high corrosion resistance was
obtained for the sample subjected to hydrostatic extrusion and subsequently aged at
120 ◦C for 24 h, corresponding to a T6 state.
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preparation, M.O., E.U.-B. and L.Ś.; writing—review and editing, M.O. and E.U.-B.; visualization,
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Abstract: The different creep-aging forming processes of 2524 aluminum alloy were taken as the
research object, and the effects of creep-aging temperature and creep stress on the fatigue-crack
propagation properties of the alloy were studied. The research results showed the following under
the same sintering time of 9 h, at creep-aging temperatures of 100 ◦C, 130 ◦C, 160 ◦C, and 180 ◦C,
respectively, with an increase in creep-aging temperature: the fatigue-crack propagation rate was
promoted, the spacing of fatigue striations increased, and the sizes of dimples decreased while the
number was enlarged; this proves that the fatigue property of the alloy was weakened. Compared
with the specimens with creep deformation radii of 1000 mm and 1500 mm, the creep deformation
stress was the smallest when the forming radius was 1800 mm, with a higher threshold value of
fatigue-crack growth in the near-threshold region of fatigue-crack propagation (ΔK ≤ 8 MPa·m1/2).
Under the same fatigue cycle, the specimens under the action of larger creep stress endured a longer
fatigue stable-propagation time and a faster fracture speed. Comparing the effect of creep-aging
temperature and creep stress, the creep-aging temperature plays a dominant role in the fatigue-crack
propagation of creep-aged 2524 aluminum alloy.

Keywords: creep-aging forming; creep-aging temperature; creep stress; 2524 aluminum alloy; fatigue-
crack propagation rate; fatigue fracture morphology

1. Introduction

2524 aluminum alloy is a new type of high-strength aluminum alloy for aviation [1]
that is mainly used for wing skins [2]. During service, it is subjected to loads in complex
environments, so its fatigue performance is particularly critical [3]. Compared with alu-
minum alloys such as 2024, 2124 and 2224, 2524 aluminum alloy has higher strength and
better fatigue properties [4,5]. The fracture toughness is increased by 15~20%, the fatigue
resistance doubles, and the fatigue life is increased by 27~45% [6,7], which is well suited to
the requirements of modern aircraft design for material damage tolerance [8]. Meanwhile,
with the maturity of the creep-aging forming process, combined with the good hot-working
properties of 2524 aluminum alloy, the application prospects of 2524 aluminum alloy in the
future aerospace industry are broad [9].

During the creep-aging forming process, the microstructure and evolution process of
the material are complex, and the factors that affect the fatigue properties of the creep-aging
forming material also become complicated. Pitcher et al. [10] studied creep-aging-formed
2024A, 8090, and 7449 aluminum alloys from the two aspects of springback and damage
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tolerance, and conducted a large number of fatigue-crack propagation rate experiments. The
result showed that 2024A and 8090 had sufficient damage resistance after creep deformation,
which can be useful for making lower wing skins. Rafiq A. Siddiqui et al. [11] studied the
effects of age temperature and duration on the fatigue properties of 6063 aluminum alloys.
The study found the vacancy diffusion mechanism played a significant role in the formation
of Guinier–Preston (GP) zones, in which the solid solution is precipitated due to uniform
nucleation during the dissolution process, and a fine quasi-stable phase is precipitated.
The structure of this stable phase was similar to that of the main matrix, and the two were
coherent with each other, thus disturbing the regularity of the lattice, leading to the increase
in the fatigue defects of the alloy. Brav G.H. et al. [12] studied the effects of different aging
processes on the crack propagation rate of the 2024-T351 alloy and Al–Cu–Mg–Li alloy. The
results showed that artificial aging increases the strength of the alloy, but it also reduces
the crack propagation resistance of the alloy. In addition, with the prolongation of artificial
aging duration, the crack propagation rate increased monotonically. The authors believed
that the reduction in crack propagation resistance was related to the precipitation of the T1
phase and S′ phase in the alloy; however, the influence mechanism of the aging process on
the precipitation phase was not discussed, nor was the effect of fine precipitation on the
crack-tip slip-mode. Sarioglu F. and Orhaner F.Ö. [13] researched the fatigue property of
the 2024-T3 aluminum alloy after aging at a low temperature of 130 ◦C for 100 h/1000 h.
The results showed that long-term aging eliminated the difference in the crack propagation
rate of alloys in the sampling directions (L-T, T-L, 60◦). Burba et al. [14] found that the
minimum fatigue life of the alloy was mainly affected by the density of the θ′ precipitation
phase, but had little effect on the average fatigue life. Yang [15] conducted a lot of research
on the effect of the creep-aging forming process on the high-cycle fatigue properties of
Al-Zn-Mg series-7075 high-strength aluminum alloys. The study found that the increase
in creep-aging temperature and time has a positive effect on the improvement of alloy
fatigue properties. The effect of preloading stress will reduce the fatigue resistance of the
alloy. However, due to the differences in microstructure and chemical composition, the
conclusions of this study were not applicable to 2524 aluminum alloys.

Xu et al. [16] studied the effect of tensile pre-strain before creep-aging forming on
the mechanical properties of 2524 aluminum alloy using a constant-stress creep-aging test.
they found that the magnitude of creep strain was greatly increased with the increase in
pre-strain and that the pre-strain improved the formability, mechanical properties and
microstructures of 2524. In addition, Xu et al. [17] also conducted research on the tension
and compression creep-aging behaviors of Al-Cu-Mg alloy. They demonstrated that the
creep strains under tensile stresses were larger than the creep strains under compressive
stresses. Meanwhile, the formation of the S phase in the aluminum matrix was caused by the
compressive stress, inhibiting the precipitates in the grain boundary, which was beneficial
to the hardness of the compression creep-aged alloy. Liu et al. [18] studied the effects
of creep-aging and artificial aging on the fatigue-crack propagation of 2524 aluminum
alloy. They found that the prolonged aging time resulted in excessive precipitation of the
needle-like S′ phase, changed the dislocation slip mode, reduced the reversibility of the slip,
and accelerated the accumulation of fatigue damage. In addition, creep stress accelerated
the aging precipitation process of the alloy. Compared with artificial aging, under the
same aging time, the size of the precipitates in the creep-aged alloy was larger and the
yield strength and hardness were increased, but the fatigue resistance was decreased. In
our previous work [19], we studied the effects of creep time on the microstructural and
mechanical properties, as well as the fatigue-crack propagation, in 2524 aluminum alloy.
TEM was employed for the observation of precipitation and dislocation.

Most scholars have focused on the relationship between the creep/stress relaxation
mechanism and the material deformation. However, the relationship between creep-
aging temperature, creep stress, and the fatigue properties of materials has not been
comprehensively and systematically studied.
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This paper will focus on analyzing the macro-microscopic characteristics of the fatigue-
crack fractures of creep-formed specimens, and analyze the fracture mode, crack propa-
gation path and fracture mechanism of creep-formed components. The fatigue property
of creep-formed alloys at different creep-aging temperatures and creep stresses will be
explored from the micro-morphological features.

2. Experimental Processes

2.1. Materials

In this study, a 2524 aluminum alloy sheet for aviation (the thickness was 3.5 mm) was
selected for research. After the alloy was solution-treated, it was cold-machined, and then
naturally aged to a stable state. The main chemical composition of 2524 aluminum alloy is
shown in Table 1 [9,16].

Table 1. Chemical composition of 2524 aluminum alloy (mass fraction: wt%).

Cu Mg Mn Fe Zn Si Ti Cr Al

4.62 1.32 0.57 0.035 0.004 0.025 0.02 0.001 Bal.

2.2. Creep-Aging Forming

The creep-aging forming experiment specimen and mold are shown in Figure 1a, and
the size of the experiment sheet was 360 mm × 220 mm. The 2524 aluminum alloy sheet
was placed in the center of the mold, then the mold and sheet were wrapped with air
felt and a vacuum bag; then, the bag was sealed with heat-resistant glue. The bag was
gradually evacuated to a vacuum, and a negative pressure of 0.1 MPa was maintained.
The sheet was elastically deformed under uniform load until it was completely fitted with
the mold surface. The deformed sheet and mold were put into an autoclave (Figure 1b),
with a heating rate of 1.5 ◦C/min. In addition, the creep-aging treatment was carried out
according to the set creep-aging temperature, and the vacuum bag was kept in a sealed
state during the creep-forming process. After the set aging time was reached, the load and
temperature were removed, and the components were cooled in a furnace, obtaining the
final desired shape.

 
(a) (b) 

Figure 1. Creep-aging forming mold and tooling: (a) mold and sheet; (b) autoclave.

(1) To study the effect of creep-aging temperature on fatigue property, creep deforma-
tion experiments were carried out at creep-aging temperatures of 100 ◦C, 130 ◦C, 160 ◦C
and 180 ◦C, respectively, and the creep-aging time of all specimens was 9 h.

(2) To study the effect of creep stress, the radii of curvature ρ were 1000 mm, 1500 mm
and 1800 mm, respectively. The larger the radius ρ, the smaller the creep stress. The
creep-aging temperature was 160 ◦C, and the creep time was 9 h.
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2.3. Fatigue Experiment

The fatigue-crack propagation experiment was carried out at room temperature. The
sample preparation and stress loading method of the fatigue-crack propagation specimen
were designed according to ASTM-E647 [20]. The experimental equipment was the MTS-810
fatigue experimenting machine made in the U.S. The fatigue-crack propagation experiment
utilized standard compact tensile specimens (CT specimens), and the specimens were cut
using a wire electric discharge. The size of the sample is shown in Figure 2. Before the
fatigue-crack propagation experiment, a crack of 2.75 mm was prefabricated using the
pre-crack module in the experiment system. The experiment adopted sine wave loading,
with the maximum loading of 2400 N. The stress ratio R of 0.1~0.5 (R = Pmin/Pmax), the
loading frequency f of 10 Hz, and the crack length a were detected by the compliance
control method (COD).

Figure 2. Schematic diagram of CT specimen for fatigue-crack propagation experiment.

The fatigue-crack propagation data obtained in the experiment were processed using
the seven-point incremental polynomial method. For data point i and its front 3 points
and back 3 points—a total of 7 continuous data points—the quadratic polynomial was
employed to perform local fitting and derivation, and the fitting values of the fatigue-crack
propagation rate were obtained using Equation (1):

ai = b0 + b1

[
Ni − C1

C2

]
+ b2

[
Ni − C1

C2

]2
(1)

where Ni is the number of cycles, ai is the fitting crack length value; b0, b1 and b2 are
the regression parameters determined according to the minimum squared deviation be-
tween the observed value of the crack length and the fitting value; C1 = (Ni−3 − Ni+3)/2;
C2 = (Ni+3 − Ni−3)/2; and −1 ≤ (Ni−3 − C1)/C2 ≤ 1. By derivation of Equation (1), the
crack propagation rate at Ni can be obtained:(

da
dN

)
ai

=
b1

C2
+

2b2(Ni − C1)

C2
2

(2)

For CT specimens with type-I open cracks, the range of stress intensity factor ΔK at
the crack tip can be calculated using Equation (3) [19,20]:

ΔK =
ΔP

B
√

W
· (2 + α)

(1 − α)3/2 (0.886 + 4.64α − 13.32α2 + 14.72α3 − 5.6α4) (3)
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where ΔP is the force value range; ΔP = Pmax − Pmin, Pmax is the maximum loading force;
Pmin is the minimum loading force; α = a/W, a is the crack length; B is the width of the
specimen (B = 5 mm); and W is the width of the specimen (W = 44 mm).

3. Result and Discussion

3.1. Effect of Creep-Aging Temperature on Fatigue-Crack Propagation
3.1.1. Effect of Creep-Aging Temperature on Fatigue-Crack Growth Rate

The creep-aging temperatures were 100 ◦C, 130 ◦C, 160 ◦C and 180 ◦C, respectively,
and the aging time was the same, i.e., 9 h. The fatigue-crack propagation rate experiment
was carried out. The da/dN − ΔK curve is shown in Figure 3. In Figure 3a, the crack
propagation curves of the creep-formed alloy at 100 ◦C and 130 ◦C coincide with those
of 2524 aluminum alloy without creep forming, indicating a fatigue property with no
significant change at lower creep-aging temperatures (<130 ◦C), because of insufficient
effective deformation of the alloy at lower temperatures. Additionally, the da/dN − ΔK
curve of 2524-T3 aluminum alloy without creep forming was taken as the comparison data.
2524-T3 is a kind of alloy obtained through cold-working of 2524 aluminum alloy after
solution treatment, then stabilization by natural aging.

(a) 

 
(b) 

Figure 3. Fatigue-crack propagation rate da/dN-ΔK curves of 2524 aluminum alloy at different
creep-aging temperatures: (a) 100 ◦C and 130 ◦C; (b) 160 ◦C and 180 ◦C.
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Nevertheless, under the age temperatures of 160 ◦C and 180 ◦C, the crack propa-
gation rate curves show significant differences (Figure 3b). In the near-threshold region
(ΔK ≤ 8 MPa·m1/2), the crack propagation resistance of the alloy is significantly reduced
under high-temperature creep-aging forming. Under the same ΔK of 6 MPa·m1/2, when
the creep-aging temperature is 160 ◦C, da/dN = 5.62 × 10−6 mm/cycles−1, but when
the creep-aging temperature is 180 ◦C, da/dN is increased to 9.11 × 10−6 mm/cycles−1,
showing that the crack propagation resistance of 2524 aluminum alloy is decreased to a
certain extent under high-temperature creep-aging forming. In addition, with the increase
in ΔK, the difference in crack propagation rate gradually decreases. According to the curve,
it is delineated in the Paris region of 10 MPa·m1/2 ≤ ΔK ≤ 30 MPa·m1/2, and the curve
shows an obvious linear relationship.

The straight part of the da/dN − ΔK curve in the double logarithmic coordinate is
fitted by the Paris equation, and the corresponding fitting constants C, n and the fatigue-
crack propagation rate under the same ΔK are shown in Table 2. The error value is
2.16%. The values of n are close, ranging from 2.7 to 3.0, indicating that the creep-aging
temperature has little effect on the crack propagation rate of 2524 aluminum alloy in the
medium and high stress range. When ΔK exceeds 30 MPa·m1/2, the curve of da/dN − ΔK
has an obvious turning point, and the crack propagation rate da/dN increases rapidly from
10−3 mm/cycles to 0.1 mm/cycles until an instability fracture occurs.

Table 2. Paris fitting parameters C and n at different creep-aging temperatures.

Aging Status C n
da/dN = CΔKn/(mm·cycle−1)

ΔK = 8 ΔK = 12
ΔK = 16

(MPa·m1/2)

100 ◦C/9 h 1.77 × 10−7 2.99 3.51 × 10−5 1.52 × 10−4 4.31 × 10−4

130 ◦C/9 h 1.77 × 10−7 2.99 4.15 × 10−5 1.75 × 10−4 3.97 × 10−4

160 ◦C/9 h 4.32 × 10−7 2.67 4.52 × 10−5 2.25 × 10−4 4.78 × 10−4

180 ◦C/9 h 2.81 × 10−7 2.80 5.02 × 10−5 2.13 × 10−4 5.74 × 10−4

3.1.2. Fracture Morphologies at Different Creep-Aging Temperatures

(1) Fatigue-crack propagation zone
The creep-forming temperature has a decisive effect on the solute precipitation in the

supersaturated state of 2524 aluminum alloy [21]. The increase in the age temperature
enhances the atomic activity in the alloy, resulting in a quick increase in the precipitation
rate of the precipitation phase [22]. Therefore, the nucleation, growth and enrichment of
the precipitates during the aging process will be affected by the age temperature, which
will lead to changes in the fatigue properties of the material. Figure 4 shows the fracture
morphology of 2524 aluminum alloy at crack length a = 5 mm after aging at different
creep-aging temperatures (100 ◦C, 130 ◦C, 160 ◦C, 180 ◦C) for 9 h. The corresponding ΔK at
this time is about 15 MPa·m1/2, and the crack is in the stable propagating stage.

In Figure 4, the fatigue sections of the specimens are all flat, and the relative torsion of
the cleavage planes in adjacent grains makes the crack propagate along many transgranular
planes, forming smooth and flat sections, i.e., large fatigue platforms. These fatigue
platforms are connected by the tearing edge, indicated by mark 2 in the figure. The tearing
edge is deflected by an angle of 10◦~40◦ relative to the main crack propagation direction,
and the fracture shows the characteristics of a ductile transgranular fracture. There are
also many micro-pores (mark 1) distributed on the cross-section, which originate from the
tiny plastic deformations confined around the coarser second-phase particles during the
fatigue process. Meanwhile, secondary cracks (mark 4) approximately perpendicular to
the direction of the main crack-propagation plane are also observed, which propagate into
the material. There are more fracture cleavage steps in the fracture morphology under
high-temperature aging of 180 ◦C—9 h, and the fracture surface is rough, with part of the
fracture morphology even showing slight brittle fracture characteristics. From Figure 4d, it
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can be seen that the obvious small fatigue steps are connected by the shear edges at mark 3;
moreover, the heights are different, indicating that the aging precipitation and hardening
rate of 2524 aluminum alloy are promoted due to high-temperature aging. The alloy enters
the overaging state in advance, and the ductility decreases significantly, which adversely
affects the fatigue property and toughness of the alloy.

(a) (b)

(c) (d)

Figure 4. SEM images of stable fatigue-crack propagating zone at different creep-aging temperatures
(a = 5 mm): (a) 100 ◦C—9 h; (b) 130 ◦C—9 h; (c) 160 ◦C—9 h; (d) 180 ◦C—9 h. Marks in the figure:
1—micropore; 2—tear edge; 3—shear edge; 4—secondary crack.

The micro-morphology of the corresponding position in Figure 4 is magnified to
20,000 times for observation, and fatigue striations can be observed, as shown in Figure 5.
There are obvious differences in the fatigue striation spacing of the specimens under
different creep-aging temperatures. Since the spacing of only one fatigue striation is too
small to measure, and the measured value of only one fatigue striation often brings in error,
the spacing of five fatigue striations was measured for precision in mirroring the effect of
creep temperature and stress on the fatigue-crack propagation. Under the low-temperature
aging of 100 ◦C—9 h and 130 ◦C—9 h, the spacing of five fatigue striations are relatively
small, at 1.22 μm and 2.41 μm, respectively, and the striation morphology is very clear and
regular. With the increase in creep-aging temperature, under the same crack length, the
striation spacing increases, and the appearance is rough. Under the high temperature aging
of 160 ◦C—9 h and 180 ◦C—9 h, the average striation spacing is 3.52 μm and 3.86 μm. The
difference in fatigue striation spacing reflects the increase in the size and volume fraction
of the alloy precipitates in the peak or overaging state, which increases the strength of
the material, but reduces its elongation and increases its brittleness, which makes fatigue
streaks less likely to occur.
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(a) (b)

(c) (d)

Figure 5. SEM images of fatigue striations in the stable propagation zone at different creep-aging
temperatures (a = 5 mm): (a) 100 ◦C—9 h; (b) 130 ◦C—9 h; (c) 160 ◦C—9 h; (d) 180 ◦C—9 h.

At different creep-aging temperatures, when the precipitated strengthening phase
maintains a coherent or semi-coherent relationship with the matrix, it is generally believed
that dislocations can cut through the precipitated phase [23], and then plane slip occurs,
resulting in uneven deformation in local areas. As the slip plane continues to expand,
the crack propagation path may deflect, kink, and bifurcate, reducing the rate of crack
propagation. When the strengthening phase is incoherent with the matrix, the dislocations
bypass the precipitation phase, and the deformation in the local area is relatively uniform;
this reduces the possibility of deflection, kink and bifurcation during crack propagation,
thereby increasing the rate of crack propagation. Therefore, for samples with an age
temperature of 100 ◦C and 130 ◦C, the precipitates maintain a coherent or semi-coherent
relationship with the matrix, and the fatigue-crack propagation rate is slow. However,
when the age temperature is 180 ◦C, the precipitation phase of the material grows up and
breaks away from the semi-coherent relationship with the matrix, so the crack propagation
rate of the sample is at its fastest, as shown in Figure 3b.

(2) Fatigue fracture zone
Figure 6 shows the fracture morphologies of 2524 aluminum alloy in the Fatigue

fracture zone (a = 25 mm) after aging at different creep-aging temperatures (100 ◦C, 130 ◦C,
160 ◦C, 180 ◦C) for 9 h. From the fracture surface of the specimen with the creep-aging
temperature of 130 ◦C (see Figure 6b), the large pits caused by the debonding between the
precipitation phase and the interface of the aluminum matrix are surrounded by smaller
pits. Meanwhile, the large pits are not connected to each other during the fracture process,
and there are obvious tearing edges along the small pits, which indicates that the specimen
also has good plastic deformation ability. the higher the creep-aging temperature, the larger
the dimple size. However, there is no obvious tearing edge, and the fracture morphology
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is also flatter. The high-temperature creep accelerates the nucleation and growth of the
precipitation phase at 180 ◦C. During the tearing fracture process, the precipitation phase
will hinder the dislocation slip due to the incompatibility of the precipitation phase with
the aluminum matrix [24], resulting in stress concentration. When the stress concentration
exceeds the critical value that the material can withstand, the interface between the pre-
cipitate and the aluminum matrix is debonded [25], or the precipitate is fractured, which
reduces the plastic deformation ability of the aluminum alloy. With the continuous increase
in plastic strain, the interface debonding between the precipitation phase and the aluminum
matrix causes the aggregation of large pits. When the effective bearing area is reduced to a
critical value, the aluminum matrix will break rapidly.

(a) (b)

(c) (d)

Large 
dimples

Small 
dimples

Tearing edge

Figure 6. SEM images of fatigue-crack transient region at different creep-aging temperatures:
(a) 100 ◦C—9 h; (b) 130 ◦C—9 h; (c) 160 ◦C—9 h; (d) 180 ◦C—9 h.

Under the impact of the creep-aging temperature and the critical size, the enrichment
speed of the precipitates are different, and the type, density and length of the precipitates
also change [19,26]. In addition, 2524 aluminum alloys under different creep-aging temper-
ature have differences in microstructures and mechanical properties such as yield strength,
hardness, and elongation [26–28]. Therefore, by controlling the creep-aging temperature, a
2524 aluminum alloy with good plasticity and fatigue properties can be obtained.

3.2. Effect of Creep-Aging Stress on Fatigue-Crack Propagation
3.2.1. Effect of Creep Stress on Fatigue-Crack Propagation Rate

The fatigue-crack propagation rate curves of 2524 aluminum alloy after forming under
different creep stresses are shown in Figure 7. In the near-threshold region of fatigue-crack
propagation (ΔK ≤ 8 MPa·m1/2), the fatigue-crack propagation threshold of 2524 aluminum
alloy with a forming radius of 1800 mm is higher than that at 1500 mm and 1000 mm,
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and its propagation rate is also lower than alloys in the other two states. However, the
propagation rate with the forming radius of 1000 mm and 1500 mm are relatively close.
This shows that the increase in creep stress also reduces the crack propagation resistance of
the alloy, but the effect is not as significant as creep-aging temperature. When 8 MPa·m1/2

≤ ΔK ≤ 20 MPa·m1/2, the crack propagation enters the stable expansion stage, and the
curve shows an obvious linear relationship. When ΔK exceeds about 18 MPa·m1/2, the
propagation rate goes up sharply and da/dN rapidly expands until fracture occurs.

Figure 7. Fatigue-crack propagation rate curves of 2524 aluminum alloy under different creep stresses.

The linear part in Figure 7 is fitted according to the Paris equation, and the correspond-
ing fitting constants C, n and the fatigue-crack propagation rate under the same ΔK are
shown in Table 3. The error value is 4.65%. From the fitting results, the values of the expo-
nents n are very close, ranging from 2.7 to 3.0. In the medium stress region and high stress
region, the propagation rate of the formed specimens at a radius of 1000 mm is the fastest,
indicating that the increase in creep stress reduces the fatigue-crack propagation resistance.

Table 3. Paris fitting parameters C and n of 2524 aluminum alloy under different creep stresses.

ρ C n
da/dN = CΔKn/(mm·cycle−1)

ΔK = 7 ΔK = 12 ΔK = 16
ΔK = 21

(MPa·m1/2)

1000 mm 1.77 ×
10−7 2.99 2.90 ×

10−5
2.25 ×
10−4

4.75 ×
10−4

1.12 ×
10−3

1500 mm 4.32 ×
10−7 2.67 2.24 ×

10−5
2.23 ×
10−4

4.78 ×
10−4

9.67 ×
10−4

1800 mm 2.81 ×
10−7 2.80 1.21 ×

10−5
2.95 ×
10−4

4.10 ×
10−4

6.83 ×
10−4

On the one hand, this is because the alloy formed under the radius of 1000 mm
has the largest bending deformation and the highest dislocation density contained in the
crystal [29]. The large-scale dislocation accumulation and entanglement lead to the work-
hardening of the alloy itself. On the other hand, these dislocations provide a large number
of nucleation sites, and meanwhile, facilitate the short-circuit expansion of solute atoms in
the alloy matrix, promote the precipitation and coarsening of the precipitation phase [30],
and indirectly improve the yield strength. In addition, the effect of alloy yield strength on
the fatigue-crack propagation rate is mainly reflected in the size of the plastic zone at the
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crack tip. The plastic zone at the crack tip has the following relationship with the yield
strength [31]:

rp(α) =
ΔK2

4π(σ0.2)
2

(
3
2

sin2 α + (1 − 2μ)2(1 + cos α)

)
(4)

where rp is the radius vector; ΔK is the stress intensity factor; σ0.2 is the yield stress; α
is the polar angle; and μ is the Poisson’s ratio of 2524 aluminum alloy. Under the same
stress intensity factor amplitude ΔK, the size rp of the plastic zone at the crack tip is
inversely proportional to the yield strength σ0.2. The larger the rp, the more energy is
absorbed under each cyclic load, and the better the fatigue damage resistance of the alloy
(i.e., the increase in the yield strength reduces the crack propagation resistance of the alloy).
Therefore, the increase in creep stress has an adverse effect on the fatigue performance of
2524 aluminum alloy.

In different creep-aging specimens, the larger the aging stress, the lower the apparent
activation energy, and the lower the resistance encountered by the movement of disloca-
tions [12]. Meanwhile, a large number of dislocations brought by pre-deformation provide
a large number of mobile dislocations for creep, and also promote the nucleation of the
second phase [32]. Therefore, when the creep specimen is creep formed under larger stress,
the precipitation and growth rate of the precipitates are also faster, but the density of the
precipitates declines. The enhancement of the pinning effect of precipitation relative to
dislocations improves the plastic deformation resistance, and the damage caused by the
same fatigue cyclic load is smaller.

The increase in creep stress also reduces the crack propagation resistance relative to
unstressed aging. However, compared with the effect of creep-aging temperature, the effect
of creep stress is not as significant as that of creep temperature.

3.2.2. Fracture Morphologies at Different Creep Stresses

(1) Fatigue-crack propagation zone
Figure 8 shows the fatigue striation spacing under the action of different creep cur-

vature radii of 1000 mm, 1500 mm and 1800 mm, respectively. The widths of the five
fatigue striations under different creep curvature radii are significantly different, at 2.27 μm,
2.66 μm and 2.93 μm, respectively. Therefore, in the stable propagation stage with the stress
intensity factor ΔK ranging from 10 to 25 MPa MPa·m1/2, the fatigue striation spacing of
the specimen with a smaller creep radius of curvature (i.e., a larger creep stress) is larger
than that of the specimen with a larger radius of curvature; moreover, the crack propagation
rate is faster, and the fatigue resistance is lower.

For 2524 aluminum alloy under stress aging, the preferential growth orientation of
the precipitates is sensitive to the applied stress. The applied stress field changes the
degree of mismatch between the matrix and the precipitates, which causes the elastic
distortion field and the elastic energy of the coherent precipitates to change, thus affecting
the precipitation and evolution of the precipitates [33]. Larger aging stress results in lower
apparent activation energy, less resistance encountered by the movement of dislocations,
and a large number of dislocations caused by pre-deformation; these provide a large
number of movable dislocations for creep, and promote the nucleation of the second
phase [34]. Therefore, when the creep specimen creeps under the larger stress, the damage
caused by the same fatigue cyclic load to the specimen is smaller; however, after the alloy
enters the over-aging stage, the fatigue property declines significantly. This is because the
precipitation and propagation rate of the precipitation phase goes up with the increase
in stress [19], while the density of the precipitation phase goes down with an increase in
stress, which makes the plasticity of the aluminum alloy stronger. While the fatigue life of
the specimen decreases, the fatigue striation spacing becomes wider.
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(a) (b)

(c)

2.93 m

Figure 8. SEM images of fatigue striations under different curvature radii ρ: (a) ρ = 1000 mm;
(b) ρ = 1500 mm; (c) ρ = 1800 mm.

(2) Fatigue fracture zone
Figure 9 illustrates the SEM images of the fracture zone under different creep stresses,

and the curvature radii are 1000 mm, 1500 mm and 1800 mm, respectively. With the
increase in creep stress, the fracture morphologies are slightly different; dimples and
fractured second-phase particles are clearly seen. In the sample with a curvature radius
of 1000 mm, the fracture contains dimples and cleavage fracture morphology. Comparing
the fatigue properties of the specimens treated by creep-aging under different curvature
radii, under the same fatigue cycle, the specimen with smaller curvature radius has a
larger area of the fatigue-crack stable-growth zone, and a smaller area of fracture zone; this
demonstrates that the specimen under the action of larger creep stress has longer fatigue
stability propagation time and faster instantaneous fracture speed.

The applied creep stress changes the precipitation process of the precipitation phase.
Under the action of high stress, the S phase is more likely to precipitate and grow. During
creep, dislocation density increases and becomes entangled, affecting the dislocation slip.
As the creep deformation increases, the dislocations in the grains are rearranged, and the
entangled dislocations drive the formation of subgrains [35]. The dislocations entangled
with high density form the unit cell-walls of the subgrains, and the dislocation density in
the subgrains is low. In addition, the creep stress breaks the balance of the precipitates and
changes the precipitation process, and the growth of the precipitates hinders the movement
of grain boundaries and dislocations, improving the properties of the aluminum alloy.
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Figure 9. SEM images of the instantaneous break area under different curvature radii ρ:
(a) ρ = 1000 mm; (b) ρ = 1500 mm; (c) ρ = 1800 mm.

4. Conclusions

(1) With the same ΔK, the crack propagation rate increases with the increase in creep-
aging temperature. With the increase in ΔK, the difference in crack propagation rate
gradually decreases.

(2) Under the same crack length, with the increase in creep-aging temperature, the
spacing of fatigue striations increases and the size of dimples decreases, while the number
of dimples increases, and the fatigue resistance of the alloy decreases.

(3) In the near-threshold region of fatigue-crack propagation (ΔK ≤ 8 MPa·m1/2),
the fatigue-crack propagation threshold of 2524 aluminum alloy with a forming radius of
1800 mm is higher than that of alloys at 1500 mm and 1000 mm.

(4) Under the same fatigue cycle, the specimens under the action of larger creep
stress have longer fatigue stable-propagation time and a faster transient fracture speed.
However, compared with the effect of creep-aging temperature, the effect of creep stress is
not as significant as that of creep temperature. Hence, the creep-aging temperature plays a
dominant role in the fatigue-crack propagation of creep-aged 2524 aluminum alloy.
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Abstract: The crankshaft is one of the core components of a Rotate Vector (RV) reducer. The fatigue
life of the RV reducer is severely hindered by fatigue failure on the eccentric cylindrical surface of the
crankshaft. The hardness gradients and residual stress in the crankshaft, associated with machining
operations, exert an enormous impact on the rolling contact fatigue (RCF). In this work, a finite ele-
ment method (FEM)-based three-dimensional elasto-plastic contact model is established to calculate
the stress–strain field by taking hardness gradients and initial residual stress into account. The RCF
characteristics of an RV reducer crankshaft is investigated by applying modified Fatemi–Socie (FS)
multiaxial fatigue criterion. The results indicate that initial residual stress plays an influential role in
the fatigue damage by altering the distribution of the maximum normal stress near the contact surface.
The modified FS fatigue criterion could better consider the effect of initial residual stress and the shear
stress, which significantly improves the prediction accuracy of the contact fatigue life model. The
contact fatigue performance could be considerably improved by designing appropriate shot peening
parameters to obtain optimized residual stress distribution. Therefore, the technique presented may
serve as an important guideline for the anti-fatigue design of an RV reducer crankshaft.

Keywords: RV reducer crankshaft; initial residual stress; hardness gradients; rolling contact fatigue;
modified Fatemi–Socie criterion

1. Introduction

The RV (Rotate Vector) reducer is extensively used in industry robots owing to its
peculiar and fascinating properties, such as compact structure, small size, light weight,
high reduction ratio, high transmission accuracy and efficiency, high torsional rigidity,
etc. [1]. The crankshaft and cylindrical roller bearing are the core components of the RV
reducer. Due to the limited available space of the RV reducer, the cylindrical roller bearing
is usually without the inner ring and outer ring. That is, the inner and outer rings of the
bearing are directly composed of the eccentric cylindrical surface of the crankshaft and
the bearing inner hole on the cycloid wheel. The transmission errors and fatigue life of
the RV reducer is severely hindered by failure modes, such as pitting and spalling on the
eccentric cylindrical surface caused by the long-term high cyclic contact stress between the
eccentric cylindrical surface of the crankshaft and the roller bearing [2]. With increasingly
higher performance requirements, such as high transmission accuracy, high load-carrying
capacity, and long service life of the RV reducer, the RCF of the crankshaft has also become
the limiting factor affecting the reliability of the RV reducer.

Several attempts have been made towards improving the transmission performance
of RV reducers. Zhang et al. [3] established a mixed lubrication analysis model for RV
reducers. The contact load, surface roughness, and geometry of the cylindrical roller
bearings were innovatively included in their model. Xu et al. [4,5] developed a dynamic
model for the transmission systems of an RV reducer that took into account the cylindrical
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roller bearing’s radial clearance. Wang et al. [6] presented a contact force and transmission
error analysis of an RV Reducer. Their results revealed that the modified model, based
on contact force curves, could improve the transmission performance of the RV reducer
as the load increased. Deng et al. [7] calculated the rated life of the RV reducer’s angular
contact ball bearing. They also discovered that bearing life had a significant impact on
the total life of the RV reducer under heavy load conditions. The present investigations
on RV reducers have been mostly focused on the meshing characteristics of the cycloid
pinwheel, the dynamic characteristics of the RV reducer, and the life estimation of the
bearing. Few studies have been reported on the RCF performances of the crankshaft of the
RV reducer due to the complexity of the contact load between the RV reducer crankshaft
and the cylindrical roller bearing, although it exerts an enormous impact on the reliability
and fatigue life of the RV reducer.

Concerted efforts were directed towards the fatigue life and damage prediction meth-
ods for gears and rolling bearings. Li et al. [8] presented a multiaxial fatigue model
considering mixed lubrication for crack initiation life prediction of spur gears. Liu et al. [9]
proposed an improved multiaxial fatigue life model with higher life prediction accuracy
compared with classical models. Vijay et al. [10] presented a novel model to simulate
the crack initiation and propagation in bearing steels, considering the anisotropy of crys-
tal. Their results indicated that the Fatemi–Socie (FS) criterion could be used to estimate
the RCF life. Continuum damage mechanics (CDM) and the elasto-plastic model with
damage-coupling were widely used to investigate the spalling initiation and propagation
behaviors of cylindrical rolling bearings [11,12]. Despite the efforts of these earlier studies,
prediction of the fatigue life and damage from these investigations may inevitably suffer
from the disadvantage of neglecting the effect of mechanical property that is introduced in
the manufacturing processes, such as heat treatment, grinding, shot peening, etc.

In recent years, considerable progress has been achieved for the evaluation of the
contact fatigue performance by taking surface integrity such as surface topography, residual
stress, hardness gradient, and microstructure into account. Numerous researchers have
shown that surface integrity significantly affects the fatigue life in rolling contact [13].
Choi et al. [14] pointed out that the prediction accuracy of fatigue life increased more
than 40% when the residual stress was taken into account. The results also showed that
increments of more than 12 and 8 times could be reached for the crack initiation propaga-
tion lives if residual stress was considered. The critical plane approach was recognized
as an effective method to solve multiaxial fatigue problems [9]. The Dang–Van fatigue
criterion, the FS criterion, and Zaretsky fatigue life model were applied to study the contact
fatigue performance of a carburized gear under heavy loading by incorporating residual
stress [15,16]. Mahdavi et al. [17] investigated the effect of superposed residual stresses on
micro plasticity around inclusions in bearing steel. Ooi et al. [18] experimentally studied
the impact of restrained austenite and residual stress on the fatigue life of carburized AISI
8620 steel. Although residual stress was considered in [17,18], the distribution of residual
stress was not well represented in these studies for the estimation of RCF. Guan et al. [19]
investigated the influence of compressive residual stress (CRS) induced by shot peening on
fatigue risks and found that appropriate CRS distribution could decrease the rate of damage
accumulation in bearing steel containing carbide. Walvekar et al. [20] studied the combined
impact of hardness gradient and residual stress curves on the RCF lives of bearing steel
materials. It was found that optimized carburizing depth could prolong the fatigue life of
bearing steel materials to a large extent. Furthermore, the relationship between associated
parameters such as effective case hardening depth (CHD), surface hardness, and hardness
curve shape and fatigue performance was also demonstrated [21,22].

The above studies confirm that it is of theoretical value and engineering significance to
consider the mechanical property gradient and initial residual stress when evaluating the
contact fatigue performance of carburized steel materials or components. The researchers
above also provided a theoretical basis for the contact fatigue characteristic analysis of
the crankshaft. Moreover, the successful prediction of the fatigue life of the crankshaft
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incorporating residual stress and hardness gradient through numerical modelling provides
the superiorities of yielding numerous results in a short period and sometimes offers
beneficial insight into different states of RCF processes, which can be also used to optimize
the machining parameters. Therefore, it is of great importance and necessity to consider
the initial state of the crankshaft in the contact fatigue life prediction model.

In this work, focusing on fatigue life assessment of an RV reducer crankshaft, an FEM-
based three-dimensional elasto-plastic contact model is established. The hardness gradients
and initial residual stress are obtained by Vickers hardness tests and X-ray diffraction
method. The collected hardness and residual stress data are incorporated into the elasto-
plastic contact model and then the stress–strain histories are obtained. Contact fatigue life
assessment is performed by the critical plane method and multiaxial fatigue criterion. The
influence of friction factor and initial residual stress on fatigue damage and fatigue life is
investigated. Moreover, the effect of residual stress induced by shot peening on improving
fatigue life is also analyzed quantitatively.

2. Failure Analysis of Crankshaft

The reliability and fatigue life are important performance indicators of the RV reducer,
so it is necessary to carry out fatigue life tests of the RV reducer. In addition, the fatigue
life test is not only conducive to analyzing the performance degradation law and failure
mechanism of the reducer, but also provides guidance for the design and manufacture of
key parts of the RV reducer.

Figure 1 shows fatigue life test system of an RV reducer. Because the RV reducer is a
piece of high-precision transmission equipment, transmission efficiency can be selected as
the failure judgment criterion, and comprehensive judgment can be made in combination
with vibration, temperature rise, and noise. One RV reducer testing machine is selected for
fatigue test. The test is stopped when the transmission efficiency is detected to be lower
than 85% of the threshold, and a service life of approximately 2150 h was obtained.

Figure 1. Fatigue life test system of RV Reducer.

The reducer was disassembled after the fatigue test. Comparing the new crankshaft
parts, it was found that the cylindrical surface of the needle roller bearing in contact with
the crankshaft was seriously worn, as shown in Figure 2.

Figure 2. Macroscopic morphology of crankshaft: (a) the new part; (b) the failed part.
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The SEM micrographs of the eccentric cylindrical surface of the crankshaft before and
after failure are shown in Figure 3. Regular grinding grooves are left on the new crankshaft
surface (as shown in Figure 3a). There are thin strip-like scratches along the rolling direction,
and numerous pit-like cracks appeared on the surface of the failed crankshaft (Figure 3b,c).

Figure 3. The SEM micrographs of the eccentric cylindrical surface of the crankshaft: (a) surface of
new parts; (b,c) surface after failure.

Because the crank shaft is the core part of the power input and output of the reducer,
it bears periodic radial load and dynamic load. Moreover, the reducer often experiences
impact load, continuous start and stop, and other working conditions, which leads to
complex load changes on the crankshaft. Therefore, the eccentric cylindrical surface of
the crankshaft is also the most prone to failure in engineering practice. Fatigue pitting
occurs on the eccentric cylindrical surface of the crankshaft under the long-term high cyclic
contact stress, and a series of pits are formed. The crankshaft is one of the weakest links of
the RV reducer, which severely restricts the fatigue life of the RV reducer.

3. Methodology

3.1. Stress Analysis of RV Reducer

The crankshaft used in this study is taken from the RV reducer of an industrial robot.
The structure of the RV reducer is shown in Figure 4. The critical parameters of the rolling
contact pair between the crankshaft and roller are given in Table 1. The crankshaft material
is 20CrNi2MoA. The composition of it is listed in Table 2. The crankshaft has undergone
several manufacturing processes, such as carburizing, quenching, tempering, and finally
precision grinding. The detailed thermal treatment process is shown in Figure 5. The
crankshaft sample is carburized and diffused for 6 h after the temperature soared to 930 ◦C,
then the sample is quickly quenched in oil, followed by low temperature tempering at
230 ◦C for 2 h. After heat treatment, the lath martensite structure is finally obtained. Lath
martensite can better resist impact and crack propagation, so that the material has higher
hardness, good wear resistance, and higher contact fatigue properties.

Through the motion and force analysis of the cycloidal gear and cylindrical roller
bearing (Figure 6), the resultant force acting on the cylindrical roller bearing is obtained.
The cylindrical roller bearing bears the force from the cycloidal gear and the crankshaft.
Fj1, Fj2, and Fj3 are the components of force, F, which acts on the cycloidal gear via the
cylindrical roller bearing (as shown in Figure 6a). F can also be decomposed into the normal
force, Fr, and tangential force, Ft (as shown in Figure 6b).
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Figure 4. Transmission schematic diagram of RV Reducer.

Table 1. Crankshaft-bearing rolling pair parameters.

Parameters Value Parameters Value

Crankshaft rotation speed (r/min) ns = 585 Rated output torque (N·m) Tout = 800
Radius of the rolling element (mm) R1 = 4.0 Rolling element material GCr15

Radius of the eccentric cylindrical surface (mm) R2 = 16.6 Crankshaft material 20CrNi2MoA
Length of the rolling element (mm) l1 = 12.0 Young’s modulus (GPa) E1 = 219, E2 = 210

Radius of needle tooth distribution circle (mm) Rz = 82 Poisson ratio v1 = 0.3, v2 = 0.275
Radius of crankshaft distribution circle (mm) ro = 46.77 Eccentricity (mm) e = 1.5

Number of teeth of needle wheel z4 = 39 Number of crankshafts n = 3
Number of teeth of cycloid gear z5 = 40 Short amplitude coefficient k = 0.7317

Table 2. The composition of 20CrNi2MoA.

Element C Mn Cr Ni Si Mo Cu S P Fe

Wt.% 0.21 0.63 0.57 1.8 0.33 0.25 0.30 0.015 0.02 Bal.

C C C 

T

t

Figure 5. The curve of the thermal treatment process.

Based on the structural parameters of the RV reducer and the force equilibrium, F can
be expressed as follows, and the detailed calculation process can be seen in [23].

F =
√

F2
t + F2

r =
Tout

2nez5ro

√
(ez5)

2 + r2
o + k2

yr2
o + 2ez5ro cos ϕ − 2kyez5ro sin ϕ (1)

Combining Table 1 and Equation (1), the resultant force distribution of the cycloid
gear acting on the cylindrical roller is obtained, as depicted in Figure 7. Periodic sinusoids
are found for the forces acting on the cylindrical rollers. The load fluctuation of three
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cylindrical roller bearings in the same cycloid gear are found to have a phase difference of
120◦. According to Harris et al. [24], the equivalent load of cylindrical roller bearings can
be calculated as [23]:

Fm =
Tout

2

⎛
⎜⎝ (ez5)

4 + 4
(

1 + k2
y

)
(ez5)

2r2
o +

(
1 + k2

y

)2
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o

n4(ez5)
4r4

o

⎞
⎟⎠

1/4
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Figure 6. Schematic diagram: (a) force on cycloid gear; (b) force on cylindrical roller bearing.

Figure 7. The variation of forces acting on the cylindrical roller bearings.

Power is transmitted between the crankshaft and the cylindrical rollers. Dynamic
loads and relatively large radial forces act on the cylindrical rollers. The force analysis of
each roller on the cylindrical roller bearing is carried out after obtaining the resultant force
on the cylindrical roller bearing. The Newton–Raphson algorithm is employed to calculate
the load distribution of each rolling element acting on the crankshaft. The crankshaft is
subjected to periodic load, hence the equivalent contact load acting on the crankshaft by
the cylindrical roller bearing will be used as input in the following section.

3.2. Modeling of Residual Stress and Hardness Gradient

The x, y, and z directions in the crankshaft coordinates act along the rolling, depth,
and axial directions, respectively. Several empirical methods for fitting the hardness
distribution profile introduced by carburizing have been proposed by Lang and Kernen [25]
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and Thomas [26]. Among them, the Thomas method is the closest to the measured results
and has been widely used in ISO standards. The empirical formula can be expressed as [26]:

HV(y) =

⎧⎪⎪⎨
⎪⎪⎩

aa·y2 + ba·y + ca(0 ≤ y < CHD)

ab·y2 + bb·y + cb(CHD ≤ y < ycor)

HVcor(ycor ≤ y)

(3)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

aa =
550−HVsur

CHD2−2·yHV,max·CHD ; ba = −2·aa·yHV,max; ca = HVsur;

ab = H′(CHD)
2·(CHD−ycor)

; bb = −2·ab·ycor;

cb = 550 − ab·CHD2 − bb·CHD; H′(CHD) = 2·aa·CHD + ba;

(4)

where HVsur is the hardness on the surface, HVcor is the hardness in the core, and ycor and
yHV,max denote the depths with hardness equal to HVcor and the maximum hardness, respec-
tively. In this study, yHV,max is equal to zero. The depth with a hardness of 550 HV is defined
as CHD (the case hardening depth). The CHD, HVsur, and HVcor are designed as 1.0 mm,
670 HV, and 450 HV, respectively, based on the engineering practice of the crankshaft.

The crankshaft sample is cut along the cross-section by a wire cutter, inlaid and
polished, and then the cross-sectional microhardness is measured by a Vickers hardness
tester. A pyramid diamond indenter is selected for the hardness test, with a load of 0.5 kgf
and duration of 15 s. Different positions at the same depth were measured at least two times,
and the average hardness was obtained. Figure 8 shows the hardness data (the green circle)
measured by the hardness tester machine. The red and black dashed lines are used for
determine the value of CHD. The empirical hardness gradient curve (the blue solid line)
based on the Thomas method is also shown in Figure 8. It can be seen that the empirical
curve correlates well with the experimental data.

Figure 8. The measured hardness data and the empirical hardness curve.

The tensile strength and yield strength and residual stress distribution will be altered
by the variation of martensite, retained austenite, and other structural components during
the carburizing-quenching process. A linear relationship existed between Vickers hardness
and tensile strength and yield strength, which was given by [27,28].

σys(y) =
HV(y)

3
·(0.1)m−2 (5)

σb(y) =
HV(y)

3
[1 − (m − 2)]

[
12.5(m − 2)
1 − (m − 2)

](m−2)
(6)
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where σys(y), HV(y), and σb(y) are the yield strength, Vickers hardness, and the tensile
strength, respectively, and m is the Meyer hardness coefficient, which can be taken as
2.19 for high-strength steel materials.

The generally recognized X-ray diffraction test with electrolytic polisher and empirical
formula can be used to determine the residual stress at the contact surface or near-surface
areas of the crankshaft. In the present work, the electropolishing method (as shown in
Figure 9b) is employed to remove the material layer by layer, and the corresponding
residual stress distribution is examined through a Proto iXRD system with Cr-Kα radiation
(as shown in Figure 9a). The magnitudes of the residual stress along the x and z axis (σr,x
and σr,z) are found to be equivalent at the same depth, thus the residual stress is expressed
as symbol σr in the subsequent section. The residual stress along the depth direction, σr,y,
is always negligible compared with the other two components, and is thus ignored in
this study.

Figure 9. Residual stress measurement: (a) X-ray diffractometer; (b) Electrolytic polisher.

Empirical methods have also been provided to characterize the linear relationship
between the hardness curve and the residual stress distribution [29,30]. Hertter’s empirical
formula employed in this study is given by [30]:

σr(y) =

{
−1.25·(HV(y)− HVcore) (HV(y)− HVcore ≤ 300)
0.2857·(HV(y)− HVcore)− 460 (HV(y)− HVcore > 300)

(7)

Figure 10 shows the residual stress data measured by X-ray diffraction (the green
circle), and the empirical curve (the yellow solid line) is obtained by the Hertter’s method.
It can be observed that the measured residual stresses are, in general, consistent with those
fitted by the empirical formula. Therefore, the empirical residual stress curve is employed
in the numerical model.

Moreover, the influence of tensile residual stress caused by improper carburizing or
grinding burns during the machining process on fatigue damage will also be analyzed
in this study [31]. Ultrasonic vibration assisted grinding (UAG) has many advantages,
such as reducing grinding force and improving surface quality [32]. A hypothetic tensile
residual stress curve (the blue dashed line) with the same amplitude as compressive residual
compressive stress is depicted in Figure 10.

The residual stress generated by the plastic deformation near the surface is also
caused by surface strengthening processes such as shot peening and ultrasonic rolling.
Shot peening produces spoon-shaped residual compressive stress distribution, which is
conducive to improving the fatigue performance [33]. Zhao at al. [34] proposed a model for
calculating the residual stress distribution after shot peening. The maximum error between
the measured and simulated residual stress was 15.8%, which verified the accuracy of
the method. A residual stress curve distributed along the depth is designed based on the
residual stress data of shot peening in [34], as shown in Figure 11. The maximum plastic
deformation near the surface layer leads to the maximum residual compressive stress. The
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maximum residual stress depth is 50 μm. The compressive stress decreases gradually with
the increase of depth and then tends to be stable.

Figure 10. The measured residual stress data and the empirical stress curve.

Figure 11. The residual stress distributions induced by shot peening.

3.3. FEM-Based Elasto-Plastic Contact Analysis

The rolling contact between the eccentric cylindrical surface of the crankshaft and the
cylindrical roller bearing can be simplified as rigid cylindrical surface and a semi-infinite
space according to the contact mechanics theory [35]. The diagram of the contact model of
the crankshaft and the cylindrical roller is depicted in Figure 12.

In order to better reflect the three-dimensional stress–strain field response, a three-
dimensional elasto-plastic finite element contact model is established in the commercial
finite element software ABAQUS (Figure 13). The equivalent curvature radius of the rigid
cylindrical surface is R = 3.22 mm. The normal load, F, applied on the rigid cylindrical
surface, is determined by the output torque of the RV reducer during numerical simulation.
The bottom nodes of the mesh model are fully fixed, and symmetric boundary conditions
are set around the mesh model. That is, the nodes on the left and right sides of the mesh
model are constrained in x and y directions. A static implicit solver is selected for simu-
lation calculation. The computational domain is determined as −500 μm ≤ x ≤ 500 μm,
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0 μm ≤ y ≤ 600 μm, and 0 μm ≤ z ≤ 200 μm. The rolling direction, x, is long enough to
minimize the influence of the boundary on the stress calculation in this direction.

Figure 12. The contact model of the crankshaft and the cylindrical roller bearing.

Figure 13. The numerical elasto-plastic contact model.

Considering the efficiency and accuracy of finite element calculation, the grid size is
gradually expanded from the contact surface to the bottom. The grid size in the x and z
directions is 5 μm. The grid size of the near surface layer in the y direction is 5 μm, and the
grid size is set to 10 μm as the depth increases. The C3D8R element is selected because it
can well withstand distortion, and its stress–strain calculation is also more accurate. The
tangential contact property is defined as frictional contact with a friction coefficient of
0.05. The friction coefficient of 0.05, which was also used in [36,37], representing excellent
lubrication in rolling contact, is employed in this study. The rigid cylindrical surface
rolls from x = −400 μm to x = 400 μm, and multiple analysis steps are set to realize the
reciprocating circular motion of the cylindrical surface. The material points lying on the
yellow dashed line (x = 0 and y ∈ [0, 600] μm) will be analyzed in the present study because
the material at the same depth experiences the same cyclical stress.

Ultra-high stress exists in the kinematic pair (crankshaft and the cylindrical roller bear-
ing) during extreme operation conditions, which inevitably produces plastic deformation.
To accurately characterize the elastoplastic response, the varying yield stress with depth
is incorporated into the FEM model, according to the linear positive correlation between
the hardness and yield strength (Equation (5)). The efficiency for assigning material prop-
erties can be improved through the secondary development by Python. Therefore, the
isotropic hardening model is applied according to the uniaxial tensile experiment, and the
true stress-plastic strain fitting curve is shown in Figure 14. The uniaxial tensile test of
material 20CrNi2Mo specimens was completed to investigate the effect of quenching tem-
perature on the properties of strength and toughness [38]. Moreover, in [39], quasi-static
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tensile/compressive experiments were carried out to obtain the mechanical properties
of high strength steel. These experimental results play a great role in this study. Be-
cause the yield strength of the bearing rolling element (1617 MPa) is much higher than
that of the crankshaft (1413 MPa), contact fatigue failure is more likely to occur on the
crankshaft. Therefore, the following mainly analyzes the contact fatigue characteristics of
the crankshaft.

Figure 14. The true stress-plastic strain curve.

The initial residual stress field is defined before starting the response history. The
hexahedral element has six stress components (σ11, σ22, σ33, σ12, σ13, σ23). The shear stress
and the stress in the depth direction are negligible according to the above residual stress
measurement. Therefore, normal stress components σ11 and σ33, confirmed at residual
stress σr (Figures 10 and 11), are applied to the element integration points of the model
(Figure 13). The repetitive work of initial residual stress application can be reduced through
the secondary development of Python. After the initial stress field is applied in the finite
element model, the equivalent node load formed by the stress field need to be in equilibrium
with the specified boundary conditions. Therefore, a static analysis step without external
load is set to obtain the actual residual stress field. The actual residual stress obtained by
adding different types of residual stress curves (Figures 10 and 11) is shown in Figure 15.
The variation of initial residual stress after equilibrium is negligible, which verifies that the
method of applying the initial residual stress field to this model is reasonable.

Figure 15. The actual residual stress after equilibrium (without external load).
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3.4. Contact Fatigue Life Assessment Model

The stress in the contact region varies non-proportionally in the loading cycle due to
the multiaxial characteristics of the stress state. Thus, it is necessary to apply a preferable
multiaxial fatigue criterion to capture stress–strain response and then estimate the fatigue
life of the crankshaft in such a complicated time-varying stress state. The FS multiaxial
fatigue criterion dominated by shear-type fatigue failure is employed in this work. The
normal stress and shear strain with maximum amplitudes are used as fatigue damage
parameters. The fatigue life and fatigue damage (FD) in this criterion are respectively
expressed as [40,41]:

Δγmax

2
(1 + k

σn,max

σys
) =

τ′
f

G
(2Nf )

b + γ′
f (2Nf )

c (8)

FDFS =
Δγmax

2
[1 + k

σn,max

σys
] (9)

where Δγmax/2 = γa denotes the maximum shear strain amplitude, σn,max denotes the
maximum normal stress perpendicular to the critical plane, which is assumed to be the
plane experiencing maximum shear strain amplitude; b and c denote the shear fatigue
strength and the shear fatigue ductility indexes, set as −0.087 and −0.58 [42]; G and Nf
are the shear elastic modulus and the crack initiation life, respectively; k is the material
constant (set as 1 in this study) [43]; and τ′

f and γ′
f denote the shear fatigue strength and

shear fatigue ductility coefficients, which are defined as follows [44]:

τ′
f = σ′

f /
√

3, γ′
f =

√
3ε′ f (10)

where σ′
f and ε′f denote the axial fatigue strength and axial fatigue ductility coefficients,

which are calculated by Baumel and Seeger’s method [42]:

σ′
f= 1.5σb, ε′ f = 0.59ψ (11)

ψ =

{
1.0 (σb/E< 0 .003)
1.375 − 125(σb/E) (σb/E> 0 .003)

(12)

where E is the Young’s modulus and σb is the tensile strength.
When analyzing the fatigue data, including combined axial-torsion load paths, it is

found that if the maximum normal stress is normalized by the shear stress range, the
prediction accuracy of fatigue life can be improved. That is, replacing yield stress, σys,
with the shear stress range, GΔγ, the modified fatigue damage (FDmod) is calculated as
follows [45]:

FDmod =
Δγmax

2
(1 + k

σn,max

GΔγ
) =

τ′
f

G
(2Nf )

b + γ′
f (2Nf )

c (13)

The multi-axial stress–strain histories are calculated by using the model outlined in
Section 3.3. The stress tensor time history and the strain tensor time history at each element
is expressed as σ(t) and ε(t), respectively.

σ(t) =

⎡
⎣σxx(t) τxy(t) τxz(t)

τxy(t) σyy(t) τyz(t)
τxz(t) τyz(t) σzz(t)

⎤
⎦, ε(t) =

⎡
⎢⎢⎣

εxx(t) 1
2 γxy(t) 1

2 γxz(t)
1
2 γxy(t) εyy(t) 1

2 γyz(t)
1
2 γxz(t) 1

2 γyz(t) εzz(t)

⎤
⎥⎥⎦ (14)

Once the multi-axial stress–strain histories are obtained, Euler angle-based axis trans-
formation is employed to search for the critical planes that cover all the possible directions
in the 3D space [46], as shown in Figure 16. The transformation of stress vector and strain
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vector is similar, so the former will be explained in detail below. Considering each element
integration point, O is in the center of the absolute reference frame, {O; x, y, z}. The orienta-
tion of a material plane, Ω, with unit normal vector, n (nx, ny, nz), can be located by using
spherical coordinate parameters αp and βp. Parameter α is the angle between the projection
of unit normal vector n on plane x–y and axis x, while β is the angle between unit vector n
and axis z [47].

Figure 16. Definition of the Euler transformations and critical plane search method.

The transformation coordinate system {O; a′, b′, n} is defined by searching across two
angular ranges (αp∈ [0, 2π], βp∈ [0, π]), as shown in Figure 16. Axis n is parallel to unit
vector n, whereas axes a′ and b′ are parallel to material plane Ω, and the corresponding
unit vectors are a and b, respectively.

n =

⎡
⎣nx

ny
nz

⎤
⎦ =

⎡
⎣sin βp· cos αp

sin βp· sin αp
cos βp

⎤
⎦, a =

⎡
⎣ax
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⎤
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⎡
⎣− sin αp

cos αp
0

⎤
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⎡
⎣bx
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⎤
⎦ =

⎡
⎣− cos βp· cos αp
− cos βp· sin αp

sin βp

⎤
⎦ (15)

In order to easily calculate the normal stress, σn(t), and shear stress, τn(t), associated
with the material plane, Ω, the total stress vector, t(t), depending on the stress tensor, σ(t),
needs to be calculated as:

t(t) =

⎡
⎣tx(t)

ty(t)
tz(t)

⎤
⎦ = σ(t)·n =

⎡
⎣σxx(t) τxy(t) τxz(t)

τxy(t) σyy(t) τyz(t)
τxz(t) τyz(t) σzz(t)

⎤
⎦
⎡
⎣nx

ny
nz

⎤
⎦ (16)

The normal stress and component of shear stress on two axes can be obtained from
the above formula, as follows:

{O; a′, b′, n} ⇒
⎧⎨
⎩

σn(t) = tx(t)·nx + ty(t)·ny + tz(t)·nz
τna(t) = tx(t)·ax + ty(t)·ay + tz(t)·az
τnb(t) = tx(t)·bx + ty(t)·by + tz(t)·bz

(17)

The shear stress, τn(t), is obtained as follows:

τn(t) =
√

τ2
na(t) + τ2

nb(t) (18)

During the load cycle, normal stress, σn(t), varies its magnitude, but the direction
remains parallel to vector n. Therefore, its maximum value can simply be calculated
as follows:

σn,max = max[σn(t)] (19)

Meanwhile, shear stress, τn(t), varies its magnitude and direction with time, which
makes the solution of the shear stress amplitude more complicated. This coordinate system,
{O; a′, b′, n}, is then rotated about axis n until the amplitude of the shear stress component
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along axis ap is maximized. The new coordinate system is recorded as {O; ap, bp, n}, and
Ωp is used to represent the critical plane, as shown in Figure 16, assuming that the rotation
angle is θp (θp ∈ [0, π]) and the transformation matrix is T(θp), defined by:

T(θp) =

⎡
⎣1 0 0

0 cos θp sin θp
0 − sin θp cos θp

⎤
⎦ (20)

The stress tensors around this coordinate system are given as:

{O; ap, bp, n} ⇒
⎧⎨
⎩

σP
n (t) = T(θp)·σn(t)

τP
na(t) = T(θp)·τna(t)

τP
nb(t) = T(θp)·τnb(t)

(21)

That is, the θp that maximizes the in-plane shear stress amplitude along axes ap is
searched for, and at this moment the amplitude of τ

p
nb(t) is the smallest [48]. Thus, the

stress vector satisfying the following relationship can be obtained:

τn,a =
1
2
[maxτn(t)− minτn(t)] (22)

The overall computational methodology of estimating the fatigue life demonstrated
above is summarized in the flow chart of Figure 17. Firstly, the stable stress–strain field
is calculated by the elasto-plastic contact model, and the stress–strain components of the
target material pointing along the depth is extracted through the secondary development
of Python. Then, the stress, strain (σn,max and Δγmax), and FDmod are calculated. Finally,
the fatigue initiation life is evaluated via the Newton–Raphson method.

Figure 17. Computational methodology of predicting fatigue life.

4. Results and Discussion

4.1. Effect of Friction Coefficient and Normal Stress on Fatigue Damage

The friction coefficients of 0, 0.05, and 0.2 correspond to ideal smooth contact without
friction, the reasonable friction coefficient for electrohydrodynamic lubricated bearing con-
tact, and the state where the excellent lubrication environment of the reducer is destroyed.
These three friction coefficients are selected firstly to investigate the effect of lubrication
on the shear strain, γa, and the modified fatigue damage, FDmod, on the material plane
(θp ∈ [0, π]) with the initial compressive residual stress (ICRS) case under the framework of
modified FS criterion. The output torque is set as the rated output torque of 800 N·m and
the Maximum contact stress Ph = 1.56 GPa. As can be seen from Figure 18, the contour of
shear strain amplitude, γa, is symmetrical, and γa,max lies at the plane orientation angles
of 90◦ and 0◦ (180◦) when the friction coefficient, μ, is equal to 0. The distribution of γa
and FDmod over θp is asymmetric when μ 
= 0. Moreover, the worse lubrication, with a
friction coefficient of 0.2, leads to a much more obvious asymmetry of the FDmod contour.
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According to the definition of the critical plane, the plane orientations are along θp = 97◦
and θp = 101◦ when the friction coefficients are 0.05 and 0.2. The location of the maximum
damage gradually moves to the contact surface, and the fatigue damage increases as the
friction coefficient increases; similar results are also found in Ref [49].

a

FD

Figure 18. Variation of γa and FDmod under different lubrication conditions (Tout = 800 N·m,
Ph = 1.56 GPa).

Three residual stress conditions corresponding to the residual stress curves shown
in Figure 10, such as initial compressive residual stress (ICRS), without initial residual
stress (IRS), and initial tensile residual stress (ITRS), are chosen to explore the influence
of initial residual stress on the fatigue damage (Figure 19). The output torque and friction
coefficient are set as 800 N·m and 0.05, respectively. It can be observed from Figure 19 that
the distributions of the maximum normal stress under three initial residual stress states
are completely different at the subsurface, and the initial residual stress states appreciably
influences the maximum normal stress, σmax, near the θp = 0◦ (180◦) plane. Compared with
the without the IRS case, ICRS reduces σmax by 48.4% while ITRS increases the value of
σmax by 99.8%.

The variations of FS damage (FDFS) and modified FS damage (FDmod) are also plotted
versus plane orientation in Figure 19, which can provide additional insight into the damage
mechanisms. Figure 19 shows that the variations of damage value against different plane
angles under the modified FS criterion is more obvious than that under the FS criterion.
The maximum fatigue damage, FDmod,max, occurs at the θp = 97◦ plane with the ICRS
case, while the maximum damage, FDmod,max, shifts from θp = 97◦ to θp = 5◦ as the initial
residual stress changes from compressive stress to tensile stress. This might be attributed
to the fact that the increase of maximum normal stress leads to the increase of the damage
near the θp = 0◦ (180◦) plane. Therefore, the initial residual stress affects the position of
FDmod,max by influencing the distribution of the maximum normal stress under the FS
criterion; similar results are also found in [50]. Moreover, the tensile normal stress with the
ITRS case results in higher damage predictions near the 0◦ (180◦) plane for modified FS
damage. Tensile stress help to accelerate shear crack growth, while compressive normal
stress with the ICRS case may serve to increase friction between the cracks and reduce
the crack driving force. The above also demonstrates that the ratio of maximum normal
stress to shear stress in modified FS damage (FDmod) can better consider the interaction
effect between the two stress [45]. Therefore, the ICRS would lead to a decrease in fatigue
damage and increase the crack initiation life, Nf.
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FDFS

FD

Figure 19. Effect of initial residual stress on σn,max and the fatigue damage (Tout = 800 N·m).

4.2. Effect of Initial Residual Stress on Plastic Strain

The equivalent plastic strain is chosen as the evaluation index for the analysis of contact
fatigue damage. Figure 20 illustrates the variation of the maximum equivalent plastic strain
(Max PEEQ) corresponding to different output torques in the RCF cycles. The Max PEEQ
is close to 0 when the output torque is small, indicating that a pure elastic response exists
under this circumstance. It is evident that the Max PEEQ increases remarkably with the
increase of output torque. It can be concluded that heavy load conditions would aggravate
the rate of plastic strain accumulation, resulting in the redistribution of stress.

Tout

Tout

Tout

Tout

Tout

Figure 20. Effect of output torque on the maximum equivalent plastic strain (Max PEEQ).

Figure 21 demonstrates the variation of the maximum equivalent plastic strain (Max
PEEQ) corresponding to different residual stress cases in the RCF cycles when the output
torque is set as Tout = 1800 N·m and the maximum contact stress Ph = 2.34 GPa. Compared
with the case without IRS, ICRS reduces PEEQ by 6.3%, while ITRS increases PEEQ by
37.5%. The increase rate of PEEQ for ITRS is obviously greater than the decrease rate
of PEEQ for ICRS. RCF behaviors such as pitting and spalling more likely appear near
the surface owing to the position of Max PEEQ near to the contact surface with ITRS.
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Meanwhile, the presence of ICRS makes the position where the maximum equivalent
plastic strain appear deeper. It is also found in [14] that the compressive residual stresses
make the crack initiation depth deeper. Because the crack initiation depth determines the
crack propagation length required to reach the surface, the ICRS enhanced the fatigue life
by prolonging the number of cycles of cracks reaching the surface.

D

D

D
Tout

Figure 21. The effect of initial residual stresses on the maximum equivalent plastic strain (Max PEEQ)
in RCF cycle (Tout = 1800 N·m, Ph = 2.34 GPa).

The initial residual stress also significantly affects the scope of the plastic region.
Figure 22 depicts the variation of the maximum normal stress corresponding to different
residual stress cases when the output torque is set as Tout = 2000 N·m (Ph = 2.47 GPa). It can
be clearly seen from the figure that the plastic region forms at a certain depth of material
rather than initiates on the surface. Under the same loading condition, the presence of
ICRS shrinks the plastic region, while ITRS expands the plastic region compared with
that without IRS. Almost the same maximum normal stress in the plastic region (around
−750 MPa) are found for all the three scenarios. However, the distribution and magnitude
of the maximum normal stress at a depth of 40 μm beneath the surface are totally different.
The maximum normal stress in this region for ITRS is the largest, while the increase of the
maximum normal stress is inhibited by the ICRS.

Figure 22. The effect of residual stress on the plastic region scope (Tout = 2000 N·m, Ph = 2.47 GPa).

4.3. Effect of Initial Residual Stress on Fatigue Life

The von Mises stress field and fatigue life corresponding to different initial residual
stress is further investigated in this section. Figure 23 shows the von Mises stress field at
the contact center of the x–z section when different initial residual stress states are applied.
It is worth noting that the SPRS represents the residual stress introduced by shot peening
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(as shown in Figure 11). The maximum von Mises stress under the contact center in IRS
state is 615.9 MPa, which is 30.4% lower than that without IRS, while the von Mises stress
increase amplitude in ITRS state is 30.7% higher than that without IRS. What is more
noteworthy is that there is an obvious low stress region under the contact center with the
SPRS state. The maximum von Mises stress is an effective criterion to completely avoid the
occurrence of plastic deformation. The significant reduction of the maximum von Mises
stress means that the occurrence of plastic deformation can be suppressed or delayed [17].
The application of appropriate initial compressive residual stress can significantly reduce
the plastic deformation and thus improve the contact fatigue performance.

Figure 23. The effect of initial residual stress on the von Mises stress field (Ph = 1.56 GPa).

Figure 24 illustrates the minimum fatigue life, namely the fatigue limit on the basis
of the modified FS criterion when the output torque is set as 800 N·m. Under the rated
load condition, the minimum contact fatigue life with the ICRS case is 9.08 × 107, which is
32.7% larger than that without IRS, while the fatigue life with ITRS is 55.3% lower than that
without IRS. It is apparent that the fatigue life after applying residual stress introduced
by shot peening is increased by 125.7% compared with the state with ICRS. Therefore,
the fatigue life can be considerably improved by designing an appropriate shot peening
process and optimizing residual stress distribution.

N
f

Figure 24. Variation of contact fatigue life with different initial residual stress states (Ph = 1.56 GPa).
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Based on the modified Fatemi–Socie (FS) multiaxial fatigue criterion, the fatigue life
forecasting has considerably improved by taken hardness gradients and initial residual
stress into account especially under multiaxial loading conditions. Under the rated output
torque of 800 N·m, the experimental fatigue life of the RV reducer is 2150 h (7.55 × 107).
The error between the predicted fatigue life (9.08 × 107)and the experimental value is 20.3%.
Considering the complex environmental conditions and the fatigue crack growth path
in the actual work process of the RV reducer, the calculation results under this error are
acceptable. However, there are still many shortcomings in the proposed method, such as
the wear evolution behavior of morphology during service, contact pressure distribution
under lubrication conditions, cumulative calculation of fatigue damage, etc. Fatigue life
assessment would be more challenging considering the coupling effect of these factors.

5. Conclusions

In this work, focusing on fatigue life assessment of an RV reducer crankshaft, an
innovative FEM-based three-dimensional elasto-plastic contact model is proposed. The
RCF characteristics of the crankshaft are investigated by applying the modified Fatemi–
Socie (FS) multiaxial fatigue criterion. Some distinct features can be highlighted, as follows:

(1) The location of the maximum shear strain depends on the friction coefficient. When
the friction coefficient is low, the position of the maximum shear strain is still on the
subsurface. Meanwhile, the fatigue initial location moves from the subsurface to the
surface, and the fatigue damage increases as the friction coefficient μ increases.

(2) The initial residual stress plays an influential role in fatigue damage and crack initia-
tion depth by altering the distribution of the maximum normal stress, σn,max, near the
contact surface. The compressive residual stress can reduce σn,max by 48.4% compared
with that without residual stress. Therefore, the ratio of maximum normal stress to
shear stress in the modified FS fatigue criterion can better consider the interaction
effect between the residual stress and the shear stress, which significantly improves
the prediction accuracy of the contact fatigue life model.

(3) The ICRS makes the plastic region shrink and improves the contact fatigue perfor-
mance by delaying the time of cracks propagating to the surface. Under the rated
load condition, the minimum contact fatigue life with ICRS is 9.03 × 107, which is
29.6% larger than that without IRS, while the minimum contact fatigue life with SPRS
is 125.7% larger than that with ICRS. Residual stress distribution introduced by shot
peening significantly enhances the fatigue life of the crankshaft.

(4) Moreover, the fatigue life could be maximized by designing appropriate shot peening
parameters to obtain optimized residual stress distribution. The experimental verifica-
tion of the proposed fatigue life assessment method can also be conducted in future
study though it is costly and time-consuming.
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Abstract: This article presents the results of a simulation in which smooth cylindrical and ring-
notched samples were subjected to monotonic and fatigue loads in an ultra-short-life range, made of
Inconel 718 super alloy. The samples displayed different behaviors as a result of different geometries
that introduced varying levels of stress triaxiality and loading methods. The simulations used the
Wierzbicki–Bai model, which took into account the influence of stress tensors and stress-deviator in-
variants on the behavior of the material. The difference in the behaviors of the smoothed and notched
specimens subjected to tensile and fatigue loads were identified and described. The numerical results
were qualitatively supported by the results of the experiments presented in the literature.

Keywords: Wierzbicki–Bai model; fatigue; tensile test; stress triaxiality; Lode parameter

1. Introduction

Understanding the processes that occur in structural elements allows one to design
more durable parts. The finite element method is currently the basic tool for analyzing the
influence of various factors on material behavior. In the case of slowly changing monotonic
loads, it seems that we obtain reliable results, but there are still problems with both the
calculations and the interpretation of the results for other types of loads. Methods to speed
up the calculation time [1] and to take into account various aspects of the loading process,
such as dynamic loading [2] and the appearance of cracks [3], which are the final feature of
the critical cross-section, are constantly being developed.

A fundamental problem with these methods is the evaluation of the strength of the
material. The static tensile test, in many cases, does not give sufficient answers to the
question of when the failure will occur. When assessing the strength of elastic–plastic
materials, the basic problem is with how to determine the moment of transition into a
plastic state. Many models can be used for this; the most popular models are Mises–Huber,
Tresca, Drucker–Prager, and Mohr–Coulomb. They can be used with greater or lesser
success for various types of materials, although they have their limitations. For example,
the Mises–Huber model is not sensitive to stress triaxiality and the Lode parameter, whereas
the Drucker–Prager model considers the fact that the material behaves differently under
tension and compression, which means that it is sensitive to stress triaxiality. The influence
of the Lode parameter can be found in the Tresca and Mohr–Coulomb models. The
experiments that were initiated by Wierzbicki and Bai [4], and later conducted by many
others, have shown [5,6] that the level of plastic deformation at the moment of failure of
the tested element depends on the stress triaxiality and the Lode parameter. On this basis,
a new model of plasticity was proposed. Numerous examples of the use of this model have
shown very good compliance between the numerical simulations and the experimental
results. The model has previously been used for monotonic loads, but recently articles in the
field of fatigue (so far, of ultra-low cycles) have started to appear, presenting very reliable
results. In [7], the Wierzbicki–Bai model was used to reproduce measurable displacement
and force parameters in the range of monotonic tensile or compression tests of samples
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with different geometries, which can be characterized by the triaxial level and the Lode
parameter. The above-mentioned model was used in [8,9] to analyze the fatigue loading
process in the range of up to 100 cycles.

The model itself has been gradually developed for several years [10–13]. The yield cri-
terion was extended to take into account the influence of triaxiality and the Lode parameter,
as well as the numerical application and the parameters supporting the calculation process.
In the present work, our attention was focused on analyzing the load process of smooth
cylindrical specimens and specimens with a ring notch, and tracing the development of the
damage in the material, as the accumulated effective plastic strain properly normalized. As
a result, the influence of the notch-root radius on the behavior of the specimens that were
subjected to a tensile load was identified and described, and the behavior of specimens
subjected to a fatigue load was compared with those under a tensile load. All results were
verified by experimental data.

The structure of the article is as follows: in the first section, the theoretical background
is provided; then, the materials and calculation methods are discussed; in the third section,
the achieved results are presented; and in the last section, our results and conclusions
are discussed.

2. Theoretical Background

Stress triaxiality is understood to mean the ratio of hydrostatic stress to effective stress,
that is, the ratio of the first stress tensor invariant by a function that depends only on the
second invariant of the deviatoric stress tensor [14].

η =
σm

σe
(1)

The Lode parameter is slightly more complex to explain [15]. If the greatest tangential
stress expressed by principal stresses is τ = (σI − σI I I)/2 and the normal stress in the
plane of maximum tangential stress is equal to σN = (σI + σI I I)/2, the Lode parameter
can be written by the equation L = (σI I − σN)/τ [16]. Although it is not visible at first
glance, this parameter is related to the third invariant of the deviatoric stress tensor. Let us
introduce the parameter denoting the normalized third invariant of the deviatoric stress
tensor [17]:

ξ =
27
2

J3

σ3
e

(2)

This quantity is related to the Lode angle, determined on the deviatoric plane accord-
ing to the equation:

ξ = cos(3θ) (3)

and with the Lode parameter L:

ξ = L
(

9 − L2
)

/
√
(L2 + 3)3 (4)

Knowing the value of the effective stress, the Lode angle, and the stress triaxiality, it is
possible to uniquely describe the stress state, as shown in Figure 1.

On the deviatoric plane, the yield surface is reduced to a circle (Figure 1a). However,
the triaxiality of the stress affects its radius, and the Lode angle affects the position of the
point on the circle that defines the load state. Moreover, the Lode angle may influence
the shape of the yield surface [12]. It does not necessarily have to be a circle; this shape
should be determined and verified experimentally. Wierzbicki et al., therefore, proposed
universal functions based on both parameters. This function consists of two terms separated
by variables.
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Figure 1. Components of the stress tensor in the principal stress space (a). Components of the stress tensor on the deviatoric
plane (b).

The impact of stress triaxiality is expressed by the function:

f (η) = 1 − cη(η − η0) (5)

where cη is the coefficient of stress triaxiality depending on plasticity, η0 is the reference
value of the stress triaxiality, and η is the current value of the stress triaxiality.

The influence of the Lode angle on the shape of the yield surface is more challenging.
The function that describes this impact has evolved as new, more complete experimental
results have appeared, and finally reached the form:

f (θ) = cs
θ + (cax

θ − cs
θ)

(
m + 1

m

)(
γ − γm+1

m + 1

)
(6)

where γ = cos(π/6)
1−cos(π/6)

(
1

cos(θ−π/6) − 1
)

. The values of “c” can be treated as material con-
stants, but in the fullest version they are described by functions:

cax
θ =

{
ct

θ θ ≥ 0
cc

θ θ < 0
(7)

cs
θ =

√
3/2 +

(
B1e−B2εpl

)
f
(
θ
)

(8)

f
(
θ
)
=

(
1 − ∣∣θ∣∣B3

)B4
(9)

where B parameters are the quantities selected, so that the simulation results are as close
as possible to the experimental results. Their task is to consider the influence of large
deformations and to correct the influence of the Lode angle. The constants ct

θ and cc
θ allow

the distinction between compression and tension.
It should be emphasized that Equation (6), proposed by Wierzbicki, was not the

only function used. In the papers inspired by the works of Wierzbicki et al. [16,18],
other functions were used based on the parameters (σe f f , θ, η), creating the so-called
Haigh–Westergaard space.
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Taking into account Equations (5) and (6), the plasticity function proposed by Wierzbicki et al.
can be written as [7]:

σ
(

εpl , η, θ
)
= σ

(
εp

)[
1 − cη(η − η0)

][
cs

θ + (cax
θ − cs

θ)

(
m + 1

m

)(
γ − γm+1

m + 1

)]
(10)

where σ
(
εp

)
is the effective-stress value read from the tensile diagram presented in the

logarithmic strain-true stress system. The terms (m + 1)/m and γm+1/(m + 1) have been
added to facilitate numerical calculations.

An example of the results of plasticity surface modification through Equations (5) and (6)
is presented in Figure 2.

Figure 2. Yield surfaces for various yield criteria.

The fully developed Wierzbicki–Bai model contains many material constants, which
can be considered a weakness; however, these constants are easily determinable, and the
plasticity function itself can be used in a simplified form.

Research shows that in the case of elastic–plastic metals, both quantities, that is, the
Lode parameter and the stress triaxiality, play essential roles when the yield conditions
are analyzed. Triaxiality controls the void growth [19–21], whereas the Lode parameter
is associated with a change in the shape of the growing voids [22–24]. As a result, they
influence the critical strain, creating a fracture locus. An example diagram showing the
dependence of the strain at the critical moment of triaxiality and the Lode angle is shown
in Figure 3.

 
Figure 3. Exemplary fracture locus (source: own simulations).
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3. Material

The material used in the work was Inconel 718 alloy, which is a nickel–chromium
alloy characterized by its high resistance to corrosion and creep. The chemical composition
of the alloy is presented in are given in Table 1 in [7].

This material was selected since the parameters required to fully characterize it in the
Wierzbicki–Bai model are readily available in the literature, and the process of obtaining
them is described in detail in [7]. The tensile curve was reconstructed with the help of
Equation (4), and is presented in Figure 4.

 

Figure 4. Comparison of engineering and true stress–strain curves (source: own computations).

After reaching the yield point, the material was described with the Ludwik curve in
the form:

σ
(

εpl

)
= σ0 + K

−n
εpl (11)

The entire true stress–strain curve was represented by a set of material constants:
Young’s modulus E = 200,000 MPa, Poisson’s ratio ν = 0.284, yield stress σ0 = 945.1 MPa,
and parameters of the Ludwik curve K = 835.4 MPa and n = 0.425.

However, the numerical calculations required a much wider set of necessary data to
determine the yield surface. These constants are given in Table 5 in [7].

It is worth emphasizing at this point that the symmetry of the yield locus concerning
tension and compression was adopted.

Another problem was determining the moment of material failure. The model should
follow the experimental data; however, the damage can be modeled in various ways [25].
The parameter D was used for this, and calculated according to the equation:

D =

εpl∫
0

dεpl

ε f
(
η, θ

) (12)

where εpl is the equivalent plastic strain. The critical strain ε f depended on the stress
triaxiality and the Lode parameter. Its full analytical form was described in [7]. The easiest
way to create it was to fit the experimental data as described in article [26]. The 3D fracture
locus in this case was constructed as follows:

ε f = (N1 , 1η2 + N1 , 2η + N1 , 3)θ
3+

(N2 , 1η2 + N2 , 2η + N2 , 3)θ
2+

(N3 , 1η2 + N3 , 2η + N3 , 3)θ+
(N4 , 1η2 + N4 , 2η + N4 , 3)

(13)
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where the table of coefficients had the form of Table 1. The fracture locus is shown in
Figure 5. To decrease the dynamic effects after crack initiation, an additional “softening”
function was introduced:

σo =

{
σ0 0 ≤ D < 1
βσ0 1 ≤ D ≤ Dc

(14)

where the softening factor β is:

β =

(
Dc − D
Dc − 1

)w
(15)

Table 1. Coefficients of the fracture locus (source: own computations).

N=

−0.4773 0.319 −0.7304

0.6683 −0.5705 1.5615

−0.2423 0.514 −1.8897

−0.0526 −0.3344 1.4992

 
Figure 5. Simplified fracture locus.

The parameters Dc and “w” after from [16] were assumed to be equal to 1.2 and 6,
respectively. The fracture process onset when D = 1, and when D = Dc, complete split
occurred. The shape of the dependence of β parameter on the damage indicator D described
by (15) is linear for w = 1, but in general it is nonlinear.

4. Numerical Model

The geometries shown in Figure 6 were adopted for the calculations.
The specimens were modeled in such a way that the minimum diameter (critical

section) was always a circle with a diameter of 4 mm.
The calculations were performed in Abaqus/Explicit version 6.12-2, in the Linux

environment. The VUMAT procedure was used for modeling the material, as it allows
the user to program the effect of the stress triaxiality on the development of plasticity and
failure of the element.

The geometry was modeled using CAX4R linear axisymmetric elements. The critical
cross-section for each geometry was filled with elements with a size of 2 mm/32 = 0.0625 mm.
The step-in time was determined automatically by the Abaqus routine (version 6.12-2),
based on the size of the smallest element.
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(a) (b) (c) (d) (e) 

Figure 6. Geometry of the specimens tested in the program. R = 1.0 (a), R = 2.5 (b), R = 5.0 (c),
R = 10.0 (d), smooth round (e).

As the plasticity theory used in the paper is valid under several assumptions, that is,
the homogeneity and material isotropy, and the material is taken to be elastic–plastic with
isotropic hardening, we applied isotropic hardening.

Using the existing symmetries, a quarter of the geometry shown in Figure 6 was
always modeled.

The uniform displacement was applied to the upper edge of each model (Figure 7).

Figure 7. Boundary conditions.

5. Tensile Tests

The reference state for simulating the tensile test was a cylindrical specimen with a
diameter of 4 mm (Figure 6e). The result of the simulation was the force-displacement plot
(Figure 8), and the distribution of the effective stress and the parameter D.

From the distribution of the effective stress and the D parameter, it can be seen
(Figure 9) that in a smooth round bar the damage process began in the specimen axis. The
result of this behavior on the specimen surface was the appearance of a cup-and-cone.
Figure 10 shows how the parameter D changed at the edge and in the center of the specimen.
It shows that at low loads the failure parameter had a constant value in the cross-section,
whereas increasing the load caused a slightly faster increase in D in the specimen center.
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Figure 8. Force–displacement plots for different geometries.

  

(a) (b) 

Figure 9. Distribution of effective stress (a) and parameter D (b) just before the fracture initiation of the smooth
round specimen.

Introducing a small-radius notch influenced the behavior of the sample during the
test. Loading the specimen with a notch of the radius of 1 mm allowed us to obtain a much
higher maximum force (Figure 8), and the specimen fractured with much less displacement
(strain). This was associated with the change in the level of triaxiality in the specimen.

The changes in effective stress and the D parameter are shown in Figure 11. The
presented results show that the failure process started from the notch root. The changes in
the D parameter in the specimen center, and the notch root during loading, as shown in
Figure 12, proved that the increase in the parameter describing the level of damage was
much higher compared with the smooth round specimen. Moreover, from the beginning of
loading, this process developed more intensively in the notch root.
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Figure 10. Changes in the D parameter over time for a smooth round specimen.

  

(a) (b) 

Figure 11. Distribution of effective stress (a) and parameter D (b) just before the moment of failure of the specimen with the
notch R = 1 mm.

It may seem that such a situation will be true for every notch; however, increasing the
radius to only 2.5 mm resulted in a change in the behavior of the specimen. As it is clear
to see in Figure 6, the maximum force obtained during the tensile test was much lower,
but the critical displacement was much larger. The diagrams of effective stress and the D
parameter were much more interesting (Figure 13).

It can be seen that the courses of the mentioned parameters were irregular, and the
maximum was not at the notch root, but in the specimen center.

The plot comparing the D parameter changes in the center of the specimen and at the
notch root (Figure 14) resembled that of a smooth sample (Figure 10).

It was interesting that these changes in the behavior of the specimens subjected to
monotonic loading translated into the behavior of cyclic loading.
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Figure 12. Changes in parameter D over time for a specimen with a notch R = 1.0 mm.

  

(a) (b) 

Figure 13. The distribution of effective stress (a) and the parameter D (b) just before the moment of failure of the sample,
with the notch R = 2.5 mm.

 

Figure 14. Changes in parameter D over time for a specimen with a notch R = 2.5 mm.
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6. Fatigue Tests

All specimens were loaded with repeated stress cycles. The first sample for fatigue
testing was a specimen with a notch radius of 2.5 mm, loaded with a sinusoidal variable
load with an amplitude of 0.2 mm and a mean displacement in a cycle of 0.2 mm. The
material response for cyclic loading is shown in Figure 15.

 

Figure 15. Changes in the stress–strain hysteresis loop for a specimen with a notch R = 2.5 mm.

The changes in the D parameter during loading are shown in Figure 16. It can be seen
that from the initial stage of loading until the first maximum, the specimen behaved in
accordance with the results obtained for the monotonic loading, but the first unloading
caused a change in the behavior of the specimen, and the maximum shifted towards the
notch root.

 

Figure 16. Changes in parameter D under load.

The tests were repeated for specimens with much larger notch radii, i.e., 5 and 10 mm;
the load amplitude remained the same. The material response is shown in Figure 17.
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(a) (b) 

Figure 17. Changes in the stress–strain hysteresis loops for specimens with notches R = 5.0 mm (a) and R = 10 mm (b).

For these specimens, the loading process ended with a fracture initiated in the notch
root (Figure 18).

  

(a) (b) 

Figure 18. Changes in parameter D under a load, for specimens with notch radius R = 5.0 mm (a) and R = 10 mm (b).

The presented results showed that increasing the radius of the notch root improved
the fatigue strength, with a greater number of load cycles. During the fatigue test, at
some point the damage of the material, initially developing faster in the specimen center,
began to dominate at the notch root [27,28]. The change in the place of damage dominance
depended on the notch root radius; the later it occurred, the greater the notch radius was.
Unfortunately, the behavior of the specimen similar to this under a under a monotonic load
was not obtained. In an attempt to obtain such behavior during the fatigue loading, tests
were carried out on a smooth round specimen.

Two levels of loading were used: the standard load used for other specimens, and
a load decreased by 25%. Reducing the load increased the number of cycles from 5 to 9
(Figure 19).
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(a) (b) 

Figure 19. Change in the stress–strain hysteresis loop for smooth round specimens with a regular load (a) and a load
decreased by 25% (b).

Changes in the damage level at two characteristic points are shown in Figure 20.

  

(a) (b) 

Figure 20. Changes in parameter D for a smooth round specimen with a regular load (a) and a reduced load (b).

Parameter D, in both cases, had a higher value at the specimen center during almost
the entire loading time, but in the final phase the maximum damage position changed,
probably due to the influence of the neck curvature. Determining the location of the D
maximum required us to trace the distribution of the D parameter at the last moment
before the crack initiation (Figure 21). In the case of a smooth round specimen subjected
to ultra-low-cycle fatigue, the crack initiation occurred near the outer surface, but not at
the root of the notch produced by the neck. This was confirmed by numerous examples of
fracture surfaces obtained during the research [29–31].
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(a) (b) 

Figure 21. Distribution of the D parameter just before the crack initiation for the regular load (a) and the decreased load (b).

Figure 22 shows how the rate of material damage accelerated with the cycle. This
diagram also reveals the asymmetry of the damage accumulation. Despite the assumption
of the symmetry of behavior concerning tension and compression, a greater increase in
damage was recorded in the case of tension.

  

(a) (b) 

Figure 22. Increment of parameter D for subsequent cycles.

Similar behavior was also observed with the notched specimens.

7. Discussion and Conclusions

This paper used the Wierzbicki–Bai model to analyze the damage process of elements
subjected to monotonic and fatigue loads. Smooth round and notched specimens were
analyzed. For the material of the specimens, Inconel 718 was selected with the assumption
of isotropic hardening. As this assumption could be too rough, further investigations are
necessary on the combined-material hardening rule. Nevertheless, the results showed that
the Wierzbicki–Bai model captured the differences in the behavior of the specimens with
different geometries, and the development of the damage in the analyzed elements. In a
smooth round specimen subjected to tension, the greatest increase in damage occurred

200



Materials 2021, 14, 6265

in the center of the sample, demonstrating that they are harder to fracture than notched
specimens. The introduction of the small radius notch to the specimen geometry in the
tensile specimens caused a crack initiation in the root of the notch; however, a sufficiently
large increase in the notch radius caused the fracture process to initiate in the specimen
center, as in the case of a smooth round specimen. As a result, the smooth specimens
fractured more dynamically than the notched ones that we could observe during the
simulation. The results proved that it was possible to locate the hotspot of the specimen:
the place where a combination of high-effective stress, stress triaxiality, and the Lode
parameter was favorable for the initiation of cracks. This information is of great importance
for engineers, with regard to how they can change the geometry of machine members to
improve their strength.

The situation was completely different for fatigue loads. In the case of the specimens
with a notch, a fracture began at the root of the notch, regardless of the size of the radius.
In the case of smooth round specimens, the crack initiation did not occur at the specimen
center, as in the case of monotonic loading. The initiation site was close to the outer
surface, that is, near the root of the forming neck. Such a state is confirmed by numerous
experimental studies. The position of the crack initiation site in the smooth round specimen
was to some extent affected by the load level; unfortunately, it was not possible to obtain a
state in which the fatigue crack initiation would occur in the center of the specimen. The
probable cause of this was the notch influence. Even in the smooth specimens at the final
stage, one can observe a notch, as is presented in Figure 23.

Figure 23. Smooth specimen shape at the final stage.

The increase in the damage of the specimens subjected to fatigue load was much more
intense during a tensile stage in the cycle, even though the symmetry of the yield locus
was adopted, but only when the Lode parameter was considered. This proved that the
main source of the phenomenon was a different level of stress triaxiality for tension and
compression. This result shows that ultra-low-cycle fatigue can be utilized to calibrate
the value of the coefficient of stress triaxiality dependency on plasticity cη . The most
popular calibration method so far has been to compare the results of the tensile test and the
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upsetting test; however, the ultra-low-cycle fatigue test would be faster and less expensive,
as it uses only a single specimen.
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from Crack Growth Data
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Abstract: The robust determination of the threshold against fatigue crack propagation ΔKth is of
paramount importance in fracture mechanics based fatigue assessment procedures. The standards
ASTM E647 and ISO 12108 introduce operational definitions of ΔKth based on the crack propagation
rate da/dN and suggest linear fits of logarithmic ΔK– da/dN test data to calculate ΔKth. Since these
fits typically suffer from a poor representation of the actual curvature of the crack propagation curve,
a method for evaluating ΔKth using a nonlinear function is proposed. It is shown that the proposed
method reduces the artificial conservativeness induced by the evaluation method as well as the
susceptibility to scatter in test data and the influence of test data density.

Keywords: fatigue crack propagation threshold; ISO 12108; ASTM E647; data evaluation methods;
experimental determination

1. Procedures for the Determination of the Fatigue Crack Propagation Threshold from
Crack Propagation Data

Typically, the outcome of fatigue crack growth (FCG) tests for the determination of
the fatigue crack propagation threshold ΔKth are the crack length a and load history data
(e.g., minimum and maximum force) on dependence of the number of cycles N. Consider-
ing linear elastic fracture mechanics, the stress intensity factor range ΔK can be calculated
from the load and crack length history [1–3]. By using, e.g., the numerical differentiation
technique like the secant method or the incremental polynomial method [4], fatigue crack
propagation rate da/dN can be computed from the crack length readings and the cycles
count. Due to measurement inaccuracy, influence of the testing environment, material inho-
mogeneities and other effects, test data are always affected by scatter. Furthermore, in most
cases, there is no distinct reading at da/dN = da/dNth,ASTM and da/dN = da/dNth,ISO,
respectively. Hence, the direct determination of the corresponding stress intensity ranges
ΔKth,ASTM and ΔKth,ISO is not possible. Therefore, data fitting including inter- or extrapola-
tion techniques to determine ΔKth,ASTM and ΔKth,ISO are needed, which will be discussed
in the following.

Especially in the presence of extrinsic effects, i.e., e.g., crack closure effects [5], the ac-
curate determination of the fatigue crack propagation threshold ΔKth is not trivial. The goal
of this contribution is to investigate different methods for the evaluation of the fatigue
crack propagation threshold and discuss their robustness and conservativeness.

Following the two most well-known standards regarding FCG tests, namely ASTM
E647 [4] and ISO 12108 [6], ΔKth is defined as the asymptotic value of stress intensity factor
range ΔK at which the fatigue crack propagation rate da/dN approaches zero. The technical
(or also operational) definition of ΔKth for most materials is given at finite crack growth rates

Materials 2022, 15, 4737. https://doi.org/10.3390/ma15144737 https://www.mdpi.com/journal/materials205



Materials 2022, 15, 4737

da/dNth,ASTM = 10−7 mm/cycle according to ASTM and da/dNth,ISO = 10−8 mm/cycle
according to ISO. Since neither the fatigue crack growth rate nor the fatigue crack growth
threshold stress intensity factor range can be measured directly, the data evaluation is of
paramount importance.

1.1. Procedure Suggested by Both ASTM and ISO Standards

According to ASTM and ISO standards, the threshold stress intensity factor ranges are
evaluated by determining ‘the best fit straight line’ [4,6] to log ΔK–log da/dN data,

log10 ΔK = P1 · log10 da/dN + P0, (1)

where P0, P1 are fitting parameters, and then calculating the stress intensity ranges corre-
sponding to da/dNth,ASTM and da/dNth,ISO, respectively. Both standards define a mini-
mum number of five data points, approximately equally spaced in da/dN. The fitting
interval includes data pairs between 10−7 mm/cycle and 10−6 mm/cycle for ASTM and
between 10−8 mm/cycle and 10−7 mm/cycle for ISO, even though both standards allow for
using additional data with lower fatigue crack propagation rates, but require documenting
the modified range within the test protocol. Since nowadays FCG tests typically yield far
more than five data points within one decade of da/dN data, there is plenty of room for
interpretation of the suggested methods. Probably, the most straightforward interpretation
(named “interpretation one” in the following) is to just take all data points within the
specified ranges (as long as they are approximately equally distributed in da/dN direc-
tion) and then identify the best fit straight line for example by utilizing the least-squares
method; see Figure 1a. Thereby, Equation (1) is fitted to the (logarithmic) test data, using
ΔK as the dependent variable (i.e., the direction of the estimated error). The optimal set
of parameters obtained by the least-squares parameter optimization returns the “best fit”.
Another interpretation (named “interpretation two” in the following) might be that one
may freely select n ≥ 5 approximately equally spaced points that lie within the defined
boundaries, for example starting with the point next to the desired threshold fatigue crack
propagation rate. Then, the fit showing the maximum Pearson correlation coefficient is
selected; see Figure 1b. The results differ and, by adding data generated at lower decades
of da/dN, even a non-conservative (= higher) FCG threshold stress intensity range might
be calculated, see Section 3.1.3. Furthermore, neither of both interpretations (nor any other
straight line) is able to reflect the curvature of the depicted test data.
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Figure 1. FCG test conducted with conventional K-decreasing at R = 0.8 in lab air, see corresponding
paragraph in Section 3.1.1: (a) linear fit over all data points with 10−7 mm/cycle ≤ da/dN ≤
10−6mm/cycle; (b) best linear fit over the first n data points with da/dN ≥ 10−7 mm/cycle, where
n = 112 (out of 177 within the interval) is selected yielding the highest Pearson correlation coefficient.

The results obtained following interpretation are strongly affected by the test data
curvature because of its averaging character. The higher the curvature, the more conserva-
tive is the calculated ΔKth. In contrast, interpretation two is less affected by data curvature
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because of its definition using the correlation coefficient of the straight line. In case of
a more pronounced scatter in the vicinity of da/dNth, interpretation two would have
accounted for a higher number of data points and therefore be more conservative. It is
trivial to state that a straight line is unable to characterize the curvature of the crack growth
curve and therefore leads to conservative ΔKth results for strictly monotonic increasing
FCG data fitted within the recommended ranges. In turn, the evaluation error depends on
the degree of the curvature, and it is therefore sensitive to the number (and location) of data
pairs taken into account as well as to the curve’s gradient, see also [7]. Therefore—as also
mentioned in the ASTM standard [4]—a nonlinear relationship between ΔK and da/dN
might be beneficial to obtain a good fit.

1.2. Procedures Suggested in the Literature

Bucci [7] considered a four-parameter Weibull function (see also [8,9]), fitted to the
entire data set, see Figure 2a. He stated that the Weibull approach addresses nonlinearity in
a better way, but if there are enough data points in the near-threshold region, straight line
fits are performing quite well and are easier to use. In Figure 2a, the test data have been
fitted using the four-parameter Weibull function

1 − ΔK
Kb

= exp

(
−

(
da/dN − e

v − e

)k
)

(2)

and ΔKth,ASTM has been determined at da/dNth,ASTM. Smith and Hoeppner [9] observed
that the least-squares method is not suitable to fit the instability parameter Kb, the thresh-
old parameter e, the characteristic value v and the shape parameter k to da/dN–ΔK data
accurately within the threshold region due to the differences in orders of magnitude of
the non-logarithmic test data (da/dN ranges between 10−7 mm/cycle and 10−6 mm/cycle
vs. ΔK ranges between 100 MPa·m1/2 and 101 MPa·m1/2, approximately). Therefore, they
proposed to use a least-squares optimization to calculate a preliminary optimized pa-
rameter set and afterwards improve the fitting results by optimizing only e and v in an
orthogonal distance regression (ODR) [10]. Since an ODR optimization is connected to
a quite high computational cost and compared to the 1990s the computation power in-
creased dramatically until nowadays, this might have been the reason why in [9] only
the two parameters showing the major contribution with regard to the mentioned errors
were optimized using an ODR. In fact, it has been observed in this work that the curve fit
may be improved by optimizing all four parameters instead of just two in an ODR after
least-squares minimization. As one can clearly see, the overall agreement to the test data
is quite good but locally diverges slightly. This can be observed in Figure 2a as well as in
Figure 2b, where the four-parameter Weibull fit predicts a too steep curvature towards the
ISO operational threshold definition (da/dNth = 10−8 mm/cycle) and therefore leads to
non-conservative results for ΔKth,ISO. Since non-conservative values are not acceptable,
the Weibull fit has not been considered any further.

Another well established method to evaluate the threshold stress intensity range
was proposed by Döker [11]. The method uses a straight line fit applied to the (non-
logarithmic) da/dN–ΔK data in the range 5× 10−8mm/cycle ≤ da/dN ≤ 10−6 mm/cycle,
see Figure 3a. The threshold definition is independent from the ASTM or ISO standards,
and ΔKth is evaluated at da/dNth = 0. The resulting threshold stress intensity factor
range is located somewhere between the values one would expect using the ISO or ASTM
operational definitions. Considering that only the ASTM E647 standard [12] is cited
within the original publication, this method shows quite conservative results using the
ASTM operational definition of ΔKth. The straightforward extension to the ISO threshold
by shifting the fit range by one decade of da/dN would require test results as low as
da/dN = 5 × 10−9 mm/cycle, which would be very time consuming to obtain and there-
fore not practicable. The curve behavior is poorly described, both for linear, Figure 3a,
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and double-logarithmic, Figure 3b, scaled da/dN–ΔK data. Therefore, further analyses
with this approach have also been discarded.

Furthermore, there is a multitude of different crack propagation laws aiming at describ-
ing the whole FCG data starting from the threshold regime over the range where the FCG
curve grows linear in a double-logarithmic scaled plot (also known as Paris regime) and
some even include the region of instable crack growth; see [13–19]. Several of these models
contain ΔKth as a model parameter, which should not be confused with the operational
definitions of the threshold stress intensity factor range included in the standards.
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Figure 2. Application of a four-parameter Weibull function on all test data, referring to: (a) a threshold
definition at da/dNth,ASTM = 10−7 mm/cycle. K-decreasing test at R = 0.8 in lab air, see correspond-
ing paragraph in Section 3.1.1; (b) a slightly non-conservative FCG threshold determination at
da/dNth,ISO = 10−8 mm/cycle. Kmax = const., Rmax ≈ 0.8, lab air, see corresponding paragraph in
Section 3.1.1.
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Figure 3. FCG threshold determination using a linear fit, applied to regular (non-logarithmic)
test data, following [11]. K-decreasing test at R = 0.8 in lab air, see corresponding paragraph in
Section 3.1.1. (a) linear-scaled data; (b) double-logarithmic scaled data. The method clearly provides
a poor data fit and determination of ΔKth at da/dNth = 0.

2. Experimental Procedure

Since none of the methods shown in Sections 1.1 and 1.2 allowed universal application
for both standards and simultaneously led to robust and not overly conservative results,
further fitting functions have been investigated. A comprehensive set of fatigue crack
growth data recorded at BAM Berlin and MPA-IfW Darmstadt has been used to calibrate
and validate the evaluation procedure. The fitting has been performed using least squares
minimization, where the threshold stress intensity factor range has been used as dependent
variable, if not otherwise mentioned.
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2.1. Investigated Fitting Functions

The most straightforward approach was to extend Equation (1) to a more general
polynomial form as

log10 ΔK =
I

∑
i=0

Pi ·
(
log10 da/dN

)i, (3)

where I denotes the polynomial degree and Pi are fit parameters. For I = 1, Equation (3)
equals Equation (1). Regarding I ≥ 2, in case there are only very few (or even no) data
points available in the vicinity of da/dNth, the fit may yield a curve having an inflection
point. Hence, the fit does not represent the data in a satisfactory manner, and (for I = 2)
it is even possible that the fit does not intersect the da/dNth line. Therefore, it is not
recommended to use polynomial fits of the type given in Equation (3) with I 
= 1. The use
of non-logarithmic data, like in the approach of Döker [11], leads to the same problems.
Hence, further approaches have been investigated.

The log− log data depicted in Figure 1 considered swapping the axes, suggesting a
hyperbolic trend, leading to the fit function

log10 ΔK = P1 ·
(− log10 da/dN

)−1
+ P2, (4)

with the fitting parameters P1 and P2. Fitting Equation (4) to the dataset leads to results
comparable to the linear fit using all data points in accordance with the standards, since
the exponent −1 does not represent the curvature of the crack growth curve, see Figure 4a.
By extending Equation (4) to a variable exponent as

log10 ΔK = P1 ·
(− log10 da/dN

)−P3 + P2, (5)

with P3 ≥ 1, a much better fitting to the test data is possible, see Figure 4b. Rounding the
fit result of P3 ≈ 4.60 to the previous and next integer number, namely P3 = 4,

log10 ΔK = P1 ·
(− log10 da/dN

)−4
+ P2, (6)

see Figure 4c and P3 = 5,

log10 ΔK = P1 ·
(− log10 da/dN

)−5
+ P2, (7)

see Figure 4d provides two straightforward variants of Equation (5) with only two free
parameters. The curvature of the fitting curve increases with increasing P3. It is worth
noting that, although P3 = 5 leads to non-conservative estimation of the FCG threshold
according to ISO, it is still conservative following the ASTM operational definition.
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Figure 4. Cont.
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Figure 4. FCG threshold evaluation according to ASTM (da/dNth,ASTM = 10−7 mm/cycle) for the
data set presented in Figure 1 using Equation (5) with fixed or free parameter P3: (a) fixed, P3 = 1;
(b) free, optimized value P3 ≈ 4.60; (c) fixed, P3 = 4; (d) fixed, P3 = 5.

2.2. Quantitative Data Analysis

The main datasets investigated stemmed from a total of 47 specimens manufactured
from 12 mm thick S690QL hot-rolled plates, tested at BAM Berlin and MPA-IfW Darmstadt.
The materials chemical composition and mechanical properties are given in Tables 1 and 2.
The microscopic analysis on etched samples showed a fine grained quenched and tempered
martensitic-bainitic microstructure, see Figure 5.

Table 1. Chemical composition (in weight percent) obtained by means of spark optical emission spectrometry.

C Si Mn P S Cr Mo Ni Al Cu Nb Fe

0.16 0.23 1.15 0.01 < 0.01 0.41 0.18 0.04 0.08 0.02 0.04 97.65

Table 2. Mechanical properties.

σy in MPa σu in MPa E in GPa A in %
KV2 in J

(Orientation:
T–L [20])

810 825 207 16 126

Figure 5. S690QL microstructure (T–L plane).

All tests were performed using SENB specimens [6] with a cross section of 19 mm ×
6 mm. The specimens were oriented, such that the direction of crack propagation is parallel
to the rolling direction, i.e., the orientation T–L according to [20]. The test data have
been obtained on three resonance testing machines equipped with an eight-point bending
fixture, see [6]. These were a RUMUL MIKROTRON 654 with a maximum load capacity of
20 kN and an average testing frequency of about 108 Hz, a RUMUL TESTRONIC with a
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maximum load capacity of 100 kN and an average testing frequency of about 60 Hz, both at
BAM Berlin, and a RUMUL TESTRONIC with a maximum load capacity of 250 kN and
an average testing frequency of about 90 Hz at MPA-IfW Darmstadt. The crack length
was monitored using direct current potential drop techniques with current reversal and
active temperature compensation (current source: HP 6033A, nanovolt meter: Keithley
2182A) at BAM and specimen compliance techniques (clip-gage: Sandner EXR10-0.5o) at
MPA-IfW. The crack length was corrected a posteriori by means of optical measurements on
the broken open fracture surfaces. Then, the crack propagation rates have been calculated
using the slope of piecewise straight line fits performed on filtered test data. Each segment
of the piecewise function referred to a crack extension of 0.02 mm. The corresponding stress
intensity factors have been calculated using the formulations reported in [6].

Since in these tests the same specimen types, manufactured from the same material
batch in the same specimen orientation, have been used, a high repeatability was expected.
Consequently, the standard deviation in ΔKth calculated for each method was the result of
the data scatter within the test (stemming from small variations in environment conditions,
material inhomogeneities, specimen misalignment, errors in the calculation of da/dN, etc.)
and an error induced by the fit used to evaluate ΔKth. Since the first part is independent
of the fitting procedure, the differences in standard deviations are a measure for the fit
robustness, whereas the corresponding mean value gives information on the fit quality and
therefore the inter- and extrapolation error, respectively.

3. Results and Discussion

3.1. Application to Data Obtained at R ≈ 0.8

First, data obtained at a load ratio of approximately R ≈ 0.8, which produce only a
negligible influence of crack closure effects have been investigated.

3.1.1. Evaluation for the Intervals Suggested by the Standards

In order to assess the performance of the polynomial functions with negative exponent
Equation (5) in comparison to the fit suggested by the standards, see Equation (1), test data
obtained at either a fixed load ratio R = 0.8 (K-decreasing procedures) or at Rmax ≈ 0.8
(Kmax tests) have been considered, see ([4], Section 8.6). To minimize influences of the
extrapolation method, the smallest recorded crack propagation rate has been required to
be smaller than 1.1 · da/dNth, i.e., min(da/dN) ≤ 1.1 × 10−8 mm/cycle for the ISO and
min(da/dN) ≤ 1.1 × 10−7 mm/cycle for the ASTM operational definition of ΔKth. It shall
be noted that these boundaries have been used only for comparability between tests within
this work and neither define the actual application boundaries of the method regarding
data extrapolation nor represent a general recommendation.

Since the fixed parameters P3 = 4 in Equation (6) and P3 = 5 in Equation (7) provided
a better description of the data curvature and a less conservative determination of ΔKth
in addition to the more general function with variable P3, these have been compared with
the two interpretations of the linear fit method suggested by the standards, see Figure 1a,b.
The range used to fit the data was in all cases fixed to one decade of da/dN data, starting
from da/dNth and therefore equal to the ranges suggested by the standards in order to
ensure comparability between the methods.

Conventional K-Decreasing at R = 0.8 (ΔKLR)

The first datasets investigated stemmed from a total of nine SENB specimens made
of S690QL. These tests have been conducted using the standard K-decreasing (or load
shedding) procedure suggested by the standards at constant R = 0.8, tested in lab air.
Further information on the experimental procedure may be found in [21]. All nine speci-
mens contained data points below da/dN = 1.1 × 10−7 mm/cycle and are valid for ASTM
operational threshold evaluation, and four of them were also valid according to the ISO
definition. The threshold stress intensity factor range results with corresponding standard
deviations are presented in Table 3.
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Table 3. Comparison of effective threshold values for S690QL obtained with various fit methods.
Tests conducted using the K-decreasing procedure at R = 0.8 in lab air.

Method ΔKth,ASTM in MPa·m1/2 ΔKth,ISO in MPa·m1/2

Linear, all data points (Equation (1)) 2.71 ± 0.06 2.27 ± 0.04
Linear, first n data points (Equation (1)) 2.76 ± 0.05 2.29 ± 0.04
Polynomial, neg. exp. (Equation (5)) 2.78 ± 0.04 2.34 ± 0.04
Polynomial, neg. exp. P3 = 4 (Equation (6)) 2.77 ± 0.05 2.32 ± 0.04
Polynomial, neg. exp. P3 = 5 (Equation (7)) 2.78 ± 0.05 2.32 ± 0.03

The comparison between the determined threshold stress intensity factor ranges (on
single specimen basis) and the value read out from test data proved conservative for every
single method and dataset. Considering the mean value of the threshold stress intensity
ranges, both linear fits showed a more pronounced underestimation of ΔKth, inducing an
artificial conservativeness, as already observed in Section 2.1. This is proven true especially
for the linear fit Equation (1) performed on all data points. For the linear fit over the first n
points, the artificial conservativeness of ΔKth,ASTM was found to be comparatively higher
than for ΔKth,ISO. The results obtained using Equation (5) agreed fairly well, whereas the
fixed exponents P3 = 4 and P3 = 5 showed a slightly higher conservativeness for ΔKth,ISO
compared to the three-parameter version of Equation (5). The standard deviation is very
low and comparable for all tests.

Load Shedding at Constant Kmax (Rmax ≈ 0.8)

A set of nine SENB prepared from the same material batch has been investigated using a
load shedding scheme at constant Kmax with a final load ratio Rmax ≈ 0.8 at about ΔKth,ISO and
R ≈ 0.72 . . . 0.76 at ΔKth,ASTM. All nine specimens provided data for evaluating ΔKth,ASTM
and among them four were also valid for ΔKth,ISO evaluation, see Table 4.

Table 4. Comparison of effective threshold values for S690QL obtained with various fit methods.
Tests conducted using the constant Kmax procedure (Rmax ≈ 0.8) in lab air.

Method ΔKth,ASTM in MPa·m1/2 ΔKth,ISO in MPa·m1/2

Linear, all data points (Equation (1)) 2.67 ± 0.03 2.22 ± 0.01
Linear, first n data points (Equation (1)) 2.77 ± 0.03 2.24 ± 0.01
Polynomial, neg. exp. (Equation (5)) 2.79 ± 0.03 2.29 ± 0.03
Polynomial, neg. exp. P3 = 4 (Equation (6)) 2.77 ± 0.03 2.27 ± 0.02
Polynomial, neg. exp. P3 = 5 (Equation (7)) 2.79 ± 0.03 2.27 ± 0.02

Since the crack propagation data obtained from different procedures at R ≈ 0.8 nearly
coincide and exhibit a very low scatter, the same conclusion as in the case of conventional
K-decreasing tests can be drawn.

Compression Precracking Load Reduction (CPLR) at R = 0.8

A further set of four SENB extracted from the same batch has been investigated using
compression precracking followed by a K-decreasing test with a constant load ratio R = 0.8.
Applying the same criteria for selecting valid data sets for comparison returned four
specimens for evaluating ΔKth,ASTM and two for ΔKth,ISO, see Table 5. Here, the standard
deviation for ISO is omitted due to the insufficient number of available data sets that
include points below da/dN = 1.1 × 10−8 mm/cycle. The results confirm those previously
shown in Table 4.
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Table 5. Comparison of threshold values for S690QL obtained with various fit methods. Tests
conducted using Compression Precracking Load Reduction at R = 0.8 in lab air.

Method ΔKth,ASTM in MPa·m1/2 ΔKth,ISO in MPa·m1/2

Linear, all data points (Equation (1)) 2.67 ± 0.02 2.22
Linear, first n data points (Equation (1)) 2.74 ± 0.03 2.23
Polynomial, neg. exp. (Equation (5)) 2.77 ± 0.04 2.29
Polynomial, neg. exp. P3 = 4 (Equation (6)) 2.73 ± 0.02 2.26
Polynomial, neg. exp. P3 = 5 (Equation (7)) 2.74 ± 0.03 2.27

Constant Force Range (ΔF-Constant) at R = 0.8

The fourth and last test to determine the threshold at R ≈ 0.8 in ambient air has been
based on another set of four SENB specimens produced from the same material batch, using
conventional precracking followed by a test at constant force amplitude (ΔF-constant) at a
load ratio R = 0.8. All four specimens have been considered valid for evaluating ΔKth,ASTM
and three for ΔKth,ISO, see Table 6. Here, the same observations as above apply.

Table 6. Comparison of threshold values for S690QL obtained with various fit methods. Tests
conducted using ΔF-constant at R = 0.8 in lab air.

Method ΔKth,ASTM in MPa·m1/2 ΔKth,ISO in MPa·m1/2

Linear, all data points (Equation (1)) 2.58 ± 0.03 2.18 ± 0.06
Linear, first n data points (Equation (1)) 2.64 ± 0.03 2.21 ± 0.06
Polynomial, neg. exp. (Equation (5)) 2.69 ± 0.02 2.31 ± 0.02
Polynomial, neg. exp. P3 = 4 (Equation (6)) 2.67 ± 0.02 2.25 ± 0.03
Polynomial, neg. exp. P3 = 5 (Equation (7)) 2.69 ± 0.02 2.25 ± 0.02

Summary

The linear fits induce artificial conservativeness in the evaluation of fatigue crack
propagation thresholds obtained at R ≈ 0.8. Nevertheless, this behavior is observed less
pronounced for the linear fit incorporating only the first n points. In all cases, the three-
parameter polynomial Equation (5) provides less conservative results. Fixing its parameter
P3 to P3 = 4 or P3 = 5 sometimes induces conservativeness, but in most of the cases less
pronounced than the linear fits.

Figure 6 summarizes the evaluation of the four datasets presented earlier in
Section 3.1.1. The threshold stress intensity factor ranges determined according to the
ASTM operational definition (see Figure 6a) as well as those following the ISO operational
definition (see Figure 6b) for the four test methods (ΔKLR, Kmax, CPLR and ΔF-constant)
agree fairly well within each data evaluation method.
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Figure 6. Fatigue crack propagation thresholds obtained at R ≈ 0.8 applying the fit methods
to the four datasets presented in Section 3.1.1: (a) according to the ASTM operational definition;
(b) according to the ISO operational definition.
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3.1.2. Robustness of the Fitting Methods in Handling Data Subjected to Augmented
Artificial Scatter

In order to assess the ability and robustness of the fitting methods to handle scattered
data, artificial scatter has been added to the test data presented in Figure 1. The additional
scatter has been generated by sampling random values from a normal distribution with
a mean μ = 1 and a standard deviation SD = 0.02 and multiplying them with ΔK data,
whereas da/dN remained unchanged.

The comparison of the linear fit using all scattered data points within the defined interval
(ΔKth,ASTM = 2.69 MPa·m1/2, Figure 7a) with the original dataset (ΔKth,ASTM = 2.72 MPa·m1/2,
Figure 1a) did not reveal a notable difference. The polynomials with negative expo-
nents were also almost insensitive to scatter. The three-parameter polynomial provided
ΔKth,ASTM = 2.78 MPa·m1/2 for the scattered data (Figure 7d) compared to ΔKth,ASTM =
2.80 MPa·m1/2 for the original dataset (Figure 4b). The two-parameter polynomial with
P3 = 4 showed a similar trend with ΔKth,ASTM = 2.79 MPa·m1/2 for scattered data
(Figure 7c) in comparison to ΔKth,ASTM = 2.79 MPa·m1/2 for the original dataset (Figure 4c).
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Figure 7. FCG data reported in Figure 1 with additional artificial scatter. The da/dNth,ASTM has
been evaluated using four different methods: (a) linear, all data points Equation (1); (b) linear, first
n = 176 data points (out of 177 within the interval) Equation (1); (c) polynomial, negative exponent,
P3 = 4 Equation (6); (d) polynomial, negative exponent Equation (5).

In contrast, the best linear fit over the first n points showed a pronounced sensi-
tivity to scattered data. The best fit interval coincided almost with all data points (see
Figures 7b and 1b). Consequently, ΔKth,ASTM = 2.72 MPa·m1/2 calculated for scattered
data was more conservative than ΔKth,ASTM = 2.77 MPa·m1/2 calculated in case of the
original dataset.

214



Materials 2022, 15, 4737

3.1.3. Influence of an Augmented Fit Interval

Both ASTM E647 and ISO 12108 suggest a fit interval of one decade of da/dN data,
starting from da/dNth,ASTM and da/dNth,ISO, respectively. Nevertheless, both allow for
use data obtained at lower fatigue crack propagation rates for determining the threshold
stress intensity factor range. Therefore, the impact of an augmented fit interval on the deter-
mination of fatigue crack propagation thresholds has been investigated. Since no datasets
with crack propagation rates momentously below da/dNth,ISO = 1 × 10−8 mm/cycle were
available, only the threshold following the ASTM operational definition has been consid-
ered. Therefore, the data shown in Table 3, which have been obtained using a fit interval of
10−7 mm/cycle ≤ da/dN ≤ 10−6 mm/cycle, have been compared with threshold stress
intensity factor ranges obtained with augmented intervals. The upper bound has been
held constant, whereas the lower bound has been varied from 2.5 × 10−8 mm/cycle up to
10−7 mm/cycle. The respective threshold stress intensity factor ranges have been named
as ΔKth,ASTM,2.5, ΔKth,ASTM,5, ΔKth,ASTM,7.5 and ΔKth,ASTM,10, according to the lower FCG
propagation rate bounds (2.5, 5, 7.5 and 10 × 10−8 mm/cycle, see Figure 8).
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Figure 8. Comparison of threshold values obtained with various fit methods using vary-
ing fit intervals from 2.5 × 10−8 mm/cycle ≤ da/dN ≤ 10−6 mm/cycle (ΔKth,ASTM,2.5) up to
10 × 10−8 mm/cycle ≤ da/dN ≤ 10−6 mm/cycle (ΔKth,ASTM,10). The results refer to eight speci-
mens made of S690QL, tested using a K-decreasing procedure at R = 0.8 in lab air.

Regarding both linear fits, there is a clear tendency that, with augmenting the fit
interval towards lower minimal crack propagation rates (displayed in Figure 8 from left
to right), there is an increase in ΔKth,ASTM and therefore a decrease in conservativeness.
In contrast, the results for the polynomial with negative exponent, Equations (5)–(7), are
almost insensitive to the interval augmentation, but for P3 = 4 and P3 = 5, a reduction
in standard deviation can be observed with increasing the interval. For Equation (6), the
optimal lower bound was found at 2.5 × 10−8 mm/cycle and 5 × 10−8 mm/cycle with
equal magnitudes in mean and standard deviation.

Using the linear functions with augmented intervals increases the risk of non-conser-
vative extrapolation, as one can see comparing the values for ΔKth,ASTM,2.5, where the
linear functions provided the highest threshold stress intensity factor ranges among all five
methods under comparison. This issue can be clearly understood looking at the evaluation
depicted in Figure 9. In particular, Figure 9a shows that the ΔKth,ASTM calculated using
the linear fit over all data points is on the right-hand side of the dataset, i.e., in the non-
conservative region. In contrast, the polynomial with P3 = 4 does not show this issue
(Figure 9b).
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Figure 9. Influence of augmented fit interval on various fits, using an interval 2.5× 10−8 mm/cycle ≤
da/dN ≤ 10−6 mm/cycle: (a) the linear fit using all data within the specified range leads to a non-
conservative result; (b) the polynomial fit with negative exponent P3 = 4 gives a conservative result.
The same dataset as reported in Figure 1 has been used.

3.1.4. Data Extrapolation

The investigations presented in Section 3.1.1 included only data at crack propagation
rates as low as 1.1 · da/dNth. Nevertheless, it shall be noted that no data might be available
at low crack propagation rates, especially for the ISO operational definition with a threshold
crack propagation rate as low as da/dNth,ISO = 10−8 mm/cycle. Therefore, to ensure a
reliable and conservative evaluation of the fatigue crack propagation thresholds, a robust
extrapolation technique is needed. To assess the goodness of the extrapolation, the test
results given in Section 3.1.1 have been compared to artificially censored datasets, using
only data with da/dN ≥ 3 · da/dNth. Hence, the resulting fit intervals after censoring
were 3 × 10−8 mm/cycle ≤ da/dN ≤ 10−7 mm/cycle for ISO operational definition and
3 × 10−7mm/cycle ≤ da/dN ≤ 10−6 mm/cycle for ASTM operational definition. Since
extrapolation is very sensitive to the data range available, in order to have a reliable
comparison, the investigations have been restricted to datasets that had data within the
whole censored interval (including the upper bound). Hence, the number of tests with
valid data for ASTM threshold determination is reduced in comparison to Section 3.1.1.

The comparison has been based on the change in ΔKth induced by censoring the FCG
data. ΔKth,cens denotes the fatigue crack propagation threshold obtained for the censored
version of the data set used to evaluate ΔKth. It follows that ΔKth − ΔKth,cens values greater
than or equal to zero are considered conservative, whereas values lower than zero are non-
conservative. The minimum difference throughout all specimens shows whether all tests
are extrapolated conservatively, whereas the mean value can be regarded as an index of the
goodness of the extrapolation. The results are given in Table 7. Conservative extrapolation
has been obtained for both linear fits and for the polynomial with negative exponent fixed
to P3 = 4, whilst the versions with P3 = 5 or free P3 returned a very limited number of
negative results, meaning non-conservative extrapolation results. Even though the latter are
just slightly non-conservative and rare, the occurrence of a non-conservative extrapolation
should be avoided whenever possible. Regarding the “mean( · )” columns, denoting the ex-
trapolation error, the linear functions performed far worse than the polynomial Equation (5)
with P3 = 4, especially with regard to the ΔKth,ASTM − ΔKth,cens,ASTM values, where the
mean and minimum extrapolation error were 0.20 MPa·m1/2 and 0.17 MPa·m1/2, regarding
the fit over all data points and 0.23 MPa·m1/2 and 0.18 MPa·m1/2 for the fit over the first
n points, respectively, compared to 0.03 MPa·m1/2 and 0.01 MPa·m1/2 for the polynomial
with P3 = 4. Hence, in case extrapolation is inevitable, the polynomial with P3 = 4 brings
a notable improvement over the linear fits, suggested by the standards. With regard to
both standards, neither a statement on the minimum required crack propagation rate for a
valid evaluation of the FCG threshold nor any comments on the legitimacy of a potentially
necessary data extrapolation is given.
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Table 7. Comparison of extrapolation errors obtained with various fit methods. The data refer
to K-decreasing tests at R = 0.8 and Kmax tests conducted on S690QL in lab air. The evaluation
comprised ten tests for ASTM threshold and thirteen specimens for ISO threshold. All values are
given in MPa·m1/2.

ΔKth,ASTM − ΔKth,cens,ASTM ΔKth,ISO − ΔKth,cens,ISO

Method mean( · ) min( · ) mean( · ) min( · )
Linear, all data points (Equation (1)) 0.20 0.17 0.07 0.02
Linear, first n data points (Equation (1)) 0.23 0.18 0.07 0.02
Polynomial, neg. exp. (Equation (5)) 0.04 −0.02 0.03 −0.05
Polynomial, neg. exp. P3 = 4 (Equation (6)) 0.03 0.01 0.03 0.00
Polynomial, neg. exp. P3 = 5 (Equation (7)) 0.01 −0.02 0.02 −0.02

3.1.5. Application to the Full Dataset

Based on the conclusions drawn in Section 3.1.4, where a robust conservative extrap-
olation could be obtained for the linear fits as well as for the polynomial with negative
exponent fixed to P3 = 4, the full dataset, including all datasets that may be extrapolated,
has been reevaluated. Because an augmented fit interval may lead to non-conservative
results in case of linear fits, the intervals suggested in the standards have been used
(see Section 1.1). In contrast, a beneficial effect of an augmented interval has been observed
when using Equation (6), see Section 3.1.3. Hence, an augmented interval for calculat-
ing ΔKth,ASTM has been used in this case. Consequently, the fitting intervals have been
defined as da/dN = 5 × 10−8 mm/cycle ≤ da/dN ≤ 10−6 mm/cycle for ASTM and
da/dN = 10−8 mm/cycle ≤ da/dN ≤ 10−7 mm/cycle for ISO. The results are presented
in Table 8. The linear fit over the full interval resulted in the highest conservativeness in
combination with a small standard deviation. Using only the first n points of the interval
to generate the linear fit reduced the conservativeness with the drawback of increasing the
standard deviation, especially for ASTM. By using an appropriate nonlinear function like
Equation (6), the conservativeness as well as the standard deviation can be reduced.

Table 8. Comparison of threshold values obtained at R ≈ 0.8 with various fit methods using all
29 specimen data sets for ΔKth,ASTM and ΔKth,ISO; results for S690QL in lab air.

Method ΔKth,ASTM in MPa·m1/2 ΔKth,ISO in MPa·m1/2

Linear, all data points (Equation (1)) 2.67 ± 0.06 2.22 ± 0.04
Linear, first n data points (Equation (1)) 2.73 ± 0.08 2.24 ± 0.05
Polynomial, neg. exp. P3 = 4 (Equation (6)) 2.76 ± 0.05 2.28 ± 0.04

In order to assess the methods capabilities when dealing with an augmented scatter
in ΔK, artificial scatter, as described in Section 3.1.2, is added to each specimen data set.
The results are given in Table 9. Like already observed in Figure 7, the two-parameter
polynomial Equation (6) is almost insensitive to scatter in test data, whereas both linear fits
partially suffer from pronounced susceptibility to scattered data.

Table 9. Comparison of threshold values determined from artificial scattered test data, obtained at
R ≈ 0.8 with various fit methods using all 29 specimen data sets for ΔKth,ASTM and ΔKth,ISO; results
for S690QL in lab air.

Method ΔKth,ASTM in MPa·m1/2 ΔKth,ISO in MPa·m1/2

Linear, all data points (Equation (1)) 2.65 ± 0.06 2.16 ± 0.08
Linear, first n data points (Equation (1)) 2.68 ± 0.07 2.23 ± 0.05
Polynomial, neg. exp. P3 = 4 (Equation (6)) 2.76 ± 0.07 2.27 ± 0.04
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3.2. Definition of the Fitting Function and Interval for the Determination of Thresholds Obtained at
R ≈ 0.8

Based on the results presented in Section 3.1, we suggested to use Equation (6) for fit-
ting the test data obtained at R ≈ 0.8. This polynomial exhibits only a minimal dependency
on scatter in test data and returns robust results that simultaneously show only a small,
but persistent conservativeness. Furthermore, data extrapolation has been shown to be
valid if the lowest available crack propagation rate fulfills da/dNmin ≤ 3 · da/dNth.

Since an augmented fit interval shows an additional reduction in standard devia-
tion, we suggested to use an augmented interval of 5 × 10−8 mm/cycle ≤ da/dN ≤
10−6 mm/cycle compared to the one proposed in the ASTM standard (10−7 mm/cycle ≤
da/dN ≤ 10−6 mm/cycle). Regarding the ISO operational definition, we recommended
to use the suggested interval of 10−8 mm/cycle ≤ da/dN ≤ 10−7 mm/cycle, since crack
propagation rates much lower than 10−8 mm/cycle are time consuming using conventional
FCG testing.

Using the herein proposed method for evaluating ΔKth, the artificial conservativeness
can be reduced and the fits’ robustness improved compared to the linear functions, as
shown in the previous paragraphs. Since the evaluation following the proposed method
involves a very low effort compared to the conducted experiments, the application thereof
is generally preferable over the linear fits.

3.3. Evaluation of the Fatigue Crack Propagation Threshold at R = −1

In contrast to tests carried out at R = 0.8, specimens tested at lower load ratios like
R = −1 may exhibit a distinct influence of extrinsic effects such as crack closure. This can
be observed in the example reported in Figure 10: due to the progressive development of
crack closure during the load shedding test, the crack propagation rate decreases rapidly
in the near-threshold regime, leading to a steep crack propagation curve towards the
threshold. This has major consequences on the evaluation of the fatigue crack propagation
threshold due to the fact that much fewer experimental points are available in the selected
fitting intervals.

The linear fit over all points within the interval (Figure 10a) is not capable of handling
the pronounced curvature. Hence, ΔKth,ASTM is calculated overly conservatively. This holds
true also for the polynomial with P3 = 4, Equation (6) (Figure 10c). In contrast, the linear fit
using the first n points (Figure 10b) shows a fairly good threshold approximation. The best
results are obtained using the three-parameter polynomial Equation (5) (Figure 10d), which
adapts to the curvature displayed by the data fairly well and results in the least (but still)
conservative ΔKth,ASTM value.
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Figure 10. Cont.
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Figure 10. FCG data showing a distinct effect of fatigue crack closure leading to crack arrest. The tests
have been conducted following a compression precracking load reduction procedure at R = −1
in lab air. Different fitting strategies have been used: (a) the linear fit using all data in the interval
10−7 mm/cycle ≤ da/dN ≤ 10−6 mm/cycle provided an overly conservative ΔKth,ASTM value;
(b) the linear fit using the first n = 5 data points (out of 29 within the interval) showed a fairly
good ΔKth,ASTM approximation; (c) Equation (6), using a fixed exponent P3 = 4, was not capable of
reproducing the curvature and therefore gave a very conservative result; (d) a very good result could
be achieved using the three-parameter variant of the polynomial (P3 ≈ 24.1).

3.3.1. Handling of Data Affected by Extrinsic Mechanisms

Extrinsic mechanisms affect the cyclic deformation in the crack wake and therefore
influence the crack growth rate [22]. The results about tests carried out at R = 0.1 and
R = −1 showed a kink of the crack propagation curve in the near-threshold regime. For an
in detail discussion on these findings, see [21]. The results depicted in Figure 11 about
two specimens tested in lab air, using a conventional K-decreasing procedure at R = −1,
pose the question of how to analyze the data to evaluate the fatigue crack propagation
threshold. In fact, both specimens show a distinct kink in the FCG data at about da/dN ≈
10−7 mm/cycle. In such cases, the calculation of a threshold stress intensity factor range
is—regardless of the standard used—questionable, since no asymptotic behavior of the
da/dN-ΔK curve towards ΔKth is observable (see Section 1).
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Figure 11. FCG data showing a kink at about the ASTM threshold (da/dNth,ASTM = 10−7 mm/cycle):
(a) kinking starts below da/dN = 10−7 mm/cycle; (b) kinking starts slightly above 10−7 mm/cycle.
The data refer to conventional K-decreasing at R = −1 in lab air. Both tests have been interrupted,
since neither crack arrest has been observed nor da/dNth,ISO has been reached.

No general rule is applicable to the evaluation of the fatigue crack propagation thresholds,
but each dataset shall be analysed separately. For instance, Figure 11a shows that the determi-
nation of ΔKth,ASTM would have been possible, since the kink started below da/dNth,ASTM =
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10−7 mm/cycle. If the aim of this K-decreasing test would have been to determine ΔKth,ASTM,
one might have stopped the test after reaching da/dN < da/dNth,ASTM = 10−7 mm/cycle
for the first time. Hence, one would have never observed the effect of corrosion on FCG data
starting just below ΔK ≈ 12 MPa·m1/2. Nevertheless, as the crack propagation data did not
display a pronounced threshold behavior, a value for ΔKth,ASTM should not be provided. This
holds true also for the dataset depicted in Figure 11b, in which corrosion effects started above
da/dNth,ASTM = 10−7 mm/cycle. In these cases, we recommend providing the last da/dN–ΔK
reading recorded within the test as a pure indication of the lowest stress intensity factor range
obtained in the load reduction test, which, nevertheless, must not be taken as a fatigue crack
propagation threshold. Hence, an automated evaluation of FCG data should only be performed
after checking the crack propagation data in the near-threshold regime.

3.3.2. Influence of a Lower Data Density

The majority of test results presented herein show very low noise in conjunction
with a fairly high data density. Both properties depend on the quality of raw data and
the methodology used to calculate da/dN and ΔK. In Figure 12, the test data presented
in Figure 10 are reduced by a factor of two by skipping every second data point. Since
still 14 data points distributed over the whole interval of 10−6 mm/cycle ≤ da/dN ≤
10−7 mm/cycle are left, this data set clearly fulfills the requirement of providing at least
five points, defined in [4].
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Figure 12. Test data presented in Figure 10 reduced by 50% to assess the influence of a lower data
density next to da/dNth,ASTM. (a) the linear fit using the best first n data points gives an overly
conservative ΔKth,ASTM value; (b) using the three-parameter polynomial Equation (5) shows a very
good agreement with test data.

Here, the advantages of an appropriate nonlinear fit functions apply. The linear
fit using the first n points shows a pronounced underestimation of the threshold stress
intensity range, whereas the three-parameter polynomial’s sensitivity to the number of
data points is very limited.

3.3.3. Validation of the Proposed Method

After examining all the possible issues which might influence the robust determination
of the fatigue crack propagation threshold, the methods have been validated against
various datasets.

Conventional K-Decreasing at R = −1 in Lab Air

The first datasets investigated stemmed from a total of eight SENB specimens made of
S690QL, whereof three showed a kink (see Figure 11) and therefore have not been consid-
ered in the analysis. These tests have been conducted using the K-decreasing procedure
included in the standards [4,6] at constant load ratio R = −1 in lab air. All five remaining
datasets contained data points below da/dN = 1.1 × 10−7 mm/cycle and therefore have
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been considered valid for ASTM operational threshold evaluation, while two of them were
also valid regarding the ISO definition. The evaluated fatigue crack propagation thresholds,
including the corresponding standard deviations, are presented in Table 10. Note that,
in case of ISO, no standard deviation has been calculated due to insufficient data available.

Table 10. Comparison of threshold values obtained with various fit methods in case of K-decreasing
tests conducted on S690QL at R = −1 in lab air.

Method ΔKth,ASTM in MPa·m1/2 ΔKth,ISO in MPa·m1/2

Linear, all data points (Equation (1)) 13.43 ± 0.91 12.78
Linear, first n data points (Equation (1)) 13.67 ± 0.80 12.89
Polynomial, neg. exp. (Equation (5)) 13.69 ± 0.82 12.92
Polynomial, neg. exp. P3 = 4 (Equation (6)) 13.56 ± 0.85 12.90
Polynomial, neg. exp. P3 = 5 (Equation (7)) 13.57 ± 0.85 12.90

The conservativeness of each method has been analyzed: the two-parameter polyno-
mials Equation (6) and Equation (7), and especially the linear fit over all points, showed
a pronounced underestimation of ΔKth,ASTM in conjunction with a higher standard devia-
tion compared to the linear fit over the first n points or the three-parameter polynomial
Equation (5). The observations with regard to artificial conservativeness also apply to the
results for ΔKth,ISO. Comparing the latter two methods, both show comparable results,
both regarding the mean ΔKth value and the standard deviation.

Compression Precracking Load Reduction at R = −1 in Lab Air

The datasets investigated stemmed from a total of ten SENB specimens made of
S690QL. All specimens showed a distinct threshold behavior and therefore all have been
considered in the analysis. These tests have been conducted using compression precracking
followed by a load reduction procedure at constant R = −1 in lab air. All ten datasets
contained data points below da/dN = 1.1 × 10−7 mm/cycle and therefore have been con-
sidered valid for ASTM operational threshold evaluation, whereas none of them contained
points in order to calculate a threshold value according to ISO. The threshold stress intensity
factor ranges with corresponding standard deviations are presented in Table 11.

Table 11. Comparison of threshold values obtained with various fit methods in case of compression
precracking load reduction tests carried out at R = −1 in lab air.

Method ΔKth,ASTM in MPa·m1/2

Linear, all data points (Equation (1)) 9.88 ± 0.99
Linear, first n data points (Equation (1)) 10.52 ± 0.89
Polynomial, neg. exp. (Equation (5)) 10.54 ± 0.91
Polynomial, neg. exp. P3 = 4 (Equation (6)) 10.20 ± 0.94
Polynomial, neg. exp. P3 = 5 (Equation (7)) 10.22 ± 0.93

The same conclusions as in the previous paragraph can be drawn: the linear fit over
the first n points and the three-parameter polynomial Equation (5) provided the best results.

3.4. Definition of the Fitting Function and Interval for Tests Conducted at R � 0.8

Data obtained at load ratios momentously lower than R = 0.8 might be affected by
phenomena like crack-closure or corrosion, which make the determination of the fatigue
crack propagation threshold difficult. When a steep gradient or a kink in the near-threshold
data are observed, no general or automatic extrapolation of these test datasets without
further investigation is advisable. Furthermore, the augmentation of fit intervals to crack
propagation rates smaller than da/dNth may lead to non-conservative results and therefore
it is not recommended.

If a valid threshold behavior is observed, the evaluation using the three-parameter polyno-
mial Equation (5) provided constantly conservative, but not overly conservative, results that
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are neither sensitive to the data density nor to scatter. Therefore, we recommend this function
over the linear fit over the first n points, which indeed performed well on regular shaped
datasets. The fitting intervals shall follow the recommendations provided in the standards
(10−7 mm/cycle ≤ da/dN ≤ 10−6 mm/cycle for ASTM and 10−8 mm/cycle ≤ da/dN ≤
10−7 mm/cycle for ISO). In case no definite threshold is reached, i.e., no crack arrest is observed
(due for instance to anti-shielding effects, see Figure 11a), ΔKth cannot be determined. Therefore,
we recommended providing the last da/dN- ΔK data pair for pure orientation, which shall not
be intended as substitute for ΔKth.

3.5. Application of the Fitting Methods to the IBESS Dataset

The proposed method has been validated further against the data from the IBESS
project [23,24].Within the IBESS project, fatigue crack propagation tests have been per-
formed on two different structural steels, S355NL and S960QL, using both standard K-
decreasing procedures and CPLR tests at constant load ratios varying between R = −1 and
R = 0.7. The number of specimens tested at each stress ratio was limited; therefore, the
present validation considered just those tests for which a meaningful data analysis could
be performed. In particular, three tests at R = 0 for the S355NL and three tests at R = 0.5
for the S960QL have been considered. Furthermore, according to the recommendations on
the fitting intervals given in this work, the data have been further narrowed. In case of
the S355NL, all three datasets have been considered valid with respect to the ASTM fitting
interval, whereas just two among them could be used for the determination of the fatigue
crack propagation threshold according to ISO. For the S960QL, only two tests for ASTM and
one for ISO have been included in the analysis. The results displayed in Tables 12 and 13
confirm the conclusions drawn for the S690QL: the linear fit using the first n points and
the polynomial with three parameters reduce the conservativeness in the evaluation of
the fatigue crack propagation thresholds. The method proposed in the standards always
provides the most conservative results. Furthermore, for the datasets with enough valid
data in the fitting interval (ΔKth,ASTM), the polynomial with three parameters provided the
smallest standard deviation.

Table 12. Comparison of the threshold values for the S355NL tested at R = 0 obtained with various
fitting methods—a total of three sets are eligible for ΔKth,ASTM evaluation and two for ΔKth,ISO.

Method ΔKth,ASTM in MPa·m1/2 ΔKth,ISO in MPa·m1/2

Linear, all data points (Equation (1)) 5.96 ± 0.40 5.75
Linear, first n data points (Equation (1)) 6.02 ± 0.38 5.86
Polynomial, neg. exp. (Equation (5)) 6.08 ± 0.33 5.88

Table 13. Comparison of the threshold values for the S960QL tested at R = 0.5 obtained with various
fitting methods—a total of two sets eligible for ΔKth,ASTM evaluation and one for ΔKth,ISO.

Method ΔKth,ASTM in MPa·m1/2 ΔKth,ISO in MPa·m1/2

Linear, all data points (Equation (1)) 3.30 3.04
Linear, first n data points (Equation (1)) 3.31 3.10
Polynomial, neg. exp. (Equation (5)) 3.31 3.08

4. Conclusions

The present paper compared several methods for the evaluation of the fatigue crack
propagation thresholds. New fitting strategies have been introduced and calibrated on a
large dataset of crack growth data for the S690QL. The goodness of the fitting methods has
been validated further against a dataset for S355NL and S960QL.

The following conclusions can be drawn:

• The ASTM E647 and ISO 12108 standards suggest to fit log ΔK over log da/dN data
using a linear fit, but leave plenty of room for interpretation with respect to the choice
of the points in the fitting interval;
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• When using all data points within the suggested fitting intervals, the most conservative
values of ΔKth are obtained. However, the fit is not very subjected to scattered data;

• To use only the first n data points starting from the threshold crack propagation rate
in order to ensure the best linear fit reduces the conservativeness at the cost of a more
pronounced susceptibility to scatter and lower density of the data;

• The proposed fitting polynomials provided an improvement with respect to the
goodness of the fit and susceptibility to scatter;

• An extrapolation of data was possible within given bounds for the structural steel
S690QL, tested in lab air at room temperature at R ≈ 0.8. Further tests comprising
changes in materials, temperatures and the test environment should be conducted to
assess the validity ranges;

• Tests subjected to crack closure phenomenon cannot be assessed in a fully automatic
manner and require a manual dataset evaluation.
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Symbols and Abbreviations

The following symbols and abbreviations are used in this manuscript:

ΔF applied force range
ΔK applied stress intensity factor range
ΔKLR K-decreasing FCG test procedure at constant load ratio
ΔKth fatigue crack propagation threshold
ΔKth,ASTM ΔKth referring to the ASTM operational definition
ΔKth,ISO ΔKth referring to the ISO operational definition
ΔKth,cens ΔKth obtained for the censoring of the data set
μ mean value of the distribution
σu ultimate tensile strength
σy upper yield strength
a crack size
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A elongation at break
da/dN fatigue crack propagation rate
da/dNth da/dN referring to an operational threshold definition
da/dNth,ASTM ASTM operational threshold definition of da/dNth
da/dNth,ISO ISO operational threshold definition of da/dNth
e Weibull threshold parameter
E Young’s modulus
I degree of the polynomial
k Weibull shape parameter
Kb Weibull instability parameter
Kmax maximum stress intensity factor in a loading cycle
KV2 impact energy
n number of data points
N number of loading cycles
Pi fitting parameters, i ∈ N

R stress ratio
Rmax maximum stress ratio within Kmax-FCG test
v Weibull characteristic value
ASTM American Society for Testing and Materials
BAM Bundesanstalt für Materialforschung und -prüfung
CPLR compression precracking load reduction
FCG fatigue crack growth
ISO International Organization for Standardization
MPA-IfW Materialprüfungsanstalt Darmstadt, Institut für Werkstoffkunde
ODR orthogonal distance regression
SD standard deviation
SENB single edge notch bending
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Abstract: The following paper presents the results of tests on samples made of P91 steel under
the conditions of simultaneously occurring fatigue and creep at a temperature of 600 ◦C. The load
program consisted of symmetrical fatigue cycles with tensile dwell times to introduce creep. Static
load (creep) was carried out by stopping the alternating load at the maximum value of the alternating
stress. The tests were carried out for two load dwell times, 5 s and 30 s. A comparative analysis of
the test results of fatigue load with a dwell time on each cycle confirmed that creep accompanying
the variable load causes a significant reduction in sample durability. It was shown in the paper that
regarding the creep influence in the linear fatigue damage summation approach, it is possible to
improve the compliance of the fatigue life predictions with the experimental results.

Keywords: low-cycle fatigue; creep; damage; strain energy

1. Introduction

Analysis of the operational loads of many structural elements indicates that they are
often subject to mechanical loads where the independent quantity is force (e.g., pressure)
and the dependent quantity is the deformation of the element. This applies, inter alia,
to facilities operating at elevated temperatures. This type of load may be additionally
accompanied by material creep, which changes the nature of the load and the durability
of the designed elements. Creep is much more pronounced at high temperatures, for
example, in pipelines that contain a pressurized hot medium or gas turbine components
that are statically loaded but operate at high and variable temperatures. In such cases, when
predicting the fatigue life of a technical object, only the fatigue characteristics are taken into
account, obtained for example, under the conditions of controlled deformation (εac = const)
or stresses (σa = const), while in real applications, the conditions are different, which may
lead to divergent results obtained from calculations and tests. In papers [1–4], the results of
low-cycle fatigue tests are presented for samples made from the same material, obtained in
the conditions of σa = const and εac = const. Based on the comparative analysis of the fatigue
diagrams in the 2Nf − εac coordinate system, it was found that at the same deformation
levels, the fatigue life under the conditions σa = const is lower than that obtained in the
conditions of controlled deformation (εac = const). The deformation asymmetry during
the half-cycles of tension and compression, which caused the cyclic creep of the material,
was given as the reason for the reduction in durability under the conditions σa = const.
Creep-fatigue experiments were conducted in [5] under stress-controlled conditions to
understand dwell time’s effects on the durability of a DS superalloy. It was shown that
the most important damage source is creep-fatigue interaction damage which is controlled
by load amplitude, stress ratio, and dwell time per cycle. In paper [6], multiaxial creep-
fatigue life and its variations with the increasing holding time under different loading
programs were investigated for 304 stainless steel. The introductions of holding periods
under creep-fatigue loadings resulted in lifetime reductions as compared with pure fatigue
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loadings. The problem of creep-fatigue interaction for various engineering materials was
also recently investigated in [7–9]. In papers [10,11], tests were carried out to determine
the effect of the sequence of fatigue cycles and static loads in the load program. It was
found that the sequence of both loads in the load program affects the durability. Variable
loads preceding static loads result in obtaining higher durability than the variant in which
the static load precedes the variable loads. In light of the obtained results, it was found
that creep damage and fatigue damage are not independent. These results confirm the
observations included, inter alia, in [12], where the authors found that short cracks appear
during the variable load, and their density is larger if the material is initially subjected to
a static load. In paper [10], experimental verification of the linear hypothesis of damage
summation [13] was also carried out. Since the linear summation hypothesis is insensitive
to the sequence of events in the load program, it may provide erroneous results of the
durability assessments in comparison to the experimental data.

The problem of fatigue life predictions under the conditions of simultaneous occur-
rence of the variable and the static load was analyzed with the use of various fatigue
descriptions, i.e., deformation, stress, or energy approach. In the works [11,14–20], the
problem of material fatigue was attempted to be explained with the use of energy descrip-
tion. The results indicate significant advantages of the energy approach, even if a relatively
simple combination of the static and variable load effects was applied. The main advantage
of the energy description is the ability to accumulate damage using plastic strain energy as
a criterion parameter.

In papers [21–23], the authors investigated the influence of creep on fatigue life and
verified currently used calculation models. Several modifications of the classic Palmgren-
Miner’s linear fatigue damage summation hypothesis [13] were proposed. The authors
concluded that disregarding creep damage in the calculations may lead to a significant
differentiation in comparison with the test results. The creep duration influences the results
diversion from the experiment.

The present work is a continuation of research on the improvement of constitutive
modeling of low cycle fatigue (cf. [1,4,11]), as well as on the explanation of the phenomena
accompanying the load program containing constant and variable loads.

2. Materials and Methods

Experimental Testing

Samples for fatigue tests were prepared from P91 steel (Rm = 716 MPa, Re = 564 MPa,
A5 = 35% at room temperature). The chemical composition of P91 steel is shown in Table 1.

Table 1. Chemical composition of P91 steel.

C Si Mn P S Cr Mo Ni
0.197 0.442 0.489 0.017 0.005 8.82 0.971 0.307

Al Co Cu Nb Ti V W
0.012 0.017 0.036 0.074 0.004 0.201 0.02

The samples were cut out from a thick-walled pipe for power industry applications,
with an external diameter of 200 mm and a wall thickness of 20 mm. The samples were
shaped under the guidelines specified in the standard [24]. The dimensions of the sample
are shown in Figure 1.
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(a) (b) 

Figure 1. (a) Test sample dimensions (in [mm]); (b) test sample view.

The load program of experimental tests included: static tensile tests, creep tests, low-
cycle fatigue tests, and tests in which the samples were subjected to fatigue with a dwell
time in each cycle. The load programs and their symbols are shown in Figure 2.

 
 

(a) (b) 

 
(c) 

 = 219 MPa, = 225 MPa, = 249 MPa,  = 258 MPa 
= 0 s, = 5 s, = 30 s 

(d) 

Figure 2. Load programs: (a) static load, (b) fatigue load, (c) static load + fatigue load, (d) load parameters.

Experimental tests (static and fatigue tests) were carried out at a temperature of
T = 600 ◦C on an Instron 8502 testing machine, equipped with a heating chamber with a
maximum temperature range of 1000 ◦C (Figure 3). The temperature of the sample was
monitored with a thermocouple attached to the sample. The sample deformation was
measured with an extensometer with a measurement base of 12.5 mm. Fatigue tests in the
conditions σa = const were carried out on four stress levels (see Figure 2d), determined
based on the analysis of static tension diagrams (Figure 4b). The load frequency was
0.2 Hz. During the tests, the instantaneous values of the force loading the sample and its
deformation were recorded. Two fatigue tests were performed at each load level.
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(a) (b) 

Figure 3. Test stand: (a) heating chamber; (b) sample in grips. 1—sample, 2—thermocouple, 3—upper
grip, 4—extensometer, 5—lower grip, 6—heating chamber, 7—machine frame.

 
(a) (b) 

Figure 4. Monotonic stress–strain curves: (a) for different test temperatures, (b) stress amplitude
levels chosen for creep-fatigue tests (T = 600 ◦C).

3. Results

3.1. Static Tension Test

Figure 4a present a stress–strain curve obtained at temperature T = 600 ◦C. To illustrate
the influence of temperature on strength properties, the figure additionally includes the
tensile curves of P91 steel obtained at two other temperatures, 20 ◦C and 400 ◦C. The stress
in the tested sample was calculated as the ratio of the instantaneous force loading the
sample and the initial cross-sectional area of the sample (nominal stress). Figure 4b include
a fragment of the tensile diagram obtained at the temperature T = 600 ◦C, with the stress
amplitude levels for the creep-fatigue tests indicated in it, see Figure 2d.

The tensile diagrams (Figure 4) were subjected to a detailed analysis aimed at deter-
mining the basic strength parameters (see Table 2).

Table 2. Strength parameters of P91 steel at different temperatures.

T, ◦C Rp0.2, MPa Rm, MPa Z, % A12.5, % E, MPa

20 564 716 62 35 209,850
400 463 571 69 44 183,220
600 317 353 72 56 132,890

The comparative analysis of the data in Table 2 confirm the common literature reports
on the influence of temperature on the basic strength parameters of P91 steel [25–28]. Based
on the analysis of the tensile diagrams (Figure 4) and the values of the strength parameters
listed in Table 2, it can be concluded that the increase in temperature leads to a reduction
in the yield point (Rp0.2). A similar relationship is observed in the case of the tensile
strength (Rm) and Young’s modulus (E), for which a decrease in this parameter is also
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visible. The decrease in strength properties with temperature is accompanied by an increase
in elongation (A12.5) and constriction (Z).

3.2. Fatigue Tests

The analysis of the fatigue test results was carried out using the hysteresis loop param-
eters (σa, εap, εac), which are necessary for the analytical description of the cyclic properties
of steel following the standard [24]. Changes in the hysteresis loop parameters in function
of the number of a load cycle were observed during all the fatigue tests. As expected,
cyclic creep of the sample material was observed under the conditions of controlled stress
(σa = const). The phenomenon consisted of the shift of the hysteresis loop along the strain
axis, increasing the maximum strain on a cycle εmax. Figure 5 show exemplary hysteresis
loops at two stress levels (σa = 225 MPa, σa = 249 MPa). The presented loops refer to a load
program in which creep time τ = 0 (see Figure 2).

σ

ε

Δεap

N N N N

N

εmax

 

σ

ε

Δεap

εmax 

N N N NN

(a) (b) 

Figure 5. Hysteresis loops recorded in fatigue tests (τ = 0, T = 600 ◦C): (a) σa = 225 MPa, (b) σa = 249 MPa.

Based on the hysteresis loops analysis, it can be concluded that the amount of max-
imum strain on a cycle (εmax) during the fatigue test is influenced by the stress level σa.
As expected, this influence is the smallest at the lowest stress levels and increases with
increasing stress. It can also be seen that the strain increments are characterized by different
rates, low at the beginning of the test and increasing with the number of a load cycle
(Figure 6a).
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Figure 6. Evolution of: (a) maximum strain on cycle; (b) plastic strain on cycle Δεap.
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Based on the analysis of the loops shown in Figure 5, it can be concluded that with the
increase in the number of the load cycle, the range of plastic deformation Δεap also increases
at a growing rate. The amount of plastic deformation in a cycle, Δεap, is also influenced by
the stress level σa. To illustrate this influence, Figure 6b summarize the changes of Δεap in
function of a load cycle number n related to the fatigue life N.

The observed increase in the range of plastic deformation proves a clear cyclic softening
of the P91 steel at the temperature of 600 ◦C. To quantify the softening, a coefficient δΔε was
introduced (see Figure 6b), defined by the following relationship:

δΔε = Δεap(N) − Δεap(1) (1)

where Δεap(1) is the range of plastic deformation in the first cycle, while Δεap(N) is the range
in the last cycle. It can be seen in Figure 6b that with the increase in stress amplitude, the
value of the coefficient δΔε also increases (δΔε4 > δΔε3 > δΔε2 > δΔε1).

3.3. Creep Tests

During the creep tests, similarly to the fatigue tests, the instantaneous values of the
sample elongation as a function of the creep test time were recorded. As expected, the
results of the creep tests are influenced by the constant stress level σ. Figure 7 present
the sample elongation vs. time recorded during the creep tests at four stress levels (cf.
also [11]).

4 3 2 1

Ι 
ΙΙ ΙΙΙ 

1 − σ1

3 − σ3

2 − σ2

4 − σ4

Figure 7. Sample elongation in creep test.

All creep-to-fracture curves exhibit three stages with different elongation rates of the
specimen over time. These stages were indicated on the creep curve obtained for the lowest
stress (σ1 = 219 MPa), stage I with a variable elongation rate, stage II with a constant rate,
and stage III also with a variable creep rate. The stress level σ affects both the length of
these stages as well as the creep rate in the individual stages.

3.4. Fatigue-Creep Tests

As expected, during the programs containing both variable and static loads (τ > 0,
see Figure 2c), cyclic creep of the material was observed. It manifested in the hori-
zontal shift of the hysteresis loops and the increase in the maximum strain on a cycle
εmax. Figures 8 and 9 present chosen hysteresis loop positions at two stress levels,
σa = 219 MPa and σa = 258 MPa.
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Figure 8. Hysteresis loops in creep-fatigue conditions for σa = 219 MPa, and (a) τ = 5 s, (b) τ = 30 s.
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Figure 9. Hysteresis loops in creep-fatigue conditions for σa = 258 MPa, and (a) τ = 5 s, (b) τ = 30 s.

It can be seen from Figures 8 and 9 that the creep time affects both the maximum strain
εmax and the range of plastic deformation in a cycle. Figure 10 shows the maximum strains
at two stress levels and three values of the dwell time τ.
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Figure 10. Maximum strain on cycle εmax vs. number of cycles for different dwell times τ and
different stress amplitudes: (a) σa = 219 MPa, (b) σa = 258 MPa.

On the basis of the above results (Figures 8 and 9), it can be concluded that creep occurring
during the variable load (τ > 0) causes a significant increase in the maximum strain εmax.
With the increase in a dwell time, the elongation of the sample in the fatigue test increases
significantly. The analysis of the position of successive hysteresis loops (Figures 8 and 9) in the
function of the number of a cycle allows concluding that under the conditions of combined
variable and constant load, P91 steel does not exhibit a stabilization of its cyclic properties.
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Regardless of the level of alternating stress amplitude σa, and the duration τ of the permanent
load, the steel always exhibits significant cyclic softening. This is illustrated in Figure 11
by the increase in plastic strain Δεap as a function of the number of a load cycle for various
test conditions. In order to compare changes in plastic strains for different dwell times τ,
Figure 11b,d present results in the function of relative durability n/N.
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Figure 11. Changes in plastic strain on cycle Δεap for different stress amplitude levels: (a,b) σa = 219 MPa;
(c,d) σa = 258 MPa.

Based on the analysis of changes in the plastic strain range Δεap, it can be concluded
that the magnitude of changes in this parameter is influenced, among others, by the dwell
time τ. At the same amplitude stress levels, under the conditions of combined fatigue
and creep loads, plastic strains Δεap are larger than under the conditions of pure fatigue
σa = const (δε2 > δε1, see also Figure 6b).

During the experimental tests, a very clear effect on the fatigue life of the dwell time
τ was observed. The fatigue life experimental results obtained for various load program
sequences are summarized in Figure 12 in the form of fatigue diagrams. The durability
results at four stress levels were approximated in the semi-logarithmic coordinate system
by a regression equation of the form:

σa = a log N + b (2)

It can be observed that the creep time τ significantly affects the fatigue life. With the
increase of time τ, the fatigue life decreases. The results confirm the research described
in [21–23].
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Figure 12. Durability results (experiment): (a) fatigue curves, (b) summary of durability results.

3.5. Fractographic Observations

After testing, the samples were subjected to fractographic analysis. The fractographic
samples were prepared from the measurement parts of the samples, parallel to the load
direction. Figure 13 show the sample surfaces after selected variants of the load pro-
gram. For comparison, the surface of the P91 steel sample before the test is also included
in Figure 13a.

  
(a) (b) 

  
(c) (d) 

Figure 13. P91 steel microstructure: (a) the initial material, (b) after uniaxial tension test (T = 600 ◦C),
(c) after creep test (T = 600◦C, σ = 258 MPa), (d) after fatigue test (T = 600 ◦C, σa = 258 MPa).

P91 steel (Figure 13a) is characterized by a typical microstructure for the class of steels
containing 8 ÷ 12% Cr; the microstructure of highly tempered martensite with numerous
precipitates of carbides and nitrides is observed. A lamellar microstructure of tempered
martensite with numerous precipitates visible at the boundaries of the former austenite
grains and martensite lamellae are visible. After the tensile test at T = 600 ◦C (Figure 13b),
as expected, a highly deformed microstructure with visible banding is detected—the
direction of a material flow corresponds to the direction of the principal stress. Numerous
precipitations are visible on the deformation bands.

A similar structure as after the tensile test was observed after the creep test (Figure 13c).
The visible structure is also lamellar, with numerous precipitates.
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The structure of the P91 steel after the fatigue test is also characterized by lamellar
microstructure (Figure 13d); however, the grain deformation is less pronounced than in the
creep test or monotonic test. The deformed microstructure shows the process of coagulation
of the precipitates. The main crack propagates transcrystalline, while the secondary cracks
are formed along the grain boundaries of the former austenite.

The results of microscopic analyses confirm the necessity regard creep damage during
the fatigue life calculations. However, the determination of the quantitative impact of
constant and variable load on changes in the microstructure requires further extensive
research program.

3.6. Durability Assessments

Currently, there are several hypotheses for summing the fatigue damage that evolves
under the conditions of simultaneously occurring fatigue and creep loads. These were
discussed, inter alia, in [14]. In the present research, a linear model was used for durability
calculations, which refers directly to the approach proposed in [13]. For the load program
shown in Figure 2, the total damage Dt will be equal to the sum of fatigue damage Df and
creep damage Dc:

Df + Dc = Dt. (3)

The experimental verification of the linear damage summation model under the
conditions of simultaneous creep and fatigue was then carried out. After realizing n cycles
of variable load with additional creep (τi > 0) in each load cycle, the total damage Dt will
be equal to:

∑
n
N

+ ∑
τ

Tc
= Dt (4)

where N is the number of cycles to failure in pure fatigue (σa = const and τ = 0), while Tc
denotes the total lifetime in creep (σ = const). It should be emphasized that the approach
described by Equation (4) is insensitive to the order of occurrence of particular types of load
and ignores changes in the microstructure of the material under various load conditions.
This problem was discussed, inter alia, in papers [10,11].

The results of calculations of damages Df , Dc, and Dt are summarized in Figure 14.
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Figure 14. (a) Damage levels resulting from calculations; (b) interpretation of results.

Based on the comparative analysis of the values of the total damage components Dt
(composed of Df and Dc), it can be concluded that the dominant component is the creep
damage, Dc. The application of the linear model of damage summation under the condi-
tions of simultaneous occurrence of static load (creep) and variable load (fatigue) results in
obtaining total damage larger than unity (Dt > 1) for most of the analyzed load program
sequences. Consequently, the calculated durability is lower than that obtained from the tests.
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This conclusion is confirmed in Figure 15, presenting durability diagrams obtained from
calculations and experimental tests. The figure includes the following graphs:

(1) a calculation-based diagram taking into account only the fatigue properties (fatigue);
(2) a calculation-based diagram regarding fatigue and creep (fatigue + creep);
(3) a diagram obtained based on experimental results (experiment).
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σa=a logN+b 
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σ a

N
(a) (b) 

Figure 15. Durability diagrams (experimental and calculated): (a) τ = 5 s, (b) τ = 30 s.

Analysis of the results presented in Figure 15a,b indicates that regarding creep during
the fatigue life calculations significantly improves the efficiency of the durability assess-
ments. If both the creep and fatigue damage is considered within the classical damage sum-
mation approach (4), the predicted durability calculations are lower but close to the results
of durability obtained from the experimental tests. If only the fatigue damage is considered,
the simulated durability is much larger than the real one observed in the experiment.

4. Conclusions

During fatigue tests on P91 steel samples at the temperature of 600 ◦C under alternating
variable and constant loads, cyclic softening of the material was observed, both for the
programs containing only the pure fatigue load cycles and for the cases when alternating
fatigue and creep took place. The amount of P91 steel softening is influenced by both the
load level and the dwell time (creep). With the increase of the dwell time in the cycles, the
cyclic softening becomes more pronounced.

The increase in the static load time (τi > 0) causes a marked increase in the cyclic creep
observed during classic fatigue tests conducted under the conditions of σa = const (τi = 0),
and in the range of inelastic stain on a cycle Δεap.

The dwell periods occurring during the variable load reduce the fatigue life. The dwell
time value influences the durability.

Fatigue life predictions that do not regard the material damage due to creep may lead
to a significant overestimation of durability. Taking into account the creep damage in the
calculations improves the compliance of the numerical and experimental results.
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10. Mroziński, S.; Lis, Z. Research on the influence of creep on low-cycle fatigue life. Energetyka 2019, 11, 760–762(In Polish).
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Abstract: Fracturing pumpheads are typical pressure vessels that experience frequent fatigue failure
under the effect of notches in their cross-bore. To enhance the fatigue life of fracturing pumpheads,
the study of the notch effect is indispensable and important to establish a reliable mathematical
model to predict their fatigue life. In the present paper, two novel fatigue life prediction models are
proposed for notched specimens. In these models, two new geometric fatigue failure regions are
defined to improve the weight function. Finally, the elaborated novel stress-field intensity approach
was applied to three different types of notched specimens. Experiment results indicate that the new
SFI approach achieves 47.82%, 39.48%, and 31.85% higher prediction accuracy than the traditional
SFI approach, respectively. It was found that the modified SFI approach provided better predictions
than the traditional SFI approach and the TCD method. The II-th novel SFI approach had the highest
accuracy, and the I-th novel SFI approach was more suitable for sharply notched specimens.

Keywords: fatigue life prediction; notched specimen; S-N curves; fatigue fracture region;
stress-field intensity

1. Introduction

In the oil and gas exploration field, with the rapid development of unconventional
oil and gas drilling technology, requirements for fracturing and acidizing technology have
also gradually increased. Therefore, as important components of the equipment, fracturing
pumps require long life and high reliability [1]. However, the average life of pumpheads is
much lower than that of other conventional components, and the manufacturing cost of
pumphead components is surprisingly high, seriously affecting the economic benefits of
shale gas [2,3]. Hence, it is important to accurately estimate the fatigue life of pumpheads
to improve the performance of fracturing pumps.

The nominal stress method [4,5], the critical distance method [6–9], and the effective
stress volume method [10,11] are most commonly used to estimate the high-cycle fatigue
life of notched components. The accuracy of NSM mainly depends on the correction factor
(stress concentration factor loading, stress size coefficient, roughness coefficient) and S-N
curves of materials. However, owing to the complexity in petroleum engineering, empirical
equations are often used to calculate the coefficients of NSM. In addition, it is proven that
NSM is not suitable for predicting the fatigue life of complex structural parts [12].

NSM considers the “hot point stress” as the core parameter of fatigue failure; however,
some advanced volume methods [13–15] indicate that the “volume stress” in a damaged
region should also be considered for fatigue failure. The critical distance method and the
effective stress volume method are two main advanced volume methods. The theory of
critical distance method was first proposed by Taylor and Tanaka [16–21] based on LEFM.
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The average stress of the maximum principal stress field in the critical region near a notch
root (critical region can be a point, line, area, or volume) is regarded as a fatigue damage
parameter for fatigue life estimation. The formulas for different forms of TCD can be found
in [17–20]. The methods are schematically shown in Figure 1, and the formulas of the
methods are as follows:

PointMethod (PM) : σmean = Δσ1

(
r = L0

2 , θ = 0
)

LineMethod (LM) : σmean = 1
2L0

∫ 2L0
0 σ1(r, θ = 0)dr

AreaMethod (AM) : σmean = 2
1.1πL2

0

∫ π/2
−π/2

∫ L0
0 σ1(r, θ)rdrdθ

VolumeMethod (VM) : σmean = 3
2π(1.54L0)

3

∫ 2π
0

∫ π/2
0

∫ 1.54L0
0 σ1(r, θ, ϕ)r2 sin θrdrdθdϕ

(1)

El Haddad equation: L0 =
1
π

(
ΔKth
Δσ−1

)2
(2)

Figure 1. Visualization of the point method, the line method, the area method, and the volume method.

Qylafku [22], Adib [23], and Pluvinage [24] have defined the effective distance as the
length between the minimum point of the stress gradient and a notch root. Therefore, there
is a certain relationship between fatigue damage and the stress gradient. The effective
stress volume method introduces the concept of the effective fatigue failure region, and
the calculation is used to obtain the effective stress by integrating the elastic–plastic fa-
tigue crack-opening stress and the weight function of the effective critical damage region
(schematically shown in Figure 2). The mathematical definition of the effective stress
function (σeff) is expressed by Equation (3):

σeff = 1
Xeff

∫ Xeff
0 σyy(x)× ϕ(x, χ)dx

χ =
∣∣∣ 1

σmax

dσyy(x)
dr

∣∣∣ (3)

where Xeff is the effective distance diameter of the fatigue process zone, σyy(r) is the
fatigue crack-opening stress, ϕ(r, χ) is the relative stress gradient, and Kρ is the notch stress
intensity factor.
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Figure 2. Schematic of elastic–plastic stress distribution along the notch ligament and the relative
stress gradient concept.

In addition, these effective stress volume approaches have been verified in simple
geometric structures; thus, it is unknown whether they are suitable for fatigue life estima-
tion of thick-walled pressure vessels. The mean value of the fatigue failure parameter, l0
(critical distance), for aluminum alloys, cast iron, and steel is equal to 0.113 mm [25,26].
The initiation of fatigue cracks depends on grain size, grain dislocations, grain slips, and
other features of microstructures. Especially, the initiation of fatigue cracks is a grain
movement nucleation process at the mesoscopic scale. To simplify the calculation of the
fatigue process zone, the fatigue failure parameter, l0, can be defined as the field diameter
of the fatigue failure region. In addition, the plastic zone is also assumed as the fatigue
damage failure region. Numerous empirical formulas are developed to calculate the cyclic
plastic zone size [27–33] (Table 1). However, the fatigue plastic yielding zones of specimens
and structures are different. In fracture mechanics, the fatigue damage failure region and
the plastic yield region are defined as the fracture tip plastic zone and the crack initiation
region, respectively [34–38]. To investigate the effects of the cyclic plastic zone on notch tip
stress and fatigue life, Zhu et al. [34,35] proposed a novel approach.

Different studies have proposed different fatigue failure parameters to estimate the
fatigue life of engineering components; however, these approaches are only verified on
notched specimens of regular components. Fracturing pumpheads have a complex circular
cross-bore structure; therefore, it is doubtful whether the fatigue failure region size can be
defined as a fatigue failure parameter to predict the fatigue life of pumpheads.

In the current study, a new fatigue life prediction model was proposed for notched
specimens and a novel cardioid geometric fatigue failure region was defined to improve
the weight function. In addition, existing problems of the original SFI approach were
corrected. The accuracy of the modified SFI approach was verified in fatigue tests on
notched specimens and based on theoretical approaches for improving the fatigue life
of pumpheads.

241



Materials 2022, 15, 4413

Table 1. Empirical formulas for cyclic plastic zone size calculation.

Reference Formula

Nicholls and Martin [27] r′y = a
(

σ2
app

σ2
y−σ2

app

)
Bathias and Pelloux [31] r′y = 0.1

(
ΔK
σy

)2

Pineau and Pelloux [28] r′y = 0.053
(

ΔK
σy

)2

Saxena and Antolovich [29] r′y = α
(

ΔK
σy

)2+s

Park et al. [30] r′y = π
144

(
ΔK
σy

)2

Chapetti et al. [21] r′y = 1
12π

(
ΔK
σy

)2

Edmunds and Willis [33] r′y = 1
24π

(
ΔK
σy

)2

σapp represents the applied stress, and α and s denote correlation and variation coefficients, respectively.

2. Theoretical Analysis

2.1. Brief Review of Stress-Field Intensity Approach and Characteristic Parameters
2.1.1. Traditional Stress-Field Intensity Approach

The fatigue failure of materials occurs due to the propagation of fatigue cracks from
grains. The formation of cracks can be defined as the cumulative damage of multiple grains
in local areas of materials. The SFI model proposed by Yao [39] is displayed in Figure 3,
and the mathematical definition of the stress-field intensity function (σFI) is expressed as:

σFI =
1
V

∫
Ω

f (σij)ϕ(
→
r )dv =

1
V

∫
Ω

σ(r−θ)ϕ(r, θ)dv (4)

where σFI is the stress-field intensity of a notched specimen, Ω is the fatigue failure region,
V is the volume of the fatigue failure region, R is the field diameter, f (σij) is the equivalent
stress function, and ϕ(r, θ) is the weight function, which signifies the contribution of
stresses at point P to the peak stress at

∣∣∣⇀r ∣∣∣.

P
max

r

r-

FI

FI

x

y

z
Figure 3. Basic model of the stress-field intensity approach.

2.1.2. Parameters for Critical Fatigue State

All advanced volume methods generally include a “characteristic region parame-
ter”. Table 2 summarizes some characteristic region parameters proposed in previous
papers [6,9–11,17]. Although these methods were previously successfully verified, they
possess some common problems.
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Table 2. Fatigue damage regions of different approaches.

Approach Authors Fatigue Damage Region Influence Factors

Neuber’s and Peterson’s
empirical formula Neuber and Peterson [40,41] Material constants, a1, a2 a1, a2 depend on fracture strength σb

SED approach Lazzarin and Berto [42] Radius of critical volume (area), R0

R0 depends on the threshold value of fatigue crack
propagation, fatigue limit, Poisson’s ratio, and

notch shape
SFI approach Yao [41] Radius of the fatigue damage field,

⇀
r

⇀
r depends on grain size

Modified SFI approach Qylafku [22] Radius of the fatigue damage field, r r depends on metallic-plastic deformation

TCD and M-TCD Taylor and Susmel [19] Intrinsic crack length, l0
l0 depends on the threshold value of fatigue crack

propagation, fatigue limit, and stress ratio
Advanced volumetric method Adib-Ramezani [10] Effective distance, Xeff Xeff depends on stress distributions at notch roots

(1) The acquisition of critical distance parameters requires the testing of numerous
material constants; however, it takes a long time to experimentally obtain these mate-
rial constants.

(2) The geometry of a fatigue-damaged failure area is generally defined as a common
shape; hence, it is difficult to confirm whether previous advanced volume methods are
suitable for calculating the fatigue damage failure region of complex pressure vessels.

(3) Owing to the size effect, the geometry and size of fatigue damage failure regions
need to be reconsidered.

2.2. Determination of Solutions for New Fatigue Failure Regions
2.2.1. Comparison of Stress Gradient Distributions near Different Notch Roots

Generally, engineering structures have different and complex geometries; thus, it is
difficult to select a fatigue failure region. Therefore, the determination of fatigue failure
regions for notched components with common geometries is a better choice. According to
the research of Susmel and Taylor [19], four different notched specimens were designed
(Figure 4). Generally, FEM was applied to calculate the bisector stress distributions of the
notched specimens, and LEFM and EPFM were used for calculations.

In the paper, finite element analysis was performed on the specimen in Figure 4, with
a fixed constraint on one end and a load on the other end, and the stress distribution in
the elastic state of material at the notch root bisector of each specimen was elaborated
and represented by a bi-logarithmic coordinate system. Furthermore, the corresponding
relative stress gradient was calculated by the volumetric method and the SFI method
(Figure 5). Owing to the notch effect, relative stress gradients near the notch root of
the four specimens had different forms. However, the variation trends of relative stress
gradients for the four specimens were similar. According to the theory of critical distance
method (TCD) [14,15,17], the minimum point of a relative stress gradient was defined
as the characteristic region parameter. Figure 5 displays the elastic stress distributions
and relative stress gradients near the notch root of the four specimens. Some numerical
truncation errors appear based on the discrete feature of numerical calculations. Since
plastic action is not considered, the relative stress gradient trend of linear elastic analysis
can only be used as a reference to judge the trend. In Figure 5a,b, the trend of log(σ0/σyy)
is to be linear in zone II. On the contrary, in Figure 5c,d, the trend of log(σ0/σyy) is to be
linear in zone III. Therefore, elastoplastic analysis is also required to perform a comparative
analysis of the differences between zone II and zone III.
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Figure 4. Geometries of different notched specimens (thickness = 6 mm, units: mm).

  

  

Figure 5. Bi-logarithmic diagrams for stress distributions at the notch bisector of different specimens
at the elastic state of material. (a) big circle hole plate, (b) little circle hole plate, (c) sharp V-notch
plate, (d) U-notch plate.
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Moreover, fatigue process zones resulted from the accumulation of the fatigue damage
region, where micro- or macro-plastic cyclic strains occur. The fatigue failure region radii
of the four specimens were calculated based on stress distributions for the elastic–plastic
state at the notch root bisector and relative stress gradients in a bi-logarithmic coordinate
system. Figure 6 displays the elastic–plastic stress distributions and relative stress gradients
near the notch root of the four specimens. The peak in stress for the elastic state always
appeared at the notch root surface (the origin of the X-axis in the Cartesian coordinate
system). However, the stress peak in the elastic stress appeared at a certain distance from
the notch root. The point of the stress peak and its counterpart distance, Xm, were defined
as zone I, which was a completely plastic region in the bi-logarithmic coordinate system. In
zone II, the peak stress manifested a decreasing trend. The distribution trends of relative
stress gradients in zones II and III were opposite, especially the relative stress gradient,
which dropped gradually in zone II. The point at which the relative stress gradient started
to manifest an increasing trend was considered as the effective distance. In zone III, the
elastic–plastic stress distribution was linear; thus, a gradual plastic to elastic material
transition occurred in this region. In zone IV, the elastic–plastic stress distribution was no
longer linear, and the relative stress gradient expressed a new decreasing trend. The relative
stress gradient was far from the notch root and had a minimum effect on fatigue failure.

Figure 6. Bi-logarithmic diagrams for elastic–plastic stress distributions at the notch bisector of
different specimens. (a) big circle hole plate, (b) little circle hole plate, (c) sharp V-notch plate,
(d) U-notch plate.

2.2.2. Summary of Fatigue Damage Failure Area Shapes for Different Notched Specimens

It is propounded that in addition to the “stress peak point”, the stress field in a specific
region should also be considered during fatigue life analysis [6,7,36,43–46]. TCD, the
volumetric method, and the SFI approach are defined as macro-mechanical methods; thus,
failure criteria of these methods should be combined with the critical damage region. In
this work, the SFI approach was used to predict the fatigue life of fracturing pumpheads.
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The shape and size of the fatigue damage region are key factors for accurate fatigue
life prediction.

Figure 7 displays the stress nephograms for the elastic–plastic stress at the notch
root of the four specimens under a pressure of 251 MPa. The high-stress contours of the
circular plate specimen had a crescent shape, whereas those of the V-notched and U-notched
specimens had a heart shape. Obviously, regions enclosed by these high-stress contour
lines were plastic. Elastic–plastic transition zones near high-stress plastic zones also had
an important influence on fatigue failure. It was found that elastic–plastic stress contour
lines of the four notched specimens manifested roughly similar regions with a heart shape.
Therefore, it is feasible to assume that the shape of the fatigue failure region was cardioid.

Figure 7. Elastic–plastic stress nephograms at the notch root of the four specimens under pressure of
251 MPa. (a) big circle hole plate, (b) little circle hole plate, (c) sharp V-notch plate, (d) U-notch plate.

2.3. Improvement of the Stress-Field Intensity Approach
2.3.1. Traditional Stress-Field Intensity Approach

The traditional SFI approach was modified to effectively predict the fatigue life of
notched components. However, the traditional SFI approach and other critical damage
region approaches have several common problems.

1. Owing to the randomness of grain damage in fatigue damage failure regions and
the influence of stress gradients near notch roots, uniform shapes cannot be used to define
damage regions in notched components.

2. Micro-plastic cyclic strains are one of the main reasons for fatigue failure. However,
macro-mechanical methods do not consider the influence of microcosmic factors. Hence,
material parameters at the microstructural scale are essential factors for fatigue failure.

3. The mechanical resistance of microstructure barriers inhibits the propagation of
short cracks. However, whether grains near the peak stress point at a notch root play a
“contribution” or “hindrance” role in the initiation and propagation of cracks has not been
clearly defined.
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2.3.2. Optimization of the Traditional Stress-Field Intensity Approach

The accuracy of the traditional SFI approach depends on the failure equivalent stress
function, the fatigue failure region, and the weight function. In Section 2.3.1, it is asserted
that the effect of inner grains existing far away from a high-stress region also needs to be
considered for fatigue life prediction. Therefore, the revised formula can be expressed as:

σFI =
1
V

∫
Ω

f (σij)ϕ(
→
r )dv = σmax − ξ(Ω) (5)

where ξ(Ω) is the “auxiliary part”, which can be expressed as:

ξ(Ω) =

∫
Ω
(σmax − σr−θ)ϕ(r, θ)dv∫

Ω
ϕ(r, θ)dv

(6)

The novel method proposed in this work is different from the traditional SFI approach
and does not require an artificial field diameter. It was considered that the continuous
accumulation of damages resulted from the combined effect of the peak stress point and
other points in the damage region. The hypothetical concept of an “invisible boundary
fatigue failure region” is illustrated in Figure 8. In Figure 8a, rpc is the size of the cyclic
plastic zone, and rpm is the size of the monotonic plastic zone.

Figure 8. Schematic diagram of the novel elastic–plastic zone at the crack tip (notch): (a) monotonic
plastic zone and cyclic plastic zone (b) invisible boundary region.

The weight function of the traditional SFI approach is expressed as:

ϕ(r, θ) = 1 − χr(1 + sin θ) = 1 −
∣∣∣∣ 1
σmax

dσr−θ

dr

∣∣∣∣r(1 + sin θ) (7)

The weight function of the traditional SFI approach is a generalized monotonically
decreasing function about

∣∣∣⇀r ∣∣∣. However, it is also reported that as the distance from a
notch root increases, the variation trend of the weight function does not comply with the
original definition [36]. Therefore, it is important to correct the weight function for accurate
fatigue life prediction. It can be inferred from Equation (9) that the weight function is
mainly composed of three parts: relative stress gradient, distance function of the notch root,
and function of angle θ.

In this work, common problems of the weight function of the traditional SFI approach,
similar to those mentioned in Section 2.3.1, are summarized and revised.

(1) The direction angle of the relative stress gradient is not clearly expressed by the
traditional weight function. Hence, the variable of distance

⇀
r for a notch root was revised

to a distance function r(θ).
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(2) Grain size is an essential factor for fatigue life prediction; therefore, it was intro-
duced as a coefficient in the calculation formula of the weight function of the SFI approach.

(3) The weight function defines the contribution of stresses at point P to the peak stress

at
⇀
|r|; however, considering the inhibition effect of the “auxiliary part”, (1 + sin θ) is no

longer applicable. Hence, the function f (θ) of angle θ was proposed to revise the weight
function.

(4) Many researchers [43,47,48] have also proven that the grain size is related to value
of the stress-intensity field; moreover, the grain size means the scale of the grain dimension.
Therefore, the authors consider the grain size of the material to modify the weight function.

Considering the above factors and the function of ξ(Ω) as a separate part, the revised
formula can be expressed as:

ϕ(x, θ) =

[∣∣∣∣ 1
σmax

dσr−θ

dr

∣∣∣∣r(θ) f (θ)
] r(θ)

G
(8)

where G is the grain size and r(θ) is the geometric relationship function of stress contour
distribution in a damaged region.

2.4. Hypothesis of the “Cardioid” Fatigue Damage Failure Region

Finite element analysis results revealed that fatigue failure regions of the notched
specimens had two geometrical shapes. In Figure 7, the highly stressed damage volume
geometry of the plate specimen with holes has a crescent shape, whereas those of the
U-notched and V-notched specimens have a heart shape.

2.4.1. Crescent-Shaped Fatigue Failure Region

The relationship between stress contours and the peak point is geometrically expressed
in Figure 9. To simplify the calculation, the approximate geometric relationships of some
parameters are displayed in Figure 9b, and the corresponding differential equations are
expressed as:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

OA = OA1 = OD = ri
OD = OP + PD = ri = Δr + r
A1P =

√
OA1

2 − OP2 =
√

ri
2 − Δr2 =

√
r2 + 2rΔr

AC =
√

ri
2 − (Δr − r0)

2

AP =
√

ri
2 − (Δr − r0)

2 + r02 =
√

r2 + 2Δr(r + r0)

(9)

To solve these differential equations, the results of r(θ) were considered infinite. There-
fore, in Figure 9b, lines A1P and PD are two special boundary solutions, which can be
expressed as: {

r(π
2 ) =

√
ri

2 − Δr2, r(0) = r
r′(θ)|θ = 0 = 0

(10)

Hence,

r(θ) = (2 sin2 θ

2
)(

√
r2 + 2rΔr − r) + r (11)
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Figure 9. Schematic representation of the notched specimen with holes. (a) Stress contour lines at the
notch root. (b) Relationship between stress contours and the peak point.

2.4.2. Cardioid-Shaped Fatigue Failure Region

According to FEA results, the geometry volume of the fatigue failure region of the
U-notched and V-notched specimens in the elastic–plastic stress had a cardioid shape.
The relationship between stress contours and the peak point was expressed by periodic
distribution (Figure 10).

⎧⎨
⎩

x2 + y2 + ax = a
√

x2 + y2

(r(θ))2 + ar(θ) cos θ = ar(θ)
r(0) = r

(12)

Figure 10. Schematic representation of the U-notched specimen. (a) Cartesian cardioid. (b) Relation-
ship between stress contours and the peak point.
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In addition, according to the concept of the “invisible boundary damage region”, the
field diameter of an invisible boundary does not require an artificial definition. As the
distance increased, the “inhibition” gradient (dΩ/dr) reached zero; thus, the distance was
determined as the field diameter. Therefore, the field diameter of the cardioid fatigue
failure region can be redefined as:

{
2a = r
r(θ) = a(1 − cos θ)

(13)

2.4.3. Simplification of the Advanced SFI Approach

In the traditional SFI approach, the function of angle θ is expressed as (1 + sinθ). In
addition, the contributions of different stress contours to fatigue failure require different
field diameters; however, none of these contributions exceed the corresponding stress
values. Therefore, the function of angle θ can be redefined as:

f (θ) = cos θ (14)

In addition, based on Equations (8), (11)–(14), the field-intensity formula can be
expressed as:

σFI = σmax −

∫
Ω
(σmax − σr−θ)

[∣∣∣ 1
σmax

dσr−θ
dr

∣∣∣r(θ) cos(θ)
] r(θ)

G dv

∫
Ω

[∣∣∣ 1
σmax

dσr−θ
dr

∣∣∣r(θ) cos(θ)
] r(θ)

G dv

(15)

{
I − crescent : r(θ) = (2 sin2 θ

2 )(
√

r2 + 2rΔr − r) + r
I I − cardioid : r(θ) = r

2 (1 − cos θ)
(16)

Considering the symmetry of a notched specimen, the simplified field-intensity calcu-
lation formula can be expressed as:

σFI = σmax −
∫ ∞

0

∫ π
2

0 (σmax − σr)
[∣∣∣ 1

σmax
dσr
dr

∣∣∣r(θ) cos(θ)
] r(θ)

G dθdr

∫ ∞
0

∫ π
2

0

[∣∣∣ 1
σmax

dσr
dr

∣∣∣r(θ) cos(θ)
] r(θ)

G dθdr

(17)

3. Materials and Experiment

3.1. Specimen Geometry

The geometry and dimensions of the smooth solid-bar specimen used for the S-N
curve test are presented in Figure 11a. In addition, three notched specimens of different
elastic SCFs (kt) were designed to verify the reliability of the new approach, and their
geometries and dimensions are presented in Figure 11b–d. All fatigue experiments were
conducted on test equipment (Figure 12).
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Figure 11. Geometries and dimensions of test specimens (in mm) used for S-N curve and notch
specimens tests: (a) smooth specimen, and (b) circumferentially notched solid-bar specimen with
kt = 2, (c) kt = 3, and (d) kt = 5.

Figure 12. Illustration of the specimen clamping mechanical testing system.

3.2. S-N Curve Test Procedure
3.2.1. Static Mechanical Properties of Test Material

According to the GB/T 3075-2008 standard and ISO 6892:1998, the mechanical properties
of the test material (40CrNi2MoVA) were tested prior to the S-N curve experiment (Table 3).

251



Materials 2022, 15, 4413

Table 3. Static mechanical properties of nickel-chromium alloy.

Material Serial Number Young’s Modulus Poisson’s Ratio Yield Stress (sY) Ultimate Tensile Strength (σb)

40Cr Ni2MoV 1 204 GPa 0.3 980 MPa 1060 MPa

40Cr Ni2MoV 2 204 GPa 0.3 980 + 3 MPa 1060 + 3 MPa

40Cr Ni2MoV 3 204 GPa 0.3 980 − 2 MPa 1060 − 3 MPa

3.2.2. Uniaxial Test

Uniaxial fatigue tests were conducted on a PLD-300 electro-hydraulic servo fatigue
testing machine (Figure 12), and an axial tensile sinusoidal waveform load was selected to
control the process. The stress ratio (R = −1) was constant under the varying frequencies
of 10–30 Hz. Specimens’ buckling was reduced to a minimum because the shapes of
measurement distances were represented by hourglass sections and notches that become
the weakest regions. It means fatigue damages have occurred in the mentioned zones, while
avoiding the other ones (Figure 12). According to the value of ultimate tensile strength
(σb), 35 specimens were divided into 7 groups with different stress levels. According to the
GB/T 24176-2009 standard and ISO 12107:2003, the confidence level of the S-N curve of
40CrNi2MoV was obtained as 50%. Nf is the fatigue life recorded for each experiment. S-N
curve fitting was carried out by using the two-parameter method, and the fitting formula
can be expressed as:

σm × N = C (18)

where m and C are fitted values, σ is the test stress, and N is the number of cycles to fracture.
Results of the S-N curve experiment are presented in Table 4, and the fitted S-N curve

is plotted in Figure 13.

Figure 13. Fatigue data and fitted S-N curve for the pumphead material.
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Table 4. Empirical data of different fatigue test groups for the pumphead material.

Material Stress (Smax, MPa) Nf (Life) Median (x)

40CrNi2MoV

Level/count 1 2 3 4 5 ——

756.3 1037 1055 980 957 1123 1030.4

716.5 5037 4958 5968 7853 6842 6131.6

636.9 35,600 25,500 20,360 31,186 32,100 28,949.2

517.5 110,200 175,100 125,900 140,500 152,900 140,920

437.8 403,100 285,600 605,800 367,500 702,600 472,920

398.1 321,580 715,600 456,800 555,200 985,600 606,956

318.4 5,569,800 6,771,100 7,865,200 6.735 × 106

3.3. S-N Curve Test of Notched Specimens

S-N curve tests of three different notched specimens were conducted on a Zwick
HB250 fatigue testing machine Figure 12. Based on the actual working condition of the
pumphead, axial tensile sinusoidal waveform loading with R = −1 was selected to control
the testing machine. The loading conditions and fatigue experimental results of the notched
specimens are presented in Table 5.

Table 5. Cyclic loading parameters and results of fatigue test for 40CrNi2MoV notched specimens.

Specimen No. kt F (kN) Frequency (Hz) Nf (Cycles) Rσ Median Life

1-1 2 20 kN 10.0 62,724 −1

65,2151-2 2 20 kN 10.0 68,563 −1

1-3 2 20 kN 10.0 64,359 −1

2-1 2 19 kN 10.0 122,133 −1

134,0112-2 2 19 kN 10.0 134,572 −1

2-3 2 19 kN 10.0 145,328 −1

3-1 2 17 kN 10.0 363,235 −1

390,4523-2 2 17 kN 10.0 384,527 −1

3-3 2 17 kN 10.0 423,596 −1

4-1 3 10 kN 10.0 6680 −1

69494-2 3 10 kN 10.0 6899 −1

4-3 3 10 kN 10.0 7268 −1

5-1 3 7 kN 10.0 85,362 −1

82,2955-2 3 7 kN 10.0 81,237 −1

5-3 3 7 kN 10.0 80,198 −1

6-1 3 5.5 kN 10.0 638,340 −1

576,6306-2 3 5.5 kN 10.0 534,568 −1

6-3 3 5.5 kN 10.0 556,982 −1

7-1 5 8 kN 10.0 36,024 −1

37,2267-2 5 8 kN 10.0 45,396 −1

7-3 5 8 kN 10.0 30,258 −1
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Table 5. Cont.

Specimen No. kt F (kN) Frequency (Hz) Nf (Cycles) Rσ Median Life

8-1 5 7.5 kN 10.0 104,417 −1

109,1318-2 5 7.5 kN 10.0 109,853 −1

8-3 5 7.5 kN 10.0 110,123 −1

9-1 5 6 kN 10.0 190,823 −1

192,8269-2 5 6 kN 10.0 198,095 −1

9-3 5 6 kN 10.0 189,562 −1

4. Results and Discussion

4.1. Fatigue Life Verification of Notched Specimens

In Section 2, the theoretical SFI approach and the numerical simulation method were
introduced. According to experimental loading conditions, three different stress levels were
set for each notched specimen prior to the elastic–plastic finite element analysis. The static
structural module of ANSYS workbench software was used for numerical calculations. To
ensure the accuracy of FEA results, meshes at the notch root of the specimens were refined.
In Section 2.4, two different geometrical shapes of the fatigue failure region (crescent and
cardioid) were proposed; thus, the improved SFI approach was also divided into two
models (Equations (12) and (13)). Extracting stress distribution data along the symmetry
line (focus path) of the notched specimens, stress distributions and stress-field intensities
were calculated by the novel SFI approach (Figure 14). The stress gradient decreased
rapidly in highly stressed volumes, and the “inhibition” gradient presented a similar trend
(Figure 14a). However, with the increase of the field diameter, the “inhibition” gradient
gradually approached zero and the stress-field intensity gradually changed to a constant
value. The same trend was noticed for the other loading cases, and the corresponding
results are presented in Figure 14b and Table 6.

Figure 14. Analysis of stress fields near the notch by the simplified and improved SFI approach:
(a) loading result for kt = 2 and σn = 20kN, and (b) theoretical calculation results for 9 different cases.
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Table 6. Theoretical results of fatigue life for three notched specimens, calculated by four approaches.

Stress
Concentration

Factor
F/kN

Median
Life

Novel SFI
Approach I

Novel SFI
Approach II

Traditional
SFI Approach

Traditional
TCD (LM)

σFI/
MPa

Nf/
Cycles

σFI/
MPa

Nf/
Cycles

σFI/
MPa

Nf/
Cycles

σmean/
MPa

Nf/
Cycles

kt = 2

20 kN 65,215 502.21 71,072 510.68 63,525 558.3 30,468 572.3 24,911

19 kN 134,011 455.36 157,695 466.16 132,202 509.5 64,033 529.5 46,846

17 kN 390,452 407.71 397,452 406.18 404,984 453.2 166,555 482.6 100,499

kt = 3

10 kN 6949 725.55 3649 706.44 4425 762.3 2428 809.2 1497

7 kN 82,295 508.94 66,667 495.75 80,965 561.3 29,164 592.4 18,966

5.5 kN 576,630 398.06 476,335 389.29 573,213 452.1 157,535 473.8 117,128

kt = 5

8 kN 37,226 540.68 39,948 521.21 53,424 596.7 17,747 611.5 14,545

7.5 kN 109,131 478.02 107,568 469.18 125,477 530.4 46,194 562.9 28,506

6 kN 192,826 425.79 279,319 416.39 332,268 472.9 117,319 498.6 77,084

Based on the aforementioned principle, two other approaches (traditional SFI approach
and TCD method) were chosen to calculate the fatigue life of the notched specimens. In
comparison to the traditional SFI approach and the TCD method, the novel SFI approach
had the narrowest error band (Figure 14), indicating its higher fatigue life prediction
accuracy. The error mean absolute percent index parameter (μ) was expressed as:

μ =
1
n

n

∑
i = 1

(∣∣∣∣ NP − NE
NE

∣∣∣∣× 100%
)

(19)

where NP is the predicted life and NE is the experimental life. The index parameters of the
notched specimens are presented in Figure 15.

The fatigue life prediction accuracies of different approaches were quantitatively
analyzed. The novel SFI approach II had the highest fatigue life prediction accuracy for
the kt = 2 notched specimen. For the kt = 2 notched specimen, the deviations between the
novel SFI approach II-based calculation results and the experimental fatigue life values
under 20, 19, and 17 kN were 2.59%, 1.35%, and 3.72%, respectively. For the kt = 3 notched
specimen, the deviations between the novel SFI approach II-based calculation results
and the experimental fatigue life values under 10, 7, and 5.5 kN were 36.2%, 1.61%, and
0.59%, respectively. For the kt = 5 notched specimen, the deviations between the novel
SFI approach II-based calculation results and the experimental fatigue life values under 8,
7.5, and 6 kN were 43.5%, 14.9%, and 72.3%, respectively. Similarly, for the kt = 2 notched
specimen, the deviations between the novel SFI approach II-based calculation results
and the experimental fatigue life values under 20, 19, and 17 kN were 8.9%, 17.6%, and
1.79%, respectively. For the kt = 3 notched specimen, the deviations between the novel SFI
approach II-based calculation results and the experimental fatigue life values under 10, 7,
and 5.5 kN were 47.4%, 18.9%, and 17.3%, respectively. For the kt = 5 notched specimen, the
deviations between the novel SFI approach II-based calculation results and the experimental
fatigue life values under 8, 7.5, and 6 kN were 7.3%, 1.43%, and 44.8%, respectively.

Therefore, when the stress concentration factors were 2 and 3, the SFI approach II was
more accurate in predicting fatigue life; however, when the stress concentration factor was
5, the SFI approach I had better fatigue life prediction efficiency than the SFI approach II. In
terms of the absolute percent index parameter (μ), the SFI approach I (25.76%) was more
accurate than the SFI approach II; thus, the SFI approach I was more suitable for the fatigue
life prediction of sharp notched specimens.
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Figure 15. Index parameters of notched specimens calculated by four different approaches.

The deviations between fatigue life values calculated by the traditional SFI approach
and the TCD method under different loading conditions were approximately 70%. There-
fore, both the novel SFI approaches I and II are highly accurate in predicting high-cycle
fatigue life.

4.2. Fatigue Life Verification of Pumphead

To further verify the fatigue life prediction accuracy of the novel SFI approach for the
pumphead, numerical simulations for stress distribution and fatigue life were performed
in ANSYS workbench software (Figure 16).

For extracting stress distribution data along the symmetry line (focus path) of the
pumphead cross-bore, field intensities under four different working conditions were calcu-
lated by the novel SFI approach II. The gradient value of “inhibition action” was calculated
as shown in Figure 17. As shown in Figure 17, the slope of the “inhibition” effect (dΩ/dr)
is close to 0 in almost all the four working conditions when R is close to 1.5 mm. With
the increase of the field diameter, the value of field strength does not alter and steadily
becomes constant. It can be judged that the damage in this area can be defined as the
effective damage area of the ultra-high-pressure pumphead body. The field intensity under
65, 70, 80, and 105 MPa was 318, 340, 389, and 518 MPa, respectively. Further, substituting
these four field strengths into the S-N curve of the initial pumphead material, the fatigue
life was calculated by the new method.
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Figure 16. (a) Analysis model of the hydraulic part of the fracturing pump, (b) 1/2 inner cavity of
the pumphead, (c) typical mesh structure, (d) boundary conditions for numerical simulations, and
(e) maximum stress contour and focus path.

Figure 17. Simplified novel SFI method to analyze the stress field near the concentration point of the
intersecting line under the four load conditions: (a) 65 MPa, (b) 70 MPa, (c) 80 MPa, and (d) 105 MPa.
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According to the actual working conditions of the fracturing pump, the loading
frequency of the circular cross-bore was 110 cycles/min. Owing to the component size,
material differences, and loading distribution, even under the same operating conditions,
the fatigue life of pressure vessels becomes dispersed; thus, fatigue reliability methods
are found to be better for data processing [45,46]. To further verify the new method
proposed in this paper, the nominal stress method commonly used in engineering was
used for comparison. The mathematical definition of the nominal stress method is given in
Equation (20):

σn =
σa

KT
εβCL (20)

where σn is the stress of the mechanical structural part in the structural S-N curve, σa is the
stress of material in the S-N curve, KT is the stress concentration factor, ε is the size factor, β
is the surface processing coefficient, and CL is the loading coefficient.

In this paper, the value of the size factor, ε, is 0.9, because the specimens are taken from
the same nickel-chromium alloy material, so the value of the surface processing coefficient,
β, is 1. The loading method of the fracturing pump is the same as in the case of the fatigue
test, so the value of the loading coefficient is 1. In addition, based on Equations (18) and
(20) and the S-N curve, the fatigue life prediction equation can be expressed as:

(4.97σn)
8.1225 · N = 6.24 × 1026 (21)

Therefore, in 65, 70, 80, and 105 MPa working conditions, combined with the S-N
curves, fatigue life is calculated by the SFI approach and NSM, respectively. The fatigue life
values of the pumphead under different conditions are displayed in Figure 18. It is evident
that the novel SFI approach had the narrowest error band, indicating its higher fatigue life
prediction accuracy for the pumphead.

Figure 18. Pumphead fatigue life prediction accuracies of NSM and the novel SFI approach.

5. Conclusions

Based on the theories of the critical distance method and the SFI approach, criteria
for defining the fatigue damage failure region of the SFI approach were revisited. The
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proposed novel SFI approach manifested high fatigue life prediction accuracy for notch
specimens and pumpheads. The main findings of this work are summarized below:

(1) Based on numerical simulation results and the concept of the critical volume
method, an improved weight function accounting for the fatigue damage failure geometries
of cardioid and crescent areas was proposed to improve fatigue life prediction accuracy.

(2) Based on the concept of the “invisible boundary”, the effective critical distance for
crescent and cardioid areas of the fatigue failure region was revised and simplified. The
novel SFI approach was modified considering the effect of grain size.

(3) To verify the fatigue life prediction effectiveness of the novel SFI approaches for
notch specimens, fatigue tests were conducted on three different notched bar specimens.
The novel SFI approach II had higher fatigue life prediction accuracy.

(4) In comparison with the SFI approach II, the SFI approach I was more suitable for
fatigue life prediction of sharply notched specimens.

Nomenclatures

σmax Maximum stress kt Stress concentration factor
σFI Stress-field intensity kf Fatigue notch factor

r Distance to the peak
stresspoint χ Stress gradient

f (σij) Equivalent stress function χ Relative stress gradient
ϕ(

→
r ) Weight function σ0 Nominal stress

ϕ(r, θ)
Weight function with
distance r and deviation
angle θ

εa Strain amplitude

σa Stress amplitude R Field diameter

σn
The load of component
weakest region σU Ultimate stress

σb Ultimate tensile strength σmean Effective stress

ΔKth

Range of threshold value
for fatigue crack
propagation

Δσ−1
Range of the fully reverse
axial fatigue limit

σmean Equivalent stress of TCD σ1
The maximum principal
stress

SY Yield stress G Grain size function

ξ(Ω) Obstructive effect θ
Angular coordinates in
Cartesian coordinates

σyy(r) Fatigue crack-opening
stress L0 Critical distance

ν Poisson’s ratio

Abbreviations

SFI Stress-field intensity TCD Theory of critical distance
method

LFEM Linear elastic fracture
mechanics EPFM Elastic–plastic fracture

mechanics
NSM Nominal stress method LSSM Local stress–strain method
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Abstract: Bearing elements under rolling contact fatigue (RCF) exhibit microstructural features,
known as white etching bands (WEBs) and dark etching regions (DERs). The formation mecha-
nism of these microstructural features has been questionable and therefore warranted this study
to gain further understanding. Current research describes mechanistic investigations of standard
AISI 52100 bearing steel balls subjected to RCF testing under tempering conditions. Subsurface
analyses of RCF-tested samples at tempering conditions have indicated that the microstructural
alterations are progressed with subsurface yielding and primarily dominated by thermal tempering.
Furthermore, bearing balls are subjected to static load tests in order to evaluate the effect of lattice
deformation. It is suggested from the comparative analyses that a complete rolling sequence with
non-proportional stress history is essential for the initiation and progression of WEBs, supported
by the combination of carbon flux, assisted by dislocation and thermally activated carbon diffusion.
These novel findings will lead to developing a contemporary and new-fangled prognostic model
applied to microstructural alterations.

Keywords: bearing steel; diffusion; microstructural alterations; rolling contact fatigue; tempering

1. Introduction

Automotive components subjected to severe rolling cyclic loadings not only result
in deterioration of interacting surfaces [1,2] but also cause subsurface microstructural
damage [3,4]. This subsurface damage is pronounced in bearing steel under rolling con-
tact fatigue (RCF) where the parent microstructure is evolved resulting in formation of
microstructural alterations. The subsurface microstructural alterations can be observed
under the optical microscope after Nital etching as a ring profile or semi-elliptical shape,
depending on the plane of cut. The primary features involved in the altered microstructure
are white etching bands (WEBs) preceded by dark etching regions (DERs) [4,5]. It has been
reported that the microstructural features are formed due to the decay of parent marten-
site where carbon migrates within the matrix to form carbon-rich and carbon-depleted
areas [6,7]. Extensive numerical and experimental research is available in the literature
on bearing steel evolution and microstructural features; however, a comprehensive un-
derstanding is still needed to comprehend the general (physical and chemical) formation
mechanism of DERs/WEBs.

DERs are considered to be an over-tempered form of martensite constituting a mixture
of decayed microstructure, ferrite, and remaining martensite [5]. DERs are governed
by the subsurface stress fields and their structure consists of deformed and misoriented
martensite plates including reprecipitation of nano carbides, resulting in over-tempering
of the microstructure [8]. WEBs are reported as disc-shaped ferrite plates surrounded by
carbon-rich areas (also known as lenticular carbides, LCs) [9]. The mechanism by which
DERs/WEBs are formed has been debated for the last few decades and redistribution of
carbon within the white bands has been reported in the literature [7]. Earlier research [10,11]
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has indicated that WEBs are caused by stress and are developed as a result of subsurface
plastic deformation. The structural changes observed during RCF have been attributed
to recrystallisation, in which carbon atoms diffuse from supersaturated ferrite regions to
create LCs. Carbon diffuses from ferrite interstitially to LCs and requires instigation energy
to break their binding energies. This instigation energy has been reported as dissipated
plastic energy during cyclic loadings [12–14]. Another theory [15] proposed that the carbon
depletion within ferrite bands is caused by dislocation annihilation. Recently, Fu et al. [16]
proposed a carbon migration theory based on dislocation gliding which indicated that
carbon diffuses from ferrite bands to thicken neighbouring Lenticular Carbides. However,
a bulk of the research has been centred on the migration of carbon within the ferrite matrix
and could be restrained by either thermally driven diffusion or gliding dislocations [17]. A
clear understanding of band formation is still required to resolve the ambiguity regarding
white band formation.

Current research presents a systematic approach to understanding the development
and formation mechanism of DERs/WEBs during RCF. Standard martensitic AISI 52100
bearings balls are tempered in a muffle furnace. The tempered and untempered ball samples
are then subjected to specific RCF conditions in a rotary tribometer. Additionally, the RCF
tests are performed and then subjected to similar tempering conditions. It is observed
that the bearing pre-tempered RCF-tested ball samples showed significant microstructural
alterations under the contact track as compared with untempered RCF-tested samples. The
initially conducted RCF test exhibited the formation of DERs accompanying WEBs. After
tempering, little to no difference in the WEB thickening is observed, however, randomly
distributed white patch formation in the vicinity of DERs can be seen. Besides tempering,
the static loading analysis is conducted to understand the effect of non-proportional loading
histories. The bearing ball samples are subjected to the static load RCF test to evaluate
the effect of lattice widening at extreme loading conditions. The mechanistic approach
employed in current research is highly significant in evaluating RCF-induced subsurface
alterations and can be employed for improving efficiency of analytical modelling applied
in DER and WEB formation.

2. Experimental Setup

RCF tests were conducted with the help of a four-ball configuration in a high-speed
PLINT rotary tribometer, where three lower balls were kept (free to roll) in a cup which
worked like an outer race of a bearing. In a four-ball test configuration, the upper ball
(test sample) rotates on top of lower three balls and experiences 2.25 stress cycles [18]. A
synthetic industrial ISO-Vg-320 oil was used in bath lubrication in order to avoid asperities
interaction. Standard martensitic AISI 52100 (also known as 100Cr6) bearing balls of
12.7 mm diameter were used as test samples. Once the test was suspended, the upper ball
in the collet was demounted, conditioned in an ultrasonic conditioning ultrasonic bath, and
then sectioned into extremely thin slices in both axial and circumferential directions. A cubic
boron nitride (CBN) cutter in a precision sectioning machine was employed with extensive
cooling water to avoid the machining effects on the sample surface. After machining, the
samples were cleaned, preserved via cold mounting, and polished with a 1 μm diamond
suspension. Figure 1 demonstrates the sample preparation and resulting micrographs
after Nital etching. Further details on the RCF experimentation, four-ball test setup, and
respective sample preparation can be found in the authors’ previous research [18,19]. The
acquired subsurface micrographs reveal the microstructure features as a semi-elliptical or
as a ring-shaped geometrical entity via bright field microscopy after etching with Nital
solution (3% nitric acid in ethanol).
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Figure 1. Rolling contact fatigue testing in a rotary tribometer.

3. Tempering Analysis

Standard AISI 52100 bearing ball samples were tested at 6 GPa peak contact pressure
with 100 ◦C operational temperature, and 4051 rpm speed. Previous research reported [18]
that the formation of microstructure features, especially the Lower Angle Bands (LABs),
starts to form after 37 million cycles at 6 GPa and 100 ◦C. Therefore, it can be suggested
that the initiating point for white bands formation exists near 37 million rolling cycles.
The initial plastic shakedown of bearing elements during rolling cyclic fatigue is believed
to occur in the very early stage of RCF, usually about 0.1% of total bearing life cycle [20].
Therefore, the bearing ball samples were RCF tested till 37 million and 0.02 million rolling
cycles. The full details of conducted tests for tempering analysis are mentioned in Table 1.
Figure 2 shows the optical micrographs of RCF-tested samples in axial and circumferential
orientations. It can be seen that the bearing sample exhibits formation of LABs, nearly
10–20 μm in length, along with the formation of DER as observed in the circumferential
orientation; refer to Figure 2a.

Table 1. Experimentation conducted for tempering analysis.

Sample
Max Contact

Pressure
Lubricant

Temperature
Spindle Speed Elapsed Cycles Tempering Condition

1 6 GPa 100 ◦C 4051 rpm 37 million 380 ◦C for 240 min after RCF test
2 6 GPa 100 ◦C 500 rpm 0.02 million 380 ◦C for 240 min after RCF test
3 4 GPa 100 ◦C 4051 rpm 37 million No heat treatment
4 4 GPa 100 ◦C 4051 rpm 37 million 380 ◦C for 240 min before RCF test
5 5 GPa 100 ◦C 4051 rpm 37 million No heat treatment
6 5 GPa 100 ◦C 4051 rpm 37 million 380 ◦C for 240 min before RCF test
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Figure 2. (a) Subsurface micrographs obtained at 6 GPa, 100 ◦C, after 37 million rolling cycles.
(b) Tempering of RCF-tested sample shown in (a). (c) Micrographs obtained at 6 GPa, 100 ◦C, after
0.02 × 106 rolling cycles. (d) Tempering of RCF-tested sample shown in (c). ROI:1 and ROI:2 represent
regions of interest for parent structure and RCF damaged area respectively.

To understand the effects of thermal diffusion, the RCF-tested samples (1 and 2) were
tempered in a muffle furnace at a temperature of 380 ◦C for 240 min. Standard martensitic
bearing steel at such elevated temperatures is expected to undergo thermal tempering
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resulting in more carbon atoms available in the solute leading to enhanced formation of
microstructural alterations. After tempering in a muffle furnace, the same sample was
again polished and etched to remove any oxidation layer resulting from heat treatment.
Figure 2b shows the formation of randomly distributed white patches in the vicinity of
DERs. This white etching matter can be characterised as WEB. The inset of Figure 2a,b
shows no difference in WEBs formation before and after tempering of bearing samples.
The tempering temperature, as high as 380 ◦C resulted in the reprecipitation of the free
carbon in the ferrite matrix which was segregated during the martensite–ferrite phase
transformation. Additionally, the tempering of the RCF-tested sample also caused the
overall reduction of DER which can only be seen in the upper and lower boundaries of
white etching matter. However, no thickening of LABs or formation of higher angle bands
(HABs) can be observed after heat treatment.

Figure 2c represents RCF investigated sample at 6 GPa maximum Hertzian contact
pressure with 100 ◦C operational temperature till 0.02 million rolling cycles. In order to
achieve such low stress cycles in a high-speed rotary tribometer, the spindle speed was
reduced from 4051 rpm to 500 rpm. It should be noted that no microstructure features have
been observed under such conditions as seen in the optical micrograph. It is difficult to
justify the shakedown limit of certain bearing steel, however, it is speculated that under
severe operating conditions, i.e., 6 GPa contact pressure, substantial plastic deformation will
occur, which in turn will lead to a high dislocation density after several thousand rolling
cycles. A similar sample was tempered to investigate the influence of carbon diffusion
within areas of high dislocation density. It can be observed in Figure 2d that the heat
treatment of RCF-tested samples does not influence the formation of DER which is a result
of an over-tempered form of martensite, as suggested previously [21,22]. The regions of
interest (ROI:1 and ROI:2) from Figure 2c are also displayed for parent martensitic structure
and RCF-induced damaged area. It is evident from scanning electron micrographs that
the original needle-like microstructure has been lost during the early shakedown stage
of rolling fatigue cycles. The tempered martensite exists in the form of high dislocation
regions due to subsurface plastic deformation.

The bearing ball samples were also tempered prior to RCF testing. For heat treatment,
the ball samples were initially heat treated in a muffle furnace at 380 ◦C temperature for
240 min which resulted in a hardness drop of nearly 250 HV. The baseline hardness of the
through-hardened bearing samples decreased from 782–810 HV (10 Kgf) to 525–560 HV
(10 Kgf) after the heat treatment process. The tempered and untempered bearing ball
samples were then subjected to rolling cyclic loading in the rotary tribometer discretely
at 4 GPa and 5 GPa maximum contact pressure with 100 ◦C working temperature and a
constant cyclic frequency of 4051 rpm.

It can be observed in Figure 3a,b that the bearing ball sample, after RCF testing at 4 GPa
contact pressure, shows little to no formation of microstructural alterations, whereas the pre-
tempered RCF test exhibits the development of microstructural features under the contact
track. Correspondingly, the untempered bearing ball tested at 5 GPa contact pressure
shows formation of DER in a very localised area under the centreline contact track, refer
to Figure 3c, whereas the pre-tempered RCF-tested sample exhibits enhanced formation
of white bands which can be observed in axial orientation as well as in circumferential
orientation in Figure 3d,e. Scanning electron micrographs show these elongated band
structures making steeper angles with the rolling direction (RD) and are described as
premature HABs. The formation of premature HABs before LABs has been reported in
the authors’ previous work [19] where stress as high as 6 GPa contact pressure has been
reported to be a cause of WEBs sequence reversal. The development of HABs before LABs
can be explained by considering white bands formation to be yield controlled rather than
stress controlled as suggested by previous researchers [23]. It has been suggested that a
threshold yield limit exists, beyond which the formation of white bands takes place in a
preferable orientation, which is steeper to the RD.
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Figure 3. (a) Untempered and (b) tempered RCF-tested sample at 4 GPa, 100 ◦C, 4051 rpm.
(c) Untempered and (d) tempered RCF-tested samples at 5 GPa, 100 ◦C, and 4051 rpm. The in-
set of circumferentially sliced sample (e) is shown in ROI:1.

The accelerated growth of white bands for pre-tempered RCF-tested samples suggests
a significant effect of lowering of yield stress on microstructural alterations, resulting in
subsequent subsurface plastic deformation. Moreover, the white bands are considered
to be a softer structure as compared to the parent matrix [9], which can help promote
accumulation of plastic strains. The change in yield stress and evolution of localised flow
curves during the material phase transformation is presented in Section 6.

4. Effect of Thermal Diffusion

Figure 4a represents a schematic for carbon diffusion in a 5 μm thick ferrite plate. The
initial carbon concentration of the matrix is assumed to be 6.52 × 10−6 mol/um3 as shown
and the boundaries of the plate are assumed to be carbon-free, i.e., 0% carbon concentration.
Equation (1) represents the generalised form of carbon flux J expressed as [24]

J = −sD =

[
∂ϕ

∂x
+ ks

∂

∂x
(ln(θ− θz)) + kp

∂p
∂x

]
(1)
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where D and s represent diffusivity and solubility, θ and p represent temperature and stress,
where ks and kp denote the temperature-driven and pressure-driven carbon diffusion
factors, respectively. Assuming isotropic behaviour of carbon diffusion in alpha ferrite
and neglecting the temperature and stress gradients in Equation (1), the change in carbon
concentration of ferrite bands can be obtained relative to time. The diffusivity of carbon in
α ferrite is defined in Equation (2) [25], where T represents temperature in kelvin.

log D = −0.9064 − 0.5199
(

104

T

)
+ 1.61 × 10−3

(
104

T

)2

(2)

Figure 4b,c represent the estimated diffusion of carbon at 100◦ and 160 ◦C respectively.
Complete depletion of a 5μm thick ferrite band is obtained at 160 ◦C temperature just after
69 h. It can be noted that the initial formation of WEBs (LABs/HABs) is observed after
~69 h of RCF testing under given conditions. The enhanced formation of HABs at 160 ◦C
operating temperature is an indication of high carbon flux due to thermally activated
carbon along with a large number of mobile dislocations. On the other hand, at 100 ◦C
operating temperature, it takes more than 720 h (1 month) to diffuse out carbon in a 5 μm
thick ferrite plate. It can be understood that at such slow rates of carbon diffusion, the
transportation of carbon by dislocation glide becomes decisive. However, a typical run
time for bearing components during service can reach tens of thousands of hours, where
thermal diffusion of carbon should be accounted for in the formation of WEBs.

Figure 4. (a) Schematic for carbon diffusion in a 5 μm thick ferrite plate. Change in carbon concentra-
tion due to diffusion at (b) 100 ◦C and (c) 160 ◦C.
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5. Static Load Analysis

To refute the migration of carbon as a result of dislocation gliding and understanding
the carbon diffusion process during cyclic loading, static load analyses were carried out.
The static load analysis follows a sequence where bearing balls are initially subjected to
rolling cyclic loadings in a rotary tribometer followed by a static loading condition. During
static loading, the upper ball in contact with the lower three balls was held static with
the driver motor turned off. The contact track formed on the upper ball during rolling
cyclic loading was marked precisely at the points of interactions. The time required to
load the sample under static loading conditions was estimated from the numerical analysis
discussed in Section 4. After the RCF test, the bearing ball sample was serially sectioned to
investigate the statically loaded and offloaded subsurface regions. The testing parameters
employed in the static load analysis are presented in Table 2.

Table 2. Test conducted for static load analysis.

Test ID
Loading

Condition
Peak Contact

Pressure
Operating

Temperature
Spindle Speed

Time for Static
Load

Stress Cycles

ST0.02M
Rolling cyclic

6 GPa 160 ◦C

500 rpm - 20,034

Static - 69 h -

ST22M-1
Rolling cyclic 4051 rpm - 22,001,035

Static - 69 h -

ST22M-2
Rolling cyclic 4051 rpm - 22,067,262

Static - 100 h -

Figure 5 represents the optical micrographs obtained at 6 GPa maximum contact
pressure with 160 ◦C operational temperature. It was suggested previously [18] that DERs
start to form at extreme testing conditions well before one million cycles. However, no
feature microstructure can be observed till 20,000 rolling cycles. Having said that, at such
extreme testing conditions, the bearing material undergoes subsurface plastic deformation
with high dislocation density, as demonstrated previously in Figure 2. The RCF-tested
bearing ball sample was then subjected to static loading conditions for 69 h, as illustrated
in Table 2. As suggested by numerical simulation of the carbon flux across a thin ferrite
plate, diffusion of carbon is highly likely to occur at 160 ◦C temperature after 69 h. Despite
the numerical prediction and high dislocation density, no feature microstructure can be
observed in the loaded and offloaded regions of ST0.02M sample. It should be noted that
the optical micrograph for RCF testing and subsequent static loading analysis is acquired
from different bearing ball samples.

Correspondingly, the optical micrographs obtained for 6 GPa, 160 ◦C, and 22 million
rolling cycles are represented in Figure 6 which shows the formation of early HABs in the
rolling direction. These initially developed HABs span nearly 100 μm in length and their
microstructure contains deformed shear bands as shown in the inset image. These shear
bands are formed due to the shear localisation and plastic deformation resulting in the
martensite–ferrite phase transformation. As the maximum carbon solubility in the ferrite
phase is nearly 0.02% [24], it is considered that the free carbon from such microstructural
phase transformation can segregate at the boundaries and form carbon-rich plates termed
as lenticular carbides (LCs). The transport of excess carbon atoms from the deformed
ferrite matrix towards LCs can be accelerated with the help of carbon diffusion where
thermal effects and lattice widening during static loading could lead to the thickening of
pre-existing LCs. ST22M-1 and ST22M-2 represent the static loading analysis of RCF-tested
samples till 69 h* and 100 h of testing time (* 69 h represents the testing time where initial
WEBs can be observed under given loading conditions). It can be seen that despite the
numerical prediction from Section 4, no thickening of LCs can be observed for either of the
samples despite the prolonged tempering of the RCF-tested sample under static loading.
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Moreover, the static loaded regions do not show any notable difference in the growth of
LCs as compared to the offload regions when observed in the high-contrast images from
cross-polarised light microscopy.

Figure 5. Circumferentially sliced micrograph acquired at 6 GPa, 160 ◦C after 0.02M rolling cycles.
The static loaded and offload regions are also shown for ST0.02M.

Figure 6. Circumferentially sliced micrographs obtained after 6 GPa, 160 ◦C, 22 M rolling cycles test,
where the inset of figure shows microstructure of an early HAB. The loaded and offload regions
of ST22M-1 and ST22M-2 are also shown after static load analysis. The high-contrast images are
acquired from cross-polarised light.
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The additional RCF tests were carried out at 6 GPa, 100 ◦C till 0.75 million rolling
cycles with variation in spindle speed, i.e., 4051 rpm and 289 rpm. Figure 7a,b representing
the subsurface micrograph indicate that a higher cyclic speed results in decreased DERs
formation. DERs formation can be quantified by a global DER%, characterising the frac-
tional area of overall dark patches in the region of RCF-induced subsurface damage [19].
The global DER% calculated for slow cyclic speed gives an overall DER percentage of 95%
which reduces to 40% at a higher cyclic speed. Likewise, at 5 GPa and 100 ◦C, a DER%
of 50% can be observed at 289 rpm, whereas no DER can be seen at 4051 rpm speed. At
low-stress frequency, more time is available for carbon to diffuse from ferrite to surrounding
boundaries. In addition, the low-stress frequency promotes more carbon to be captured by
dislocation during the gliding motion as suggested previously [8].

Figure 7. Axially sliced micrographs acquired at 6 and 5 GPa, 100 ◦C till 0.75 million cycles with
(a,c) 4051 rpm (b,d) 289 rpm speed, respectively.

6. Discussions

It is believed that the development of microstructure features involves degeneration
of the parent structure and the microstructural phase transformation during plastic defor-
mation. The subsurface plastic deformation takes place as a result of stress localisation
and forms shear bands in the preferred planes due to non-proportional loading histories.
Figure 8a represents the subsurface micrograph of feature microstructures containing HABs
and LABs alongside the martensitic matrix. In order to evaluate the micromechanical
properties of feature microstructure, a spherical conical indenter of 9 μm in diameter was
employed. The loading was applied in a cyclic loading-partial unloading manner with
a total penetration depth of 400 nm (assuming homogenous depth distribution). Each
loading cycle yielded an elastic/plastic response of the target surface depending upon
penetration depth. The semi-empirical approach to computing flow stress and represen-
tative strain from spherical indentation is described in Appendix A and further details
are available in [26]. The localised flow curves are acquired from the indentation targets,
shown in Figure 8a, and are plotted in Figure 8b). It is apparent from flow curves that
bearing steel exhibits considerable strain hardening under cyclic loadings. The spherical
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indents Ind1, Ind3, and Ind4 demonstrate the martensitic structure’s stress–strain curve.
Ind2 and Ind5 show LCs stress–strain curves, whereas Ind 6 and Ind7 depict stress–strain
curves of LABs and HABs respectively. The martensitic matrix exhibits a baseline flow
curve of bearing steel while significant hardening and softening can be observed in the
regions of LCs and WEBs, respectively. A decrease in hardness in the carbon-depleted
areas (ferritic grains) and an increase in hardness have been reported for carbon-rich areas
(LCs) [9]. Moreover, a localised hardness map of WEBs has revealed hardness variation
within a white band [19]. The variation in localised hardness arises due to grain size devi-
ation, crystallography, change in chemical composition, and indenter penetration depth.
The constitutive stress–strain curves obtained from spherical indentation suggest that the
localised hardness can vary within a WEB, however, the global response of a WEB exhibit
overall softening of the microstructure. In addition, the lowering of yield stress (softening),
as suggested by the constitutive flow curves in the localised regions, indicates the ferritic
nature of WEBs, which is the manifestation of RCF-induced accumulated plastic strain. The
accumulation of plasticity within WEBs results in the formation of ferrite bands comprising
dislocation cells.

Figure 8. (a) Circumferentially sliced micrograph representing white etching bands (WEBs) and spherical
nanoindentation performed. (b) Flow curves obtained from nanoindentation analysis of WEBs.

The martensite–ferrite transformation and the formation of dislocation cells are an
indication of high dislocation density in the areas of WEBs. With progressive loading
cycles, the subsurface plasticity accumulates, and forms elongated ferrite bands, refer to
Figure 6. These ferrite bands are oriented in the preferred slip system due to complex
stress histories during rolling cyclic loading. The preferential planes of elongated ferrite
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bands have been described as the maximisation of normal relative stress across the contact
track and have been explained in previous research work [19]. The carbon transport from
ferrite to the grain edge becomes favourable. The free carbon in the ferrite region diffuses
towards boundaries and precipitates as LCs. With continuous cyclic loadings, more and
more carbon atoms become available in the ferrite matrix due to the dissolution of primary
carbides and its transport to thicken the pre-existing carbide plates. To understand the
transport of carbon, tempering and static load analysis have been conducted.

The heat treatment of bearing ball samples results in the reprecipitation of carbides.
The post-tempering results also showed that the thermally activated carbon during ther-
mal tempering cannot lead to formation of WEBs without external stress histories. It
is noticeable that the pre-tempered RCF-tested sample showed the formation of white
bands after 37 million rolling cycles along with DERs, whereas no white band is visible
for the untempered RCF-tested sample. The poorly bonded carbides to the martensitic
matrix during thermal tempering favour the formation of WEBs instead of DERs. The
RCF test conducted with variation in stress frequency illustrated that a lower cyclic speed
increases the time available for carbon to diffuse from ferrite to surrounding boundaries.
Nevertheless, the low stress time also promotes more carbon to be captured by dislocation
during the gliding motion. From Section 4, the numerical results of the carbon concentra-
tion gradient within supersaturated regions of ferrite predicted the diffusion of carbon
from ferrite bands towards the surrounding matrix. However, the tempering results and
static load analysis of bearing ball samples did not reveal the thickening of pre-existing
LCs despite the prolonged tempering of RCF-tested samples under static loading. The
static load analysis confirms that the WEBs development mechanism is determined by the
non-proportional stress histories during cyclic loading which results in accumulated plastic
strains to forming elongated ferrite bands.

It is evident from the comparative analyses that microstructural alterations are formed
as a result of carbon flux, which is dislocation-assisted, in consort with thermally activated
carbon diffusion. However, it is quite difficult to differentiate the individual effects of
carbon diffusion and plastic deformation on the development of a feature microstructure.
It is recommended to employ further material characterisation techniques to quantify the
grain misorientations and lattice deformations within microstructural alterations. The
mechanistic approach employed in the current study is highly significant in terms of
evaluating the microstructural response of RCF-affected regions and can be used to improve
the efficiency of analytical models for DERs/WEBs formation.

7. Conclusions

Bearing balls are tested systematically in a rotary tribometer for further evaluation
of microstructural alterations. After RCF testing and subsequent parametric analyses, the
following points are highlighted,

• The formation mechanism of WEBs accelerates at a temperature above the tempering
condition of bearing steel. The excessive undissolved carbon arising due to thermal
tempering is suggested to enhance the growth of WEBs rather than form DERs.

• The static load RCF test has validated that a complete rolling mechanism with a non-
proportional stress history is essential for the development and unique orientation of WEBs.

• The localised hardness within WEBs can vary, however, the global response of white
bands indicates softening of bearing material, as illustrated by localised flow curves.

• The development of a feature microstructure is a holistic effect of carbon diffusion
and plasticity; and cannot be described solely with dislocation gliding or the carbon
diffusion phenomenon, as presented previously in various research studies.
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Appendix A

Nanoindentation analysis is performed at a single point with continuously increasing
multiple cyclic loading and unloading. For this, a 9 μm spherical indenter is used with
NanoTest VANTAGE Micromaterials. The contact area is determined by using the data from
spherical indentation analysis and the given radius of diamond indenter, as demonstrated in
Figure A1. Subsequently, hardness H, Young’s modulus E, stress Y, and strain are calculated.
This cyclic loading–unloading procedure is expressed as the Field & Swain analysis [27].
The spherical indentation has been employed previously [28,29] for mechanical property
evaluation of small volumes of materials.

Figure A1. Schematic for spherical indentation.

With multiple loading cycles during spherical indentation, the total penetration depth
ht (elastic + plastic component) depends on total applied load Pt. During partial unloading,
the recovered depth hs depends upon the reduced load Ps. Once the entire load is removed,
there will be an associated residual depth hr which can be expressed as [29],

hr =
r · hs − ht

r − 1
(A1)

Whereas r is a factor described as,

r =
(

Pt

Ps

) 2
3

(A2)
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The elastic depth (he) and plastic depth (hp) during an individual loading cycle can be
computed as,

he = ht − hr (A3)

hp =
ht + hr

2
(A4)

Plastic depth and radius of spherical indenter R are used to calculate contact circle
radius ‘a’ as given below, which is in the original surface plane at every indentation cycle.

A =
√

2 R hp − h2
p (A5)

Hardness H, the yield/flow stress Yr, and subsequent representative strain εr can be
computed for load step i = 1ton as follow,

Hi =
Pti

Ai
=

Pti

πa2
i

(A6)

Yri =
Hi

3
(A7)

εri = 0.2
ai

R
(A8)

Equations (A1)–(A8) [27,29] can be used to extract micromechanical properties from the
indented surface with the help of cyclic loading–unloadings using a conical spherical indenter.

References

1. Arshad, W.; Hanif, M.A.; Bhutta, M.U.; Mufti, R.A.; Shah, S.R.; Abdullah, M.U.; Najeeb, M.H. Technique developed to study
camshaft and tappet wear on real production engine. Ind. Lubr. Tribol. 2017, 69, 174–181. [CrossRef]
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Abstract: The out-of-phase thermo-mechanical fatigue (TMF) behavior of the two Al-Si cast alloys
most widely used for engine applications (319 and 356) were investigated under temperature cycling
(60–300 ◦C) and various strain amplitudes (0.1–0.6%). The relationship between the microstructural
evolution and TMF behavior was closely studied. Both alloys exhibited asymmetric hysteresis loops
with a higher portion in the tensile mode during TMF cycling. The two alloys showed cyclic softening
behavior with regard to the maximum stress, but an earlier inflection of cyclic stress was found in the
356 alloy. The TMF lifetime of the 319 alloy was generally longer than that of the 356 alloy, especially
at higher strain amplitudes. All the precipitates (β′-MgSi in 356 and θ′-Al2Cu in 319) coarsened
during the TMF tests; however, the coarsening rate per cycle in the 356 alloy was significantly
higher than that in the 319 alloy. An energy-based model was applied to predict the fatigue lifetime,
which corresponded well with the experimental data. However, the parameters in the model varied
with the alloys, and the 356 alloy exhibited a lower fatigue damage capacity and a higher fatigue
damage exponent.

Keywords: Al-Si casting alloys; thermo-mechanical fatigue; precipitates; fatigue life prediction; fracture

1. Introduction

Al-Si cast alloys are widely used in modern automotive industries to replace cast iron-
fabricated engine components (engine blocks and cylinder heads) due to their high strength-
to-weight ratio, excellent castability, and thermal conductivity [1–4]. In combustion engine
applications, components undergo complex loading changes and dramatic temperature
gradients during start-up and shutdown cycles. For example, engines are often heated
from ambient temperature—or even lower in cold winters (−25 ◦C)—to 250–300 ◦C and,
vice versa, rapidly cooled down in start–stop cycles [5]. Due to the large thermal gradient,
significant thermal and mechanical stresses occur in the engine components because of
the changing thermal expansion/contraction of various engine components [6]. As a
result, cyclic stress and temperature changes can result in thermo-mechanical fatigue
(TMF) [4,6], which can lead to serious failures, significantly limiting components’ service
life. Therefore, understanding TMF behavior is increasingly important for the design,
reliability assessment, and lifecycle management of critical engine components during
their industrial application. It has been reported [4–6] that the most significant damage
mechanism in engine components is out-of-phase (OP) TMF cycling, where the maximum
mechanical strain occurs at the minimum temperature.

Several studies have evaluated the TMF behavior in Al-Si cast alloys [7–13]. Huter et al. [11]
performed TMF tests on Al-Si-Cu and Al-Si-Mg cast alloys with varying Si, Cu, Fe, and Sr
contents and reported that the nucleation and propagation of cracks were predominantly
influenced by the eutectic Si and Fe-rich intermetallics, which lowered the fatigue resistance.
Sehitoglu et al. [14] reported similar results for the Al-Si 319 alloy, finding that the alloy
presented worse TMF resistance at higher Fe contents due to a lower stress level and
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higher softening speed. It was also found that the rapidly solidified material with a small
secondary dendrite arm space (SDAS) presented the highest cyclic stress–strain amplitude,
whereas the stress levels decreased gradually as the SDAS levels increased [14]. It has
also been reported that a finer SDAS, lower porosity level, and lower brittle intermetallic
content are beneficial for better thermal resistance and, hence, the fatigue life of defect-free
A356 alloys can be improved by at least one order of magnitude [15,16].

A recent study employed ultrasonic melt treatment for Al-Si cast alloys to refine the
grain size, the eutectic Si, and the Fe-rich intermetallics, which significantly enhanced the
fatigue life [17]. However, contradictory results regarding the influence of precipitates
on the TMF resistance of Al-Si cast alloys can be found in the literature. For example,
Azadi et al. [8,9] studied the effect of heat treatment and strain rate on the TMF cyclic
behavior of the A356 alloy and found that the TMF life was not significantly affected by the
heat treatment in the as-cast and T6 conditions. In contrast, Moizumi et al. [18] reported
that the thermal fatigue life of an A356 + 1%Cu alloy in the over-aged condition was
doubled compared to the peak-aged condition. Hunter et al. [11] also reported that the
TMF resistance of an Al-Si-Cu cast alloy was improved compared to that of a Cu-free Al-Si
alloy due to the Cu-containing precipitates. Beck et al. [19] studied the influence of high-
cycle fatigue (HCF) loading on the TMF life of Al-Si-Mg/Cu cast alloys in the T6 condition
and concluded that TMF was not significantly affected by HCF loading at low strain
amplitudes and that precipitation in the T6 condition was effected by HCF. Toda et al. [13]
reported that precipitates preferentially oriented perpendicular to the loading direction can
effectively prolong the in-phase TMF life, but the study did not comment on the OP-TMF
life. Toyoda et al. [20] investigated the microstructural change in an Al-Si-Cu-Mg cast
alloy under thermo-mechanical loading conditions and reported that the precipitates were
observed to align perpendicularly to the compressive stress during heating, but they did
not further discuss how these precipitates with preferential orientations affected the TMF
behavior. Therefore, the systematic evolution of precipitates during TMF under various
strain amplitudes, which is one of the significant factors influencing the TMF resistance, is
still not well-documented in Al-Si cast alloys.

Contemporary engine components are designed to increase the maximum operating
temperature and pressure in order to further reduce greenhouse gas emissions and improve
their fuel efficiency [5,19,21,22]. However, the TMF behaviors reported in the literature are
limited to relatively low maximum temperatures of 200 or 250 ◦C [9,11,16,18,19], and the
TMF behavior at higher maximum temperatures (approximately 300–350 ◦C) is seldom
reported. Moreover, the microstructural evolution during TMF over a wider temperature
range, especially precipitation in age-hardening aluminum alloys, is still not fully under-
stood. This study selected two of the most widely used Al-Si cast alloys—namely, Al-Si 356
and Al-Si-Cu 319—to perform OP-TMF under temperature cycling (60–300 ◦C) and various
strain amplitudes (0.1–0.6%). The TMF behaviors were evaluated using the strain and stress
cyclic response, softening rate, and fatigue life assessment. The evolution of the precipitates
during TMF cycling was characterized using transmission electron microscopy (TEM) to
establish the relationship between the microstructure and TMF behavior. Additionally, the
TMF damage mechanism is discussed and an energy-based model for the prediction of the
TMF lifetimes of the two alloys is introduced.

2. Materials and Methods

Two Al-Si cast alloys (319 and 356) were prepared using commercially pure aluminum
(99.7%), pure Mg (99.9%), and Al-50%Si, Al-25%Mn, Al-50%Cu, Al-10%Sr, and Al-5%Ti-
1%B master alloys. The raw materials were batched in clay-graphite crucibles and melted
using an electric resistance furnace. After reaching 780 ◦C, the melt was held for 30 min
and then degassed with high purity argon gas for 15 min. The melt was then cast into
a permanent wedge mold pre-heated at 250 ◦C. The chemical compositions of the two
alloys were analyzed using optical emission spectroscopy, and the results are listed in
Table 1. All the as-cast samples were subjected to a two-step solution treatment followed
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by water quenching. Artificial aging was then performed at 200 ◦C for 5 h to achieve the T7
temper condition. Table 2 summarizes the parameters of the heat treatment applied to the
alloy samples.

Table 1. Chemical compositions of the alloys studied (wt.%).

Alloy Si Cu Mg Mn Fe Ti Sr Al

319 5.93 3.34 0.12 0.284 0.307 0.11 0.0106 Bal.

356 7.27 0.60 0.34 0.206 0.109 0.21 0.0113 Bal.

Table 2. Heat treatment parameters for the alloys.

Alloy Solution Treatment T7 Aging Treatment

319 495 ◦C/4 h + 515 ◦C/2 h
200 ◦C/5 h

356 500 ◦C/4 h + 540 ◦C/2 h

After the T7 heat treatment, the TMF specimens were machined to a parallel gauge
length of 75 mm and diameter of 10 mm and a 5 mm diameter hole was machined through
the specimens for air circulation, as schematically shown in Figure 1. In the present work,
OP-TMF, where the highest mechanical strain is reached at the lowest temperature, was
applied to the experimental alloys (as shown in Figure 1a). OP-TMF tests were performed
using a Gleeble 3800 thermal–mechanical simulator system with a strain-controlled loading
mode. The samples were heated using a Joule heating system and cooling was achieved by
using compressed air delivered through a hollow tube specimen. The TMF temperature
was varied between 60 and 300 ◦C for a cycle using heating and cooling rates of 5 ◦C/s.
The temperature was measured and controlled using thermocouples attached to the center
of the gauge length. The applied mechanical strain amplitudes were 0.1, 0.2, 0.4, and 0.6%.
The TMF tests were automatically terminated when either a total of 2000 fatigue cycles
was reached or a decrease of 30% in the initial maximum tensile/compression stress was
detected. When the TMF test was terminated without full fracture of the sample, the sample
was pulled to full fracture in the Gleeble machine at room temperature for a later fracture
analysis. More details on the TMF test procedure, such as the process to reach zero stress
at the beginning of the test and the isolation of the mechanical strain from the total strain
during the TMF test, can be found in our previous study [23].

The microstructures of the TMF samples were characterized using optical and electron
microscopies. Optical microscopy was used to observe the as-cast and T7 grain structures
and intermetallics, whereas a scanning electron microscope (SEM) equipped with an energy-
dispersive X-ray spectroscope was used to identify the intermetallic phases and to observe
the fracture faces after the TMF tests. TEM was used to observe the evolution of the
precipitates during TMF testing. TEM samples were cut from the cast ingot after the T7
treatment and from the gauge zone of the samples (close to fracture) after the TMF tests at
various strain amplitudes. The TEM samples were initially punched into 3 mm diameter
disks and then ground and polished to approximately 30 μm. The samples were then
twin-jet electrochemically polished using a solution of 75 mL HNO3 in 250 mL methanol
at −30 ◦C to create TEM observation regions. Image analysis was used to quantify the
characteristics of the intermetallics and precipitates, such as their area fraction and number
density, under various conditions.
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Figure 1. Schematic illustration of OP-TMF at 0.4% strain amplitude (a), TMF sample dimensions (b),
and the setup with gripping blocks (c).

3. Results

3.1. TMF Behaviors

Figure 2 shows the stress–strain hysteresis loops of the initial, mid-life, and end-life
cycles of the two alloys at the mechanical strain amplitudes of 0.1, 0.2, 0.4, and 0.6%. Both
alloys exhibited some common phenomena. First, both alloys exhibited asymmetrical
hysteresis loops at all strain amplitudes, and the tensile portions were higher than the
compression portions, indicating a higher tensile stress than compression stress at the same
tensile/compression strain, which has also been reported in the literature [8,11,14,18,23].
This can be attributed to the characteristics of OP-TMF, where the maximum tensile strain
is reached at the lowest temperature (60 ◦C) and the compression strain increases to a
maximum at the highest temperature (300 ◦C). The mechanical properties of Al-Si cast
alloys worsen with increasing temperature [5,24,25]. Therefore, the stress needed to reach
the desired strain was higher in the tensile mode due to its low temperature compared to
the compression mode at high temperature, leading to asymmetrical hysteresis loops with
higher portions in the tensile mode (stress > 0 MPa in Figure 2). Second, the loop areas
were significantly larger and the peak tensile/compression stress increased with increasing
strain amplitude. As shown in Figure 2a,c,e,g, the loop area of the 319 alloy gradually
increased with an increase in the strain amplitude from 0.1 to 0.6%, whereas the mid-life
peak tensile stress increased from 100 MPa at 0.1% to 124, 198, and 211 MPa at 0.2, 0.4, and
0.6%, respectively. A comparison of the mid- and end-life cycles with the first cycle showed
that the shape of the hysteresis loop became flatter with increasing fatigue life at a fixed
strain amplitude, indicating an increasing plastic strain, which can be calculated using the
strain range at zero stress. Additionally, the maximum tensile and compression stresses
decreased at all strain amplitudes, indicating cyclic softening behavior [10,11,23]. Taking
the TMF cycles of alloy 319 at 0.4% strain amplitude as an example (Figure 2e), the plastic
strain increased from 0.36% after the second cycle to 0.45 and 0.51% at the mid-life and
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final cycles, respectively, while the maximum tensile stress decreased from 236 MPa after
the second cycle to 198 and 156 MPa at the mid-life and final cycles, respectively.

Figure 2. OP-TMF stress–strain hysteresis loops for experimental alloys at different strain amplitudes
of 0.1, 0.2%, 0.4%, and 0.6%: (a,c,e,g) 319 alloy; (b,d,f,h) 356 alloy.
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On the other hand, differences between the two experimental alloys were also ob-
served. Figure 2 shows that the 319 alloy always exhibited higher maximum/minimum
stress than the 356 alloy, whereas the extent of the strain range at zero stress (plastic strain)
was always greater for the 356 alloy than for the 319 alloy. For example, the maximum and
minimum stresses of the 319 alloy during the mid-life cycle under a 0.6% strain amplitude
(Figure 2g,h) were 206 and 121 MPa, respectively, which were significantly higher than
the respective values of 96 and 86 MPa obtained for the 356 alloy. In contrast, the plastic
strain in the 356 alloy was 0.8%, higher than the value of 0.6% in the 319 alloy. These
differences can be attributed to the different mechanical properties of the two alloys, with
the 319 alloy with a high Cu content exhibiting higher strength but lower elongation than
the 356 alloy [5,24–26].

Figure 3 shows the evolution of the maximum tensile and compression stresses of
the 319 and 356 alloys as a function of the fatigue cycles at different strain amplitudes.
The maximum tensile stress for both alloys was always higher than the compression
stress, which was due to the higher strength at lower temperatures in OP-TMF [11,23].
Additionally, the maximum tensile/compression stress generally decreased with increasing
numbers of cycles, indicating cyclic softening for both alloys, which is also reflected in
Figure 2.

Figure 3. Evolution of the maximum tensile and compression stresses as a function of the cycle
number at different strain amplitudes: (a) 319 alloy; (b) 356 alloy.

In addition to the common phenomena in the two alloys, Figure 3 also shows some
differences between the two. First, similarly to Figure 2, the maximum tensile/compression
stresses of the 319 alloy were always higher than those of the 356 alloy. For example, the
initial maximum tensile and compression stresses of the 319 alloy at a strain amplitude of
0.6% were 245 and 110 MPa, respectively, which were higher than the respective values of
190 and 97 MPa obtained for the 356 alloy. Second, the decrease in stress as a function of
the number of cycles differed for the two alloys. As indicated by the arrows in Figure 3, the
point where the softening rate exhibited a sharp change was defined as the inflection point
at which the TMF could generally be divided into two different stages. Stage I spanned
from the initial fatigue cycle to the inflection point. In this stage, the stress level initially
increased during the first few cycles and then gradually decreased with a low softening rate.
Stage II spanned from the inflection point to the point where the specimen failed, at which
point the softening rate significantly increased. In this stage, the stress sharply decreased
with increasing numbers of TMF cycles, which can be attributed to the occurrence of large
cracks that exceeded the critical crack length [11]. The 356 alloy always exhibited an earlier
inflection point than the 319 alloy, especially under higher strain amplitudes (0.4 and 0.6%),
which resulted in early fatigue damage in the 356 alloy and, hence, reduced total fatigue
life. For an improved comparison, the proportions of stage I in the total lifetimes of the two
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alloys were calculated, and the results are listed in Table 3. The table shows that stage I
accounted for more than 90% of the total lifetime of the 319 alloy at all the tested strain
amplitudes, even reaching 100% at the strain amplitude of 0.6%, which may indicate that
there was little macro-damage before the end of the TMF test. However, the proportion of
stage I in the 356 alloy was considerably lower, especially at higher strain amplitudes. As
shown in Table 3, stage I accounted for only 22 and 27% of the total lifetime of the 356 alloy
at the 0.4 and 0.6% strain amplitudes, respectively, indicating that the 356 alloy may have
been subjected to earlier severe macro-damage during TMF cycling.

Table 3. Proportion of stage I in total TMF lifetimes of experimental alloys.

Strain Amplitude 319 Alloy 356 Alloy

0.2% 90% 85%

0.4% 96% 22%

0.6% 100% 27%

Figure 4 summarizes the OP-TMF lifetimes of the 319 and 356 alloys under different
strain amplitudes. Generally, the fatigue life decreased with increasing strain amplitude,
and both alloys exhibited approximately linear relations when plotted on a log–log scale.
Both alloys reached the limit of 2000 cycles at a strain amplitude of 0.1%; however, the
319 alloy exhibited increased fatigue life starting at the 0.2% strain amplitude, especially
at higher strain amplitudes (0.4 and 0.6%). As shown in Figure 4, the average fatigue life
of the 319 alloy at a 0.2% strain amplitude was 700 cycles, which was slightly higher than
the 580 cycles obtained for the 356 alloy. The 319 alloy exhibited a significantly longer
average fatigue life than the 356 alloy at higher strain amplitudes, demonstrating two- and
threefold longer average TMF lifetimes at the 0.4 (183 versus 90) and 0.6% strain amplitudes
(62 versus 20), respectively. Therefore, the TMF resistance of the 319 alloy was generally
higher than that of the 356 alloy, especially when exposed to higher strain amplitudes.

 

Figure 4. OP-TMF lifetimes of two experimental alloys under various strain amplitudes.

3.2. Fracture Analysis

Figure 5 shows overall views of the fracture surfaces of the 319 and 356 alloys after
TMF cycling at 0.2% strain amplitude. Porosity was observed on both fracture surfaces,
as marked by the red circles in Figure 5. The porosity in the 319 alloy was relatively low
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and evenly spread across the sample. Crack ridges were found on the fracture surface of
the 319 alloy, indicating that the cracks may have nucleated at multiple initiation sites and
merged together during fatigue failure. Large and continuous pores were observed on the
fracture surface of the 356 alloy, and these could have served as crack nucleation sites and
provided easier propagation paths for the crack [11,15–17], which was one of the likely
reasons for the earlier inflection point in the 356 alloy (see Figure 3). It is worth noting that
the left part in Figure 5b (356 alloy, marked by two red lines) was not the original TMF
fracture surface but the tensile fracture surface from the pulling process after the TMF test,
as the sample was not fully fractured when the TMF was terminated. As explained in the
Materials and Methods section, the sample that remained unfractured upon termination of
the test was pulled to full fracture.

 

Figure 5. Fracture surface after 0.2% TMF test: (a) 319 alloy; (b) 356 alloy.

Figure 6 shows the fracture faces at the crack propagation areas in the 319 and
356 alloys at 0.2% strain amplitude. As shown in Figure 6a,d, both fracture faces appeared
as ductile fractures with dimples in the matrix. However, the dimples in the 319 alloy were
smaller than those in the 356 alloy, indicating its lower plastic strain. The SEM backscatter
images in Figure 6b,e show that a number of bright phases were found on the fracture sur-
face, as marked by the arrows, which were identified as Fe-rich intermetallics and eutectic
Si particles [24,25]. The 319 alloy (Figure 6b) exhibited more Fe-rich intermetallics than the
356 alloy (Figure 6e), which was attributed to its higher Fe content (0.3 and 0.1% in the 319
and 356 alloys, respectively (Table 1)). As reported in [5,11,17], these hard intermetallic
phases could serve as nucleation sites for cracks as a result of their detachment from the
aluminum matrix or by rupturing themselves. This was confirmed by the observation of
the cross-sectional fracture surface in Figure 7, in which several broken eutectic Si particles
and Fe-rich intermetallic phases were observed in the 319 and 356 alloys after the TMF
tests. Table 4 summarizes the characteristics of the Fe-rich intermetallics and eutectic Si
particles in both alloys in the T7 condition (before TMF). The eutectic Si in the 356 alloy
was more globular and had a higher area fraction, whereas the area fraction of the Fe-rich
intermetallics in the 319 alloy was double that in the 356 alloy. However, the total area
fractions of the eutectic Si and Fe-rich intermetallics in both alloys were similar, indicat-
ing their similar contributions to the nucleation and propagation of cracks during TMF
deformation. Additionally, striations were observed in both the 319 (Figure 6c) and 356
(Figure 6e) alloys. The interspacing of the striations in the 356 alloy was larger than that in
the 319 alloy, indicating faster fatigue propagation during TMF cycling [27].
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Figure 6. Fractography of fractured specimens after 0.2% TMF test: (a–c) 319 alloy; (d,e) 356 alloy;
(a,c,d,f) SEM secondary electron images; (b,e) SEM backscatter images.

 

Figure 7. Optical cross-section images of the fracture surfaces showing the cracks in the (a) 319 alloy
and (b) 356 alloy after the 0.2% TMF test.

Table 4. Microstructure characteristics of experimental alloys under T7 condition (before TMF).

319 Alloy 356 Alloy

Morphology of eutectic Si Lamellar Globular

Diameter of eutectic Si 4.0 μm 3.5 μm

Area fraction of eutectic Si 6.6% 8.8%

Area fraction of intermetallics (total) 1.6% 0.8%
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4. Discussion

4.1. Microstructural Evolution during TMF

As shown in Figure 3, the maximum tensile and compression stresses for both al-
loys gradually decreased with the increasing numbers of cycles at all strain amplitudes.
This cyclic softening behavior during TMF was likely related to the evolution of the pre-
cipitates during the TMF cycling [12,16,18,20,23]. As typical precipitation-strengthening
alloys, the precipitates in both alloys play an important role in their mechanical properties.
Figure 8 shows the initial precipitate microstructures of the two alloys in the T7 condition
(before TMF). A large number of nano-sized precipitates were visible in the aluminum
matrixes of both alloys, which were identified as mainly the plate-like θ′-Al2Cu phase in
the 319 alloy and the needle-like β′-MgSi phase in the 356 alloy, consistent with reports
from the literature [5,16,25].

 

Figure 8. Bright-field TEM images showing precipitate microstructure after T7 (before TMF) for
(a) θ′-Al2Cu in the 319 alloy and (b) β′-MgSi in the 356 alloy.

Figure 9 presents the precipitate microstructures of the two alloys after TMF cycling
at various strain amplitudes. In general, all the precipitates in the two alloys coarsened
during TMF cycling. Figure 9 shows that, after TMF cycling, the plate-like θ′-Al2Cu in the
319 alloy became rod-like θ′-Al2Cu, whereas the needle-like β′-MgSi coarsened to rod-like
β′-MgSi. However, their number densities decreased significantly as their size increased.
As shown in Table 5, the number density of the precipitates in the 319 alloy after TMF
cycling at 0.2% strain amplitude decreased from 4451 to 501 μm−1 and the length increased
from 48 to 115 nm compared to the T7 condition (before TMF). A similar phenomenon was
also observed in the 356 alloy. Though both the θ′-Al2Cu and β′-MgSi coarsened during
the TMF, different coarsening behaviors were observed for the two alloys. Compared to
the evolution of θ′-Al2Cu in the 319 alloy shown in Figure 9, the size and number-density
changes for the β′-MgSi during TMF were significantly larger, especially at the higher
strain amplitude (0.6%) (compare Figure 9e,f). As shown in Table 5, after TMF cycling at
the 0.6% strain amplitude, the length of the θ′-Al2Cu in the 319 alloy increased from 48 to
80 nm and the number density decreased from 4451 to 691 μm−1. On the other hand, the
size of the β′-MgSi in the 356 alloy increased from 70 to 205 nm and the number density
significantly decreased from 19,144 to 394 μm−1. Additionally, a small part of the β′-MgSi
in the 356 alloy transformed into equilibrium β-Mg2Si after TMF cycling, as indicated by the
red arrows in Figure 9b,d,f. The rod-like θ′-Al2Cu remained the predominant precipitate
in the 319 alloy after TMF cycling, which indicated that the precipitates in the 356 alloy
exhibited a higher coarsening rate than those in the 319 alloy.
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Figure 9. Bright-field TEM images showing precipitate coarsening after TMF at various strain
amplitudes: (a,c,e) 319 alloy and (b,d,f) 356 alloy.
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Table 5. Characteristics of precipitates of the alloys before and after TMF.

Alloys Conditions
Length

(nm)
Width
(nm)

Number Density
(μm−1)

319
(θ′-Al2Cu)

T7 before TMF 48.1 4.3 4451.2

After 0.2% 115.9 12.1 501.4

After 0.4% 83.9 10.0 789.8

After 0.6% 80.1 18.1 690.6

356
(β′-MgSi)

T7 before TMF 70.1 2.8 19144.8

After 0.2% 331.1 14.9 191.1

After 0.4% 204.7 14.6 253.7

After 0.6% 204.8 12.6 394.0

The coarsening of precipitates during TMF cycling was mainly related to their TMF
behavior. In this study, the coarsening rates of both the precipitates were evaluated using
the classical Lifshitz–Slyozov–Wagner model, which is expressed by Equation (1) [28]:

Ln − Ln
0 = k · t (1)

where L is the average half-length of the precipitates after TMF cycling, L0 is the average
half-length of the precipitates in the T7 condition (before TMF), k is the coarsening rate
constant, t is the time, and n is the temporal exponent. It has been reported [29,30] that the
growth of θ′-Al2Cu and β′-MgSi precipitates is prone to obeying the t1/2 law (n = 2) under
the dominant coarsening of the interface reaction. Thus, n = 2 was adopted in this study.
Additionally, the value of t is normally taken as the time elapsed at constant temperature.
However, in this study, the temperature in each fatigue cycle changed, meaning that the
coarsening rate per second could not be applied here due to the temperature variation
between 60 and 300 ◦C in each cycle. For simplification, the value of t was modified to the
number of TMF cycles in this study, and the value of k in Equation (1) was calculated as the
coarsening rate for the precipitates per cycle. The k values of the precipitates in the two
alloys were calculated using the data in Table 5, and the results are summarized in Table 6.

Table 6. Coarsening rate during TMF under various strain amplitudes.

Strain Amplitude
k Value

319 Alloy 356 Alloy

0.2% 3.45 43.85

0.4% 6.22 87.32

0.6% 16.05 463.01

As shown in Table 6, k generally increased with an increasing strain amplitude, indi-
cating that a higher strain amplitude resulted in a higher precipitate coarsening rate. This
was attributed to the heavy dislocations in the matrix, which were generated under the
high-strain-amplitude conditions, accelerating the coarsening of the precipitates [31,32].
However, the 319 alloy exhibited a significantly lower coarsening rate than the 356 alloy
at each strain amplitude, and the differences in k between the two alloys also increased
with the strain amplitude. For example, k in the 319 alloy at a 0.2% strain amplitude was
3.45, which was only one tenth of the value of 43.85 obtained for the 356 alloy. It was even
found that k in the 319 alloy at the 0.4 and 0.6% strain amplitudes decreased to levels 1/5th
(6.2 versus 87.3) and 1/30th (16 versus 463), respectively, of those in the 356 alloy.

The lower coarsening rate for θ′-Al2Cu in the 319 alloy resulted in a slower decrease
in the maximum stress during TMF (Figure 3), which has also been reported in the litera-
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ture [11,18]. The lower coarsening of the precipitates and slower decrease in the maximum
stress could stabilize both the matrix and stress level and, hence, enhance the TMF en-
durance of the 319 alloy (Figure 4). The coarsening rate of the precipitates per cycle in the
319 alloy, especially at the high strain amplitude (0.6%), was significantly lower than that
in the 356 alloy, leading to a longer TMF life for the 319 alloy. In contrast, the plastic strain
in the 356 alloy during TMF cycling was higher than that in the 319 alloy, and the rate of
decrease in the maximum stress was also higher (Figure 3), which can result in a greater
portion of the sample deforming during TMF loading, as well as the buckling effect in the
gauge area, which further produces early failures [11]. This phenomenon occurred more
frequently at the higher strain amplitudes. As shown in Figure 3, the stress inflection point
of the 356 alloy at the strain amplitude of 0.6% occurred after only a few cycles, resulting in
a significantly shorter TMF life relative to that of the 319 alloy.

4.2. TMF Lifetime Prediction

Thermo-mechanical fatigue lifetimes are difficult to predict due to the complex defor-
mation under both strain and temperature cycling during TMF. Various models have been
developed based on different mechanisms, including the Neu–Sehitoglu model based on
creep, fatigue, and oxidation damage [33]; the Miller model based on the accumulation
of the damage rate [34]; the J-integral model based on fracture mechanics [35]; and the
energy-based model based on the dissipated energy per cycle [8,36–38]. Among these
models, the energy-based model is widely accepted as a more suitable approach to predict
TMF lifetimes [8,36–40]. The hysteresis energy in the energy-based model involves both the
strain and stress amplitudes and can be approximated as the product of the plastic strain
range (Δεp) and the stress range (Δσ) using Equation (2) [8,40]:

Wi =
∫

σdε ≈ Δεp · Δσ (2)

where Wi represents the hysteresis energy variable of the ith cycle. The evolution of the
hysteresis energy (W, calculated using the hysteresis loop area) with increasing numbers of
cycles under various strain amplitudes in the two alloys, as determined using Equation (2),
is shown in Figure 10. The hysteresis energy for both alloys involved both the strain and
stress amplitudes and exhibited cyclic stability after a short period of adaptation for most
of the strain amplitudes applied, confirming the greater rationality of the energy-based
model. However, an early energy loss occurred in the 356 alloy after the first few cycles at
the 0.6% strain amplitude, which may have been related to early crack formation during
TMF loading.

Figure 10. Evolution of hysteresis loop area (W) as a function of cycles for (a) 319 alloy and
(b) 356 alloy.
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On the other hand, the hysteresis energy (equal to the plastic strain energy) is also
related to the fatigue life (Nf), as shown in Equation (3) [8,36]:

Ws = W0 · N−1/β
f (3)

where Ws is the saturation hysteresis plastic strain energy. As shown in Figure 10, the plastic
strain energy reached the saturation stage after only a few cycles, which thus allowed for Ws
to be determined from the fatigue data after that point, and it was generally obtained at the
mid-life cycle of the completed TMF tests. W0 and β are material parameters representing
the fatigue damage capacity and fatigue damage exponent, respectively. They can be
calculated from the logWs − logNf relationship [36,39]. In this way, the W0 and β calculated
from the known fatigue life and plastic strain energy under a selection of strain amplitudes
can be used with Equation (3) to estimate the TMF life under other strain amplitudes after
only implementing a few cycles, such as 10; thus, the saturation plastic strain energy can be
obtained, which is more time-efficient than running a full TMF test at each strain amplitude.

Due to the limited data in this study, the TMF behaviors at the 0.2 and 0.6% strain
amplitudes were used to calculate W0 and β. The TMF life at the 0.4% strain amplitude was
then estimated using Equation (3) and compared with the experimental value to validate
the model. The data for both alloys after 2000 cycles at the 0.1% strain amplitude were
obtained by triggering the settled limit of the test and could not be used to determine the
W0 and β. Table 7 lists the calculated W0 and β values, which are similar to the reported
values for Al-Si cast alloys [36]. The 319 alloy exhibited a higher fatigue damage capacity
value (W0) than the 356 alloy. The exponent value (β) represents the relation between the
TMF lifetime and hysteresis energy, and the higher β value for the 356 alloy indicates that
the TMF lifetime decreased significantly with increasing hysteresis energy.

Table 7. Material parameters calculated with energy-based model.

W0 β

319 alloy 107.7 1.09

356 alloy 5.27 2.28

The predicted fatigue lifetime at the 0.4% strain amplitude was calculated using
Equations (2) and (3), as well as the data in Table 7, and compared with the experimental
fatigue life, as listed in Table 8. The results illustrate that the predicted lifetime corresponded
well with the experimentally measured lifetime. Figure 11 presents the experimental and
predicted TMF lifetimes at 0.2–0.6% strain amplitudes. All the predicted TMF lifetimes
correlated with the low life prediction factor (LPF; approximately 1.3) obtained from
the experimental life [36], confirming that the energy-based model was suitable for the
prediction of the TMF lifetimes of the two alloys and had acceptable accuracy. Using the
parameters from Table 7 and the TMF behavior shown in Figure 3, the TMF lifetimes of the
319 and 356 alloys at the strain amplitude of 0.1% were estimated to be 4152 and 4730 cycles,
respectively, both of which were significantly higher than 2000 cycles.

Table 8. Experimental and predicted TMF lifetimes under 0.4% strain amplitude for the two alloys.

319 356

Test 1 Test 2 Test 1 Test 2

Experimental 189 175 80 106
Predicted 163 155 61 92
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Figure 11. Comparison of predicted and experimental fatigue lifetimes for 356 and 319 alloys.

5. Conclusions

This study investigated and compared the OP-TMF behaviors of two typical Al-Si cast
alloys (319 and 356) and the following conclusions were drawn:

1. During TMF loading, asymmetrical hysteresis loops were observed in both alloys
and the tensile portion was higher than the compression portion due to out-of-
phase cycling;

2. Cyclic softening behavior was observed for the maximum stress in both alloys, but
the rate of decrease in the cyclic stress in the 356 alloy was greater than that in the
319 alloy, especially at higher strain amplitudes. Moreover, the 356 alloy presented an
earlier inflection point in the cyclic evolution of the cyclic stress;

3. The TMF resistance decreased with increasing strain amplitudes. The 319 alloy exhib-
ited a longer TMF lifetime than the 356 alloy, especially at higher strain amplitudes;

4. The precipitates in both alloys coarsened during TMF cycling. The coarsening rate
of the β′-MgSi in the 356 alloy per cycle was higher than that of the θ′-Al2Cu in the
319 alloy and increased at higher strain amplitudes;

5. The fatigue lifetime predicted using the energy-based model corresponded well with
the experimental results, exhibiting a low life prediction factor of 1.3. However, the
material parameters varied with the alloys, and the 356 alloy exhibited a lower fatigue
damage capacity (W0) and a higher fatigue damage exponent (β).
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Abstract: Low-nickel austenitic steel is subjected to high-pressure torsion fatigue (HPTF) loading,
where a constant axial compression is overlaid with a cyclic torsion. The focus of this work lies on
investigating whether isotropic J2 plasticity or crystal plasticity can describe the mechanical behavior
during HPTF loading, particularly focusing on the axial creep deformation seen in the experiment.
The results indicate that a J2 plasticity model with an associated flow rule fails to describe the axial
creep behavior. In contrast, a micromechanical model based on an empirical crystal plasticity law
with kinematic hardening described by the Ohno–Wang rule can match the HPTF experiments
quite accurately. Hence, our results confirm the versatility of crystal plasticity in combination with
microstructural models to describe the mechanical behavior of materials under reversing multiaxial
loading situations.

Keywords: multi-axial fatigue; crystal plasticity; micromechanical modeling; austenitic steel

1. Introduction

Austenitic stainless steels, like 316L and Rex 734, exhibit remarkable corrosion resis-
tance and formability, which makes them suitable for medical implants. However, the
leaching of alloying metals like chromium, cobalt, and nickel ion in the human body en-
vironment can cause a strong allergic response and is even found to be carcinogenic in
rats [1–3]. This led to the development of a low nickel and high nitrogen austenitic stain-
less steel 1.3808 with the commercial name P558, which exhibits remarkable mechanical
properties and good bio-compatibility [4–7] with targeted applications in medical implants.
In view of the excellent properties of P558, many advanced manufacturing techniques like
liquid-phase sintering [8] and metal powder injection molding [9] have been explored to
manufacture complex components. However, the existing research of austenitic stainless
steel mechanical properties is mainly focused on stainless steel grades, like 316L or 304L,
and few publications report even very basic mechanical properties like yield stress, surface
roughness, or hardness of P558 [9,10].

The understanding of material behavior under multiaxial mechanical loading is of
great importance for the application of structural materials because components are of-
tentimes exposed to multiaxial stress states. In addition, the loading is typically time-
dependent and reversing. Experimental investigations under such complex loading con-
ditions are very laborious, such that our understanding of the mechanisms leading to
plastic deformation and failure of materials under multiaxial reversing loading is quite
insufficient. This is particularly important for a newly developed steel, like P558, and the
present work aims at closing this gap in our understanding of the mechanical behavior of
this new austenitic steel under complex mechanical loading.
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To investigate the kinematic hardening behavior of P558 austenitic stainless steel under
multiaxial reversing loading, the steel specimens are subjected to combined compression
and cyclic torsional load. In preliminary investigations, it has been observed experimentally
that, under combined compression and cyclic torsional loading, the specimens undergo
plastic axial strain although the compressive load is well below the yield stress of the
material. This time-dependent deformation under small stresses can be considered as
room-temperature creep behavior, triggered by the multiaxial loading. This compressive
creep occurs as soon as a critical angle for the cyclic torsion is exceeded, such that it
remains unclear whether an equivalent stress of the applied stress tensor can be defined
that describes this deformation mode with sufficient accuracy. Ngeru et al. [11] reported
similar behavior in a high nitrogen stainless steel subjected to similar loading conditions. It
is noted here, that this kind of creep deformation is purely mediated by dislocation motion,
whereas diffusive or other thermally activated mechanisms do not play a role. The term
creep is merely used here to describe time-dependent plastic deformation occurring at a
constant stress below the yield stress of the material.

Numerical simulations of the mechanical behavior of metals under cyclic loading
have been reported frequently in the literature, e.g., Cruzado et al. [12] performed crystal
plasticity finite element model (CPFEM) simulations of a polycrystalline microstructure
and showed a good agreement between simulation and experiments. In other work,
the effects of monotonic-cyclic loading on the behavior of high-alloyed steel and pure
copper were investigated and an axial stress-drop was reported for combined cyclic torsion
and monotonic axial tensile loading [13].

To incorporate kinematic hardening in constitutive models, mathematical descriptions
are required that can predict both the stress–strain hysteresis as well as the relaxation
of the mean stress that occurs under cyclic loading [14]. During strain-controlled cyclic
loading, the mean stress is defined as the average between the maximum and the minimum
stress resulting from the cyclic material response. If the upper and the lower value of
the applied strain are not equal with respect to their absolute value, i.e. for asymmetric
loading with amplitude ratios different from R = −1, the mean stress typically takes a
rather high positive or negative values at the beginning of the cyclic experiment, but then
it usually relaxes towards zero. The importance of the correct description of kinematic
hardening in constitutive models for multiaxial cyclic loading has been demonstrated for
investigations on thin-walled tubular specimens under axial tension, and cyclic torsion [15].
To describe kinematic hardening in general, the empirical kinematic hardening models
of Armstrong–Fredrick [16], Chaboche [17], and Ohno–Wang [18] are most widely used.
Several works implying J2 plasticity [18,19] or crystal plasticity [14] have noted that the
Armstrong–Fredrick kinematic hardening model failed to predict the mean stress relaxation
that occurs under non-symmetric loading conditions, where the amplitude ratio R 
= −1.
Schäfer et al. [20] showed a comparison between different kinematic hardening models in
CPFEM with loading cases having both symmetric loading R = −1 and non-symmetric
loading R = 0. The results indicate that the Ohno–Wang model is most adept at predicting
cyclic mechanical properties. Sajjad et al. [21] used both, J2 as well as CPFEM, with the
Chaboche kinematic hardening model for predicting the hysteresis loop and the mean
stress relaxation under uniaxial cyclic loading. Based on the aforementioned publications,
in this work, the Chaboche kinematic hardening model is used with J2 plasticity, and the
Ohno–Wang kinematic hardening model is selected for the CPFEM simulations due to their
ability to predict complex cyclic properties for different loading cases and R-values.

The outline of the present work is as follows: Section 2 describes the experimental
setup for the EBSD and fatigue experiments. Section 3 explains the modeling strategy
for the estimation of elastic stiffness constants, the micromechanical modeling based on
experimental input, and the material models used to mimic the material behavior in the nu-
merical model. Section 4 shows the comparison of the results from the numerical model and
experiments and provides a discussion of the results and observations. Finally, in Section 5,
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the conclusions of this work are laid out. To support the reading of the mathematical
equations, a list of variables/symbols is provided in the Nomenclature section.

2. Material Characterization

2.1. Specimen Preparation and Setup of EBSD

P558 is the commercial name for the austenitic stainless steel 1.3808 sold by voestalpine
BÖHLER Edelstahl GmbH & Co KG (Kapfenberg, Austria). The raw material was delivered
in the form of cylindrical bars from which the specimens were produced as specified below.
The chemical analysis of the tested material is given in Table 1. Due to the absence of nickel
in the alloy, a combination of excellent mechanical properties and high corrosion resistance
is achieved, as well as good bio-compatibility. To bring the material into a well-defined state
and to remove all cold-deformation from the sample manufacturing process, the material
was solution annealed at 1150 ◦C for 45 min. After that, tensile tests of the material resulted
in an ultimate tensile strength of 937 MPa and a yield stress of 595 MPa, where the results
of three standard tensile tests have been averaged.

Table 1. Chemical composition of P558.

C Si Mn P S Cr Ni Mo Cu V Nb N

0.19 0.41 12.20 0.01 0.00 17.15 0.02 2.89 0.02 0.01 0.03 0.54

For a microscopic analysis, specimens from bar material were cut both in longitudinal
and cross-sectional directions according to Figure 1. Consequently, the material was
embedded with conductive resin Technotherm 3000 (Kulzer GmbH, Hanau, Germany),
ground up to 800 grit, and polished with silica on RotoPol-31 (Struers GmbH, Willich,
Germany). The final preparation step for EBSD was vibration polishing of specimens at a
frequency of 90 Hz for 3 h on Saphir Vibro (ATM Qness GmbH, Mammelzen, Germany).

Longitudinal cut Cross-sectional cut

Measuring area Measuring area

Figure 1. Schematic view of the cutting directions of the specimens for EBSD Analysis.

A Field Emission Gun Scanning Electron Microscope (LEO Gemini 1530 from Carl
Zeiss AG) was used to capture micrographs with the electron backscatter detector (EBSD)
at a voltage of 20 kV and an aperture size of 120 μm. The working distance was 15 mm, and
the spot size varied between 0.5 μm and 2 μm. The EBSD data sets were initially analyzed
with the help of the analysis software OIM 6.2 from EDAX (Mahwah, NJ, USA), due to the
large number of EBSD data sets, MATLAB scripting (with MTEX toolbox) was used for the
post-processing of data sets.

2.2. Microstructure Analysis Using EBSD

In this section, we describe the microstructural features observed in the EBSD data
sets, which provide the key inputs for the generation of the virtual microstructure used for
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CPFEM simulations. To properly characterize the microstructure across the bulk material,
23 EBSD measurements were performed at different locations of the longitudinal and
cross-sectional cuts and for different magnifications, resulting in the characterization of
≈19,000 grains in the underlying microstructure.

Figure 2 shows the (Inverse pole figure) IPF-Z plot of one representative EBSD map and
the contour plot of the pole figure of the orientation distribution function (ODF) estimated
by combining 23 EBSD data sets. The ODF is estimated using a kernel density estimate [22].

f (q) =
Ng

∑
i=1

wiψΩ(qi) (1)

where the function f is the ODF, q is the crystallographic orientation, Ng is the number
of grains, and wi = ai/ ∑ ai is the weighting factor for each grain estimated considering
the area ai of the grain. The grains are estimated using a disorientation threshold of 5◦,
and to avoid experimental/estimation errors the grains smaller than 3 μm are discarded.
The grain size is represented using the equivalent diameter, which is the diameter of a circle
with the same area (= 2

√
(ai/π)).

100 m

Figure 2. (top left) IPF-Z plot of one of the EBSD data sets, (bottom left) corresponding IPF key,
(top right) pole figure contour plot of the ODF estimated by combining all EBSD data sets (i.e.,
≈19,000 grains), (bottom right) the grain equivalent diameter histogram.

The microstructure exhibits mostly equiaxed grains containing annealing twins, which
are formed due to the re-crystallization during the annealing process and which show a
density that is proportional to the strain level achieved before the annealing process [23].
Usually, the annealing twins are of Σ3 type with both a symmetrical and asymmetrical
grain boundary tilt [24].
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2.3. Fatigue Test

Both uniaxial and high-pressure torsion fatigue (HPTF) experiments were conducted
on cylindrical double-cone specimens, presented in Figure 3a,b. While uniaxial fatigue
specimens have a shorter gauge length, the HPTF specimens possess a thicker gauge
section to prevent the buckling of the specimens due to the multiaxial loading case. Before
experiments, the gauge section of all specimens was ground with increasingly finer grades
of sandpaper and polished with 1 μm diamond paste to remove turning marks. After
polishing, the arithmetic mean roughness (Ra) of the specimen surface was 46 ± 6 nm.

A Bionix 858 (MTS Corporation, Eden Prairie, MN, USA) servo-hydraulic universal
testing machine was used for all fatigue tests. With the stated testing setup, the specimen
can be loaded with 50 kN of maximum axial force and 300 Nm of maximum torsion
moment. Uniaxial fatigue tests were performed at 20 ± 2 ◦C with 40–60% relative humidity
under total strain-controlled tension-compression with sinusoidal loading at R = −1. The
frequency of the experiments was 2 Hz. All experiments were conducted until failure or
run out at 2 × 106 cycles.

The frequency of experiments was also controlled, limiting the temperature increase
of specimens to 50 K for uniaxial tests (2.5 Hz for ε < 1.5% and 0.5 Hz for ε = 1.5%).
During the HPTF tests, however, the temperature increase may reach values over 200 K
and saturated after 400–500 cycles.

Multiaxial loading of the specimens was rotation angle controlled torsion (0◦ to 5–20◦)
with sinusoidal loading at R = 0 or −1 and a frequency of 2.5 Hz, combined with a
monotonous constant compressive stress 250 or 350 MPa. Figure 3 visualizes the special
multiaxial loading of the specimen during experiments. The axial force necessary to apply the
stated axial stress is related to the smallest cross-section of specimens, measured with a laser
thickness gauge with a precision of 10 μm. The experiments are terminated with the observa-
tion of clearly visible cracks on the surface of the specimen. During the HPTF experiments, the
specimens exhibit compressive axial strains under constant load below the yield stress, which
is referred to as axial creep deformation in this work.

To have a proper database for the modeling of the material behavior under HPTF
loading for different R values and strains, three different loading conditions were selected:
(R = −1, θ = 7.5◦), (R = 0, θ = 10◦), and (R = 0, θ = 15◦) where θ is the amplitude of the
cyclic torsion. Figure 4 shows the experimental results for the stress–strain hysteresis loops
after the saturation of the mean stress and the axial creep for the selected HPTF loading
cases. The equivalent true strain shown in Figure 4 is estimated using

εtrue = log (1 + εeng), (2)

where the engineering strain εeng for torsion is defined as

εeng = θ
rg

lg
, (3)

with the radius rg and the length lg of the gauge section. This equivalent true strain,
thus, corresponds to the strain reached at the surface of the gauge section. Similarly,
the engineering shear stress τeng at the surface of the gauge section is defined in a linear
approximation as

τeng = T
rg

J
, (4)

where J = 0.5πr4
g is the polar moment of inertia for the circular cross-section and T is the

experimentally measured torque. The general expression for true stress is defined as

σtrue = σeng(1 + εeng). (5)
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Figure 3. Figure showing the dimensions and surface finish for (a) HPTF specimen, (b) uniaxial
fatigue specimen, and (c) HPTF loading of the specimen, indicating the constant axial force and the
cyclic torsional angles.

Figure 4. (left) Experimental stress–strain hysteresis loops recorded for uniaxial fatigue after the
saturation of the mean stress and (right) axial creep for the HPTF loading cases given in the legend,
where θ is the amplitude of the cyclic torsion loading, and R is the ratio of the minimum vs. maximum
torsion angle.

Table 2 summarizes the details of the fatigue experiments performed in this work,
where θ denotes the amplitude of torsion cycles for HPTF tests and E33 is the loading
amplitude in the axial direction (z-axis) for uniaxial fatigue tests.
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Table 2. Details of uniaxial fatigue and high pressure torsion fatigue (HPTF) experiments. Axial
stress and strain components are denoted by indices “33”.

Type R Amplitude Frequency Axial Pressure

Uniaxial −1 E33 = 0.55% 2.5 Hz -
HPTF −1 θ = 7.5◦ 2.5 Hz σ33 = 250 MPa
HPTF 0 θ = 10◦ 2.5 Hz σ33 = 250 MPa
HPTF 0 θ = 15◦ 2.5 Hz σ33 = 250 MPa

3. Micromechanical Model

In this section, the workflow of the micromechanical modeling is described. Due to the
recent development of the P558 austenitic stainless steel, the stiffness constants essential
for numerical modeling are unavailable in the published literature. Therefore, density
functional theory (DFT) calculations are employed to estimate the elastic constants, as
detailed in Appendix B. To incorporate the influence of various microstructural features
such as inclusions, defects, etc., the ideal stiffness tensor estimated by the aforementioned
DFT method using a pristine molecular structure is scaled by a scalar constant λ, such that
Ceff = λCDFT). The parameter λ is calibrated to match the elastic part of the experimental
hysteresis loop with corresponding FE simulations. Ceff is used to describe anisotropic
elastic behavior in CPFEM and, in the case of the J2 model, isotropic elastic constants are
determined by homogenizing the elastic stiffness tensor according to the crystallographic
texture as quantified by f (q) [25]. Table 3 shows the ideal elastic stiffness parameters
obtained with DFT calculations, homogenized Young’s modulus (Y) (without scaling), and
the scaling factor λ. The values obtained from DFT simulations are comparable to the
elastic modulus of 155–220 GPa reported for similar nickel-free stainless steels [26,27].

Table 3. Ideal elastic stiffness parameters C11, C12, and C44 obtained by DFT calculations, resulting
homogenized Young’s modulus Y, and scaling factor λ.

C11 C12 C44 Y λ
(GPa) (GPa) (GPa) (GPa) (-)

263.159 122.644 76.506 185.184 0.63

The microstructure characterization of the present material with EBSD reveals the
presence of annealing twins. Castelluccio and McDowell [28] indicate that the annealing
twins can influence the fatigue crack initiation. Furthermore, Pande et al. [29] demonstrate
that size effects can occur due to annealing twins in the microstructure. However, this
work focuses on cyclic property prediction rather than aiming at predicting fatigue failure.
Therefore, for the sake of simplicity, annealing twins in the micromechanical model and
application of gradient-based plasticity models to describe size effects are disregarded in
the present work.

3.1. Representative Volume Element

Due to the high computational effort required for CPFEM simulations with kinematic
hardening, a simple representative volume element (RVE) is selected in which each grain is
represented by a cubic shape. To optimize the number of elements in the model, a parametric
study of the RVE focusing on the number of elements used for the discretization of each
grain is performed. This study indicates that an RVE with 512 grains and 8 elements per
grain, see Figure 5, provides the optimum balance between mechanical property prediction
and computational effort. The edge length of each cubic grain is taken as 0.05 mm, which is
estimated as the mean equivalent grain diameter from the EBSD analysis, see Figure 2.

The required number of 512 discrete orientations for the grains constituting the RVE
are systematically sampled from the EBSD data for a total of 19,000 grains, using the method
in Biswas et al. [30]. The results of this sampling method are shown in Figure 5, and the
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quality of the sampling is judged using the error function ‖ f (q)− f̂ (q)‖1, where ‖ · ‖1 is
the L1 norm of the difference of experimental ODF f (q) and the reduced ODF f̂ (q) used
for the RVE simulations. It is seen that sampling of 512 discrete orientations is achieved
within an error margin of 10%. Since this work focuses on the macroscopic properties, the
grain boundary disorientation distribution is neglected [31].

0.04

Figure 5. (top left) Graphical representation of the used RVE with 512 cubic grains and 8 finite elements
per grain, (bottom left) grains are colored according to their orientation and the corresponding IPF key.
Contour plots of the ODF pole figures from the orientation set obtained by combining all the EBSD
data sets of about 19,000 grains (top right) and 512 discrete orientations in the RVE (bottom right).

3.2. Material Model
3.2.1. J2/Von Mises Plasticity

In this section, the J2 model with the isotropic hardening/softening and the Chaboche
kinematic hardening model [17] are described briefly. For a detailed description please
refer to ABAQUS documentation [32]. The yield function

f (σ) =

√
3
2
(σdev − κdev) : (σdev − κdev)− σm, (6)

depends on the stress tensor σ and incorporates kinematic hardening via the back-stress κ.
The scalar yield stress of the material is denoted as σm, and the superscript “dev” indicates
that the corresponding deviatoric tensor is addressed. Plastic yielding sets in when the
yield function vanishes, i.e., f (σ) = 0 is used as the yield criterion. If the value of the yield
function is larger than zero, a plastic strain increment is calculated that reduces the elastic
strain and, thus, relaxes the stress to a value where the yield function is again zero. In this
so-called return mapping algorithm, the plastic strain increments are calculated as

dεpl = dλ
∂ f
∂σ

=
3
2

dλ
σdev − κdev√

3
2 (σ

dev − κdev) : (σdev − κdev)
, (7)

where the direction of the plastic strain is given by the gradient of the yield function with
respect to the stress tensor and the magnitude of the plastic strain is quantified by the
plastic strain multiplier dλ. It is noted here, that for this associated flow rule the direction
of the plastic strain increment corresponds to the deviatoric stress tensor reduced by the
back stress tensor. For details, the reader is referred to the basic literature on continuum
plasticity, e.g. the textbook of de Borst et al. [33].
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The isotropic hardening/softening is modeled using an exponential law as

σm = σm + Q(1 − e−bεeq), (8)

where Q and b are material parameters that can be estimated by matching experimental

results, and εeq =
√
(2/3)εpl : εplis the equivalent plastic strain. The evolution of κ is

given by

κ̇i = Ci ε̇eq
1

σm (σ − κi)− gi ε̇eq κi , (9)

where Ci, gi are the material parameters, and ε̇eq is the equivalent plastic strain rate. The
index i ∈ {1, 2} addresses two different back-stresses terms considered here. The total
back-stress is computed as κ = ∑i κi.

3.2.2. Crystal Plasticity

This section presents a brief description of the crystal plasticity model used in FE
simulations of the mechanical behavior of the RVE. For the sake of brevity, we mainly focus
on the modeling of kinematic hardening, please refer to [34] and references therein for a
detailed description of the CPFEM method. The total deformation gradient is described
using multiplicative decomposition F = FeFp, where Fe is the elastic part representing
a reversible lattice deformation and rotation, and Fp is the plastic part representing an
irreversible lattice deformation.

The plastic deformation is assumed to result from the motion of dislocations on
crystallographic slip systems described by the slip direction dα and slip plane normal
nα where α = 1, ..., Ns is the slip system index, and Ns is the number of slip systems.
The driving force for the motion of dislocations is given by the resolved shear stress (τα),
which is calculated by mapping the second Piola-Kirchhoff stress tensor S = Ceff

2 (FeTFe − I)
on the slip system α. I is second rank unit tensor.

In this work, a phenomenological constitutive model is used, in which the kinematic
hardening is modeled by including an additional back-stress τα

b in the flow rule

γ̇α = γ̇0

∣∣∣∣τα − τα
b

τα
c

∣∣∣∣
p1

sign(τα − τα
b ) (10)

where γ̇α is the shearing rate, τα
c is the slip resistance for isotropic hardening. In this work,

the Ohno–Wang model is used, which is adapted from the original formulation to the
crystal plasticity model by defining the evolution of the back-stress as

τ̇α
b = ηγ̇α − μ

|τα
b |

(η/μ)m τα
b |γ̇α| (11)

following the work of McDowell [35]. Hennessey et al. [14] used two components for τα
b

using sets of {ηi, μi, mi } with (i = 1, 2). For the sake of simplicity, in this work τα
b is limited

to a single component with only one set of {η, μ, m} as parameters. The isotropic hardening
is given by the evolution of the slip resistance, described as

τ̇α
c =

Ns

∑
β=1

h0ξαβ

(
1 − τ

β
c

τ
f

c

)p2

|γ̇β| (12)

where τα
c is the saturation slip resistance and ξαβ is the cross-hardening matrix in which the

diagonal elements representing the coplanar slip systems are set to 1.0, and off-diagonal
elements representing the non-coplanar slip systems are set to 1.4.

4. Results and Discussion

In this section, the results obtained from numerical models are compared with ex-
perimental findings. Due to the multiaxial and heterogeneous stress and strain fields in
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the gauge section of the specimens, the material parameters cannot be assessed directly
from the results of the HPTF test, but the constitutive parameters for J2 and CPFE model
must be obtained using an inverse procedure instead, as shown in Appendix C. In the
first step, a FE model of the gauge section of the test specimens is applied to characterize
the material response under HPTF loading using a J2/von Mises plasticity model with
Chaboche kinematic hardening and isotropic softening. In the second step, a representative
volume element (RVE) is introduced that considers the mean grain size and crystallographic
texture resulting from the EBSD analysis of the tested specimens, as described above. In FE
simulations of this RVE, boundary conditions are applied that mimic the HPTF loading on a
volume element close to the surface of the gauge section of the experimental specimens. The
plastic deformation of each grain in the RVE is described by the CP model introduced above.
It is noted here that in the present study, we do not attempt to model the grain shapes or
even microstructural details as annealing twins, but we focus on the determination of the
material parameters, which requires the use of a numerically efficient model. Furthermore,
a parametric study of the CP kinematic hardening parameters is shown in Appendix A,
emphasizing the importance of axial creep experiments for the calibration of parameters.

4.1. J2 Plasticity

The parameters for the J2 model are calibrated using data from uniaxial fatigue
experiments. The parameters controlling the stress–strain hysteresis loop, i.e., C1, C2, g1,
and g2, are obtained in an iterative process in which the difference between experimental
and numerical hysteresis loops are minimized by systematically varying those material
parameters. For this purpose, a representative hysteresis loop is chosen from the regime
of load cycles in which the mean stress has already saturated. In contrast, the isotropic
softening parameters, i.e., σm, Q, and b, are gained from the comparison of the maximum
stress obtained during each load cycle between simulation and experiment. To obtain the
hysteresis loop in the regime where the amplitude is constant, the experimental hysteresis
loop from the 5000th cycle is used for calibration of the kinematic hardening parameters.
The isotropic softening parameters are calibrated by simulating the initial 300 cycles.

Figure 6 shows the comparison of the saturated hysteresis, i.e., the hysteresis loop in
the regime where the stress amplitude is constant, and the maximum stress obtained from
simulation and experiments; the corresponding calibrated J2 material parameters are given
in Table 4.

Figure 6. (left) Stress–Strain hysteresis loop and (right) reduction of the maximum stress in uniaxial
fatigue tests with a strain amplitude of E33 = 0.55% and an amplitude ratio of R = −1.

Table 4. Calibrated J2 model parameters.

C1 C2 g1 g2 σm Q b
(MPa) (MPa) (-) (-) (MPa) (MPa) (-)

43,106.44 4192.81 513.95 0.0 545.82 −300 3.17
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Keeping the J2 material parameters constant, HPTF simulations are performed with
the same FE model, see Figure 7, in which the resulting axial creep strain E33 obtained from
the experiment and the HPTF simulations also are shown. It is seen that the simulations
result in a similar axial creep behavior under different HPTF loading conditions, which
stands in stark contrast to the experiment where the axial creep behavior is very sensitive to
the torsional loading. Furthermore, the axial creep strains obtained from the FE simulations
with material parameters fitted to uniaxial fatigue experiments grossly overestimate the
experimentally found creep strains under HPTF loading, which points out the limitations
of the J2 plasticity model. The reason for these deficits in the J2 model in predicting the
axial creep behavior correctly can be attributed to the associated flow rule used here, see
Equation (7), where the plastic strain increment is proportional to the deviatoric stress
reduced by the back stress. Hence, as long as constant stress is applied along the axial
direction, the plastic strain in this direction will not be sensitive to the amplitude of the
cyclic torsional load, which is clearly seen in the simulation results for axial creep in
Figure 7. Since this is a fundamental restriction, no attempt is made to test other modeling
strategies for J2 plasticity, although in the literature, it has been demonstrated that an
associated flow rule in combination with a three-surface hardening-recovery model for
kinematic hardening could be successfully parameterized to describe the material behavior
of thin-walled tubular specimens under monotonic-cyclic loading [15].

33

(a)

(b) (c)
Figure 7. (top left) FE model used to simulate HTPF loading with a J2 plasticity model and resulting
axial creep strain (E33) of simulation and experiment vs. cycle number. The axial pressure amounted
to σ33 = 250 MPa and three different combinations of amplitude ratios R and cyclic torsion amplitudes
θ are shown: (a) R = −1, θ = 7.5◦, (b) R = 0, θ = 10◦, and (c) R = 0, θ = 15◦.

To understand the distributions of axial stress and axial plastic strain in the J2 model,
these quantities are shown along a cut through the gauge section in Figure 8. The contour
plots indicate that both, axial stress and plastic strain, are rather constant in each cross-
section of the model. The axial stress, however, exhibits elevated compressive stresses close
to the symmetry axis, where high hydrostatic stress components are observed.
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Figure 8. Contour plot of the axial stress in MPa (top) and the axial plastic strain (bottom) along a
cut through the J2 model.

4.2. Crystal Plasticity

Since the RVE with 512 grains is much smaller than the dimension of the experimental
specimens, we cannot directly apply torsional loading on this RVE. Instead, we consider
a small volume element close to the surface of the cylindrical FE model representing the
gauge section of the experimental specimens, which has been used for the J2 plasticity
calculations, see Figure 9. The distortions experienced by this volume element during the
different HPTF loading cases are applied as boundary conditions to the CPFEM model to
achieve a comparable loading situation on the length scale of the RVE. The major distortion
occurs in the X–Z and Y–Z shear directions (tensor components E13 and E23, respectively).
The RVE is subject to displacement boundary conditions resulting in X–Z shear, and a
distributed force boundary condition in the Z direction, the magnitude of the force is
adjusted such that the homogenized stress in the RVE matches the required axial pressure
for the given HPTF load, and similarly, the shear displacement is adjusted to match the
strain obtained from the saturated hysteresis loop of the HPTF experiment. Furthermore, as
shown in the J2 model, the axial plastic strain and the axial stress are rather homogeneous
throughout the gauge section, which justifies the application of the distortions of a volume
element close to the surface as boundary conditions to the RVE, as the plastic strains
observed in the RVE will be representative for the entire gauge section.

It is noted here, that the RVE is exposed to periodic boundary conditions to avoid
free surfaces, which would severely influence the stress field within the RVE and produce
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finite size effects. This simplification is justified because we do not attempt to study crack
initiation, for which free surface effects might play a crucial role.

Figure 9. To mimic HPTF loading conditions on the length scale of the RVE used for CPFEM sim-
ulations, the distortions of a small volume element close to the surface of the cylindrical FE model,
representing the gauge section of the HPTF specimens, are applied as boundary conditions to the RVE.

In the first step to calibrate the CP parameters, the HPTF experiment with R = −1 and
θ = 7.5◦ is used. Only the kinematic hardening parameters η and μ can be calibrated in
this way, whereas the isotropic hardening parameters τ

f
c ,h0, and p2 are temporarily set to

zero and will be calibrated in a second step as described below. To validate the correctness
and generality of the CP parameters obtained by this procedure, the calibrated model is
verified by comparing the simulation results with experiments for R = 0, θ = 10◦ and
R = 0, θ = 15◦. Figure 10 shows that the stress–strain hysteresis loops obtained from
HPTF simulations using the RVE model closely match the experiments for all loading cases,
which confirms the predictive capability of the parameterized model.

309



Materials 2023, 16, 1367

(a)

(b) (c)
Figure 10. Comparison of saturated HPTF stress–strain hysteresis loops between simulation and
experiment; the constant axial pressure amounts to σ33 = 250 MPa in all cases and cyclic shear
loading E13 is applied to mimic the cyclic torsion in the experiment. (a) The result of calibration
for HPTF loading with R = −1, θ = 7.5◦, E13 = 0.02. The two subfigures in the bottom represent
predictions of the model for (b) R = 0, θ = 10◦, E13 = 0.028, and (c) R = 0, θ = 15◦, E13 = 0.04.

The calibration of the isotropic hardening parameters (τ f
c ,h0, and p2) and the remaining

kinematic hardening parameter m, requires matching the evolution of maximum and
minimum stress recorded during all cycles between simulation and experiment. Again,
this is done for loading with (R = −1, θ = 7.5◦), and the result is validated by comparison
with the other cases. As seen in Figure 11, a satisfying agreement between simulation and
experiment could be achieved in this way. All resulting CP parameters are given in Table 5
and referred to as set 1.

Table 5. Calibrated CPFE model parameters (set 1).

λ γ̇0 p1 τ0 τ
f

c h0 p2 η μ m
(-) (1/s) (-) (MPa) (MPa) (MPa) (-) (MPa) (-) (-)

0.63 0.001 25 235 184.2 −25.0 2 16,888.0 125.0 2.0

As indicated in the parametric study shown in Appendix A, the axial creep behavior
is also employed for the calibration of the CP parameters. Figure 12 shows the axial creep
in the RVE during HPTF simulations. The results indicate that the CPFE model does not
only predict the cyclic properties but also the axial creep behavior for the different HPTF
loading cases very well.
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(a)

(b)(c)

Figure 11. Comparison of maximum and minimum stress obtained in experiment and simulation
during torsional cycles with (a) R = −1, θ = 7.5◦, comparison of cyclic softening behavior for the
loading cases (b) R = 0, θ = 10◦, and (c) R = 0, θ = 15◦.

(a)

(b) (c)

Figure 12. Axial creep strain (E33) vs. the number of cycles obtained from HPTF simulations with the
CPFE model and from experiment for a constant axial pressure of σ33 = 250 MPa and cyclic torsional
loading: (a) R = −1, θ = 7.5◦) used for calibration, (b) R = 0, θ = 10◦, and (c) R = 0, θ = 15◦. Cases
(b,c) represent predictions of the model.
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In the next step, the CPFE model calibrated with HPTF experiments (set 1) is used to
predict material behavior under uniaxial fatigue loading. It is pointed out here that it is
expected that the material parameters fitted to more complex loading situations should be
able to describe the material behavior under uniaxial loading (see, for example, the study
of de Castro e Susa [36], where the authors tested various protocols to determine material
parameters for cyclic plasticity using inverse procedures. However, the comparison of the
simulation and experiments shown in Figure 13a exhibits the limitations of this approach,
as the predicted and measured stress–strain hysteresis loops for uniaxial loading differ
significantly from the parameters of set 1 that yield good comparability between experiment
and simulation for the HPFT case, as seen in Figure 13b.
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Figure 13. Comparison of experimental and simulated stress–strain hysteresis loops (a) for uniaxial
fatigue with the strain amplitude E33 = 0.55% and (b) under HPTF loading with (R = −1, θ = 7.5◦,
E13 = 0.02). The material parameters for set 1 (Table 5) were obtained using an inverse analysis of the
HPTF experiments, whereas the parameters of set 2 (Table 6) were fitted to uniaxial experiments.

To understand the reason for this discrepancy in the prediction of the CPFE model, the
experimental stress–strain hysteresis loops for HPTF and uniaxial fatigue tests are analyzed
more closely. Figure 14 shows the comparison of the experimental results for saturated
hysteresis loops under HPTF loading (θ = 7.5◦, R = −1) and uniaxial fatigue loading
(E33 = 0.55%, R = −1). Since the elastic stiffness in the former case is dominated by the
materials’ shear modulus and in the latter case by Young’s modulus, the stress is normalized
by the respective elastic quantities, which are estimated from the stiffness parameters given
in Table 3 as Young’s modulus Y = 185.2 GPa and shear modulus G = 76.5 GPa.

It is seen that the effective slopes of the elastic branches of the HPTF and uniaxial
hysteresis loops are significantly different, even after the proper scaling is applied, and
that the elastic response of the material under uniaxial fatigue is approximately 1.46 times
stiffer than under HPTF loading.

Due to this difference in the elastic slope, the effective elastic parameters required for
the uniaxial fatigue simulations are different from those used for the HPTF simulation, which
can be controlled by the scaling factor λ in this work. A similar change in the stress–strain
relationship due to pre-straining has been reported in the experimental work of Vrh et al. [37].
A degradation of Young’s modulus by more than 20% during fatigue tests was reported
for dual-phase steels in [38]. It can be interpreted from the experimental work of Wilshire
and Willis [39], Stout et al. [40], and Schneider et al. [41] that the magnified effect of defects
(especially dislocation structures) due to pre-straining in HPTF experiments can lead to the
change in the stress–strain behavior. It is also pointed out here that the temperature increase
during the HPTF experiments is significantly higher than that during the uniaxial tests (200 K
vs. 50 K), which might also lead to a reduction in the elastic stiffness and the yield stress of
the austenitic steel.
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Figure 14. Comparison of the hysteresis loops in the regime where the stress amplitude is constant for
the uniaxial fatigue experiment (E33 = 0.55%, R = −1) and the HPTF loading case (θ = 7.5◦, R = −1),
where θ and E33 are the amplitudes of the cyclic deformation. The values of all stresses in the plot are
normalized with the corresponding stiffness parameters, i.e., Young’s Modulus Y = 185.2 GPa for
uniaxial fatigue and shear modulus G = 76.506 GPa for the torsional loading during HPTF.

To demonstrate the possibility of calibrating the material parameters used for CPFE
simulations to describe uniaxial fatigue behavior, the scaling parameter for elastic properties
λ, the critical resolved shear stress τ0, and the isotropic hardening parameters ({τ f

c , h0})
are re-calibrated to match uniaxial experiments, while keeping the kinematic hardening
parameters unchanged. The re-calibrated uniaxial parameters, referred to as set 2, are given
in Table 6. The CPFE results obtained for both loading cases are plotted in Figure 13 as set 2.
It is seen that this data set describes the stress–strain hysteresis under uniaxial loading very
well, whereas the results for HPTF are not represented in an acceptable manner for set 2. A
closer analysis of the material parameters of set 1 and set 2 reveals that the ratio of the fitted
elastic constants in the CP models of both loading cases amounts to 1.51, which is close to
the ratio of the effective stiffness values read from the experimental curves, which takes
a value of 1.46. Furthermore, the scaling parameter λ used to adapt the elastic constants
from DFT calculations to fit the uniaxial experiments is 0.95 and thus close to unity, which
demonstrates the predictive capabilities of DFT methods concerning the calculation of
elastic parameters. Generally, this finding that the transfer of crystal parameters obtained
by inverse analysis of data referring to one experiment cannot be simply transferred to
predict another experiment indicates a limitation in our current constitutive models and
their parameters.

However, this analysis also reveals, that the kinematic hardening parameters obtained
from uniaxial fatigue or HPTF loading are consistent, whereas the effective elastic param-
eters and, with them, some basic plastic properties, such as critical resolved shear stress
and isotropic hardening parameters, take different values for the two different loading
cases. The difference in these parameters can possibly be attributed to the higher tem-
peratures that occur during HPTF testing or to different dislocation structures that result
from multiaxial vs. uniaxial deformations. However, more research is required to draw a
firm conclusion and to derive a model that describes these differences quantitatively. It is
also pointed out here, that care needs to be taken when transferring material parameters
obtained for particular loading cases to different scenarios.
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Table 6. Re-calibrated CPFE model parameters for uniaxial fatigue loading (set 2). The remaining
material parameters are unchanged with respect to set 1 and given Table 5.

λ τ0 τ
f

c h0

(-) (MPa) (MPa) (MPa)

0.95 188 92 −130.0

5. Conclusions

In this work, we investigated the mechanical behavior of austenitic stainless steel
1.3808 (commercial name P558), exposed to high-pressure torsion fatigue (HPTF), i.e.,
overlaid constant axial and cyclic torsional loading. Experimental tests revealed that under
such multiaxial reversed loading, the material undergoes plastic deformation in the axial
direction if the amplitude of the cyclic torsion exceeds a critical value, even if the axial
stress is well below the yield stress of the tested material. Since this time-dependent axial
deformation occurs under a constant axial stress that is smaller than the yield stress, it
can be considered a low temperature creep phenomenon, although its mechanisms are the
same as those for plastic deformation and do not involve diffusive processes. Such material
behavior has not yet been widely described in the literature. However, as multiaxial loading
occurs frequently in technical systems or medical implants, it is essential to understand
the mechanisms leading to this kind of plastic deformation. In order to accomplish this,
two different numerical models, J2 and crystal plasticity (CP), were employed in finite
element simulations of the HPTF experiments. The results indicate that the J2 model with
an associated flow rule is not suitable to describe material behavior under such multi-axial
cyclic loading cases. In contrast, the CP model with an Ohno–Wang kinematic hardening
model reveals a good agreement with the experiment and even was able to predict the
material response for different HPTF loading cases after fitting the material parameters to
experimental data from one individual test.

A comparison between uniaxial fatigue experiments and HPTF loading demonstrated
that there was a significant difference in the elastic branches of the respective stress–strain
hysteresis loops. The origin of this discrepancy might lie either in the significantly higher
temperature that builds up in the material during HPTF testing, in different dislocation
structures that develop during the different test conditions, or in a combination of both.
Consequently, the CP model calibrated by an inverse procedure based on HPTF data
is incapable of matching the results of uniaxial fatigue experiments. However, it was
demonstrated that a re-calibration of the material stiffness tensor and isotropic hardening
parameters by a scalar factor, while leaving the kinematic hardening parameters unchanged,
leads to a good description of the data obtained from uniaxial fatigue experiments. To
understand the correlation between the constitutive parameters and the resulting material
behavior in more detail, a parametric study of the CP kinematic hardening model under
HPTF loading was performed, and the resulting stress–strain hysteresis loops and axial
creep deformation were analyzed. The most important result of this case study is that a
reliable parameter identification by an inverse modeling approach based on experimental
data is possible, and that including axial deformation into the parameter fitting procedure
improves the calibration of the parameters for kinematic hardening. Generally, our results
indicate that material parameters that are identified by an inverse analysis of experimental
data from more complex situations can be used to describe simpler loading conditions,
whereas material parameters identified from simpler tests typically cannot be used to
describe more complex loading situations. However, it must also be pointed out here
that there are cases where material parameters obtained by inverse analysis of some test
conditions simply cannot be generalized to other situations, which is a clear limitation of
current constitutive models and the parameters they rely on.

The finite element model used for the simulation of the material response based on
crystal plasticity employed a simple representative volume element (RVE) that mimics the
crystallographic texture obtained from the EBSD analysis of the P558 steel specimens used in
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the experiment. This RVE contained 512 cubic grains, thus ignoring microstructural features
like grain shape or annealing twins—a simplification that was necessary to minimize the
numerical effort in this work. In forthcoming studies, it is planned to investigate the
influence of grain shapes, annealing twins, and crystallographic texture on the material
behavior under HPTF loading in more detail by considering more realistic grain geometries
in the RVE simulations.
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Nomenclature
Variable Description
σ, σij Cauchy stress
S Second Piola Kirchhoff stress
E, Eij Green-Lagrange strain
εpl, εeq Plastic strain tensor, equivalent plastic strain
εeng Engineering strain
γ̇α Shear rate of dislocation on slip system α

γ̇0 Initial shear rate
τα Resolved shear stress for slip system α

τ0 Initial guess for the slip resistance
{σm, Q, b} Isotropic hardening material parameter for J2 plasticity model
{Ci, gi} Chaboche kinematic hardening material parameter for J2 plasticity model
{τ

f
c , h0, p2} Isotropic hardening parameters for CP model

{η,μ, m} Onho-Wang Kinematic hardening parameters for CP model
Y, G Young’s modulus and shear modulus
εeq Equivalent strain
C Stiffness tensor
F Deformation gradient
Fe Elastic deformation gradient
Fp Plastic deformation gradient
I Unit tensor
q Crystallographic orientation
wi Weight of ith crystallographic orientation
f Orientation distribution function from experimental data
f̂ Orientation distribution function from reduced discrete orientations
ψΩ Kernel density function with half-width Ω
R Ratio of maximum and minimum strains in cyclic hysteresis loop
θ Amplitude of torsional cyclic deformation
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Appendix A. Parametric Study of CPFE Parameters

In this section, a parametric study of the CP parameters for kinematic hardening is
performed, we focus particularly on the kinematic hardening parameters {η, μ, m}, while
keeping other parameters { γ̇0, p1, p2,h0, τ0, τ

f
c } constant. As reported by Schäfer et al. [20]

the CP kinematic hardening parameters η, μ mainly influence the stress–strain hysteresis loop,
and m controls the mean stress relaxation. Therefore the parametric study is divided into
two parts: (i) characterize the influence of η and μ on saturated stress–strain hysteresis loop,
and (ii) quantify the influence m on the mean stress relaxation in combination with the axial
creep behavior during HPTF loading. This study indicates that several sets of CP parameters
for kinematic hardening can produce a similar stress–strain hysteresis loop with minor
differences, however, parameters η and μ have a strong effect on the axial creep behavior.

For the parametric study, the hysteresis stress–strain loop (without isotropic hardening)
and the axial creep values are compared for the loading case θ = 7.5◦, R = −1. To ensure
the saturation of the mean stress value, the hysteresis loop is taken after 25 cycles, and the
isotropic hardening is neglected. In the case of the axial creep simulation, the isotropic
hardening parameters are kept constant (as reported in Table 5). Figure A1 shows the
effect of the η and μ on the stress–strain hysteresis loop and the axial creep behavior. The
results indicate that both the stress–strain hysteresis loop and the axial creep behavior are
important for the calibration of the CP kinematic hardening parameters η and μ.
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Figure A1. Effect of CP kinematic hardening parameters η and μ on the stress–strain hysteresis loop
and the axial creep behavior.

To study the effect of the kinematic hardening parameter m on the mean stress relax-
ation and the axial creep deformation during HPTF the loading case θ = 10◦, R = 0 is
chosen. Figure A2 shows the results from the simulation and illustrates that a reduction
of m leads to lower values of the mean stress and increases the increments of axial creep
per torsion cycle. Although the general trend in the change of the mean stress and the
axial deformation with respect to the change of the parameter m is similar, the mean stress
changes more uniformly (rather linearly) with the respect to m in comparison to axial
deformation, which has a progressive effect for smaller values of m.
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Figure A2. Effect of the kinematic hardening parameter m on the axial creep behavior and the mean
stress relaxation during HPTF loading.

Appendix B. Elastic Constants Estimation

Density functional theory (DFT) calculations were employed to estimate the elastic
constants using the VASP [42–44] software. The calculations were performed with the pro-
jector augmented-wave (PAW) method [45], as implemented in VASP, and the generalized
gradient approximation, which used a Perdew-Burke-Ernzerhof (PBE) parametrization [46].
The structure of face-centered cubic Fe was constructed with repetitions of 4 × 2 × 2 of the
four-atom unit cell. Correspondingly, a 4 × 8 × 8 k-point mesh of the Monkhorst-Pack [47]
type was created. The substitutional alloying elements were added randomly, assuming
a disordered structure. The final composition of the supercell was Fe44Cr11Mn7Mo2C1,
where carbon occupies octahedral lattice sites. Spin-polarized calculations were carried out
to account for a ferromagnetic Fe state. The plane–wave basis cut-off energy was 500 eV.

In a cubic system, the independent elastic constants are C11, C12, and C44. Applying
uniform isotropic straining to the lattice and fitting the obtained data to the Murnaghan
equation of state allows the calculation of the bulk modulus, B.

B =
1
3

C11 + 2C12 (A1)

In an isotropic material C′= C11 - C12. The values of C′ and C44 can be found consider-
ing volume-conserving strains applying distortions, δ, in a ±2% range. To obtain C′, an
orthorhombic strain as follows was used,

εortho =

⎛
⎝δ 0 0

0 −δ 0
0 0 δ2/(1 − δ2)

⎞
⎠ (A2)

In the case of C44, a monoclinic strain was considered:

εmono =

⎛
⎝ 0 δ/2 0

δ/2 0 0
0 0 δ2/(4 − δ2)

⎞
⎠ (A3)

Respectively, the elastic constants’ values can be obtained from:

Eortho = E0 + C′Vδ2 + O[δ4] (A4)

Emono = E0 + C44Vδ2 + O[δ4] , (A5)

where E0 is the energy of the system in its equilibrium state.
The numerical values of the elastic constants determined by this procedure are shown

in Table 3.
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Appendix C. Material Parameter Optimization Algorithm

The optimization algorithm is implemented using python script (refer Figure A3),
the minimize function (with Nelder-Mead [48] method) is used from the python Scipy
optimize library. The function used for minimization takes in material parameters as input,
performs FEM simulations with the parameters, homogenizes the solution obtained from
FEM simulation, and provides the error between the simulation and experiments. The
mean square difference is used as the error function 1

n ∑n
i=1(σ

sim
13 |i − σ

exp
13 |i)2, where n is the

number of time step in simulation, σsim
13 |i is the 13 (or xz) component of the result from the

simulation, and σ
exp
13 |i is the 13 (or xz) component of the result from the experiment.

Virtual
Mechanical  test

Update 
material 

parameters

Figure A3. Flow diagram of the optimization algorithm used for optimizing the material parameters.
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Jaroslaw Galkiewicz and

Sebastian Lipiec

Received: 31 December 2022

Revised: 18 January 2023

Accepted: 27 January 2023

Published: 29 January 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

materials

Article

Effects of Micro-Shot Peening on the Fatigue Strength of
Anodized 7075-T6 Alloy

Chih-Hang Su 1, Tai-Cheng Chen 2, Yi-Shiun Ding 3, Guan-Xun Lu 1 and Leu-Wen Tsay 1,*

1 Department of Optoelectronics and Materials Technology, National Taiwan Ocean University,
Keelung 20224, Taiwan

2 Nuclear Fuels and Materials Division, Institute of Nuclear Energy Research, Taoyuan 32546, Taiwan
3 Material Research Group, Asia Development Center, SRAM LLC, Taichung 40765, Taiwan
* Correspondence: b0186@mail.ntou.edu.tw; Tel.: +886-2-24622192 (ext. 6405)

Abstract: Micro-shot peening under two Almen intensities was performed to increase the fatigue
endurance limit of anodized AA 7075 alloy in T6 condition. Compressive residual stress (CRS) and a
nano-grained structure were present in the outermost as-peened layer. Microcracks in the anodized
layer obviously abbreviated the fatigue strength/life of the substrate. The endurance limit of the
anodized AA 7075 was lowered to less than 200 MPa. By contrast, micro-shot peening increased the
endurance limit of the anodized AA 7075 to above that of the substrate (about 300 MPa). Without
anodization, the fatigue strength of the high peened (HP) specimen fluctuated; this was the result of
high surface roughness of the specimen, as compared to that of the low peened (LP) one. Pickling
before anodizing was found to erode the outermost peened layer, which caused a decrease in the
positive effect of peening. After anodization, the HP sample had a greater fatigue strength/endurance
limit than that of the LP one. The fracture appearance of an anodized fatigued sample showed an
observable ring of brittle fracture. Fatigue cracks present in the brittle coating propagated directly
into the substrate, significantly damaging the fatigue performance of the anodized sample. The CRS
and the nano-grained structure beneath the anodized layer accounted for a noticeable increase in
resistance to fatigue failure of the anodized micro-shot peened specimen.

Keywords: AA 7075-T6 alloy; anodizing; micro-shot peening; nanograin; rotating bending fatigue

1. Introduction

Surface technologies are extensively applied to components in the aerospace, automo-
bile, and power industries to protect against corrosion and wear. Thermal spray coating,
electroplating, and chemical and physical vapor deposition are employed to modify the
surface characteristics of the components. The most typical approach to increase the wear
and corrosion resistance of Al alloys is to coat them with anodic oxide film [1,2]. An oxide
film formed on the surface of anodized Al alloys consists of a thin compact inner layer
and a porous outer layer [2]. A major concern about the use of AA 7075 Al alloy is the
possible fatigue failure of structural components [3–5]. The anodization process is reported
to obviously degrade the fatigue performance of high-strength Al alloys [6–11].

The effect of anodization on the fatigue strength/life of Al alloys is counted on several
process variables. Moreover, the fatigue strength of a soft anodized coating is superior
to that of a hard anodized one [12]. Chromic acid anodizing is less harmful to fatigue
strength than sulfuric acid anodizing [13,14]. Increasing the thickness of the anodizing
coating lowers the fatigue strength/life of AA 7075 alloy [10]. Moreover, a coating on
an ultrafine-grained substrate has shown enhanced resistance to anodizing-induced and
fatigue-induced cracking of AA 6682 alloy [12]. It is reported that the microcracks in the
anodized film and irregularities beneath the film are the reasons for the decrease in fatigue
strength [10]. The loss in fatigue strength of anodized AA 2219 and AA 2024 alloys is
related to the induced microcracks at the etch pits, which are formed from the preferential
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dissolution of intermetallics in pickling performed before anodizing [7]. In one study, Al2O3
coatings were applied on the AA 6061-T6 alloy by hard anodizing, micro-arc oxidation,
detonation spray, and air plasma spray, and hard anodizing was found to have the most
damaging effect on fatigue endurance [15].

Shot peening is employed to upgrade the fatigue performance of the Al alloys [16–18]. The
resulting compressive residual stress (CRS), strain hardening, and fine-grained microstructure
in the shot-peened layer are the main causes of improved fatigue properties. Successful fatigue
enhancement depends on a compromise between the CRS and the detrimental effect on surface
quality [19]. Advanced shot peening technologies, such as laser [20,21], ultrasonic [22,23],
and waterjet peening [24,25], are employed to reduce the irregularity and upgrade the fatigue
life of Al alloys. It is noted that shot peening can mitigate the harmful effect of an anodized
coating on the fatigue strength of high-strength Al alloys [13,21,26]. With shot peening, the
fatigue strength of anodized AA 6082-T651 alloy is even higher than that of the unanodized
substrate [26]. In 3.5% NaCl solution, the fatigue lives of AA 7075-T73 alloy can be markedly
increased by shot peening treatments as compared to an electropolished sample [27]. To reduce
surface irregularity, the use of fine particles for peening [28,29] is more economical and practical
than other advanced peening processes.

AA 7075-T6 alloy has been widely used in the aerospace industry, which can be heat-
treated to achieve various microstructures and properties [30]. A decrease in the surface
roughness of machined AA 7075 alloy can be achieved by increasing the cutting speed,
increasing the cutting depth, or decreasing the feeding rate [30]. The aim of this work
was to explore the application of micro-shot peening as a pretreatment before anodizing,
which provided a means to restore the fatigue performances of anodized AA 7075 alloy.
The fatigue limit of the specimens was evaluated by a rotating bending machine at room
temperature. The effect of hard anodizing on the fatigue limit/life of the unpeened and
peened AA 7075 alloy was investigated. Plastic deformation of the micro-shot peened
specimen was measured by using the Almen intensity, and the outer roughness was
detected with a 3D contour profiler. The surface morphologies of ruptured specimens
after fatigue tests were examined with a scanning electron microscope (SEM). The refined
structure in the peened samples was identified by the inverse pole figure (IPF) map.

2. Material and Experimental Procedures

2.1. Sample Preparation

The fatigue tests were performed on AA 7075 bar with 10 mm diameter. The chemical
composition (wt.%) of the alloy bar was as follows: 1.462 Cu, 2.504 Mg, 5.854 Zn, 0.029 Mn,
0.224 Cr, 0.07 Si, 0.117 Fe, 0.023 Ti, and the residual Al. Moreover, AA 7075 plate with
a thickness of 8 mm was used for surface metrology examination and residual stress
determination of the samples. The composition in wt.% of the plate was as follows: 1.294 Cu,
2.420 Mg, 5.616 Zn, 0.015 Mn, 0.292 Cr, 0.040 Si, 0.192 Fe, 0.020 Ti, and the balance Al. All the
samples were solution-annealed at 743 K for 1 h, followed by water-quenching, and then
aged at 393 K for 24 h. The solution-annealed and aged AA 7075 alloy was named the base
metal (BM) sample. The BM had a yield strength, tensile strength, and tensile elongation
of 618 MPa, 668 MPa, and 9%, respectively [31]. The tested specimens were ground with
SiC paper before micro-shot peening. Micro-shot peening was performed on the ground
samples using amorphous powders with sizes of 50–80 μm under 200% surface coverage.
The two micro-shot peen intensities employed in this work were determined from the
height of the N-type Almen specimen to be 0.110 mm (low peen, LP) and 0.204 mm (high
peen, HP). The micro-shot peened samples were distinguished as LP and HP according to
the Almen intensity.

2.2. Sulfuric Hard Anodizing

Some of the unpeened and peened samples were subjected to anodizing treatment.
Prior to the hard anodization process, the sample surface was thoroughly cleaned by de-
greasing, acid activation, and chemical polishing to totally remove the surface contaminants.
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Pickling acts chemically to remove the oxides, inclusions, and compounds from the sample
surface. Hard anodizing to a thickness of 30 μm was performed in an electrolyte (20 wt.%
sulfuric electrolyte + 5 wt.% aluminum sulfate) at a bath temperature of −3 to 3 ◦C under a
varying voltage (25 to 45 V). Sealing was performed in nickel acetate solution at 85–92 ◦C.
For anodized samples, the symbol A affixed to the specified sample (e.g., HPA denoted the
anodized high peened sample).

2.3. Hardness Measurement and Fatigue Testing

An MVK-G1500 Vickers hardness tester (Mitutoyo, Kawasaki, Japan) was applied to
determine the hardness of the samples. The anodized coating was loaded at 10 gf for
15 s. Moreover, a Hysitron TI 980 nanoindenter (Bruker, Billerica, MA, USA) loaded at
2000 μN was used to determine the change in hardness around the interface between the
anodized and peened layers. Surface metrology of the samples with and without micro-shot
peening was performed with a Contour GT-K 3D optical profiler (Bruker, Billerica, MA,
USA), which provided noncontact surface measurements. Figure 1 displays the dimensions
of the dog-bone samples for fatigue tests. Rotary bending fatigue tests were conducted at
room temperature and a frequency of 33.3 Hz at R = −1 (fully reversed). Fatigue stress (S) vs.
number of cycles (N) to failure of the tested samples was measured, and the results presented
herein are the averages of three samples, although individual values are also reported.

Figure 1. Dimensions of the fatigue test specimen used in this study.

2.4. Microstructural and Fracture Surface Observations

The microstructures of the samples after metallurgical preparation were examined
using an S-4800 SEM (Hitachi, Tokyo, Japan). The samples were also detected using
an SEM equipped with a NordlysMax2 electron backscatter diffraction (EBSD, Oxford
Instruments, Abingdon, UK) detector to identify the refined structure of the inspected
specimens. Moreover, the strain fields around the interface between the coating and
substrate of the peened samples after anodizing were analyzed using the HKL Channel
5 software (Oxford Instruments, Abingdon, UK) to process the original data obtained by
the EBSD. The macro-fracture appearance and the detail of the fracture features of the
fatigue-fractured specimens were examined using an S-3400N SEM (Hitachi, Tokyo, Japan).

2.5. Residual Stress Measurement

The μ-X360s (Pulstec, Hamamatsu, Japan), a residual stress analyzer, was applied to
determine the distribution of residual stress in a micro-shot peened sample. The standard
settings of the X-ray source were using Cr target Kα radiation (wavelength 2.291 Å) at an
X-ray tube voltage of 30 kV with 1.5 mA current. The device for measuring residual stress
was based on the cos α method. The full width at half maximum (FWHM) of the (311)
peak was related to the distortion of the lattice. The distribution of residual stress in the
thickness direction was obtained by removing the surface layer of the sample using an EP-3
electrochemical polisher (Pulstec, Hamamatsu, Japan).
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3. Results

3.1. Micro-Shot Peening and Morphology

The morphology of the amorphous shot and the surface appearance of the micro-shot
peened sample are displayed in Figure 2. The individual pellet of the amorphous shot
ranged from 50 to 80 μm in size (Figure 2a). As reported in previous studies [28], the
amorphous pellet had a Vickers microhardness of about HV 1150. The surface morphology
of the micro-shot peened samples (Figure 2b) had indentations of 10–30 μm in size. AA
7075 BM was ground with SiC paper before micro-shot peening. The surface roughness
of the BM and two micro-shot peened samples (LP and HP), determined by a 3D contour
profiler, are listed in Table 1. The ground sample had Sa, Sp, and Sv values of 0.217, 1.494,
and −1.211 μm, respectively. Continuous bombardments with amorphous shot increased
the surface roughness of the peened sample, especially that of the HP sample. The Sa, Sp,
and Sv roughness values of the LP one were 0.385, 1.396, and −1.506 μm, accordingly. This
revealed that the LP specimen had a slightly higher surface roughness than the unpeened
sample. The HP sample had an obviously higher surface roughness than the other two
samples; the Sa, Sp, and Sv were 1.303, 6.400, and −7.519 μm, respectively. In general,
such a high surface roughness of the HP sample was expected to degrade the resistance to
fatigue cracking.

Figure 2. Typical appearance of the (a) amorphous pellet, (b) surface morphology, and (c) surface
roughness of the micro-shot peened specimen.

Table 1. The surface roughness values of the distinct specimens (unit: μm).

Specimen Sa 1 Sp 2 Sv 3

Ground sample 0.217 1.494 −1.211
LP sample 0.385 1.396 −1.506
HP sample 1.303 6.400 −7.519

1 Sa—arithmetical mean height of the surface. 2 Sp—maximum peak height of the surface. 3 Sv—maximum pit
depth of the surface.

Figure 3 displays the top and cross-sectional views of anodized samples with or without
micro-shot peening. The top surface features of the unpeened anodized sample showed
regular rectangular cracks (Figure 3a). In the HPA sample, shallow dents with vague cracks
were visible on the top surface (Figure 3b). It was obvious that the surface topography and
roughness of the anodized samples were affected by the surface texture of the substrate. The
cross-sectional views of the anodized layers of different samples are shown in Figure 3c,d,
revealing that the thickness of the anodized layer was about 30 μm in both samples. Without
peening, the top surface and the interface between the anodized layer and the substrate were
quite flat (Figure 3c). Some deep microcracks and fine defects of uneven sizes were present
in the anodized layer (Figure 3c). Overall, the anodized peened samples (HPA and LPA)
and the BMA had similar microstructures within the anodized zone. The difference between
them was that the straight interfaces of the unpeened sample (Figure 3c) were replaced by a
slightly tortuous profile of the peened one (Figure 3d). It was found that micro-shot peening
did not reduce the number of defects in the anodized zone. Within the anodized zone, the
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open crack width of the peened sample seemed to be narrower than that of the unpeened
sample, but the difference was hard to distinguish.

Figure 3. (a,b) Top view and (c,d) cross-sectional view of the anodized sample: (a,c) the unpeened
sample; (b,d) the micro-shot peened sample.

3.2. Hardness Measurements

Figure 4 shows the hardness value of the anodized film and the hardness distribution
around the interface between the micro-shot peened zone and anodized layer, as deter-
mined by a Vickers hardness tester and nanoindenter, respectively. As shown in Figure 4a,
the anodized layer had an apparently higher hardness (around HV 400) than that of the
substrate (around HV 180). Thus, the anodized layer improved the resistance to corrosion
and wear of the AA 7075 alloy. The hardness indenters were also applied to the specific
sites around the interface of the anodized sample. The hardness values determined using a
nanoindenter on the right side of the interface (Figure 4b), i.e., the substrate side, were 1.74,
1.65, and 1.70 GPa, respectively. On the other side, hardness values of 3.83 and 2.92 GPa
were obtained; these two high values likely belonged to the anodized layer. In prior
work [30], the hardness of the micro-shot peened layer was found to exceed 2.94 GPa (HV
300). Thus, the strain hardening and nanocrystalline structure introduced by micro-shot
peening could be partly removed by pickling before anodizing.

Figure 4. The hardness indentations: (a) the micro-Vickers indentations of the anodized sample;
(b) the nano-hardness distribution around the anodized interface of the micro-shot peened sample.
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3.3. Microstructural Observations

A highly deformed layer should consist of nanograins in the outermost surface and
micron-size elongated grains in the subsurface of the micro-shot peened sample [31].
Figure 5 presents the IPF and strain maps of the HPA and LPA samples, showing the
changes in the granular microstructures and strain fields around the interfaces between the
substrates and anodized layers. It should be noticed that no Kikuchi pattern was detected
within the anodized layer due to its amorphous structure. Because of the limited resolution
of the EBSD analysis, the ultrafine grains could not be distinguished and displayed in
different colors to show the individual grain boundaries or orientations. The IPF map
shows a nanogranular structure present within a depth of 10 μm below the interface of the
HPA sample (Figure 5a); this structure was associated with the original micro-shot peened
zone. As shown in Figure 5b, no fine granular structure was seen in the LPA sample. The
results indicated that only some fine grains occasionally nucleated along the boundaries
of coarse grains in the LPA sample. Those refined grains in the micro-shot peened layer
were caused by the dynamic recrystallization of the deformed surface layer during the
bombardment with fine shot. The original deformed and recrystallized layer disappeared in
the LPA sample (Figure 5b), which was attributed to the results of pickling before anodizing.
Figure 5c,d show the strain distribution maps, which are in cross-sectional view around
the anodizing interfaces of the HPA and LPA specimens. These two figures refer to the
IPF maps shown in Figure 5a,b. The high-strain zone is shown in red; the low-strain zone
appears in blue. The HPA sample exhibited high strain (in red) within a depth of 20 μm
beneath the interface (Figure 5c), which was not seen in the LPA sample (Figure 5d). Those
red zones in the HPA sample (Figure 5c) could be related to the severely deformed zones
during peening. Moreover, the LPA sample had low strain beneath the interface (Figure 5d).
It was confirmed that, in the HPA sample, part of the micro-shot peened zone remained
after pickling.

Figure 5. (a,b) The IPF maps and (c,d) the strain maps of the inspected samples in cross-sectional
view: (a,c) the HPA sample; (b,d) the LPA sample.
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3.4. Fatigue Evaluation

Figure 6 demonstrates the results of fatigue tests conducted in laboratory air for up
to 107 cycles. The fatigue life of the tested samples was sensitive to the loading condi-
tion. Without peening and anodizing, the endurance limit of the AA 7075 BM was about
275 MPa [31] (Figure 6a). As revealed in prior work [31], the endurance limit of the LP sam-
ple was about 500 MPa, which was much greater than that of the AA 7075 BM (Figure 6a).
It was noticed that the fatigue properties of the HP sample were not better than those of
the LP specimen (Figure 6a). Furthermore, the HP sample exhibited high fluctuation in
fatigue strength/life during testing. The fatigue curves of anodized specimens are shown
in Figure 6b. The endurance limit of the anodized specimen (BMA) decreased to about
180 MPa (Figure 6b). It was obvious that hard anodizing had a strongly adverse effect on the
fatigue strength of AA 7075 alloy in the high-cycle region. Peening at a low Almen intensity
improved the fatigue performance of the LPA sample, as compared with that of the BMA
sample (Figure 6b). The endurance limit of the LPA specimen was about 300 MPa, if the
BM sample was pretreated with low peening intensity before anodizing. Peening at a high
Almen intensity raised the endurance limit of the HPA specimen to about 400 MPa, which
was about 100 MPa greater than that of the BM. The results indicated that the peening and
pickling strongly influenced the fatigue performance of anodized AA 7075 alloy. Moreover,
micro-shot peening could improve the fatigue performance of anodized AA 7075-T6 alloy.

Figure 6. Fatigue stress (S) vs. cycle (N) curves of the samples (a) without and (b) with a hard
anodizing coating.

3.5. Fractured Surface Examinations

The fatigue-fractured morphologies of the anodized BM sample (BMA) are shown in
Figure 7. The backscattering electron (BSE) image is more likely to reveal the microcracks
and delamination at the interface, whereas the secondary electron (SE) image can show
the detailed surface feature of the fatigue-cracked sample. Macroscopically, the main crack
grew from the outer surface and into the interior in a radial crack path (Figure 7a). In the
BSE image, a thin brittle case was found to decorate the outer profile of the BMA sample
(Figure 7b). The anodized layer contained some deep fine cracks (Figure 3) and had a flat
fracture appearance. This shows that the secondary cracks grew in the direction normal to
the external surface of the sample. Therefore, the cracking of the anodized layer resulted
in degradation of the fatigue resistance of the anodized AA 7075-T6 alloy. Moreover, the
presence of surface cracks within the anodized layer indicated that the crack-initiation
stage should be unnecessary. Examining the fracture features around the anodizing layer
at higher magnification, the fatigue crack propagated across the anodized coating and
into the substrate, and strong bonding between the anodized coating and substrate was
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observed (Figure 7c). Moreover, a transgranular crack extended through the straight
interface and showed the trace of the crack path (parallel stripes) just beneath the anodized
layer (Figure 7d). This event confirmed the continuous progress of the crack without facing
the barrier. It is obvious that strong bonding between the anodized layer and the substrate
caused the fatigue crack growth rapidly through the interface (Figure 7c,d). In addition,
a typical transgranular cleavage-like fracture was observed as the fatigue crack extended
into the AA 7075 substrate (Figure 7d). Furthermore, a dimple fracture mixed with small
facets was seen in the final fractured zone (not shown here).

Figure 7. Fatigue fracture appearance of the BMA sample: (a,d) SE images; (b,c) BSE images.
(a) Macro-fractured appearance of the crack initiation site; (b) enlarged view of the anodized layer;
(c,d) fracture features around the anodized interface.

SEM photographs of the fractured appearance of the HPA specimen after fatigue
tests are presented in Figure 8. The results indicated that the macro-appearance of the
fractured HPA sample was similar to that of the BMA sample, consisting of a thin brittle
case decorating the outer profile of the specimen (Figure 8a,b). It was noticed that the flat
fracture of the anodized layer of the BMA sample was replaced by a chopped and smashed
layer in the HPA sample (Figure 8c). Moreover, relatively large numbers of fine cracks and
fragmental debris present in the anodized coating could be attributed to the brittle nature
of the coating under high fatigue loading of the test. It was noticed that micro-shot peening
before anodizing assisted the formation of a tortuous interface between the anodized layer
and the AA 7075 substrate. Numerous microcracks assisted in dividing the anodized layer
into many fine fragments after the fatigue test (Figure 8c). Moreover, the interface tended to
delaminate as the crack growth passed it (indicated by the arrows in Figure 8c). In addition,
a rubbed fracture feature was observed beneath the anodized layer (Figure 8d). It was
noticed that the fatigue-fractured feature revealed a microscopic change in crack growth
direction that occurred as the fatigue crack growth passed through the interface (Figure 8d).
It was deduced that the interface separation seemed to deflect the crack growth direction
(Figure 8d), which was beneficial in impeding the fatigue crack growth. The cleavage-like
brittle fracture in the BMA sample was replaced by the squeezed rubbed feature in the HPA
sample. Therefore, the CRS in the micro-shot peened specimen caused crack closure and
had a great effect on retarding the fatigue crack growth of the anodized specimen.
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Figure 8. Fatigue fracture appearance of the HPA sample: (a,d) SE images; (b,c) BSE images. (a) Macro-
fractured appearance of the crack initiation site; (b) enlarged view of the anodized layer; (c,d) fracture
features around the anodized interface.

Figure 9 shows the changes in residual stress and FWHM intensity in the thickness
direction of the LP [31] and HP samples from the surface to the interior. As mentioned
previously, the increase in peening intensity caused an increase in surface roughness but
was expected to increase the strength and depth of the residual stress field. Peak CRS was
found in the subsurface zones of both peened samples. Moreover, the increase in peening
intensity caused an obvious increase in depth of the CRS field. A steep decrease in residual
stress to −48 MPa resulted in the LP specimen at a depth 50 μm below the peened surface.
However, under the same CRS, the depth was increased to about 100 μm in the HP one.
With the increase in peening intensity, the peak CRS increased from about −350 MPa to
over −400 MPa, and the stress field also increased. The increased CRS field was definitely
beneficial to the fatigue resistance to cracking. Moreover, the narrow CRS field meant that
only a very limited deformed depth was introduced by the micro-shot peening.

Figure 9. The changes in the residual stress and FWHM intensity in the X-ray diffraction pattern in
the thickness direction of the LP and HP samples from the surface to the interior.
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4. Discussion

Although the anodized layer consisted of a few deep microcracks and fine defects of
uneven sizes (Figure 3), the anodized layer was much harder (around HV 400) than the
AA 7075-T6 substrate (around HV 180), as revealed in Figure 4. Thus, the anodized layer
improved the resistance to corrosion and wear of AA 7075 alloy. The straight boundary
between the anodized layer and the substrate of the unpeened specimen was replaced
by a slightly tortuous trace of the peened one (Figure 3). It was noticed that the shallow
dents with vague cracks were seen in the top surface of the micro-shot peened specimen.
By contrast, scratches with rectangular microcracks were observed in the top surface of
anodized unpeened specimen (Figure 3). Thus, the surface morphology and roughness
of the anodized sample were affected by the surface texture of the original condition. In
prior work, the micro-shot peened layer of AA 7075-T6 alloy comprised ultrafine grains in
the outermost layer and micron-order elongated grains in the subsurface of the micro-shot
peened specimen [31]. With increased peening intensity, the depth of the residual stress
field and the surface roughness are expected to be increased due to deep deformation.
The IPFs showed a nanogranular structure within a depth 10 μm below the anodized
interface of the HPA sample (Figure 5a), but no such structure was detected in the LPA
specimen (Figure 5b). It was clear that pickling before anodizing completely removed the
fine-grained structure of the LPA sample. The retained fine structure, which was caused
by the recrystallization of the heavily deformed zone during peening, was linked with
the detectable strain within a depth of 20 μm beneath the anodized interface of the HPA
sample (Figure 5c).

The results of fatigue tests in air revealed that the fatigue strengths/lives of the micro-
shot peened (LP and HP) samples were much greater than that of the BM, particularly
that of the LP one (Figure 6a). The high fluctuation in the fatigue strength/life of the HP
sample in air, relative to that of the LP specimen, could be attributed to its inherent high
surface roughness. Similar results have been reported: increasing the machined roughness
of AA 7010-T7451 alloy from 0.6 to 3.2 μm caused a 32% drop in endurance limit in a
low-stress state [11]. It was noted that hard anodizing had a very detrimental effect on the
high-cycle fatigue of AA 7075 alloy shown in Figure 6b. The fatigue strength/life will be
obviously shortened by the defects, especially those of surface defects [32]. A probabilistic
fatigue life prediction model using the calibrated weakest-link theory has been proposed
considering the superiority of the notch and surface defect [32,33]. With the presence of
surface microcracks in the anodized coating, the fatigue limit of the BMA sample decreased
to about 180 MPa. It was interesting that the fatigue strengths/lives of the peened anodized
samples (LPA and HPA), especially that of the HPA, were much higher than that of the
unpeened anodized (BMA) samples, as shown in Figure 6b. With micro-shot peening, the
harmful effects of microcracks present in the anodized coating on the fatigue performance
of AA 7075 alloy were mitigated. The difference in the outermost microstructure between
the LPA and HPA samples was due to the retained nanocrystal structure of the latter
(Figure 5a), which was hard to find in the former (Figure 5b). It was obvious that pickling
almost completely removed the nano-grained structure of the LPA sample. It was deduced
that precise control of the pickling process would highly alter the fatigue performance of
anodized Al alloys, especially that of the micro-shot peened samples.

Micro-cracks initiate at corrosion pits around the surface and etch pits of AA 7050 alloy
under cyclic loading [3]. Furthermore, fatigue failure of anodized Al alloy is often induced
by the nucleation and growth of those micro-cracks formed in the anodic oxide film and
through the interface into the substrate [9,10]. The stress concentration at the microcracks
in the coating is responsible for the decreased fatigue properties of hard anodized 7475-
T6 alloy [9]. It has been reported that pickling deteriorates the fatigue properties due
to localized dissolution around the intermetallic compounds and/or inclusions [7,34,35],
especially in the very-long-life regime [34]. Therefore, pickling was one of the controlling
factors for the fatigue performance of the anodized Al alloys. As shown in Figure 7,
fatigue cracks present in the brittle coating of an anodized sample grew through the
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coating/substrate interface and propagated directly into the substrate without the need
of micro-crack initiation. This event illustrated the poor fatigue resistance of the BMA
sample, as compared with that of the BM sample. Since micro-shot peening only influenced
a thin external layer of the impacted material, the difference in the damaging mechanisms
between the anodized samples with and without peening should only exist in the stage
of retardation of crack growth below the anodized layer. The nano-grained structure and
the CRS beneath the anodized layer were helpful in delaying or retarding fatigue crack
propagation, which accounted for the higher fatigue strengths/lives of the peened anodized
samples than that of the unpeened anodized one.

The macro-fractured appearances of the anodized unpeened and peened specimens
were similar, as shown in Figures 7 and 8. However, differences in the fracture features
could still be distinguished between the samples in detail. Under high loading, the anodized
layer of the peened sample was cracked into small patches (Figure 8c), in contrast to the
overall flat fracture of the anodized layer of the unpeened sample (Figure 7c). Moreover,
a change in the fatigue fracture appearance around the interface between the unpeened
and micro-shot peened samples was observed. The crack propagated directly into the
substrate of the unpeened sample, showing a cleavage-like fracture therein (Figure 7d). As
the crack growth passed the interface of the micro-shot peened sample, delamination of
the interface occurred (Figure 8c,d); this delamination could cause a change in the crack
growth direction. It was noticed that a rubbed fracture feature instead of cleavage-like
fracture was observed just below the anodized interface of the micro-shot peened sample
(Figure 8d). The CRS around the anodized interface enhanced the crack closure, retarding
the fatigue crack growth and leading to the rubbed fracture feature.

5. Conclusions

1. Micro-shot peening under two Almen intensities was performed to increase the fatigue
strength/life of the anodized AA 7075-T6 alloy. Micro-cracks in the anodized layer
significantly deteriorated the fatigue performance of AA 7075 alloy. Under high cycle
fatigue, the endurance limit of the BMA sample was lowered to less than 200 MPa.
Micro-shot peening could improve the fatigue strength/life of the anodized sample
to the level of the unanodized substrate (about 300 MPa). Without anodizing, the
fatigue performance of the HP sample was worse than that of the LP one. Moreover,
fluctuation in the fatigue strength of the HP sample, relative to the LP sample, was
attributed to the inferior effect of high surface roughness.

2. With an anodized layer, the fatigue strength of the HP sample was higher than that of
the LP one. Pickling before anodizing eroded the outermost nanograins in the peened
layer, which degraded the positive effect of micro-shot peening. Therefore, the HPA
sample had higher fatigue resistance than the LPA one did. The fracture appearance
of the anodized fatigued samples consisted of an observable ring of brittle fracture.
Without any need for crack initiation, fatigue cracks present in the anodized layer
propagated directly into the unpeened substrate, significantly reducing its fatigue
strength/life. By contrast, the presence of CRS beneath the anodized layer of the
micro-shot peened sample could retard the fatigue crack growth and was responsible
for a noticeable increase in its fatigue performance. Moreover, interfacial separation
between the anodized layer and peened surface could possibly deflect the crack path,
which also contributed to the increased resistance to fatigue crack growth of the
micro-shot peened sample.
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Abstract: Probabilistic evaluation of the resistance to low-cycle deformation and failure of the critical
components in the equipment used in the energy, engineering, metallurgy, chemical, shipbuilding,
and other industries is of primary importance with the view towards their secure operation, in
particular, given the high level of cyclic loading acting on the equipment during its operation. Until
recently, systematic probabilistic evaluation has been generally applied to the results of statistical
and fatigue investigations. Very few investigations applying this approach to the low-cycle domain.
The present study aims to substantiate the use of probabilistic calculation in the low-cycle domain by
systematic probabilistic evaluation of the diagrams of cyclic elastoplastic deformation and durability
of the materials representing the major types of cyclic properties (hardening, softening, stabilization)
and investigation of the correlation relationships between mechanical properties and cyclic defor-
mation and failure parameters. The experimental methodology that includes the calculated design
of the probabilistic fatigue curves is also developed and the curves are compared to the results of
the experiment. Probabilistic values of mechanical characteristics were determined and calculated
low-cycle fatigue curves corresponding to different failure probabilities, to assess them from the
probabilistic perspective. A comparison of low-cycle fatigue curves has shown that the durability
curves generated for some materials using analytical expressions are not accurate. According to
the analysis of the relative values of experimental probabilities of low-cycle fatigue curves, the use
of analytical expressions to build the curves can lead to a significant error. The results obtained
allow for the revision of the load bearing capacity and life of the structural elements subjected to
cyclic elastoplastic loading in view of the potential scattering of mechanical properties and resistance
parameters to low-cycle deformation and failure. In addition, the results enable determination of the
scatter tolerances, depending on the criticality of the part or structure.

Keywords: correlation; durability; low-cycle fatigue; regression; probability; strain-controlled loading

1. Introduction

Individual structural elements of machinery and units have been subjected to elasto-
plastic, static, or cyclic deformation caused by operation under high stress conditions related
to the attempt to achieve maximum performance indicators (capacity, output, speed) while
maintaining minimum metal consumption [1,2]. For greater operational reliability and
safety of different structures and products, probabilistic methods are used increasingly
extensively to calculate their strength and durability. These methods are based primarily
on the use of statistical information on the mechanical properties and durability of the
material under cyclic loading [3–5].

The probabilistic approach to the calculation of structures and the determination of
the design characteristics of materials has been developed for more than 80 years. Weibull
made a considerable contribution to the development of probabilistic methods, probabilistic
substantiation of the permissible stresses, and strength safety margins for the calculation of
static and cyclic strength [6,7]. The ‘weakest link hypothesis’ developed by Weibull allowed
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the scholar to build the theory of probabilistic weak fracture of bodies under the action
of stress. This helped to solve the issues of fatigue failure theory. The strain-controlled
failure strength was investigated by Coffin [8], Manson [9], and Langer [10]. The study by
Iida and Inoue [11] provided findings on the probability of low-cycle fatigue failure. The
results of the life distribution under strain-controlled loading in low-cycle fatigue tests were
investigated using the normal, log-normal, and Weibull distributions. Low-cycle fatigue
durability distributions were found to be fairly consistent with the log-normal distribution
and Weibull distribution rather than with the normal distribution. Scattering of the crack
initiation life was found to generally exceed scattering of the durability to failure. The
concept of fatigue design curves was addressed in the investigation of the strength and life
reduction factors. A statistical evaluation of the fatigue characteristics of the sample tested
at the same level primarily requires addressing the issue of the distribution law. Different
distribution functions were proposed by Freudenthal and Gumbel [12,13] as well as other
researchers in relation to this issue. Serensen, Kogayev, Shneiderovich [14,15], Stepnov [16],
revised and upgraded probabilistic fatigue calculations under low-cycle fatigue strain-
controlled loading, performed the analysis of random deviations of the acting stress-strain
forces, and analyzed the distribution of the probability of fatigue failure according to the
durability characteristics.

Several researchers contributed considerably to the calculation of probabilistic meth-
ods for the mechanical and low-cycle properties. Makhutov et al. [17] presented the
results of experimental investigations and durability and life calculations of low alloy and
austenitic steels with different mechanical properties. Daunys et al. [18,19] investigated the
dependence of low-cycle fatigue durability on the mechanical properties of steel welds in
nuclear power plants. Timofeev et al. [20] and Raslavičius et al. [21] investigated the proba-
bilistic low-cycle fatigue life and the dependence of low-cycle durability on the mechanical
properties WWER-type reactor of the nuclear power plant made of steel 15Cr2MoVA and
structural steel C45. Another study [22] involved the analysis of the mechanical reliability
of magnesium alloys and systematic evaluation using the statistical Weibull analysis. The
results obtained are very important in terms of the safety and reliability evaluation of the
magnesium alloys for lightweight structures. Zhu et al. [23] have developed a probabilistic
methodology to predict low cycle fatigue life by using an energy-based damage parameter
built on the Bayes theorem. Strzelecki [24] presented the characteristics of the S-N curve
that employ the 2-parameter and 3-parameter Weibull distributions for fatigue limit and
limited life, respectively. The parameters of the proposed model were evaluated under the
maximum likelihood method. In addition, the article presented the solution to the problem
of estimating the initial values of the likelihood function. Fekete [25] proposed a new model
for low-cycle fatigue prediction based on strain energy to account for just the part of the
microstructure of the strain energy stored in the material that causes the fatigue damage.

The above review of the work has demonstrated that, until now, statistical evaluation
under low-cycle loading has only been applied to durability [26–28]. There are no studies
dedicated to the statistical evaluation of the strain diagrams or the parameters thereof.
The evaluation of the durability to the final rupture or crack initiation has generally been
performed under low-cycle fatigue conditions by applying the laws of normal, log-normal,
and Weibull distribution. The following could be concluded in relation to the findings of
the investigation of static characteristics and low-cycle fatigue:

• The mechanical characteristics and the characteristics of resistance to low-cycle de-
formation and failure have not been investigated to the extent that would be enable
comprehensive application of its results to the probabilistic calculations.

• In the case of low-cycle loading, there is lack of systematic data on the investigation
of the laws of distribution of durability for materials with different cyclic properties
(hardening, softening, stabilization), while static investigations of resistance to low-
cycle deformation under strain-controlled loading are non-existent.

• It is known that the curves of low-cycle fatigue under strain-controlled loading can
be built using the mechanical characteristics, for example, σys, σu, ψ etc. However,
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there are no systematic investigations that would be dedicated to determination of
correlation relations between mechanical characteristics and durability.

Based on the above review of the scientific studies and the conclusions thereof, the
following objectives were pursued in the study presented here: (1) Definition of the laws of
distribution of the mechanical characteristics and low-cycle (deformation and durability)
characteristics for the materials that contrast to each other by their cyclic properties (hard-
ening, softening, stable) with the aim of subsequent reliable static assessment (by using
the confidence intervals) of the mechanical and resistance properties of low-cycle fatigue;
(2) Definition of the correlation relations between the key mechanical characteristics and
parameters of low-cycle fatigue that enable building of the low-cycle fatigue curves by us-
ing the mechanical characteristics; (3) Development of the methodology for determination
of the probabilistic curves of low-cycle failure on the basis of the investigation conducted.

2. Materials, Specimens and Methods

2.1. Materials

Due to the statistic nature of the fatigue failure as well as static failure, there is
scattering of the material properties, which may also depend on the cyclic properties of
materials and the character of failure under low-cycle loading (fatigue, quasistatic, transient
failure). Therefore, the static investigations conducted in the study used the specimens
produced of the materials that contrasted with each other by cyclic properties: cyclically
softening low alloy steel 15Cr2MoVA, cyclically stable medium carbon steel C45, and
cyclically hardening aluminium alloy D16T1. The same cast was used for production of
the specimens.

The 15Cr2MoVA specimens were cut from 120 mm thick rolled stock making sure that
the direction of the rolled stock corresponded to the specimen axis. Steel specimens C45
and aluminium alloy D16T1 were cut out of 50 mm diameter bar stock. The 15Cr2MoVA
forging and aluminium alloy were subject to thermal processing in the following modes:
hardening in oil by heating up to 1000 ◦C followed by two subsequent quenching sequences
at 700 ◦C for 14 h and in 670 ◦C for the 70 h for steel 15Cr2MoVA and standard hardening
and quenching for the aluminium alloy D16T1. The chemical composition [29,30] and
mechanical characteristics of the investigated materials are presented in Tables 1 and 2.

Table 1. Chemical composition of the materials.

Material
C Si Mn Cr Ni Mo V S P Mg Cu Al

%

15Cr2MoVA (GOST 5632-2014) 0.18 0.27 0.43 2.7 0.17 0.67 0.30 0.019 0.013 - - -
C45 (GOST 1050-2013) 0.46 0.28 0.63 0.18 0.22 - - 0.038 0.035 - - -
D16T1 (GOST 4784-97) - - 0.70 - - - - - - 1.6 4.5 9.32

Table 2. Mechanical properties of the materials.

Material
epr σpr σys σu σf ψ

% MPa %

15Cr2MoVA (GOST 5632-2014) 0.200 280 400 580 1560 80
C45 (GOST 1050-2013) 0.260 340 340 800 1150 39
D16T1 (GOST 4784-97) 0.600 290 350 680 780 14

Table 2 provides the expected value of the mechanical characteristics of the investigated
materials, while Figure 1 provides the single deformation representing these characteristics,
that is, the curves corresponding to the 50% probability.
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Figure 1. Single uniaxial tensile deformation curves: 1—aluminium alloy D16T, 2—structural steel
C45, 3—alloyed steel 15Cr2MoVA.

Based on Table 2, steels 15Cr2MoVA and C45, especially steel 15Cr2MoVA (ψ = 80%)
are plastic materials. The diagram of single uniaxial tensile deformation of steel C45
is characterized by the yield plateau (up to e = 0.6 − 0.65), while the diagrams of single
uniaxial tensile deformation of steel 15Cr2MoVA and aluminum alloy D16T1 do not contain
a yield plateau. The chosen materials represent key types of cyclic properties: cyclic
hardening, stabilization, and failure. Therefore, the experimental and theoretical findings
obtained can be applied to the assessment of a wide range of materials used in structures
subject to low-cycle loading.

2.2. Specimens

For the purpose of cyclic experiments, specimens with a cylindrical deformable part:
(length—23 mm, diameter—10 mm) were selected. The cutting modes of processing were
chosen to avoid traces of crushing and vibrations on the working surface. The specimens
were processed with a special 60mm diameter form turning tool for all the materials
investigated. A detailed drawing of the specimen is presented in Figure 2.

Figure 2. Specimens for low-cycle fatigue experiments (units in mm).

The specimens made of steel 15Cr2MoVA or C45 were machined with a 0.1 mm for
grinding on the main part and with allowance 0.15 mm on the surface of the deformable
part. The grinding of the deformable part and the base surfaces of the specimens was
performed on the external grinding machine with a rounding radius of 25 mm. The
minimum radial and face runout of the specimen heads in relation to the cylindrical
deformable part was achieved by grinding of the surfaces on the basis of the central holes.
The samples made of aluminium alloy D16T1 were processed by turning only. The final
passages were performed with cutting models that provided roughness of the working and
base surfaces in the detailed drawing (Figure 2).

After fatigue tests the fractured specimens were used as workpiece materials to pro-
duce monotonous tensile specimens with the aim of reaching the material properties nearly
identical to the properties of the material subjected to cyclic loading. The detailed drawing
of the specimen is presented in Figure 3. The specimens for uniaxial tension experiments
have a diameter of 5 mm and 25 mm length. They were taken from the parts of cyclic
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test specimens (part of 17.5 mm diameter, Figure 2), that had not been subjected to plastic
deformation.

Figure 3. Specimens for single uniaxial tension experiments (units in mm).

To eliminate the elastoplastic bending of the specimen during production as a result
of the cutting forces, the cutting depth and feed were decreasing as the diameter to be
machined decreased. For the same purpose, the processing was performed using special
high-speed steel cutters the geometry whereof was chosen with the view towards minimum
cutting forces.

2.3. Methods

The experiments were carried out in the Laboratory of the Faculty of Mechanical
Engineering and Design of Kaunas Technology University. The experimental equipment
consisted of a 50 kN UMM-5T low-cycle tension-compression test machine (Kaunas Uni-
versity of Technology, Kaunas, Lithuania) and an electronic device designed to record
stress-strain diagrams, cycles, and load reversal. Mechanical characteristics were measured
with an error that did not exceed ±1% of the deformation scale or ±0.01% of the maximum
load. GOST 25502-79 standard (Strength analysis and testing in machine building. Meth-
ods of metals mechanical testing. Methods of fatigue testing) [31] was used to perform
low-cycle fatigue tests. Statistical characteristics were calculated according to the GOST
22015-76 standard (Quality of product, Regulation, and statistical quality evaluation of
metal materials and products on speed-torque characteristics) [32].

As mentioned above, to define the patterns of statistical distribution of mechanical
characteristics and parameters of low-cycle loading, three materials with contrasting cyclic
properties were investigated in the study: softening steel 15Cr2MoVA, mildly softening
(virtually stable) steel C45, and hardening aluminium alloy D16T1. The experiments were
conducted under low-cycle strain-controlled symmetric tension and compression. Low-
cycle fatigue curves under strain-controlled loading in relative coordinate system ‘total
strain amplitude e0—durability to complete fracture Nf

′ are presented in Figure 4.

 
Figure 4. Low-cycle fatigue durability curves under strain-controlled loading: 1—aluminum alloy
D16T, 2—alloyed steel 15Cr2MoVA, 3—structural steel C45.
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The curves were built according to the guidelines established in the Rules and Norms
in Nuclear Power Engineering (PNAE) [33]. According to the guidelines, low-cycle fatigue
curves must be built after at least 15 tests on the specimens under different levels of
uniformly distributed load.

The levels of loading and the number of specimens under the static investigation of
each of them are presented in Table 3.

Table 3. Specification of low-cycle strain-controlled loading (e0 = constant).

Material Loading Level, e0 Number of Specimens, Pcs.

15Cr2MoVA
1.8 40
3.0 80
5.0 40

C45
2.5 50
4.0 120
6.0 50

D16T1
1.0 20
1.5 80
2.0 20

According to Table 3, static investigations under strain-controlled loading were con-
ducted at three levels of loading. The three levels of deformation under strain-controlled
loading were chosen to be uniform throughout the investigation range. Although only fa-
tigue failure was observed under strain-controlled loading, all three levels were considered
equal in relation to the type of failure. However, the number of specimens of the materials
investigated at the medium level was increased in order to identify the effect of the number
of specimens on the statistical characteristics of the deformation and durability diagrams.

3. Results

3.1. Statistical Investigation of the Relationship between the Mechanical Characteristics and
Parameters of Resistance to Cyclic Deformation and Failure

Under strain-controlled loading, only fatigue failure is attainable due to the limitation
on total deformation of the specimen due to the conditions of the experiment. Strain-
controlled loading tests are generally used for the definition of failure characteristics. The
most widely used Coffin—Manson equation has been applied to the strength calculation,
as it defines the relationship between the size of the plastic deformation and the number of
cycles to failure [8,9]:

eaNf
m = Cψ (1)

where m and Cψ are the constants of material that, according to the Coffin data, have the
following values for the majority of materials: m = 0.5, Cψ = 1

2 ln 1
1−ψ .

Equation (1) expresses the linear relationship between plastic deformation and the
number of cycles to failure in coordinate system lgep–lgNf . Plastic deformation changes in
the process of strain-controlled loading and is constant only for cyclically stable materials.
Hence, in Equation (1), the authors recommend using value ea, that corresponds to 50% of
the loading cycles to failure, i.e., when the process of width stabilization of the elastoplastic
hysteresis loop starts. Manson, when testing Equation (1), found that, for 29 materials with
contrasting cyclic properties, constant m = 0.6. Manson expressed the relationship between
total elastoplastic deformation and the number of cycles to failure as a single dependency.
The amplitude of total deformation ea was calculated as a sum of amplitudes of plastic ep
and elastic strain ey, i.e.,

ea = ep + ey =
1
2
(ln

100
100 − ψ

)
0.6

Nf
−0.6 + 1.75

σu

E
Nf

−0.12 (2)
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Based on the equation by Langer [10], to determine the failure amplitudes of deforma-
tion ea and conditional stresses σ∗

a under strain-controlled symmetric loading, the following
dependencies were proposed:

ea =
1

4et

1
Nm

f
ln

100
100 − ψ

+ 0.4
σu

Eet
(3)

σ∗
a =

1
4

E
Nm

f
ln

100
100 − ψ

+ 0.4σu (4)

where m—constant equal to 0.5 under σu ≤ 687 (MPa).
The above dependencies are often used by designers for the calculation of heavily

loaded parts and structures under low-cycle deformation conditions.
The prepared version of PNAE proposes calculating the elastoplastic deformation by

using the dependency:

ea =

0.5 ln
100

100 − ψ

(4Nf )
0.5 +

σu

E(4Nf )
0.05 (5)

According to the investigations by Daunys [34], the following could be written down
for the majority of materials:

eaNf
α1p = C1p (6)

In contrast to Coffin–Manson Equation (1), in this case α1p < m and C1p < Cψ.
Constants α1p and C1p can preliminarily be defined according to the mechanical properties
of the material:

α1p = 0.17 + 0.55ψ
σys

σu
, C1p = 0.75α1p ln

100
100 − ψ

(7)

Similarly, the same study [34] attempted to link the parameters of the generalized
curve of cyclic deformation A1, A2, ∝, c, ST to the mechanical properties of material. The
following was obtained:

A1 = 0.3 + 0.6ψ
σys

σu
(8)

A2 = 0.32(
σu

σys
)
−7

+ A1 (9)

∝= 0.9 + 2.6ψ
σys

σu
(10)

c = 0.13 − 0.21ψ
σys

σu
(11)

ST = 2 − 0.83ψ
σys

σu
(12)

The analysis of the dependencies proposed by different authors for the calculation
of structures and elements under elastoplastic deformation conditions has shown that
durability Nc and Nf and parameters of the generalized diagram of cyclic deformation
A1, A2, ∝, c, ST are often linked by the dependencies that are used for the calculation of
mechanical characteristics.

However, the scientific literature reviewed did not investigate the level of correlation
between these parameters. Therefore, the present study includes investigation of the corre-
lation relations between Nc, Nf and σys, σu, σf , ψ, ψu, ψ

σys
σu

. The results were processed
according to the known methods of mathematical statistics [35].

The coefficient of correlation between two correlating values was determined as
follows:

r =
mxy

σxσy
(13)
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where the second central mixed moment was determined according to the following
dependency:

mxy =
1
n

⎡
⎢⎢⎣ n

∑
1

xiyi −

n
∑
1

xi
n
∑
1

yi

n

⎤
⎥⎥⎦ (14)

while root mean square deviations of the investigated correlating quantities were deter-
mined according to the following dependencies:

σx =

√
1
n

n

∑
1

(
x2

i − x2), σy =

√
1
n

n

∑
1

(
y2

i − y2) (15)

The mean arithmetic values of the investigated correlating quantities were determined
according to the following dependencies:

x =
1
n

n

∑
1

xi, y =
1
n

n

∑
1

yi (16)

The values of coefficients of regression b between the correlating quantities were
determined on the basis of the following expressions:

bx/y = r
σx

σy
, by/x = r

σy

σx
(17)

In the course of calculation of the value of the coefficient of correlation r, it can approx-
imately be assumed that the estimate thereof has been distributed normally. Therefore, the
confidence interval of the valid values r is:

r ± tγ
1 − r2
√

n
(18)

while in case of γ = 0.90 and tγ = 1.65 [36]:

r ± 1.65
1 − r2
√

n
(19)

The linear regression equation can be brought into the following form:

(x − x) = bx/y(y − y) (20)

The analysis of the results of calculation of correlation coefficients has suggested that,
under strain-controlled loading, durability Nc and Nf correlates very well (almost linearly)
with mechanical characteristics σys, σu, σf , ψ, ψu, ψ

σys
σu

for all the investigated materials
with contrasting cyclic properties. For steel 15Cr2MoVA, there is almost linear correlation
with durability Nc and Nf yield strength σys and true fracture strength σf (Figure 5).

According to Figure 5, there is a close correlation between the durability and me-
chanical characteristics of the 15Cr2MoVA steel. Similar results were obtained for the
regression coefficients of the resistance characteristics to cyclic deformation in relation to
the mechanical characteristics.

For steel C45, at the loading level e0 = 2.5 the correlation is better with durability Nc
and Nf —reduction of area ψ, while at the level e0 = 4.0, the correlation is better with true
fracture strength σf and yield strength σys. For the aluminium alloy D16T1, yield strength
σu correlates directly to durability. Interestingly, for steels 15Cr2MoVA and C45, multiplier
ψ

σys
σu

insignificantly increases the coefficient of correlation between Nc,Nf and ψ
σys
σu

. For
aluminium alloy D16T1, introduction of multiplier ψ

σys
σu

leads to certain reduction of the
coefficient of correlation for the levels of strain-controlled loading e0 = 1.0; 1.5, while for
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level e0 = 2.0, the multiplier increases the coefficient of correlation, same as in the case of
steels 15Cr2MoVA and C45.

  

Figure 5. Regression lines under strain-controlled loading for steel 15Cr2MoVA (e0 = 1.8). Dots
represent the experimental values, straight lines—the theoretical calculated dependencies, while
dashed lines represent confidence intervals.

3.2. Statistical Assessment of the Low-Cycle Fatigue Curves under Strain-Controlled Loading

Until present, the low-cycle fatigue curves under strain-controlled loading have been
built using Equations (1)–(6) or similar equations by applying the mechanical characteristics
that correspond to a probability of 50%. Therefore, the curves calculated here correspond
to the same failure probability. There are no systematic investigations into the building of
calculated probabilistic low-cycle fatigue curves in the scientific literature.

In this study, probabilistic values of mechanical characteristics were determined. This
enabled the authors to build the calculated low-cycle fatigue curves corresponding to
different failure probabilities and to assess them from the probabilistic perspective.

Tables A1–A3 contain the values σys, σu, ψ, epr, corresponding to 1%, 10%, 30%, 50%,
70%, 90%, 99% probabilities for all the materials investigated. The low-cycle fatigue curves
under strain-controlled loading corresponding to 1%, 10%, 30%, 50%, 70%, 90%, 99% failure
probabilities for the investigated steel 15Cr2MoVA were built using Equations (3), (5) and
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(6) and the values of equal probability of mechanical characteristics (Figure 6a–c). The
calculated curves were built using the absolute coordinates lge0 − lgNc.

  
(a) (b) 

 
(c) 

Figure 6. Calculated probabilistic low-cycle fatigue curves under strain-controlled loading for steel
15Cr2MoVA, built using the absolute coordinates, according to: (a)—Equation (3), (b)—Equation (5),
(c)—Equation (6).

Based on Figure 6 the results of calculations using Equations (3) and (5), are little
different from each other in terms of both the slope and occupied scatter band of the
probabilistic low-cycle fatigue curves. The ratio between durability values for 99% and
1% curves is little dependent on the deformation level. The average ratio for the curves
calculated using Equation (3) was about 3.2, for curves calculated using Equation (5)—
about 3.3. Calculation of the probabilistic low-cycle fatigue curves using Equation (6) for
steel 15Cr2MoVA generates a non-satisfactory result as the curves cross each other in case
of Nf = 200 − 400 cycle durability or are positioned in reverse order in case of durabilities
Nf > 400, i.e., the durability is the lowest in case of 99% failure probability and the highest
in case of 1% failure probability. This is associated with dependency of α1p and C1p on
the mechanical characteristics of the material. As follows from Equations (7) and (8), the
probabilistic value of α1p largely depends on ψ, as the probabilistic values of ratio σys/σu
differ very little (Table A1). Constant C1p that depends on both α1p and ψ changes within
the range from 0.42 for probability curve 1% to 0.96 for probability curve 99%. Constant α1p
ranges from 0.41 (failure probability curve 1%) to 0.56 (failure probability curve 99%). The
specified changes α1p and C1p lead to the positioning of the probabilistic curves as depicted
in Figure 6c.

The dependencies built in the relative coordinates are used for calculation of the
low-cycle fatigue of parts and structural elements. Hence, the probabilistic curves of low-
cycle fatigue under strain-controlled loading for steel 15Cr2MoVA were also built in the
relative coordinates using Equations (3), (5) and (6). The amplitude strains of curve 1%
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were divided by probabilities epr—1%, strains of curve 10%—by probabilities epr—10%, etc.
Hence, the designed calculated probabilistic curves of low-cycle fatigue in the coordinates
lge0 − lgNc are presented in Figure 7a–c.

  
(a) (b) 

 
(c) 

Figure 7. Calculated probabilistic low-cycle fatigue curves under strain-controlled loading for steel
15Cr2MoVA, built in the relative coordinates, according to: (a)—Equation (3), (b)—Equation (5),
(c)—Equation (6).

Figure 7 suggests that the application of the relative coordinates for the design of prob-
abilistic curves of low-cycle fatigue generates an implausible picture for steel 15Cr2MoVA.
The implausibility of the mutual position of the calculated probabilistic curves lies in that
curve 99% is characterized by the lowest durability, while curve 1%—the highest durability.
The ‘reverse’ layout of the probabilistic curves of low-cycle durability is related to very
vast scatter epr compared to the scatter of other mechanical characteristics, for example, ψ,
that largely determine the durability. As suggested by Table A1, for steel 15Cr2MoVA, the
ratio of values epr for probability 99% to 1% probability is 7.6, while the ratio of values ψ
for probability 99% to 1% probability—1.4.

The sharp contrast in the values of the scatter between epr on one side and σys, σu, ψ on
the other side is likely to be due to higher sensitivity epr to thermal processing, hardening
during mechanical processing, accuracy of the experiment, and other factors, in comparison
to other mechanical characteristics. The conducted analysis of the calculated probabilistic
curves for steel 15Cr2MoVA suggests that the probabilistic values of strain epr, cannot be
used for the design of probabilistic curves of low-cycle fatigue in the relative coordinates as
they distort the true layout of the curves.

To define more truthful layout of the calculated probabilistic curves of low-cycle
fatigue under strain-controlled loading in the relative coordinates for steel 15Cr2MoVA,
the percentage curve strain was divided by the mean arithmetic value of epr (Figure 8a–c).
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(a) (b) 

 
(c) 

Figure 8. Comparison of the calculated probabilistic low-cycle fatigue curves under strain-controlled
loading with the experimental ones for steel 115Cr2MoVA; straight lines—calculated, dashed lines—
experiment; according to: (a)—Equation (3), (b)—Equation (5), (c)—Equation (6).

Here, as suggested by Figure 8a–c there is little difference in the layout of the prob-
abilistic curves in case of the absolute coordinates (Figure 6). For the calculated curves
built according to Equations (3) and (5), the ratio of durability for curve 99% and curve
1% was little dependent on the strain. The average ratio for the curves built according to
Equation (3) was about 2.9, and for the curves built according to Equation (5)—3.2.

To validate the calculation for steel 15Cr2MoVA, the experimental curves of equal
probability were compared to the calculated curves. Figure 8a,b suggests that the slope
angle and the occupied scatter band of the experimental curves of equal probability is
little different from those of the calculated curves designed according to Equations (3)
and (5). Nonetheless, the experimental curves were located lower than the calculated
curves. For example, at low durability, experimental curve 99% corresponded to calculated
curve 30% (Equation (3)), while experimental curve 50% corresponded to calculated curve
1% (Figure 8a). Correspondence between the experimental curves and calculated curves
according to Equation (5) was less accurate at high durability. In this case, experimental
curve 99% was calculated above than calculated area 1% for Nc > 3000 cycle durability. In
case of durabilities Nc < 3000, experimental curve 99% corresponded to calculated curve 1%
(Figure 8b). Figure 8c suggests that the calculated probabilistic curves designed according
to Equation (6) completely fall within the zone of the experimental curves. Nonetheless, the
comparison renders the ‘reverse’ layout of the calculated probabilistic curves impossible in
the area of Nc > 200 − 400 cycle durabilities. The reasons have already been covered above.

Similar analysis was conducted with the calculated and experimental probabilistic low-
cycle fatigue curves under strain-controlled loading for steel C45. Equations (3), (5) and (6)
were used to calculate the curves of equal probability by applying the probabilistic values
of mechanical characteristics (Table A2). The obtained results were built using the absolute
coordinates lge0 − lgNc. For steel C45, same as for steel 15Cr2MoVA, the probabilistic
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calculated curves obtained according to Equations (3) and (5) were positioned in a similar
way in terms of both the slope angle and the occupied scatter band. For probabilistic curves
calculated according to Equation (6), increase accompanied by higher failure probability
was observed, same as in the case of steel 15Cr2MoVA. For steel C45, however, the larger
range of variation of the probabilistic value and smaller range of variation of probabilistic
value C1p, than for steel 15Cr2MoVA lead to regular layout of the probabilistic curves, i.e.,
curve 1% provides the lowest durability, while curve 99%—the highest durability.

The investigation of the durability scatter band for steel C45 has demonstrated that
the ratio of durability for probabilistic curves 99% and 1% depends on the strain level. As
suggested by the analysis performed, for curves designed according to Equations (3), (5)
and (6), the ratio of durability of curves 99% and 1% at strain amplitude e0 = 0.9% was
7.3; 8.2; 10.6 respectively, while at e0 = 0.4% — 10; 18.7; 3.7. For steel C45, same as for
steel 15Cr2MoVA, the use of probabilistic value epr for design of probabilistic calculated
curves in the relative coordinates lge0 − lgNc distorts their true layout in terms of all the
dependencies applied Equations (3), (5) and (6), i.e., the curves are positioned in the reverse
order. At strain amplitude e0 = 4, the ratio of durability of probabilistic curves 1% and 99%
was respective 2.8; 3.5; 8.3, and at e0 = 2 — 4.0; 6.7; 20.7. To obtain a valid layout of the
calculated probabilistic curves in the relative coordinates for steel 15Cr2MoVA and steel
C45, strains e0 were divided by mean arithmetic value epr. Hence, the obtained probabilistic
curves are depicted in Figure 9a–c.

  
(a) (b) 

 
(c) 

Figure 9. Comparison of the calculated probabilistic low-cycle fatigue curves under strain-controlled
loading with the experimental ones for steel C45; straight lines—calculated, dashed lines—experiment;
according to: (a)—Equation (3), (b)—Equation (5), (c)—Equation (6).

The calculated probabilistic curves are close to the curves in the absolute coordinates by
the layout character and slope angle. For these curves, the durability ratio of the curves 99%
and 1% depend on the strain level, the same as for the curves in the absolute coordinates, i.e.,
at strain amplitude e0 = 4, the ratio of durability according to Equations (3), (5) and (6) is 7.1;
7.6; 10.3, and at e0 = 2 — 8.4; 11.7; 5.3.
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At the same time, the same figures also include the experimental low-cycle fatigue
curves under strain-controlled loading for steel C45 (Figure 9a–c). Comparison of the
experimental probabilistic curves with the calculated one has shown that the calculated
probabilistic curves for steel C45 (Figure 9a–c) are located below the 1% experimental
probabilistic curve. Of all the dependencies applied to the calculation of probabilistic
low-cycle fatigue curves under strain-controlled loading, the calculated (Equation (6)) for
steel C45 was the closest to reality as demonstrated by the investigation.

The calculations of the probabilistic low-cycle fatigue curves under strain-controlled
loading for aluminum alloy D16T1 (Table A3) were performed according to Equation (6), as
Equations (3) and (5) were designed for low-alloy steels used for energy purpose. The same
methodology was used for the design of the calculated curves as for the steels 15Cr2MoVA
and C45, that is, the curves were designed in the absolute coordinates and in the relative
coordinates by using probabilistic and mean arithmetic values epr.

Investigating the durability scatter band for the D16T1 aluminium alloy has demon-
strated that the ratio for probabilistic curves 99% and 1% depends on the strain level
(Figure 10).

Figure 10. Probabilistic low-cycle fatigue curves under strain-controlled loading for aluminium alloy
D16T1 built using: the absolute coordinates (a); the relative coordinates (b); straight lines—calculated,
dashed lines—experiment.

The conducted analysis has shown that the ratio of durability at strain amplitude
e0 = 0.3 was 37, and at e0 = 0.18% — 24. At the same time, in the case of the calculated
probabilistic curves, an increase in the slope angle with the increase in the failure probability
has been observed. This is directly affected by the scatter of reduction of area ψ, same as
for steels 15Cr2MoVA and C45. Application of relative strain e0, determined according to
the probabilistic values of strain epr to the calculations leads to narrowing of the durability
scatter band. In this case, the ratio of durability of the probabilistic curves 99% and 1% at
strain amplitude e0 = 4 was 3.3, and at e0 = 3 − 2.7. The slope angles of the calculated
probabilistic curves in the relative coordinates were reducing in comparison to the same
curves in the absolute coordinates. However, the curve angle of the slope increased with
increasing failure probability.

Same as for steels 15Cr2MoVA and C45, to calculate the strains e0, of aluminium
alloy D16T1, mean arithmetic value epr was used. In this case, the ratio of durability of
probabilistic curves 99% and 1% was close to the results of the ratio of durabilities of the
probabilistic curves designed in the absolute coordinates, i.e., at e0 = 4, the ratio was 3.3,
and at e0 = 3 − 2.7 (Figure 10b). Figure 10b also depicts the comparison of the calculated
probabilistic curves with the experimental ones for aluminium alloy D16T1. As suggested
by Figure 10b the correspondence of the experiment results with the calculated results is
non-satisfactory, as the calculated curves are fully reflected in the elastic area.
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Figures 11 and 12 for steels 15Cr2MoVA and C45 compare the experimental low-cycle
fatigue curves under strain-controlled loading of failure probability 1%, 50%, 99% with the
calculated curves designed according to Equations (3), (5) and (6) by using the normalized
mechanical characteristics determined according to Equation (21) and mechanical charac-
teristics taken from reference documents [37], and the low-cycle fatigue curves defined
using the safety factor nN = 10 for cycles and ne = 2 for strain as used in the field of
mechanical engineering.

K =
xmax

xmin
(21)

Figure 11. Comparison of the probabilistic low-cycle fatigue curves calculated under strain-controlled
loading with the experimental ones for steel 15Cr2MoVA; straight lines—calculated, dashed lines–
experiment; normalized characteristic according to: 1—Equation (3), 2—Equation (5), 3—Equation (6);
reference characteristics, according to: 1′—Equation (3), 2′—Equation (5), 3′—Equation (6); calculated,
according to: 4—Equation (3) ne = 2, 5—Equation (3) nN = 10.

Figure 12. Comparison of the probabilistic low-cycle fatigue curves calculated under strain-controlled
loading with the experimental ones for steel C45; straight lines—calculated, dashed lines– exper-
iment; normalized characteristic according to: 1—Equation (3), 2—Equation (5), 3—Equation (6);
reference characteristics, according to: 1′—Equation (3), 2′—Equation (5), 3′—Equation (6); calculated,
according to: 4—Equation (3) if ne = 2, 5—Equation (3) if nN = 10.

Table A4 provides the values of ratios K of the highest and lowest mechanical charac-
teristics σpr, σys, σu, σf , ψ, ψu.

The design of the last curves employed the low-cycle fatigue curves designed accord-
ing to the reference mechanical characteristics and the dependencies providing the most
accurate description of experimental durability, i.e., Equation (3) for steel 15Cr2MoVA and
Equation (6) for steel C45.

As suggested in Figure 11, for steel 15Cr2MoVA, the low-cycle fatigue curves deter-
mined according to Equations (3), (5) and (6) using normalized mechanical characteristics
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are above the experimental curve of probability of failure 99%. The same curves designed
by using the reference mechanical characteristics are located in the durability band between
curves 1% and 50%. This was predictable, as the normalized mechanical characteristics
of the steel 15Cr2MoVA are close to the experimental mechanical characteristics with a
probability of 12% to 25%, while the reference mechanical characteristics are located in
the probability band of the experimental characteristics of 0.0003 to 74%. Due to the ‘high’
layout of the calculated low-cycle fatigue curves compared to the experimental ones, the
curves designed using safety factors ne = 2 and nN = 10 are also positioned fairly high. The
low-cycle fatigue curve designed using ne = 2 virtually corresponds to the experimental
curve of failure probability 1%, while the curve designed using nN = 10 is located below.

Another situation is presented in Figure 12 that shows the listed low-cycle fatigue
curves for steel C45. In this case, the calculated curves designed using both the normalized
and the reference mechanical characteristics are located considerably lower than the experi-
mental ones. However, this is the consequence of poor correspondence of the calculated
curves designed according to Equation (6) with the experimental curves for the steel C45
(Figure 9c).

3.3. Case Study Objective

To Determine the Probabilistic Values of Cumulative Durability Damage (at the Crack
Initiation Phase) for the Zone of Sleeve Connection to the Vessel Body under Hydraulic
Forging at Temperature 20◦C. The Nominal Strain Range for the Outer Surface of the Sleeve
Connection under Hydraulic Forging: ε1n = 0, ε2n = 0.54%, ε3n = −0.97%. Concentration
Factor (Theoretical) of Elastic Stress ασ = 3, Strain-Controlled Loading Mode, Vessel
Material—Grade 15Cr2MoVA Steel.

Mechanical and cyclic characteristics determined during the course of the study
(Table A1 and Table A5) were used in the calculations.

All calculations were carried out for the failure probability of 1%, 10%, 30%, 50%,
70%, 90%, 99%. The case study presents the calculation for probability 1%. For other
probabilities, the calculated values are presented in A6. The calculation was carried out
as follows.

Hardening rate m0 (Table A5) was used to design the tensile stress-strain diagrams
σ − e. Their linear approximation resulted in following relative linear hardening modules:

GT =
σ − 1
e − 1

, (22)

GT =
2.06 − 1
40 − 1

= 0.0272

Parameter χ1 characterizing the sensitivity to cycle asymmetry was determined ac-
cording to the following dependency:

χ1 = 2.7ψ
σys

σu
− 1, (23)

χ1 = 2.7 · 0.74
300
500

− 1 = 0.1988

χ2 = 0.23( σu
σys

− 1) + χ1,

χ2 = 0.23( 500
300 − 1) + 0.1988 = 0.3521

(24)

The coefficient of the cycle asymmetry intensity of the nominal stresses was assumed
to be rσn = −1.05, and the range of intensity of nominal stresses for the first semi-cycle of
loading was determined according to the following dependency:

SinK =
2GT

[
εinKST − B · A1;2 · F(k)

]
ST [2GT + p1;2 · A1;2 · F(k)]

, (25)
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SinK =
2 · 0.0272[9.37 · 1.16 − 37.19 · 0.23 · 1]

1.15[2 · 0.0272 + 1.0048 · 0.23 · 1]

where
p1;2 = 1 + χ1;2

1 + rσn

1 − rσn

, (26)

p1 = 1 + 0.1988
1 + 1.05
1 − 1.05

= 1.0048,

B = 1 − 1
GT

− ST
2

, (27)

B = 1 − 1
0.0272

− 1.15
2

= −37.19

Hence, to calculate the Poisson’s ratio in normal section μn for the first semi-cycle of
loading, it was necessary to use the value of the relative linear hardening module gn1, and
in the first approximation after replacement of the sign of main strains with the opposite
sign, the following was assumed:

εin1 = ε1n1, ε1n1 =
εin1

eprST
, (28)

εin1 =
0.97

0.09 · 1.15
= 9.37

Linear hardening module:

gn1 =
Sin1 − 1
εin1 − 1

, (29)

gn1 =
3.0231 − 1
9.37 − 1

= 0.2417

and, accordingly, the Poisson’s ratio:

μn1 = 0.5 − 0.2
1 − gn1(εin1 − 1)

εin1
, (30)

μn1 = 0.5 − 0.2
1 − 0.2417(9.37 − 1)

9.37
= 0.4355

Intensity of nominal strains of the first approximation were determined according to
dependency [34]:

εin1 =

√
2

2(1 + μn1)

√
(e1 − e2)

2 + (e2 − e3)
2 + (e3 − e1)

2, (31)

εin1 =

√
2

2(1 + 0.4355)

√
(0.97 − 0.54)2 + (0.54)2 + (−0.97)2 = 0.5764

In relative units:
εin1 =

0.5864
0.09 · 1.15

= 5.6657

The obtained value and dependencies were used to repeat the calculation and deter-
mine final values Sin1, gn1, μn1 and εin1 (Table A5). If symmetrical cycle of strain intensity
in the nominal section was accepted for the task considered, then:

ein =
εin1ST
1 − ren

(32)
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The coefficient of asymmetry of the intensity cycle of nominal strain was assumed as
ren = −1, then:

ein =
4.8279 · 1.15

1 + 1
= 2.7761

The range of main stress in the first semi-cycle of loading in the nominal section was
determined according to the following dependencies:

S1n1 =
ε1n1 + μn1ε2n1

1 − μ2
n1

E′
1, S2n1 =

ε2n1 + μn1ε1n1

1 − μ2
n1

E′
1 (33)

E′
1 =

Sin1

εin1
=

2.3744 · 205
4.8279 · 0.0009

= 112, 023MPa

S1n1 =
0.0097 + 0.4151 · 0.0054

1 − 0.41512 · 112, 023 = 1616MPa,

S2n1 =
0.054 + 0.4151 · 0.0097

1 − 0.41512 · 112, 023 = 1276MPa

In accordance with the ranges of main stress available, the strain-controlled stiffness
coefficients were determined according to the dependency:

De =

√
(S1n1 − S2n1)

2 + (S2n1 − S3n1)
2 + (S3n1 − S1n1)

2

√
2(σ1 + σ2 + σ3)

, (34)

De =

√
(1616 − 1276)2 + (1276)2 + (−1616)2

√
2(1616 + 1276)

= 0.5103

By using ein, αB, ren, χ1, χ2, GT (Table A5) and A1, A2, ST, β as well as the Matlab
programme of calculations designed according to the dependencies in papers [32], the
data characterizing the stress-strain state in the zone of maximum concentration were
determined (Table A6). In the durability calculation, the same as in relation to the durability
calculation norms [33], the safety factor for maximum deformations ne = 2. was accepted.
Then, the cumulative quasi-static damage [34]:

dk =
2(ei − σi)

eBDe
, (35)

Based on study [38], eB = m0 was assumed:

eB =
m0

epr
=

0.15
0.0009

= 166.6

then

dk =
2 · (15.9 − 1.3405)

166.6 · 0.5103
= 0.3424, and dy = 1 − dk = 0.6576

The number of semi-cycles k0, within which fatigue damage dy = 0.6576 would be
cumulated was determined according to the following dependencies:

dy =

k0
∑
1

δik
De
( δik

De
+ SikST)

α3

C2Cα3
3

(36)

Durability k0 calculations were conducted by using the following two techniques:
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(a) in the calculations, probabilistic values of characteristics A1, A2, χ1, χ2, ST , GT , β, De, C2, C3
and α3 were used:

0.7259 =

k0
∑
1

2δik
0.5103

(
2δik

0.5103
+ Sik · 1.28)

0.98

500 · 2860.98 , k = 12.5 or N = 6

(b) in the calculations, the values of probability 50% of characteristics A1, A2, χ1, χ2, ST , GT ,
β, De and probabilistic values of parameters C2, C3 and α3 were used:

0.6576 =

k0
∑
1

δik
0.5103

(
2δik

0.5103
+ Sik · 1.15)

0.98

500 · 2860.98 ,

The results of probabilistic calculations are presented in Table 4.

Table 4. Results of probabilistic calculation of life in the concentration zone.

Parameter
Probability, %

1 10 30 50 70 90 99

k0 12.5 21.5 52.0 86.0 201.0 287.0 389.0

k0 59.5 66.5 78.5 86.0 98.5 123.0 171.0

The total number of start-stop operations of the system for the vessel considered
expected during the lifetime is equal to 25 [33]. Hence, fatigue cracks may appear in the
sleeve-to-body connection during the lifetime of the vessel considered at failure probability
30% according to calculation (a) and at failure probability lower than 1% according to
calculation (b).

4. Conclusions

The methodology of conduction of an integrated experiment in a probabilistic setting
to investigate the parameters of resistance to cyclic deformation and failure for the materials
representing major types of cyclic properties (hardening, softening, stabilization).

The investigations presented in the paper point to the correlation relationship between
mechanical characteristics and durability as well as the cyclic deformation that is close to the
linear correlation. This supports the correctness and physical rationale of the mathematical
dependencies proposed by different authors for describing the low-cycle deformation
and failure process under strain-controlled loading. The regression coefficients allow
for the calculation of preliminary cyclic characteristics and durability using the available
mechanical characteristics.

The analysis of mutual layout of the calculated and experimental probabilistic low-
cycle fatigue curves conducted in the study once again has demonstrated that the design of
low-cycle fatigue curves according to the both analytical dependencies for specific materials
may lead to considerable errors. Hence, in calculations of critical structures, it is necessary
to have at least an experimental curve of failure probability 50% to conduct a reliable
assessment of the strength and durability of the structure considered.

Investigations have pointed at the presence of a stable correlation relationship between
mechanical characteristics and durability as well as the parameters of cyclic deformation
parameters. This supports the physical rationale of the phenomenological dependencies
proposed by different authors for the description of the low-cycle deformation and failure
process under strain-controlled loading by using mechanical characteristics.

The above investigation has suggested that probabilistic curves should not be built
in the relative coordinates using the probabilistic epr, if scatter epr is considerably larger
than scatter σys, σu and ψ. Equations (3), (5) and (6) are not universal, since, for steel
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15Cr2MoVA, the best correspondence is provided by Equations (3) and (5), while for steel
C45 Equation (6).

The statistical investigations conducted in the paper have shown that that phenomeno-
logical dependencies used at present for the description of low-cycle fatigue curves on the
basis of mechanical characteristics are not universal for the materials with contrasting cyclic
properties, and a reliable assessment of the durability of structure requires the probabilistic
experimental curve 50%. For example, the calculated low-cycle fatigue curves under strain-
controlled loading defined using the safety factor [31] (ne = 2, Nn = 10) and the calculated
curves that provide more accurate description of the experimental data provide the follow-
ing strength safety margins in comparison to the experimental curves: ne = 0.45, Nn = 4.10
(for steel 15Cr2MoVA) and ne = 4.85, Nn = 100 (for steel C45).
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Nomenclature

Latin symbols

A1, A2
constants of the low–cycle fatigue curve under strain-controlled loading describing
the first and second semi-cycle form respectively;

B parameter (B = 1 − 1
GT

− ST
2 );

b, b x
y
, b y

x
regression coefficients;

C2, C3, ∝, c constants of the low–cycle fatigue curve under strain-controlled loading;
C1p, Cψ constants of the Coffin–Manson equation;
De strain-controlled stiffness coefficient;
dk cumulated quasi-static damage;
dy cumulated fatigue damage;
E modulus of elasticity (MPa);
E′

1 secant modulus for the first semi-cycle diagram (MPa);

ET , ETk
linear hardening modules for single and cyclic (k-th semi-cycle) loading respectively
(GPa);

e strain intensity under linear strain-controlled state (%);
e1, e2, e3 principal strain (%);
ei strain intensity (%);
ein nominal strain intensity (%);
e, ei, ein respective deformations in relative units

(
ei = ei/epr, ein = ein/epr

)
, (%);

e0
intensity of maximum strain at the initial loading under the linear strain-controlled
state (%);

e0
intensity of maximum strain at the initial loading normalized to proportional limit
strain;

ea total strain amplitude (%);
ey amplitude of elastic strain (%);
ep amplitude of plastic strain (%);
epr proportional limit strain (%);

et
material plasticity indicator determined by assessment of the variation in the cross
-section area of the standard cylindrical specimen subjected to tension;

i = 1 . . . n specimen ranks in the rank order;
F(k) function of k semi-cycles [36];
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GT , gni
relative linear hardening modules for single and cyclic loading diagrams respectively
(GT = ET/E, gk = ETk/E), (GPa);

k number of loading semi-cycle;
k0 number of semi-cycles of the loading cycles to fatigue crack initiation;
K coefficient K values of relative measures of the key mechanical properties;
m constant of the Coffin–Manson equation;
m0 hardening parameter for the tensile diagram under its stepped approximation;
mxy second central mixed moment;
N0 number of loading cycles to fatigue crack initiation;
Nc durability (number of load cycles) until crack initiation;
Nf durability (number of load cycles) till the cracks propagated to complete rupture;
n number of of measurements;
ne safety factor of strength by maximum deformations;
nN safety factor of strength by the number of cycles;
p1;2 parameter (p1;2 = 1 + χ1;2

1+rσn
1−rσn

);
r coefficient of correlation;
ren coefficient of asymmetry of the intensity cycle of nominal;
rσn coefficient of asymmetry of the intensity cycle of nominal stress;

S
cyclic stress intensity under linear strain-controlled state, calculated from the start of
unloading (MPa);

Si cyclic stress intensity (MPa);
Sin nominal cyclic stress intensity (MPa);
Sk,Sik,Sink respective cyclic strain for the k-th semi-cycle of loading (MPa);

Sk,Sik,Sink
respective cyclic strains in relative units

(
Sk = Sk/ST , Sik = Sik/ST , Sik = Sink/ST

)
,

(MPa);
ST cyclic limit of proportionality calculated from the start of unloading (MPa);
ST cyclic stress normalized respectively to proportional limit stress

(
ST = ST/σpr) , (MPa);

tγ Student’s t-distribution;
x, y statistical mean;
xi, yi independent variables;

xmax
maximum values of the material mechanical properties in the bins (statistical
intervals);

xmin
minimum values of the material mechanical properties in the bins (statistical
intervals);

Greek symbols

α, β
constants of the low–cycle fatigue curve under strain-controlled loading characterizing
materials hardening or softening;

α1p constant of the Coffin–Manson equation;
ασ theoretical coefficient of concentration of elastic stresses;
γ reliability of normal distribution;

δ
intensity of cyclic plastic deformations under linear strain-controlled states or
width of the elastoplastic hysteresis loop;

ε1n, ε2n, ε3n range of main nominal strains (%);

ε
cyclic elastoplastic strain intensity under linear strain-controlled state, calculated
from the start of unloading (%);

εi cyclic elastoplastic strain intensity (%);
εin nominal cyclic elastoplastic strain intensity (%);
εk,εik,εink respective cyclic strains for the k-th semi-cycle of loading (%);
εk,εik,εink respective cyclic strain in relative units (εk = εk/εT , εik = εik/εT , εink = εink/εT);
εT strain corresponding to ST (%);
εT strain corresponding to ST (%);
μni Poisson’s ratio for elastoplastic deformation;
σx, σy root mean square deviation;
σ∗

a conditional elastic stresses (σ∗
a = e0Eet), (MPa);

σpr proportional limit stress (MPa);
σys elastic limit or yield strength, the stress at which 0.2% plastic strain occurs (MPa);
σu ultimate tensile stress (MPa);
σf fracture strength (MPa);
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σ normalized to proportional limit stress (MPa), σ = σ/σpr;
χ1, χ2 parameter characterizing the sensitivity to cycle asymmetry;
ψ cross-sectional narrowing (%);
ψu continuous cross-sectional narrowing (%).

Appendix A

Table A1. Probabilistic values of mechanical characteristics for steel 15Cr2MoVA.

Characteristic
Probability, %

1 10 30 50 70 90 99

σys, MPa 300 340 370 400 430 475 535

σu, MPa 500 530 560 580 600 640 680

ψ, % 74 76 79 80 82 85 90

epr, % 0.090 0.130 0.170 0.200 0.245 0.320 0.475

Table A2. Probabilistic values of mechanical characteristics for steel C45.

Characteristic
Probability, %

1 10 30 50 70 90 99

σys, MPa 220 265 300 340 360 420 500

σu, MPa 620 700 750 800 850 900 1020

ψ, % 28 32 37 39 42 47 54

epr, % 0.140 0.180 0.225 0.260 0.300 0.360 0.480

Table A3. Probabilistic values of mechanical characteristics for aluminium alloy D16T1.

Characteristic
Probability, %

1 10 30 50 70 90 99

σys, MPa 260 300 320 350 370 405 460

σu, MPa 580 620 650 680 700 750 800

ψ, % 9.5 11.3 12.8 14.0 15.5 17.5 21.0

epr, % 0.46 0.52 0.56 0.60 0.64 0.70 0.78

Table A4. Coefficient K values of relative measures of the key mechanical properties.

Material
σpr σys σu σf ψ ψu

MPA %

15Cr2MoVa 2.06 1.88 1.52 1.78 1.24 4.19

C45 2.41 2.41 1.57 1.62 1.71 3.09

D16T1 1.72 1.66 1.45 1.43 2.24 1.38
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Table A5. Probabilistic values of parameters of cyclic deformation resistance for steel 15Cr2MoVA.

Parameter
Probability, %

1 10 30 50 70 90 99

A1 0.23 0.87 1.32 1.60 1.94 2.40 3.04

A1 0.30 0.94 1.34 1.64 2.00 2.43 3.06

ST 1.15 1.20 1.25 1.28 1.30 1.35 1.40

m0 0.15 0.17 0.19 0.21 0.23 0.26 0.30

Table A6. Calculation data in the concentration zone for failure probabilities 1%, 10%, 30%,50%, 70%,
90%, 99%.

Parameter
Probability, %

1 10 30 50 70 90 99

GT 0.0272 0.0328 0.0400 0.0451 0.0497 0.0605 0.0754

χ1 0.1988 0.3164 0.4093 0.4896 0.5867 0.7033 0.9118

χ2 0.3521 0.4449 0.5274 0.5931 0.6776 0.7832 0.9741

p1 1.0048 1.0077 1.0099 1.0119 1.0143 1.0171 1.0222

B −37.19 −30.08 −24.62 −21.81 −20.06 −16.20 −12.96

ε1n1 9.37 6.16 4.56 3.79 3.04 2.26 1.46

S1n1 3.0231 1.9699 1.7305 1.6435 1.5871 1.4779 1.3771

gn1 0.2417 0.1879 0.2049 0.2300 2.2870 0.3786 0.8223

εin1 0.4355 0.4360 0.4242 0.4133 0.3958 0.3693 0.3111

ein 2.7761 0.23073 1.9606 1.5412 1.2836 1.0122 0.7181

β 0.00004 0.00016 0.00042 0.00085 0.0018 0.0048 0.0190

E′
1 112,023 92,705 87,001 90,992 94,974 98,169 105,772

S1n1 1616 1315 1199 1226 1236 1220 1227

S2n1 1276 1031 929 939 931 895 858

De 0.5103 0.5109 0.5119 0.5130 0.5146 0.5174 0.5230

ασ 3 3 3 3 3 3 3

ren −1 −1 −1 −1 −1 −1 −1

dk 0.3424 0.3443 0.2976 0.2741 0.2551 0.1232 0.2197

dy 0.6576 0.6557 0.7024 0.7259 0.7449 0.7802 0.8768
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