
www.mdpi.com/journal/sensors

Special Issue Reprint

IoT Multi Sensors

Edited by 
Alexandru Lavric, Liliana Anchidin and Adrian I. Petrariu



IoT Multi Sensors





IoT Multi Sensors

Editors

Alexandru Lavric
Liliana Anchidin
Adrian I. Petrariu

MDPI • Basel • Beijing •Wuhan • Barcelona • Belgrade •Manchester • Tokyo • Cluj • Tianjin



Editors

Alexandru Lavric

Computers, Electronics and

Automation Department

Stefan cel Mare

University of Suceava

Suceava

Romania

Liliana Anchidin

Computers, Electronics and

Automation Department

Stefan cel Mare

University of Suceava

Suceava

Romania

Adrian I. Petrariu

Computers, Electronics and

Automation Department

Stefan cel Mare

University of Suceava

Suceava

Romania

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Sensors

(ISSN 1424-8220) (available at: www.mdpi.com/journal/sensors/special issues/IoTMS).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-7751-7 (Hbk)

ISBN 978-3-0365-7750-0 (PDF)

© 2023 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.

www.mdpi.com/journal/sensors/special_issues/IoTMS


Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Preface to ”IoT Multi Sensors” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Alexandru A. Maftei, Alexandru Lavric, Adrian I. Petrariu and Valentin Popa
Massive Data Storage Solution for IoT Devices Using Blockchain Technologies
Reprinted from: Sensors 2023, 23, 1570, doi:10.3390/s23031570 . . . . . . . . . . . . . . . . . . . . 1

Liliana Anchidin, Alexandru Lavric, Partemie-Marian Mutescu, Adrian I. Petrariu and
Valentin Popa
The Design and Development of a Microstrip Antenna for Internet of Things Applications
Reprinted from: Sensors 2023, 23, 1062, doi:10.3390/s23031062 . . . . . . . . . . . . . . . . . . . . 17

Nurul I. Sarkar, Asish Thomas Kavitha and Md Jahan Ali
A Secure Long-Range Transceiver for Monitoring and Storing IoT Data in the Cloud: Design
and Performance Study
Reprinted from: Sensors 2022, 22, 8380, doi:10.3390/s22218380 . . . . . . . . . . . . . . . . . . . . 31

Angela-Tafadzwa Shumba, Teodoro Montanaro, Ilaria Sergi, Luca Fachechi, Massimo De
Vittorio and Luigi Patrono
Leveraging IoT-Aware Technologies and AI Techniques for Real-Time Critical Healthcare
Applications
Reprinted from: Sensors 2022, 22, 7675, doi:10.3390/s22197675 . . . . . . . . . . . . . . . . . . . . 47
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Preface to ”IoT Multi Sensors”

In recent years, we have witnessed continuous discussion about the Internet of Things (IoT)

concept, which involves connecting the various objects that surround us in everyday life to the

Internet. In order to cope with the new challenges and IoT applications, low-power wide-area

networks (LPWANs) have been created. The IoT concept is currently the focus of the entire academic

community.

The main purpose of the IoT concept, which is closely related to the Smart City topic, is to

increase quality of life by contributing to the efficient use of resources and environment protection.

IoT technologies are sufficiently enhanced to enable the development of integrated solutions for

multi-sensors design.

This reprint book focuses on state-of-the-art technologies, the latest findings, and current

challenges in IoT with emphasis on healthcare, transportation, antenna design and disease detection.

The included papers cover numerous topics of interest that include:

• IoT communication protocols;

• LPWAN for IoT (Sigfox, LoRa, etc.);

• Antenna design for IoT applications;

• Large-scale, high-density IoT networks and architectures;

• IoT applications and multi-sensors for transportation and traffic control;

• IoT convergence for Smart Health;

• Machine-learning/deep-learning algorithms for sensing IoT;

• Machine-learning-based healthcare applications and disease detection using IoT architectures;

• Applications and examples of use.

Alexandru Lavric, Liliana Anchidin, and Adrian I. Petrariu

Editors
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Article

Massive Data Storage Solution for IoT Devices Using
Blockchain Technologies
Alexandru A. Maftei *, Alexandru Lavric * , Adrian I. Petrariu and Valentin Popa

Computers, Electronics and Automation Department, Stefan cel Mare University of Suceava,
720229 Suceava, Romania
* Correspondence: alexandru.maftei@usm.ro (A.A.M.); lavric@usm.ro (A.L.)

Abstract: The Internet of Things (IoT) concept involves connecting devices to the internet and
forming a network of objects that can collect information from the environment without human
intervention. Although the IoT concept offers some advantages, it also has some issues that are
associated with cyber security risks, such as the lack of detection of malicious wireless sensor network
(WSN) nodes, lack of fault tolerance, weak authorization, and authentication of nodes, and the
insecure management of received data from IoT devices. Considering the cybersecurity issues of
IoT devices, there is an urgent need of finding new solutions that can increase the security level of
WSNs. One issue that needs attention is the secure management and data storage for IoT devices.
Most of the current solutions are based on systems that operate in a centralized manner, ecosystems
that are easy to tamper with and provide no records regarding the traceability of the data collected
from the sensors. In this paper, we propose an architecture based on blockchain technology for
securing and managing data collected from IoT devices. By implementing blockchain technology, we
provide a distributed data storage architecture, thus eliminating the need for a centralized network
topology using blockchain advantages such as immutability, decentralization, distributivity, enhanced
security, transparency, instant traceability, and increased efficiency through automation. From the
obtained results, the proposed architecture ensures a high level of performance and can be used as a
scalable, massive data storage solution for IoT devices using blockchain technologies. New WSN
communication protocols can be easily enrolled in our data storage blockchain architecture without
the need for retrofitting, as our system does not depend on any specific communication protocol and
can be applied to any IoT application.

Keywords: blockchain; consensus mechanisms; secure data management; data storage; Internet of
Things; wireless sensor networks

1. Introduction

The Internet of Things (IoT) concept involves connecting devices via the internet and
forming a network of objects that can collect information from the environment without
human intervention. According to [1], the number of IoT devices deployed from year to
year is constantly increasing and it is estimated to reach 25.44 billion by 2030. There have
been many surveys [2,3] conducted regarding the usage of different blockchain applications.
Areas such as healthcare [4], agriculture [5], the smart grid [6], the smart city [7], or traffic
management [8] are all contributing to the rapid growth of active IoT devices, as it seeks to
automate the tasks of collecting data from the environment for further processing and storage.

The use of IoT devices in our daily life brings benefits such as the increase in automated
tasks, obtaining low energy consumption and efficient resource management, automated
data retrieval, information storage, and remote control of devices installed on the field. The
IoT concept is usually implemented through wireless sensor networks (WSNs). Although
the IoT concept offers some advantages, it also has some issues that are usually associated
with cyber security risks, such as the lack of detection of malicious WSN nodes [9], lack
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of fault tolerance, weak authorization, and authentication of nodes [10], and the insecure
management of retrieved data from IoT devices. Considering the cybersecurity issues for
IoT devices, there is an urgent need of finding new solutions that can increase the security
level of WSNs.

A WSN refers to a group of spatially dispersed wireless sensors distributed over a large
geographical area that collect data from the environment and then send them to a sink node
for processing and storage purposes. Using different visualization algorithms, the collected
information is presented to users. The architecture of such a wireless sensor network
can be seen in Figure 1. The structure includes a centralized sink node (Gateway) that is
usually connected to the internet, and wireless sensors nodes, which is a communication
mechanism that allows the information to be transmitted to the end users.
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The communication protocol is specific to the application IoT type and usually is rep-
resented by Bluetooth [11], Wi-Fi [12], LoRaWAN [13], ZigBee [14], or NB-IoT [15] when
we are considering low power consumption efficiency. Using multiple types of wireless
communications protocols in the same wireless network can be both an advantage and a
disadvantage. One advantage is the ability to use area-specific types of communications, such
as Wi-Fi and Bluetooth for shorter-range communications, 10–50 m, or LoRaWAN and NB-IoT
for long-range communications, 1–10 km, in urban environments [8]. One disadvantage that
can arise from using multiple communication protocols in the same IoT network is interoper-
ability [16]. This can become an issue because each communication protocol has its security
policies for securing data, which can lead to congestion and slow down the entire network.
Taking into account the large number of wireless communication protocols used in the IoT, it
is somewhat difficult to maintain and update but also to detect problems that may occur in an
IoT network due to the use of a large number of wireless protocols.

When we talk about WSNs, we consider networks where the number of active IoT
devices can be hundreds of thousands or even millions, which will result in a large number
of data packets that need to be stored securely. In a classic WSN network, all information
is sent to a central data storage point. In terms of cybersecurity, centralized storage of
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large amounts of data is becoming a secure target for malicious entities. Another aspect of
wireless sensor networks is that they have limited resources such as memory, computing
power, and limited energy/battery capacity [17]. However, the role of WSN IoT devices
is to operate for long periods, with as little human intervention as possible, being mostly
standalone devices that are disposable at the end of their life.

The rest of the paper is organized as follows: Section 3 presents the blockchain
technology along with its mechanisms that can provide security to data from IoT devices.
Section 4 presents the proposed architecture for securing IoT data. Section 5 presents a
proof-of-concept practical implementation of the proposed architecture, and the last section
presents the conclusions.

The main contributions of this paper are the following:

• We present a solution for the secure management and storage of the data retrieved
from IoT devices using blockchain technology.

• The data storage process is performed by using a dual blockchain topology that
includes a lightweight blockchain (local blockchain) and a public blockchain. The
lightweight blockchain stores temporarily all the IoT information acting as a buffer that
stores the node identity ledgers and the hash addresses that point to the data packets
located in the public blockchain acting as a register. The public blockchain permanently
stores the entire IoT data stream sent through the entire WSN architecture.

• Our novel blockchain architecture uses an IoT authentication process that allows new
WSN nodes to be accepted using a voting process that integrates the PoS consensus
mechanism specifically used by blockchain architectures.

• Another advantage is related to the scalability of the proposed architecture, which can
integrate a very large number of IoT devices without decreasing the performance level
of the system. This IoT device can join the network and contribute to its maintenance
by implementing the consensus mechanism.

• We propose an architecture where different WSN entities (e.g., gateways, sensors) have
blockchain capabilities and functionalities to achieve a massive data storage solution.

• The proposed architecture is scalable and is not locked on a particular IoT communica-
tion protocol. New IoT sensors and communication protocols can be easily enrolled in
our blockchain architecture without the need for retrofitting.

• Our massive blockchain data storage solution can also be used in a hybrid manner by
classic IoT WSN networks with no enhanced capabilities.

2. Related Works

Blockchain technology can be used to implement different security aspects such as
access control, authorization, and authentication processes of IoT devices in a wireless
sensors network, methods to detect malicious devices or DDOS attacks in a network or
achieve secure storage of IoT data. There are a few solutions in the literature that attempt
to solve each problem individually. Thus, in this section, we present some solutions that
aim to solve the problem of secure storage of data from IoT devices, solutions based on
blockchain technology with all its features such as consensus mechanisms, smart contracts,
decentralization, pseudo-anonymity (even anonymity in some cases), and immutability.

In [18], Liu et al. propose a Data Integrity as a Service (DIaaS) framework based on
blockchain technology for verifying data coming from IoT devices. The authors attempt to
solve two problems: the first is to eliminate the requirement of trust in third-party auditors
(TPA) and increase the reliability of the data integration service. The second problem is that
of verifying data without relying on a single third-party auditor, so protocols are proposed
to verify data integrity in a fully decentralized environment. The main disadvantage of this
approach is the fact that the integrity of the data packets needs to be verified by a trusted
third-party authority.

In [19], Li et al. propose a scheme using blockchain technology for storing and
protecting large amounts of data from IoT devices. Their proposed method guarantees data
protection by having a large number of blockchain miners handle data from IoT devices,

3
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eliminating centralized servers. The proposed architecture uses edge computing to take
over the task of processing the data and later sending it to the Distributed Hash Tables
(DHT). A final proposal of the authors in their scheme is to use certificate-less cryptography.
Certificateless cryptography reduces the redundancy that is brought about by traditional
Public Key Infrastructure (PKI) and provides an efficient way of authentication for IoT
devices. However, this scheme may have problems if there is a necessity for implementing
a system that uses more complicated access control policies.

In [20], Shafagh et al. propose a system based on blockchain technology that provides
access control and data management in a distributed manner. Among the contributions
presented in the paper, we can mention designing a secure cryptographic method of sharing
data with frequent key updates, the ability to revoke access to data, an efficient search
method in a compressed chunked data stream, and a location-aware level of data storage.
One drawback of the proposed architecture is the consensus mechanism used, namely the
Proof of Work mechanism. PoW is a resource-intensive mechanism and suffers from the
so-called 51% attack [21] that can occur if the proposed architecture does not have many
users and hash power is abundantly available.

In another paper [22], Ren et al. propose an architecture for securely storing data
from edge devices. This architecture uses blockchain technology; specifically, the authors
implement two blockchain networks, one local and the other global. The local blockchain
network has limited storage space and is created by the main edge nodes and stores all
data coming from IoT devices. The global blockchain network is built using cloud servers
and stores all data coming from local blockchain networks. The cloud servers calculate
hash values for the data uploaded to the global blockchain, and to ensure the integrity of
the data, a periodic check is performed using the hash values already calculated.

Ren et al. [23] propose the use of blockchain technology for storing data from Wireless
Body Area Networks (WBANs). A modification added to the blockchain-based storage
system is to implement a sequential aggregate signature scheme (DVSSA). This scheme
ensures that data can only be accessed by assigned individuals and that the privacy of
users in a WBAN network is protected. DVSAA can also compress the data stored in the
blockchain, thus solving the problem of limited storage space.

Our blockchain data storage system differs from the works mentioned above in that it
can accept other WSNs and IoT devices that do not have blockchain capabilities but wish to
use the proposed ecosystem for secure and traceable data storage. All verification processes
of the proposed architecture are performed by the IoT devices that join the network and
want to contribute to the better functioning of the network; therefore, the ecosystem can
work without interruption and user intervention.

In addition, in our work, we propose the use of the “Proof of Stake” consensus mecha-
nism, a mechanism that eliminates the need to use devices with a high computing power
because the nodes that add transactions in blocks and the blocks in the blockchain become
validators that stake a part of their reputation rather than needing high computational
power. Once again, the system proposed in this paper is a scalable one where a large
number of IoT devices can join the network, contribute to its maintenance by implementing
the consensus mechanism, or use the network only to send and securely store sensor data.
The security of the system is also high because the more nodes there are that put their
reputation on the line to validate blocks and transactions, the more secure your network
will become. The number of transactions is also high, and this is again due to the PoS
consensus mechanism, which does not require a high computing power, and due to this,
energy consumption also decreases, thus reducing the carbon footprint.

3. Blockchain Technology for IoT Concept

Blockchain technology [24] involves chronologically saving data in the form of a
blockchain called a distributed ledger where each block of data is linked to each other using
cryptographic methods, thus making the entire system secure, immutable, and tamper-
proof. A distributed ledger can be seen as a database that saves data in chronological
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order, but the difference is that of the permissions set on the data stored in the ledger. The
main purpose of this paper is to propose an architecture of data storage using blockchain
technology that can be a secure data management solution for the IoT concept.

Blockchain technology became known in 2008 when Satoshi Nakamoto presented it for
the first time [25] as a way to introduce a virtual currency-sharing system through a Peer-to-
Peer (P2P) network, thus eliminating centralized tertiary institutions. Over time, blockchain
technology has evolved positively and has been increasingly adopted in various fields, with
one of them being the Internet of Things. The implementation of the blockchain in different
fields is due to the way the data are stored but also to the fact that this technology has
several features that offer increased security. Each block in turn has three basic elements:

Hash of the current block. This is the result of applying a hash function to the data
and information that is stored inside the block. A hash function is a one-way function that
involves transforming a text of variable length into a text of constant size. The result of a
hash function is also called a hash value or just a hash. Hash functions are used because
they are computationally difficult to reverse. It should be noted that hash values are very
sensitive to changes, that is, when a single character or number is changed, the whole hash
value will become completely different.

The encapsulated data in each block. The data are passed through the hash function
so that they cannot be read by anyone. Each block contains several data transactions that
are measured in transactions per second (TPS), and this differs from system to system. In
the case of the Bitcoin blockchain, which only saves information on the transfer of BTC
virtual currencies, the number of transactions per second is approximately 7 TPS [26]. To
add blocks of data, they must first go through a mining process, where users of a network
compete to find the result of a math problem, in the case of the Bitcoin network. This
mining process is due to the feature called the consensus mechanism. In the IoT field, the
PoW mining process or PoS validation process can be performed by IoT devices. This
operation of implementing consensus mechanisms can be applied by the IoT nodes of the
network, thus providing the opportunity for IoT devices to manage the addition of data
packets in blocks and then their addition to the blockchain.

Hash of the previous block. This is an important element for the security of the
blockchain. Each block in the blockchain points to the hash of the previous block. If a
block’s previous hash value is wrong, that block and its successors will become invalid.
To modify a block, the hash value of the block must be recalculated together with other
blocks, and this is performed using consensus mechanisms that can be difficult from a
computational point of view.

Therefore, the way data are stored in the blockchain is a secure solution for saving
data from wireless sensor networks. In addition, blockchain technology also has some
features that can be beneficial for data storage, such as:

A. Immutability

The blockchain is similar to a database but differs in the way the data are managed,
and this is due to the immutability feature. Immutability refers to the fact that once data
have been stored in a block, it cannot be modified in any way. Thus, the impossibility of
modifying the data in a block introduces benefits such as traceability or audibility.

B. Decentralization and distributivity

In most cases, these two terms, decentralization and distributivity [27], are used
interchangeably, although their meanings are different from each other. These two features
are very important for the blockchain because any system that wants to implement this
technology will automatically benefit from both features, so there is no need to implement
other third-party technologies to act as data storage and management.

At present, most data storage and management applications use a server-client archi-
tecture similar to IoT classical data storage. In such an architecture, the transfer of data
between two or more clients is performed through a server that acts as an intermediary for
forwarding information. Thus, if the server suffers a cyber-attack, the entire system may be
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left without the central data distribution system. To solve this problem, the distributive
feature of blockchain technology can be used, which uses a peer-to-peer (P2P) architecture
where the transfer of data between two clients is performed in a point-to-point manner.
From the point of view of storing data in a P2P network, it is performed in several places to
provide redundancy, which means that a data packet is in several places in the IoT network.
Thus, in case of a cyber-attack on any node in the network, the data will be able to be
reconstructed through the other copies from the network.

The other feature is decentralization. In classic server-client structures, the server acts
as a central data distribution system, while in a P2P structure, this task is managed by
the entire network. Thus, the decentralization feature appears, where several nodes have
decisions about what is happening in the network.

C. Consensus mechanism

A consensus mechanism [28] is a way to gain agreement, trust, and security in a
decentralized network based on blockchain technology. The role of consensus mechanisms
in a network that uses blockchain as a core component is to ensure that all nodes in the
network follow the same rules. If a blockchain has no consensus mechanism, it means that
the blockchain has no rules and can become an easy target for malicious entities. Users of a
blockchain that works without a set of rules will find it difficult to prove the validity and
integrity of the data that are added and shared on the network.

There are currently three consensus mechanisms [29] with the highest percentage of
use, being reference mechanisms for the implementation of a blockchain. This is mainly due
to the field of application of the technology, namely the financial field. The three consensus
mechanisms are Proof of Work (PoW), Proof of Stake (PoS), and Delegated Proof of Stake
(DPoS).

Even though blockchain is a technology that has many positive features, it also has
some limitations such as large storage capabilities, low scalability, and high energy con-
sumption. When we talk about storage capacity as one of the limitations of blockchain
technology, we refer to the fact that the blockchain is constantly growing, i.e., a block of
data of a certain size (1 MB in the case of Bitcoin blockchain or 4 MB in the case of Ethereum
blockchain) is constantly added to the blockchain, and its size can easily reach the terabyte
range. We consider that using state-of-the-art storage solutions, this disadvantage can be
overcome.

The low scalability and the energy consumption issues can be solved by the integration
of the different consensus mechanism such as PoS that allows support for integrating many
IoT devices with low computational recourses.

4. Data Storage for IoT Devices Using Blockchain Technologies

Blockchain technology will allow IoT networks to move away from the classic structure
of a WSN network, where nodes communicate with a centralized server, used for data
storage, authentication, and sensor authorization, to a more secure and flexible approach.
Blockchain offers a new method of decentralized and distributed management of both
data and nodes in a P2P network. In our system, WSN nodes have full control over the
network, which means that any new WSN that wants to use the network must be accepted
by the other WSN enrolled in the consensus mechanism. The architecture of the wireless
sensor network based on the blockchain technology proposed can be seen in Figure 2.
The proposed architecture integrates a novel modular technique that involves using a
lightweight blockchain and public blockchain for WSN data storage.
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The main entities of the developed architecture are:
Blockchain Capabilities: As shown in Figure 2, in the proposed architecture, there

are two blockchains, a lightweight blockchain and a public blockchain. The lightweight
blockchain is located at the level of the IoT gateways with blockchain capabilities and has
the role of storing a light copy of the public blockchain for backup reasons and acts as a
register. The public blockchain stores all the data that are sent by the WSN nodes. The
lightweight blockchain integrates the node identity ledgers and stores the hash address that
points to the data packet itself in the public blockchain. Each time a new block is added
to the public blockchain, only the information about the total number of data packets, the
validator node ID, and the address of the added block will be saved in the lightweight
blockchain. The data block will be saved in the public blockchain.

The public blockchain functions as a database that stores all the data received from the
WSN nodes but also stores the information related to the authentication and registration of
nodes in the network. In addition, the public blockchain is a P2P system represented by
BC storage entities where each one of them has a complete copy of the entire system. The
need to have such an entity that has complete copies of the entire blockchain is a method
of redundancy in such a system. Usually, these entities have high computing and storage
capabilities. Therefore, if a large part of the network nodes become inaccessible and data
are lost, the entire system can be rebuilt using a single node that holds a complete copy of
the blockchain.

Blockchain-enabled gateway (BCeGW): BCeGWs have the role of communicating
directly with the WSN to collect the data sent and redirect them further for storage to the
public blockchain. Communication between the BCeGW and consensus WSN nodes is
performed when a new node wants to join the wireless sensor network and a validator
WSN node must be chosen from the list of available ones. The validator WSN node in a
concessions WSN node is mains-powered and has a higher computational power than a
regular WSN node. At that point, BCeGWs will send the information requested by the
consensus node about the new node that wants to join. In addition, the BCeGWs have a
local copy of the blockchain, more precisely a lightweight copy of the public blockchain.
Another role of BCeGWs is to implement the network consensus mechanism, which is
initiated when a new block is added to the public blockchain. As with consensus nodes,
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a BCeGW will be chosen through the PoS mechanism to validate and add a block to the
public blockchain.

WSN nodes: At the WSN level, there are 2 types of nodes, sensor nodes and consensus
nodes. Each type of node has its role in the network.

Sensor nodes: These WSN nodes are registered in the network by the user and have
the role of collecting data from the environment. The WSN sensor nodes are devices
with low computing power and limited battery level, which transmit information to the
BCeGW at user-specified time intervals. The communications of these types of nodes are
bidirectional because they will receive specific information from the WSN consensus nodes.

Consensus nodes: These WSN nodes are different from sensor nodes in that they also
collect data from the environment but are used to implement the consensus mechanisms.
These nodes are usually mains-powered. Although the consensus mechanism used in
this architecture does not require high computing power, the use of sensor nodes for
the implementation of the PoS mechanism would lead to unwanted power consumption.
The communications of these nodes are bidirectional, i.e., they can send but also receive
information from the BCeGW.

Consensus model: The consensus model that is used in the proposed IoT blockchain
is the core of the entire P2P network. The consensus mechanism used in a WSN determines
the performance of the entire system, which includes throughput, security, and delay.
Given that IoT devices do not have high computing power, the implementation of the PoW
consensus mechanism is not the most appropriate solution when it comes to IoT devices. To
take advantage of many IoT devices from WSNs, in our architecture, we propose the use of
a customized PoS consensus mechanism. In the case of the PoS mechanism, the consensus
nodes in the WSN must stake their reputation points to increase the chance of being chosen
as validators for the data packets that are going to be added in blocks. Once a WSN
consensus node has been selected as a WSN validator node, it has the task of validating all
the data packets in the block, and then it will have to add the new block to the blockchain.
After the consensus node adds the new block to the blockchain, it will be rewarded with
reputation points. If the validator WSN node accidentally accepts data packets that contain
unreal information, it will lose some of the reputation points, thus making the node less
trustworthy. Therefore, the PoS consensus mechanism does not require much computing
power, due to its mode of operation, and is a good security solution for a P2P system where
nodes are stimulated to make decisions that benefit the entire network and its users. PoS
is slowly becoming the most used consensus mechanism among public state-of-the-art
blockchains. The PoA mechanism has the below disadvantages [30]:

• The identity of the validating nodes in the blockchain network is known and this can
cause manipulation and interference by third parties for their own benefit.

• The PoA consensus architecture model has a lower degree of decentralization due to
the use of validators nodes. The use of PoA affects the scalability and high throughput
of the blockchain architecture.

• The PoA consensus model is prone to “Sybil” [31] and “Cloning” [32] attacks, where
attackers can manipulate a large number of validator nodes by forging multiple identities.

Although the PoA consensus mechanism can be used in public blockchains, its appli-
cability is still largely used in private blockchains that require permissions and test nets
such as Kovan [33], Goerli [34], and Rinkeby [35].

Smart contract mechanism: In general, a smart contract (SC) [36] is a computer
program that is in the blockchain and involves the execution of predefined functions. Once
the SC has been implemented in the blockchain, it will receive a unique address (hash
value) so that its functions can be called. Smart contracts are also visible to all network
participants, but this is not a problem, because they are in compiled bytecode format and
cannot be modified.

In our proposed architecture, the SC is implemented at the public blockchain level. The
SC functions are built for the WSN ecosystem, for example, WSN sensor nodes registration
and the communication between the public blockchain and BCeGW. By using a smart
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contract, the interaction steps between the BCeGW and the public blockchain are automated
and secure. Another important aspect of SC is that the result of the interactions will be a
predetermined one, and the possibility of errors is quite small. Because the SC is in the
blockchain, there is no way to upgrade or add new features to the source code. If, in the
future, there is the need to add new features to the smart contract, this is only possible by
changing and relaunching the modified SC in the blockchain. Once the new contract has
been launched on the blockchain, all the entities in the system proposed by us will have to
use the hash address of the new smart contract to use its new functions.

Tertiary entities: In our architecture, there is also the possibility to add standard WSN
gateways, which will be known as tertiary entities, without blockchain capabilities that
receive information from wireless sensor networks. In the case of these types of WSNs, the
standard WSN gateway will also communicate with the smart contract to send data from
the sensor nodes for storage. These gateways will not be involved in enforcing consensus
mechanisms when new blocks are added to the public blockchain, but the consensus
mechanism will be used by the BCeGW when these standard gateways want to add new
data packets to the blockchain. Joining new nodes to a classic WSN is performed without
the need to use consensus nodes to implement the PoS consensus mechanism. In addition,
the type of communication protocols that can be used depends on the standard WSN
gateway, ranging from WiFi to NB-IoT. As our proposed system uses both blockchain-
enabled gateways (BCeGWs) and traditional gateways without blockchain capabilities,
scalability is not an issue. Regardless of the type of gateway but also of the communication
protocol, any IoT provider or WSN can join, benefit, and also contribute to the security and
smooth functioning of the whole ecosystem easily.

Implementing the blockchain technology with characteristics such as immutability,
timestamping, unanimity, distributivity, and decentralization, and with components such as
consensus mechanisms, decentralized networks, and the smart contract is a good solution
because it can alleviate the security and scalability concerns for IoT.

The blockchain ledger is distributed. This aspect provides some certainty that the
data in the blocks will not be altered or deleted, because there is no single entity in control
of the network. Blockchain provides transparency. All data transactions made through
the blockchain are in plain sight and can be viewed by anyone. This can be a method of
identifying a particular source that has added data to the blockchain or even identifying
the source where there are data leaks.

The use of blockchain can be another layer of security for the IoT, a layer that third
parties need to overcome in order to alter or steal user data.

Thousands, hundreds of thousands, or even millions of IoT packets can be carried out
in an automated, secure, and transparent manner without human user intervention. This
can be performed through smart contracts.

WSN authentication scheme
As previously specified, both consensus nodes and BCeGWs will implement the

network consensus mechanism. Consensus nodes implement the PoS mechanism when a
new node wants to join the network, and the BCeGW when a new block is added to the
public blockchain. The authentication scheme and the steps performed by each entity can
be seen in Figure 3.
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1. When a new node wants to join a WSN, it will first send a Join Request to the
BCeGW and a secure radio communication channel will be established.

2. Once a communication channel has been established, the BCeGW will query the new
node to send it a specific data set, such as MAC address, unique ID, and manufacturer ID.

3. The new node will send the entire list of its characteristics requested by the BCeGW.
4. The BCeGW will send the new node’s characteristics to be validated by the WSN

consensus node, which will be chosen by applying the PoS consensus mechanism. Also
here, one WSN consensus node will be chosen as a validator to verify the information from
the node that wants to join the network.

5. After a WSN consensus node has been selected as a validator, it will ask the BCeGW
to check if the data for the new node are not already in the local blockchain.

6. The BCeGW will interrogate the local blockchain for the data requested by the WSN
consensus node.

7. The local blockchain will return the data if any are available; otherwise, nothing
will be returned.

8. The BCeGW will send to the WSN consensus node the result queried from the local blockchain.
9. The WSN consensus node will compare the result from the new node with the result

that came from the local blockchain and then it will return a response if the new node is or
is not accepted to join the WSN.

10. The BCeGW will send the join request result to be stored on the public blockchain.
Users: In the proposed architecture, users can register WSN nodes, BCeGWs, and

even BC storage entities that have the role of maintaining a complete copy of the public
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blockchain. An important thing to note is that the user can only register their BCeGW or
full node after using the network for some time and its reputation level is a positive one. To
register a BCeGW or a full node, the other users of the network must verify the request, and
this is performed automatically through smart contracts that are at the level of the public
blockchain. If the application for registration of a BC storage entity or BCeGW is rejected,
the user cannot repeat the same application until after a certain period, for example, one
week or 6 months. In addition, any registration of a BC storage entity or BCeGW must be
paid by the user using reputation points, and if the application is rejected, the points will
be lost. When it comes to recording a WSN sensor node, the process to be accepted is one
with a higher success rate and no reputation points are needed.

Depending on the number of data packets transmitted by an IoT device using the
proposed architecture, the device owner is required to pay a fee for storing the data in
the blockchain. This aspect is applied only to the sensor nodes. Another way to pay for
the possibility of storing data in the blockchain is by converting reputation points into
messages that can be transmitted.

Reward system: To motivate users to enroll validator WSN nodes, a rewarding system,
in the form of reputation points, can be used in the network. The rewarding system will be
implemented at the WSN level, BCeGW level, and full node level. The nodes in the WSN
network will receive a certain number of points depending on the type of node and the
number of tasks performed in the blockchain architecture. These points can be converted
into messages that give the user the possibility to store more data packets in the blockchain.

API: The query of the blockchain will be performed through an application program-
ming interface (API), which has the role of returning the data packets requested by users.
The only type of permission that the API has in the proposed architecture is to query the
blockchain (it only makes GET requests), without the ability to add data (it cannot use
POST requests). The necessary information that the API needs to return the data requested
by the user is the gateway ID where the sensor is located, and the sensor ID. To return data
as soon as possible, it is recommended that the user provides both parameters required by
the API.

5. Performance Evaluation

For the performance evaluation, we conducted a test setup where we used blockchain
technology to securely store data from sensor nodes in WSNs. To perform this test setup,
BlockSim [37] was modified and used on a computing system that has an AMD Ryzen 5
1600X processor and 16 GB DDR4 of RAM, over a period of 5 days in total. Thus, as has
been specified in Section 4, the proposed architecture does not consider the communication
protocol integrated into the IoT network. However, in the case of this paper, to create a
test setup as close to reality as possible, we took it into consideration for the emulation of
the LoRaWAN communication protocol. According to [38], only 3 gateways are needed to
cover an urban area with a radius of about 15 km. A single LoRaWAN gateway is capable
of handling up to 100,000 WSN nodes transmitting a data packet of 50 bytes once per hour.
The developed architecture considers the analysis of a data storage system whose security
is provided by blockchain technology regardless of the communication protocol used. To
evaluate the performance level of the proposed architecture, we developed two scenarios
that consider both the latency and the throughput of the blockchain architecture. The
first metric, latency, is the elapsed time of a data packet that was received by the gateway
and when it was added to the blockchain. This performance metric is associated with the
processing speed of the proposed architecture. The higher the latency, the more difficult it
will be to add data packets into blocks and scale the proposed architecture.

The throughput of the proposed blockchain architecture shows us the obtained per-
formance level when the number of blockchain WSN nodes is increased per BCeGW and
represents the total number of processed transactions by the blockchain. As different
functionalities of the blockchain are given to BCeGWs, it is important to analyze a load of
architecture in different operating conditions to evaluate its scalability. The parameters
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used for our test setup to evaluate the performance of the proposed architecture included a
total number of 5 gateways where the total number of blockchain WSN nodes varied from
500 to approximately 20,000. The size of the block in which the data packets are added was
set to a size of 1 MB and the payload had a size of 50 bytes [38].

The performance metric measured in our architecture was the average latency of
accepting a data packet in the blockchain, and this included validating and adding it in
a block and transaction throughput. As can be seen in Figure 4a, the average latency
of accepting a single data packet increases, because the gateway must validate the data
packets sent by the blockchain WSN nodes and then add the data packets in blocks. The
duration of the validation process of a single data packet increases because the validation
process is not performed instantly. Therefore, the data packets will be placed on a waiting
list so that they can be validated and then added in blocks, thus increasing the process of
validating a single data packet. The validation process for all data packets differs from
one data packet to the next. For a more accurate visualization of the performance level, in
Figure 4a,b, we can observe the average latency for each performance test.
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Following the evaluations, for 500 blockchain WSN nodes, we have an average latency
of 55.4 ms, and an average latency of 67.9 ms in the evaluation of 5000 blockchain WNS nodes.
In Figure 4b, we can observe that the latency in the test where 7500 blockchain WNS nodes
are used is 108.5 ms, and 4261 ms in the test with 20,000 blockchain WSN nodes used.

Figure 5a,b show the transaction throughput, which is the number of transactions that
a blockchain architecture can process. In our case, transactions are the data packets sent by
the blockchain WSN nodes. In our testing, we have approximately 496.31 TPS for a total
of 500 blockchain WSN nodes, and 16,006.73 transactions for a total of 20,000 blockchain
WSN nodes.
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The final step was to determine the size of the data stored in the blockchain. In this
case, parameters such as data packet size, total number of nodes, and frequency of sending
data packets were used. The used parameters have characteristics where the data packet
size is 50 bytes (mean size of an IoT data packet), the total number of nodes is 20,000, and
the frequency of sending data packets is once an hour for each node in the network [38].
If a total of 20,000 nodes each send every hour a 50-byte IoT data packet, in 24 h, we will
have a total data volume of 22.8 MB collected from IoT devices. Each IoT packet is stored
in the blockchain by means of a transaction.

The data packet transaction contains various information such as sequence ID, input
counter, transaction inputs and outputs, output counter, and lock time, which lead to a
dimension of about 100 bytes according to [39]. Following this information, the total size of
a data packet storage transaction will be about 150 bytes. To summarize, for each 50 bytes
of IoT data, we will have 150 bytes stored in blockchain.

Another important aspect that must not be neglected is that the storage capacity of a
block in blockchain is not entirely available for storing the IoT data. The block dimensions of
1 MB include information such as block size description, block header, and data transactions
counter; thus, approximately 0.95 MB can be used for the data storage transactions [40,41].
Each block can store up to 6640 packet storage transactions.

From the performed evaluation, we consider the developed storage process to be
efficient and scalable due to the PoS consensus integrated mechanism. The proposed
architecture can integrate hundreds of thousands of IoT devices distributed over a large
geographical area.

6. Conclusions

In this paper, we propose an architecture based on blockchain technology that aims to
manage and store large amounts of data from IoT devices in wireless sensor networks. By
using blockchain technology, the large amounts of data that are sent by the IoT devices will
be managed and stored securely, and this is due to the characteristics such as immutability,
decentralization, distributivity, and consensus mechanism. The data packets are stored in a
distributed manner, thus eliminating the classical centralized storage entity.

The entire architecture is governed by a P2P network, which must ensure proper
operation and keep the system functioning. We also consider the fact that IoT devices have
limited resources such as memory, computing power, and limited battery capacity, so we
propose using the Proof of Stake consensus mechanism that does not require a high level
of resources but offers the same security as PoW or DPoS. We also use a smart contract
(SC) technique to ensure that the outcome of any information transfer is predefined, thus
eliminating the chance of malicious communications.

The main contribution of the proposed architecture is that its scalability is also not
being locked on a particular wireless communication protocol. New wireless networks
can be easily enrolled in our blockchain architecture without the need for retrofitting.
Data storage is performed by using a lightweight blockchain (local blockchain) and a
public blockchain. The node joining request to a network is performed using blockchain
technologies. We use the Proof of Stake consensus mechanism for the WSN authentication
scheme. We propose an architecture where different entities (e.g., gateways) that manage
the IoT devices have blockchain capabilities.

In addition, for the architecture proposed in this paper, two characteristics are ana-
lyzed, latency and throughput. According to the performance evaluation, the proposed
architecture offers low latency, with an average of 55.4 ms for a total of 500 blockchain
WSN nodes, and an average of 4.2 s for a total of 20,000 blockchain WSN nodes. In the
case of throughput, if we increase the number of blockchain WSN nodes in the network,
the architecture scales and can integrate a high number of blockchain WSN nodes. The
proposed blockchain architecture uses an IoT authentication process that allows new WSN
nodes to be accepted using a voting process that integrates the PoS consensus mechanism.
Another advantage is related to the scalability of the proposed architecture, which can
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integrate a very large number of IoT devices without decreasing the performance level of
the system. This IoT devices can join the network and contribute to its maintenance by
implementing the consensus mechanism. Our massive blockchain data storage solution can
also be used in a hybrid manner by classic IoT WSN networks with no enhanced blockchain
capabilities.

Table 1 presents a performance evaluation of the proposed architecture considering
other solutions presented in the scientific literature. From the obtained results, the proposed
architecture ensures a high level of performance and can be used as a massive data storage
solution for IoT devices using blockchain technologies.

Table 1. Performance evaluation of the proposed architecture.

Parameters Liu et al. [18] Li et al. [19] Shafagh et al. [20] Ren et al. [22] Ren et al. [23] Our Approach

Consensus
mechanism PoW - PoW - PoW PoS

TPS 12–15 - 12–15 - 12–15 100+

Block Time - - - - - ~15 s

Scalable No - No - No Yes

Security High High High High High High

Computational
Power High - High - High Low

Storage High - High - High High

As future work, we plan to further test the proposed architecture in real operating
conditions in order to evaluate its scalability and efficiency. For better and more rigorous
testing, we intend to use application-specific techniques using blockchain technology. Some
of these techniques can be found in [41,42].
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Abstract: The Internet of Things (IoT) has become a part of modern life where it is used for data
acquisition and long-range wireless communications. Regardless of the IoT application profile, every
wireless communication transmission is enabled by highly efficient antennas. The role of the antenna
is thus very important and must not be neglected. Considering the high demand of IoT applications,
there is a constant need to improve antenna technologies, including new antenna designs, in order to
increase the performance level of WSNs (Wireless Sensor Networks) and enhance their efficiency by
enabling a long range and a low error-rate communication link. This paper proposes a new antenna
design that is able to increase the performance level of IoT applications by means of an original
design. The antenna was designed, simulated, tested, and evaluated in a real operating scenario.
From the obtained results, it ensured a high level of performance and can be used in IoT applications
specific to the 868 MHz frequency band.By inserting two notches along x axis, we find an optimal
structure of the microstrip patch antenna with a reflection coefficient of −34.3 dB and a bandwidth of
20 MHz. After testing the designed novel antenna in real IoT operating conditions, we concluded
that the proposed antenna can increase the performance level of IoT wireless communications.

Keywords: IoT devices; wireless sensor networks; IoT applications; small patch antenna; SigFox

1. Introduction

The Internet of Things (IoT) has become a part of modern life where it is used for
data acquisition and long-range wireless communications. The IoT concept is usually
implemented by means of sensors that are able to transmit information in a wireless net-
work configuration. Applications based on wireless sensor networks (WSN) technologies
range from healthcare systems, the military, smart city, and smart homes to agricultural
applications [1–7] focused on increasing efficiency and improving resource allocation.

This IoT penetration is sustained by various wireless communication protocols that
enable data transmission such as: Bluetooth (BLE) [8], LoRa (long range) modulation [9],
SigFox [10] or 5G [11] technologies.

Regardless of the IoT application profile, every wireless communication transmission
is enabled by highly efficient antennas. The role of the antenna is very important and must
not be neglected. The antenna must be easy to manufacture, have small dimensions, be
lightweight, have a low manufacturing cost, and be compatible with different integrated-
circuit configurations. A microstrip patch antenna (MPA) can achieve these constraints and
be easily designed for different configurations. Different types of microstrip patch antennas
can be designed in various geometric forms such as rectangular, square, or circular [12].
Considering the high demand of IoT applications, there is a constant need to improve
antenna technologies, including new antenna designs, in order to increase the performance
level of the WSNs and increase communication efficiency.

The main challenges of the IoT sensors are related to the following issues:
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• IoT sensors are usually battery-powered and the low-energy consumption is an impor-
tant constraint [13];

• The communication environment is characterized by urban non-LoS (Line of Sight)
propagation conditions and the antenna must enable a low error-rate communication
link;

• The communication range must be as large as possible in order to ensure connectivity
over large geographical areas such as the surface of a city;

• Wireless communication protocols must coexist since many of the IoT technologies
operate in unlicensed communication frequency bands [14].

IoT applications require a low-consumption profile and more efficient antennas that
can improve the performance level of the communication link, as well as provide a long-
range information transfer. Many of the IoT communication protocols operate in the ISM
(Industrial, Scientific, and Medical) and SRD (Short-Range Devices) non-licensed frequency
bands, where the 868 MHz band is the one most commonly used by LoRa and SigFox IoT
communication protocols. The designed IoT antenna must therefore ensure a high level of
performance in the 868 MHz frequency band.

In this paper, we make the following contributions:

• the design, development and test of a highly efficient antenna that is suitable for IoT
applications;

• the antenna is produced using an FR-4 substrate, is low-cost, and relatively easy to
manufacture;

• the novel design can be directly integrated into IoT devices operating in the 868 MHz
frequency band;

• the performance level of the antenna was evaluated using laboratory equipment and a
real operating scenario, being compared with two reference IoT antennas;

• from the obtained results we concluded that the proposed antenna ensures a high
level of performance and can increase the efficiency of SigFox communications.

The paper is organized as follows: first, a brief introduction related to the state-
of-the-art, followed by Section 2, where the main antenna design for IoT challenges is
presented in detail. The main goal was to obtain the highest level of performance for
IoT communications. In Section 3, the performance level of the designed IoT antenna is
presented and discussed in detail. The antenna was evaluated in real operating conditions
and different performance metrics were recorded and analyzed.

The final section of the paper consists of the conclusions and the overall performance
discussion of the developed antenna. From the obtained results presented in this paper,
we conclude that the proposed antenna design ensures a high-level performance in the
868 MHz frequency band and can be easily integrated into many IoT applications.

2. IoT Technologies and Antenna Design

In recent years, the research interest in wearable antennas inserted on flexible materi-
als [15–17] has increased. Biomedical sensor networks for health care applications have
drawn great attention mainly due to the recent pandemic context; therefore, wireless IoT
communication systems with large range communication capabilities are in high demand.
When evaluating the performance level of IoT technologies, another important aspect
that should not be neglected is related to the communication protocols integrated at the
application level.

In this paper, we focus our attention on Sigfox communication protocol that is a Low-
Power Wide-Area Network type used for IoT applications in the free-licenses SRD 868 MHz
frequency band. To evaluate the quality of a system, three major criteria are considered,
i.e., the communication range, the communication speed and the power consumption
needed to provide the first two. Sigfox addresses these problems with some advantages:
low power, long range capability and high robustness to interferences. Another aspect is
related to the dimensions of the antenna that must be reduced and provide support for
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small-form wireless sensors integration. An electrically small antenna is defined as an
antenna area equal or less than 0.1λ [18].

Due to the low dimensions of WSNs modules, microstrip antennas are usually pre-
ferred in many IoT applications. A microstrip antenna is characterized by its small size
and a narrow frequency-band behavior antenna [19]. Low radiation efficiency usually
resumes to a decreased gain. An improvement on bandwidth of the antenna structure can
be achieved by increasing the width using a high dielectric substrate, introducing specific
slots [20] or notches on the patch, or by increasing the number of propagation modes of
the antenna.

As shown by Chu [19], small dimension antennas usually have a narrow frequency
bandwidth because of a high Q-Factor parameter. In the literature, several works have
used matching circuits to increase the frequency bandwidth [16].

Figure 1 presents the design methodology used for the developed IoT antenna. The
first step was to analyze the IoT concept antenna requirements, empirically design the
antenna, and evaluate its performance level through simulations by performing optimiza-
tions, modifications and parameter inspections. The next step was to manufacture the
selected configuration and test it using laboratory equipment to perform calibrations. The
final step included the integration of the designed antenna in a real IoT application and
evaluating the level of performance.
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In order to increase the radiated power and to decrease the input impedance, we
increased the substrate height; consequently, the radiation resistance was approximately
300 Ω [21]. Another technique to decrease the input impedance is to increase the width
dimension of the antenna structure.

There are some methods to increase the performance level such as: short-circuits,
increasing electrical length [22], using magnetic or high permittivity substrates, and using
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superstrates or a combination of them in order to design electrically small antennas that
are able to operate at high frequencies.

Another concern about the antenna is the excitation method of the patch, i.e., transmis-
sion line, probe feed and aperture coupling. When a transmission line is used, the energy
is converted by Joule effect into heat and an aperture coupling increases the difficulty of
the practical implementation. The feeding point must be placed at a distance at least equal
to one third of the distance between the two slots; however, the location point should be
adjusted where the antenna input impedance is equal to the characteristic impedance of
the connecting coaxial cable in order to comply with the impedance’s match. In this paper,
we focused on the design of a microstrip patch antenna for long-range IoT communications
protocols that are suitable for urban non-LoS (Line of Sight) up to 2 km [23].

3. The Design, Development, and Implementation of the IoT Antenna

In the literature there are many microstrip antenna design techniques [24–26] that use
the cavity model and transmission line model because of their low complexity. Considering
that the ratio height (h) over width (W) is very small for our antenna design requirements,
the current densities moving around the principal conductor can be achieved at the edges
of the patch antenna. Furthermore, since the substrate thickness is very small compared to
the dielectric wavelength (h << λg), the electric field can be considered normally distributed
on the patch surface. In that case, we considered that the microstrip antenna could be
modeled as a resonant cavity where the top and bottom are electrical walls, and the sides
are magnetic walls [26,27].

In this section, we present the design and development of the proposed antenna
considering different IoT application requirements specific to the 868 MHz frequency band.
The proposed microstrip patch antenna (Figure 2a) was manufactured on an Fr-4 substrate
with a relative permittivity of 5.1 and a loss tangent parameter of 0.02. The substrate height
was 1.5 mm and the thickness of the antenna copper was about 0.035 mm. In order to
achieve the resonant frequency for a patch antenna of 50 mm × 50 mm, two notches were
inserted in the structure along the x axis with the role of increasing the electrical length of
the patch. The antenna’s size was 0.13λ × 0.13λ, with the substrate and the ground plane
dimension of 0.14λ × 0.14λ. Antenna size was reduced by 1 mm in respect to the ground in
order to increase the active power output.
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Figure 2. Antenna dimensions: (a) Front view and side view with dimensions; (b) Reflection
coefficient.

The entire structure of the antenna was simulated using the Ansys HFSS [28] envi-
ronment to verify the influence of the notches on the electrical parameters of the antenna.
Figure 2b represents the reflection coefficient of the proposed antenna with the value at
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868 MHz of −34.3 dB. This section presents in detail the design choices that led to the an-
tenna with the above-presented dimensions. The design steps of the IoT antenna included
the determination of the optimal influence of the notches’ width and length on the antenna
parameters, the evaluation of the notches’ position, the feeding point location in respect
with the reference center and the overall dimensions of the antenna.

We verified the influence of the notches’ width; the evaluated values were 16, 17, 18.5,
20 and 21 mm. At 16 and 17 mm, the resonant frequencies achieved 0.98 GHz and 0.94 GHz,
respectively, and for 20 and 21 mm, the resonant frequency decreased to 0.79 GHz and
0.74 GHz, respectively.

Figure 3 shows the variation of the reflection coefficient (a) and input impedance (b),
respectively, when the notches’ width dimension varied.
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The reflection coefficient for the notches’ length size of 7, 9, 11, 13 and 15 mm is
presented in Figure 4a. For 7 and 9 mm, we obtained a resonant frequency of 0.94 GHz and
0.9 GHz, and for 13 and 15 mm we achieved 0.84 GHz and 0.82 GHz. In this particular
case, the real part of the input impedance achieved 42.69 Ω, 44.13 Ω, 46.89 Ω, 48.6 Ω and
54.96 Ω as shown in Figure 4b.

From the obtained results, we observed that when increasing and decreasing the size of
the notches, we varied the electrical length of the patch antenna. We achieved an optimal
antenna dimension for the size of 18.5 mm × 11 mm with a reflection coefficient of −34.3 dB.

In the second evaluation scenario, we simulated the influence of the notches’ position
on the antenna’s principal parameters. The position was moved in respect with the axial
direction of propagation. From the obtained results, the notches’ size dimensions were set
to 18.5 mm × 11 mm. When the two notches move further from one another, the resonant
frequency increases. The variation was 5, 10, 12.5, 15 and 20 mm, respectively, from the
center of the reference. Figure 5a shows the reflection coefficient variation from 0.77 GHz
to 1.01 GHz, and Figure 5b shows the input impedance.

For a small size antenna, the input impedance is around 300 Ω. In order to decrease
this value, we had to find the optimal voltage-to-current ratio. We varied the feed-point
position to 9, 11, 13, 15 and 17 mm, respectively, from the center of the antenna, with the
aim to set the match between the input impedance and the cable connection input. The
obtained results are presented in Figure 6.
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Figure 5. Patch antenna with two notches. The slot position is moved along the x axis. (a) Reflection
coefficient; (b) input impedance.

From the obtained results, we achieved an optimum value of the input impedance
parameter when the feed-point was set at 13 mm from the center of the developed IoT
antenna.

The next step was to evaluate the antenna with a notch inserted in the front part of the
antenna. The notch position was modified along the Y axis with different positions (−8,
−4, 0, 4, 8 mm with respect to the center of the references), in order to evaluate the highest
level of performance. In Figure 7a, the reflection coefficient parameter achieved a value of
−11.18 dB, and the upper input impedance parameter a value of 27 Ω, respectively, as seen
in Figure 7b.
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Figure 7. Varying the notches’ position: (a) reflection coefficient; (b) input impedance.

The next design step was to insert an interior slot of rectangular form that would be
able to increase the antenna electrical length, as presented in Figure 8a. We simulated the
structure with different dimensions and the slot was moved along the x axis of the patch
with a distance of 10, 15, 20 and 25 mm.

Figure 8b shows a reflection coefficient parameter of |S11| ∼= −24 dB and an input
impedance of 55 Ω at a central frequency of 0.9 GHz.

A microstrip patch antenna with 50 mm × 50 mm × 0.035 mm size was evalu-
ated, as presented in Figure 9. The structure was realized on an FR4 substrate with
50 mm × 50 mm × 1.5 mm. The patch and the ground were connected to a probe-feed by
an inner and an outer conductor, respectively. From the obtained results, we observed that
the ground-plane connection ensured a high level of performance and was thus integrated
in the antenna design.
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Figure 10a shows the radiation pattern of the designed antenna; the gain value was
around −1.49 dB, while the directivity is presented in Figure 10b and achieved a maximum
value of −1.16 dB. The radiation efficiency parameter of the designed IoT antenna achieved
a value of 51%.

One final step was to analyze the influence of the circuit layer over the antenna
parameters. The transceiver placed on the underground plane did not affect the resonant
frequency because the size of the ground plane was a smaller dimension compared to the
antenna size. We can observe in Figure 11 that, by placing the circuit under the plane,
the reflection coefficient decreased to −21.79 dB. The real part of the input impedance
decreased to 42.41 Ω and we achieved a VSWR parameter of approximately 1.18.
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4. Performance Evaluation of the Proposed IoT Antenna

In this section, we present the performance evaluation of the designed IoT patch
antenna. The antenna was tested in a real operating environment and its performance
was compared with two reference antennas: one omnidirectional and one microstrip, both
designed for the 868 MHz frequency band. Figure 12 presents the developed IoT antenna
that was further tested in real operating conditions.
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As a reference for evaluation purposes, we used an omnidirectional antenna rated for
the 868 MHz frequency band included in the ON Semiconductors Sigfox development KIT
with a gain of 1 dBi, and a patch antenna respecting the inverted F design [29] with a gain
of 0 dB, also rated for the 868 MHz frequency band.

The first step was to perform a vector network analyzer (VNA) analysis of the antennas,
in which we measured the S11 parameter in terms of reflection coefficient and VSWR
(Voltage Standing Wave Ratio), for frequencies ranging from 500 MHz to 1.5 GHz. Figure 13
presents in detail the test setup used.
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Figure 13. The proposed test setup: (a) proposed novel IoT antenna; (b) reference omnidirectional
antenna; (c) reference microstrip antenna.

From the obtained results, in the 868 MHz frequency band, the omnidirectional
reference antenna achieved an average reflection coefficient of −2.08 dB and a VSWR
value of 8.78; the microstrip reference antenna achieved an average reflection coefficient
of −1.81 dB and a VSWR value of 9.6; while the proposed novel IoT antenna achieved an
average reflection coefficient of −12.8 dB and a VSWR value of approximately 1.6.

In Figure 14, we observe the reflection coefficient of the reference antennas and the
novel designed IoT antenna, as well as the VSWR parameter. The omnidirectional and
microstrip reference antennas each present one minimum value around the 704 MHz and
645 MHz frequency mark with the values of −10.13 dB and −13.74 dB, respectively, while
our proposed antenna presents one minimum value around the 865 MHz frequency mark
with a value of −14.08 dB; all the antennas were rated for the 868 MHz frequency band.

In Figure 14b, we see that the reference antennas have a wideband frequency behavior,
with a VSWR value below 10 in the frequency range of 570 MHz to 900 MHz with an
absolute minimum VSWR value of 1.9 around the 715 MHz frequency mark for the omni-
directional antenna, and a minimum VSWR value of 1.51 around the 645 MHz frequency
mark for the reference patch antenna, while the proposed antenna has a narrowband behav-
ior, with an absolute minimum VSWR value of 1.49 around the 865 MHz frequency mark.
These characteristics prove without a doubt that our designed IoT antenna performed
better for IoT specific applications.

The next step was to further evaluate the IoT-designed antenna in a real operating
scenario for Sigfox communications, as shown in Figure 15. Sigfox [30] is an ultra-narrow
band LPWAN (Low Power Wide Area Network) communication protocol, operating in the
868 MHz frequency band on multiple 100 Hz communication channels.
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Figure 15. Real operating scenario test setup: (a) Sigfox SDR certification Kit with the SigFox Radio
Signal Analyzer App; (b) ON Semiconductors Sigfox Development Kit with the proposed antenna
attached.

The main advantage of Sigfox communication protocol is its redundancy mechanism
in which a single message is sent three times, at three different timestamps, on three
different communication channels, ensuring diversity both in time and frequency.

The RSSI (Received Signal Strength Indicator) is a parameter that indicates the quality
of a radio link between the transmitter and the receiver and is a measure of the performance
level. Therefore, the higher the RSSI values, the stronger the power of the radio signal.
Although the SigFox receiver selects the packet with the highest RSSI at the receiving end,
the arrival of all three data packets points to a high-quality link that corresponds to the
best-case scenario.

For the real operating scenario test setup, we used the Sigfox SDR certification kit [31]
and the ON Semiconductors Sigfox transceiver, as presented in Figure 16. The tests included
three different scenarios, two where the SigFox ON transceiver used the reference antennas
and one scenario that included the use of the proposed IoT antenna mounted on the
SigFox transceiver.
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The evaluation was performed in a non-line of sight (non-LoS) propagation conditions
indoor scenario that included a distance of approximately 30 m between the receiver and
the transmitter. We used the Sigfox SDR kit to monitor the received data packets while at
the same time recording the RSSI parameter of each individual packet. From the obtained
results, the reference omnidirectional antenna achieved an average RSSI of −44.56 dBm, the
reference patch antenna achieved an average RSSI of −46.56 dBm, and the proposed novel
IoT antenna achieved an average RSSI of−38.56 dBm. Figure 15 presents the RSSI parameter
variation for the reference antennas and the novel designed IoT antenna. From the obtained
results, we see that the proposed IoT antenna had the highest performance level.

5. Conclusions

In this paper, we present the design, development, and performance evaluation of a
microstrip patch antenna with small sizes for Internet of Thing applications. The antenna
was integrated in a SigFox transceiver, designed to operate at 868 MHz. For this frequency,
antennas have large sizes, i.e., L = 82.15 mm and W = 105.1 mm; in this case, we introduced
two notches on the axial direction of propagation with the aim to increase the electrical
length of the patch. By inserting two notches along the x axis, we found the microstrip
patch antenna to be an optimal structure with a reflection coefficient of −34.3 dB and a
bandwidth of 20 MHz.

The antenna was manufactured on an FR-4 substrate with electrical permittivity,
εr = 5.1 and loss tangent, tanσ = 0.02. The antenna was placed on the upper side of the
configuration, and the ground plane on the bottom side of the configuration. The final
antenna had a square form of 48 mm× 48 mm with a thickness of 0.035 mm and a substrate
high of 1.5 mm with two notches inserted on both sides. The feeding point location varied in
order to determine the optimum point for matching the input impedance and co-axial cable
impedance. After the antenna was designed and simulated, it was physically produced
and tested in a real IoT operating condition.

From the obtained results, we concluded that the proposed antenna can increase the
performance level of SigFox wireless communications.

The antenna was tested in a real operating environment and its performance was
compared with two reference antennas: one omnidirectional and one microstrip antenna,
both designed for the 868 MHz frequency band.

This paper thus proposes a new antenna design that is able to increase the performance
level of IoT applications by means of an original design. The antenna was designed,
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simulated, tested and evaluated in a real operating scenario and from the obtained results,
it ensures a high level of performance that can be used in IoT applications specific to the
868 MHz frequency band regardless of the wireless communication protocol used.
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Abstract: Due to the high demand for Internet of Things (IoT) and real-time data monitoring and con-
trol applications in recent years, the long-range (LoRa) communication protocols leverage technology
to provide inter-cluster communications in an effective manner. A secure LoRa system is required
to monitor and store IoT data in the cloud. This paper aims to report on the design, analysis, and
performance evaluation of a low-cost LoRa transceiver interface unit (433 MHz band) for the real-time
monitoring and storing of IoT sensor data in the cloud. We designed and analyzed a low-cost LoRa
transceiver interface unit consisting of a LoRa communication module and Wi-Fi module in the
laboratory. The system was built (prototype) using radially available hardware devices from the local
electronics shops at about USD 150. The transmitter can securely exchange IoT sensor data to the
receiver node at about 10 km using a LoRa Wi-Fi module. The receiver node accumulates the sensor
data and stores it in the cloud for processing. The performance of the proposed LoRa transceiver
was evaluated by field experiments in which two transmitter nodes were deployed on the rooftop
of Auckland University of Technology’s Tower building on city campus (New Zealand), and the
receiver node was deployed in Liston Park, which was located 10 km away from the University Tower
building. The manual incident field tests examined the accuracy of the sensor data, and the system
achieved a data accuracy of about 99%. The reaction time of the transmitter nodes was determined
by the data accumulation of sensor nodes within 2–20 s. Results show that the system is robust and
can be used to effectively link city and suburban park communities.

Keywords: LoRa; transceiver; modules; IoT; LPWAN

1. Introduction

LoRa (long-range) communication protocols are the heart of Internet of Things (IoT)
applications and connect cloud devices for the real-time monitoring and storage of data
for efficiency and productivity purposes. The growing number of IoT sensors makes
efficient transmission difficult because of the high-cost infrastructure [1–3]. Emerging
LoRa technology can be more attractive for long-distance data transmission than the
existing wide area network (WAN) communication systems. Most current technologies
consume much energy and consequently decrease the battery lifetime of IoT devices. LoRa
technology offers simplicity in securing and monitoring IoT sensor data [4]. In addition,
this technology can be used for the efficient transmission of IoT sensor data and to enable
the system to operate in both outdoor and indoor scenarios [5,6]. Cloud technology delivers
a robust infrastructure for controlling information hubs that are tailored to deal with a
significant volume of data. Furthermore, a cloud infrastructure can provide storage and
surveillance for a large volume of sensor data and can be accessed from anywhere in the
world. Existing technologies such as ZigBee [7], NB-IoT [8], and Wi-Fi [6] are not used in the
LoRa transceiver system because of data losses, low coverage, and inefficient transmission.
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A cost-effective LoRa transceiver system, therefore, is crucial in solving the problems
of information transmission in current systems, and such a system assists in the storage and
transmission of IoT device information through the execution of a LoRa connector [3,8–10].
LoRa systems offer a low-power WAN communication that propose several services for
implementation in IoT applications [11]. This LoRa technology can transmit data over a
long distance, which is enough for most modern IoT applications [12].

The main objective of this paper is to report on the design (prototype), analysis,
and performance testing of a low-cost LoRa transceiver system (433 MHz band) for long-
distance communication. Our LoRa transceiver can provide long-range communication
without using traditional local and wide area networking technologies. We tested the
performance of our proposed LoRa transceiver system in the laboratory as well as using
field experiments to quantify the performance gain. Furthermore, we obtained a cloud
interface for secure storage, live monitoring, and access to the IoT sensor data from any-
time and anywhere across the globe. For the performance testing of the proposed LoRa
transceiver, we conducted field experiments at the rooftop and in the laboratory of the
Auckland University of Technology Tower building. We also report herein on the data
accuracy performance and time efficiency of the proposed LoRa transceiver over 10 km.

Various scientific methods address the issues of data transfer from measurement
nodes to destinations using Wi-Fi or ZigBee technologies [13–16]. A gigahertz band was
used in the transceiver system to transfer IoT sensor data over 2.5 km, and the Iridium
Satellite Constellation was used in another transceiver for successful communications [8].
We adopted the real-time field measurement method while conducting this research work.
The research questions/challenges and research contributions are discussed next.

1.1. Research Challenges

In this study, we addressed the following three research questions/challenges.

• Research Question 1: What LoRa infrastructure can be developed to store and retrieve
IoT sensor data in the cloud?

To address Research Question 1, we developed a cloud database to transfer IoT sensor
data into the database using the Wi-Fi module that we developed and are reporting on in this
paper. This Wi-Fi module is integrated into the LoRa system to provide an internet connection
to access the cloud services. However, IoT sensor data are stored in the appropriate tables
and columns for each sensor node in the database. The system performance is verified by
uploading IoT data in the cloud for various climatic and distance conditions.

• Research Question 2: What can be done to monitor real-time IoT sensor data in the system?

To address Research Question 2, we developed a LoRa transceiver system by integrat-
ing an LCD unit into the LoRa master receiver node. This allows us to monitor and control
real-time IoT data more efficiently. The output data collected from various sensors are veri-
fied using an LCD monitor; the data accessibility from the cloud and data synchronization
at regular intervals are also verified.

• Research Question 3: What are the main features that affect data loss between the
receiver and transmitter end nodes?

To address Research Question 3, herein we identify and discuss the key factors influ-
encing data losses between the receiver and transmitter end nodes, including energy loss,
less signal coverage, and low data rates. The proposed LoRa transceiver system provides a
secure long-distance communication with low power consumption. For instance, the pro-
posed system consumes about 472 mA of current per year; that is excellent for sustainable
communication without any data losses. The signal coverage of the LoRa device is up to
10 km, which is capable of linking city and suburban communities. The data loss in LoRa
is less due to its long signal coverage and maximum data rate of 50 kbps.
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1.2. Research Contribution

The main contributions of this paper are summarized as follows.

• We designed (prototyped) a secure LoRa transceiver system in the laboratory for
linking city and park communities at a distance of about 10 km. To this end, we
designed, analyzed, and evaluated a LoRa transceiver system.

• We designed and configured a Wi-Fi module to be used in the system for sending
and retrieving IoT data to and from the cloud. We evaluated and validated the
system performance through various field experiments, including real-time IoT data
monitoring and storage in the cloud.

• A secure private cloud database was developed for storing and retrieving of IoT sensor
data. The system performance was validated through real-time IoT data captured
through various sensors used in the study.

1.3. Structure of the Article

The rest of this paper is organized as follows. The related works on LoRa transceivers
are presented in Section 2. The LoRa transceiver design and analysis are presented in
Section 3. The research methodology is discussed in Section 4. The system evaluation and
test results are presented in Section 5; the practical implications are also discussed in this
section. Finally, the paper is concluded in Section 6. Table 1 lists the abbreviations used in
this paper.

Table 1. List of abbreviations used in this paper.

Abbreviation Definition Abbreviation Definition

IoT Internet of Things 3G Third Generation
Cellular network

IP Internet Protocol GPS Global Positioning System
LCD Liquid Crystal Display WSN Wireless Sensor Network
LED Light-Emitting Diode PV Photovoltaic
LoRa Long-Range DHT Digital Temperature Humidity

LPWAN Low-Power WAN PLC Power Line Communication

LoRaWAN Long-Range WAN IDE Integrated Development
Environment

LTE Long-Term Evolution GUI Graphical User Interface
M2M Machine-to-Machine AQI Air Quality Index
MAC Media Access Control IAQ Indoor Air Quality
MIC Message Integrity Code LPG Liquefied Petroleum Gas

NBIoT Narrow-Band IoT EnMoS Environmental Monitoring
System

2. Related Work

The advances in IoT aim to provide real-time monitoring and intelligent services. The
innovative range communication systems such as 4G, 5G, and GPS technologies have been
widely used to control and regulate the real-time environments [17–20]. An outstanding
classification of IoT arrangements includes short battery-powered network components
such as end nodes, which are equipped with actuators and sensors that wirelessly interact.
A common practice implies IoT settings, including the end nodes which collect social
knowledge of the surroundings and transmit the data into a gateway, where the data
is processed for the end-users [21–26]. The IoT technology ensures that the meaning
significantly increases over the production activities within real-time monitoring, including
its authority if connected by the wireless intelligent method instead of being generally
identified as part of the wireless sensor networks (WSNs) [27].

In WSNs, information can be received by a single node, such as a humidity sensor
node. Every sensor node inside the system can gather data about its surroundings to collect
data [28]. The limited processing provides a capacity, so the nodes must play an economic
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determination role to obtain the confidence of its limitations from the overall. Hence, all
sensor nodes within a network can possess an independent and sensible system, delivering
resolutions via an onboard microcontroller [29]. LoRa signifies the entirety of alternate
interaction modules that implement settings to machine-to-machine interfaces that are still
external from the presence of networks such as 3G/4G [7,30]. A battery-based optimal
communication environment has been similarly suggested as an optimal environment.
The communication environment needs the least bat and most minor usage to convey a
broadcast through the possibility of holding transmission-provided security [31–35].

More recent attention has focused on providing efficient LoRa communication system
by deploying LoRa gateways to transfer the information to the remote devices. However,
each sensor needs a single-hop LoRa gateway to ensure simultaneous communication
because of the various obstacles between LoRa gateways and IoT sensors. A recent study
developed wireless mesh networking for the continuous monitoring of IoT sensors, and
their application was successful [4].

Most of the previous studies have focused on LoRa performance in scenarios such as
single-hop, multi-hop, or hybrid combinations of wireless communication to establish a
simultaneous and robust communication system for the devices.

While numerous research articles have been published in networking literature in
recent years, very few researchers have addressed the issues of security, energy efficiency,
and low-cost design and implementation of LoRa communication systems. For instance,
studies [1,5,27] focused on cloud-based communications without elaborating on security
and energy efficiency aspects.

The main objective of our study was to design and analyze a low-cost LoRa transceiver
communication system that could effectively provide secure cloud-based services with
good energy efficiency. We have conducted a thorough literature review from various
credible outlets, including MDPI’s sensors and electronics journals, Computer Communica-
tions (Elsevier), IEEE Access, IEEE Transactions on Instrumentations and Measurements, and
IEEE Transactions on Vehicular Technology. The summary of the related work on long-range
transceivers is presented in Table 2. The main research contribution and year of publication
are listed in Column 3 and 2, respectively. For each main contribution, we examined the as-
pects of security (low, moderate, and high), energy efficiency, cloud-based implementation,
and system implementation cost. The security level, energy efficiency, cloud-based setup,
and low-cost are listed in Column 4–7, respectively.

Table 2. Summary of the related work on long-range transceivers.

Reference Year Main Contribution Security
Level

Energy
Efficient? Cloud-Based? Low-Cost?

[4] 2018
Developed a mesh network

framework for monitoring IoT
applications.

Moderate Yes Yes No

[28] 2018 Designed a LoRa transceiver system
with improved characteristics. Low Yes No No

[36] 2018
Focused on an automatic key

generation for long-range wide area
communication.

High Yes No No

[31] 2018
Validated LoRa experimentation

using commercial devices and
software-defined radios.

Low No No No

[37] 2018
Developed a narrowband interference

suppression technique to improve
BER.

Moderate Yes No No

[22] 2018 Developed an energy-efficient
network architecture for IoT. Low No Yes Yes
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Table 2. Cont.

Reference Year Main Contribution Security
Level

Energy
Efficient? Cloud-Based? Low-Cost?

[38] 2018 Developed a scheme for overcoming
the bandwidth limitation of LoRa. High Yes No No

[39] 2017
Developed a multi-hop network
based on low-power wide area

technology.
Low No No No

[12] 2017
Proposed an architecture of IoT LoRa

wireless radio-based information
display system.

Moderate Yes No Yes

[1] 2022

LoRa communication system for the
development and implementation of a

smart multi-sensor system for
monitoring air quality remotely.

Low Yes Yes No

[5] 2022
LoRaWAN technique to provide a

low-power livestock localization and
monitoring system

Moderate No Yes Yes

Our
work

A low-cost secure system for monitoring and
storing of IoT data in the cloud that can be used

to link city and suburban park communities
effectively.

High Yes Yes Yes

3. Methods: System Design and Analysis

The block diagram of the proposed LoRa transceiver system is shown in Figure 1.
We designed and built (prototype) the interface unit, which includes the LoRa (Ra-02)
communication module and a Wi-Fi Module. The hardware of the LoRa transceiver mainly
consists of the ATMega328P Microcontroller, Nokia 5110 graphic LCD screen (Arduino
Compatible), and Arduino Nano board. The sensors used in this study are the DS18B20 fire
sensor, DHT11 temperature-humidity sensor, MQ-2 gas sensor, LM393 vibration sensor,
and capacitive soil moisture sensor. The data from the IoT sensor nodes are transferred
into the cloud using the Wi-Fi module in the transceiver system. The data are on an LCD
display positioned beside the server and the gateway.

Figure 2 shows the LoRa transceiver unit, consisting of the master receiver node (Ra-
02), an LCD display, and a Wi-Fi module. The Ra-02 LoRa is shown in the top left corner.
The system was designed and built using two LoRa-enabled transmitter slave nodes and a
master receiver node. The two transmitters (nodes) are connected to various IoT sensors
that are suitable for indoor and outdoor conditions. The Ra-02 LoRa module is used for
communications between transceiver nodes and the outside world. For instance, the Ra-02
receives IoT sensor data remotely. The data are pushed into the cloud using the Wi-Fi
module. In addition, the receiver node is connected to an LCD screen for monitoring the
IoT data.

The proposed system was built around a LoRa transceiver unit containing the AT-
Mega328P Microcontroller, LCD screen, and an Arduino Nano board (Nokia, Japan). The
sensors used in the device are the DS18B20 fire sensor, DHT11 temperature-humidity
sensor, MQ-2 gas sensor, LM393 vibration sensor, and capacitive soil moisture sensor (Texas
Instruments, USA). The data collected from the IoT sensor nodes are transferred into the
cloud using a Wi-Fi module built on the system.
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3.1. LoRa Parameters

The main LoRa parameters include the spreading factor, bandwidth, and code rate,
which can be arranged by the data rate specifications, sensitivity, and communication
range [23]. The LoRa signal strength ranges from −4 to 20 dBm, and the transmitted carrier
frequency varies from 137 to 1020 MHz. In the proposed LoRa system, we use 433 MHz
bands for transmissions. The LoRa manages the bandwidth of 125, 250, or 500 kHz. The
high bandwidth allows for a higher data rate through digital signal processing. The high
coding rate extends the presence in the air and increases the messages. The spreading factor
(SF) allows several bits to be encoded at the respective symbol, ranging from 6 or 12. The
increased SF raises the limit, increased SNR, and higher power consumption.
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3.2. LoRa Master Receiver Node

We designed the master receiver node (Ra-02 LoRa) on a nano board controlled by the
ATMega328P Microcontroller. An LCD screen is attached to the system for displaying the
live sensor data. Moreover, the structure of the LoRa master receiver node is accomplished
by including a Wi-Fi module to the board. This Wi-Fi module is a low-power unified Wi-Fi
solution with a speed of up to 8 Mbps. It enables the receiver node to interface with the
Internet and exchange the sensor data into the cloud.

The master receiver node is one of the main components of this LoRa transceiver
system functioning as a beneficiary for receiving all sensor information from the transmitter
nodes. The incoming sensor data are received in this master node with the assistance of
the Ra-02 LoRa module. The Ra-02 module is an exceptionally viable device for receiving
data from long distances without any Internet access. The data received in this node
are managed by the microcontroller, and it displays the sensor data in the LCD screen
appended to the board. The AVR architecture of the microcontroller has memory spaces,
including data and program memory, to store and retrieve adequate information. The
Wi-Fi module allows the master node to link to the outside world through the Internet; the
Internet access assists the node in transferring the sensor data to cloud storage. The master
node updates sensor data in the cloud storage within seconds by utilizing the accelerated
Wi-Fi module.

The master receiver node and transmitter nodes are coded in the programming language
C++. The coding methodology begins with the master receiver node. Two sets of instructions
have been given to this node, one for the receiver and the other for the Wi-Fi module. After
connecting the master node to the system, the board type, processor, and port must select the
Arduino 1.8.9 IDE for transferring the code to board. The master node is coded as a receiver
that collects the sensor information from all of the transmitter nodes. The Arduino software
can be downloaded at https://www.arduino.cc/en/Main/Software (accessed on 30 October
2022). The software is installed in a workstation, and each node is connected to that system
for uploading the instructions by means of a USB cable [29]. We verified the programming
code before loading it to the master receiver node. After successfully programming the
master node, only the power supply is required to run this node.

3.3. LoRa Transmitter Node 1

Figure 3 shows the LoRa transmitter slave node–01. The design and operation of the
transmitter nodes of the LoRa Transceiver system are entirely different from the master
receiver node. The primary function of the transmitter nodes is to collect the sensor data and
transmit the information to the master node. The LoRa transmitter node–01 is structured
by interfacing the hardware components of the microcontroller, Ra-02 LoRa Module, MQ-2
gas sensor, DS18B20 fire sensor, and LM393 vibration sensor on an Arduino Nano board.
The association between the microcontroller and the Ra-02 Lora module is similar to the
master node, yet the working of the device is distinctive. In this node, the Ra-02 LoRa
module acts as a transmitter that only sends the sensor information to the master node.

There are three sensors linked with this node, and each sensor performs its own
operation. The performance of the LoRa transceiver system must be analyzed both indoor
and outdoor conditions; therefore, three sensors have been deployed for internal monitoring.
This node is intended for detecting fire, gas, and vibrations inside the building. The fire
sensor utilized for this node is the DS18B20 digital thermometer, which gives 9-bit–12-bit
Celsius temperature estimations and performs well with any sort of microcontroller. It can
withstand a temperature range between−55 and +125 ◦C and also has a user-programmable
alarm system. The MQ-2 gas sensor is the most competent sensor for distinguishing any sort
of gas spillage. The quick response time and high sensitivity of this equipment is appropriate
for detecting alcohol, smoke, and LPG. An onboard potentiometer in the LM393 vibration
sensor can be adjustable by the user-defined threshold level of the device to identify the
vibrations. These extraordinarily intelligent sensors attached to the transmitter node–01
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provide accurate sensor data, and the information will be rapidly processed and instantly
transmitted to the master node with the backing of Ra-02 LoRa module.
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3.4. LoRa Transmitter Node 2

Figure 4 shows the deployment of the LoRa transmitter node–02 at the rooftop of the
University building. An additional transmitter node–02 was designed to assess the pro-
ductivity of the transceiver system in open-air conditions. The structure of the transmitter
node–02 is practically the same as transmitter node–01, and the progressions made for
this node is the utilization of different sensors. In transmitter node–02, the sensors that
are associated with the microcontroller are the DHT11 temperature-humidity sensor and
capacitive soil moisture sensor. The considerable achievement of the temperature-humidity
sensor is that it can refresh the reading every 2 s. This low-cost, efficient sensor conveys a
digital signal on the data pin. The capacitive soil moisture sensor provides information on
the volumetric water content in the soil and is compatible with any type of microcontroller.

The sensors fixed in this node are reasonable for investigating the performance of the
LoRa transceiver system in outdoor conditions. The functioning of this node is similar to
that of the transmitter node–01. The sensors affixed to this node collect the digital data
of the outdoor conditions such as moisture, temperature, and humidity. At that point, it
exchanges the information to the master receiver node at a long distance by means of the
Ra-02 LoRa module.

The performance of the LoRa transmitter node–02 has been tested both in the lab and
in outdoor environments. The maximum range accomplished by this node was 10 km, and
the sensor data was updated within 1 s. The DHT11 temperature-humidity sensor and
capacitive soil moisture sensor are fixed in this node to evaluate the performance of the
LoRa transceiver system. The 433 MHz water-resistant RF antenna relates to this node to
transmit signals in rainy conditions. We tested the performance of this node using sensor
data collected.
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3.5. Programming the Transmitter Node

The transmitter node–01 is programmed to act as the transmitter that transmits the
sensor data to the master node. The significant sections and functions that are utilized in
the transmitter node–01 coding include all the required libraries at first. At that point, the
sensors connected in the node are characterized by a pinout setup, and the frequency of the
LoRa transceiver system of 433 MHz is also defined in the code. The transmitter node–02
is programmed similar to that of node-01. The focus is to characterize the sensors (e.g.,
Temperature, Humidity, Moisture) in the code.

3.6. Wi-Fi Module Configuration

The ESP8266-based Wi-Fi module facilitates an Internet connection to the master receiver
node for transmitting the sensor data into the cloud for storage. We develop and configure a
low-cost Wi-Fi module to be used with a microcontroller with an integrated TCP/IP protocol
stack. The multifunctional Wi-Fi module can act as an access point (AP) to form a Wi-Fi
hotspot. The system is programmed using C++ and configured for optimum performance.

4. Methodology

The master receiver node is one of the main components of the proposed LoRa transceiver
system. It operates on a frequency of 433 MHz. The input power supply to this node is
7–12 V, and the power consumption is 9 mA. In the experiments, two transmitter nodes
were used to evaluate the performance of the LoRa transceiver at various locations. We first
evaluated the performance of LoRa transmitter slave node–01 in the laboratory at Auckland
University of Technology (AUT). We also evaluated the performance of the LoRa master
receiver node in the laboratory. Next, we then tested the performance of LoRa transmitter
node–02 in the outdoor environment to distinguish temperature, humidity, and moisture.

Finally, the LoRa transceiver system was tested for distance coverage by placing the master
node on the rooftop of AUT’s Tower building. This site was selected as a primary location
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suitable for testing the node against wind, rain, temperature, and moisture. The secondary
location was Liston Park, which is about 10 km away from the primary location (AUT). A power
bank (10,000 mAh) was used to operate the LoRa system during the field experiments.

5. Results and Discussion

The results from the field trials show that the proposed LoRa system can be used for
a network coverage of about 10km. The spreading factor holds some notable influence
on the network coverage and data transmission rate. The system serves the purpose of
achieving low-power consumption over long-distance coverage. The system also displays
accuracy through LCD screen alterations from specific demands that can be tracked in the
future. It is an IoT and LoRa wireless module that promotes consecutive secure monitoring
applications. We verified and analyzed the output data collected from the various sensors
using an LCD monitor. The data accessibility from the cloud and data synchronization at
regular intervals were also verified.

5.1. Real-Time IoT Data Monitoring and Storage

The results from the field trial measurements were obtained in two ways. First, we
monitored real-time IoT sensor data by connecting the LoRa master receiver node to an
LCD screen. Second, we accessed the IoT sensor data in the cloud. For system performance
testing, a database was created in the cloud, and IoT sensor data were transferred into the
database using the ESP8266 Wi-Fi module. The verification process involved storing IoT
sensor data (received from the transmitter nodes) in the cloud database. This sensor data
was stored in the appropriate tables and columns for each sensor node, ensuring that the
cloud storage was functioning. We also tested the system performance in various climatic
and distance conditions. The IoT sensor data was monitored by an LCD unit at the receiver
node. Finally, we successfully uploaded IoT sensor data into the cloud.

5.2. Data Access in the Cloud

The IoT sensor data is automatically updated in the cloud that verifies the storage. The
test results proved that the sensor data can easily be accessible from cloud storage using
an Internet-enabled device such as a computer, laptop, or smartphone. The LoRa node1
displays the information from the transmitter node–01 that consists of fire, vibration, and
gas sensor data. Another link for LoRa node2 shows the information of the transmitter
node–02, which contains the sensor information of temperature, humidity, and moisture.
An Internet connection is required to access the sensor data of both nodes from anywhere
in the world. The monitoring and controlling of the LoRa-enabled sensors from any remote
location is a dynamic achievement of this experimental work.

5.3. Efficiency and Data Accuracy

Figure 5 shows the laboratory test results for the DS18B20 Fire Sensor. More than
1000 data sets were collected from every sensor node to evaluate the time efficiency and
data accuracy of the transceiver system. The fire sensor in transmitter node–01 delivers
the temperature (measured in Celsius). If the temperature inside the building abnormally
rises, a warning sound is activated in the sensor to notify the incident. The collected data
indicate that this sensor provides the ordinary room temperature of 20 to 25 ◦C. For testing
the accuracy and response of the sensor, a manual flame was placed near the sensor, and
the temperature level was recorded at about 55 ◦C.

Figure 6 shows the data accumulated from the vibration sensor (LM393). The LM393
vibration sensor in transmitter node1 is utilized to recognize the vibrations over a threshold
point. For evaluating the performance and accuracy of the vibration sensor, 1025 stored
sensor data sets were extracted from the cloud. The sensor counted 976 times as ‘No
Vibration’, and the vibrations happened 42 times at a specific time. An error reading was
also recorded seven times. Hence, the accuracy rate of this sensor in transmitter node1 was
determined as 99.31%, and the error rate was 0.68%.
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Figure 7 shows the test results for the gas sensor. To analyze the system efficiency, we
recorded 1025 sensor data sets using the MQ-2 gas sensor. We manually inserted smoke
and gases into the system and performed various tests for system accuracy. We observed
that for 1025 sensor data sets, the system identified 19 instances of abnormal gases and
11 cases of no gases. The system accuracy was found to be 99% with an error rate of 1%.

Figure 8 shows the test results for the DHT11 temperature sensor. We deployed
temperature sensors in Liston Park (Auckland), which is about 10 km away from Auckland
City. The transmitter node was installed at the rooftop of a seven-story building. The first
500 data points distinguished the temperature range from 20 to 25 ◦C at the Liston Park,
and the remaining data at a temperature ranging from 25 to 33 ◦C at the rooftop of the AUT
building. Hence, the temperature sensor in the LoRa transceiver system could successfully
transmit IoT sensor data accurately up to a distance of 10 km.
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Figure 8. Test results for the DHT11 temperature sensor.

Figure 9 shows the test results for the DHT11 humidity sensor. The humidity sensor
is also part of the temperature sensor in transmitter node–02, but this sensor delivers the
atmospheric humidity level. The sensor measures the relative humidity (RH) in percentage
by calculating the amount of water content present in the atmosphere. The data were
collected by placing the transmitter node–02 in various locations. The sensor reading
showed that the dissimilarity in the values according to the location change.

At first, the data were gathered from the sensor by locating the node in Liston Park,
Ellerslie, Auckland. The humidity level was recorded as 70–80% because of the environ-
mental condition in the park. Later, the node was placed at the rooftop of the AUT building,
where the humidity level was 40–60%. The sensor accurately transferred sensor data from
both locations.

Figure 10 shows the data collected from the soil moisture sensor. The capacitive
soil moisture sensor is another sensor included in the transmitter node–02. This sensor
measures the volumetric water content in the soil.
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Figure 10. Test results for the soil moisture sensor.

The moisture level in the soil is categorized into three levels to quickly distinguish the
condition of the soil. A moisture level of 260–350 indicates high water content in the soil,
and 350–430 indicates the normal wet condition. However, moisture level 430–520 shows
that the soil condition is dry. The initial 600 sensor data was accumulated from the Liston
Park, Auckland, and the moisture level in the soil varied from 300 to 400. Then, the
transmitter node–02 was placed in the rooftop of the AUT building and obtained a moisture
level of 500, indicating no moisture at all. We observed a variation in the results, which
indicated that the transmitter nodes were accurately functioning at a distance of up to
10 km in diverse meteorological conditions. Therefore, the sensors attached in transmitter
node–02 can be used to effectively transmit data to the master node over 10 km.

5.4. Transmitter Efficiency Test Results

The time efficiency of the transmitter node was scrutinized by giving manual inputs to
the sensors. The response time of the sensor was observed to determine the efficiency of the
transmitter node. Table 3 shows the time efficiency of the accumulated sensor data variations
with date and time. This field experiment was conducted in the laboratory at AUT.
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Table 3. Time efficiency of the vibration sensor in transmitter node–01.

Fire Vibration Gas Date Time

28.44 No Vibration Normal 11 April 2019 1:08:59 a.m.
28.37 Vibration Normal 11 April 2019 1:08:58 a.m.
28.37 Vibration Normal 11 April 2019 1:08:50 a.m.
28.37 Vibration Normal 11 April 2019 1:08:49 a.m.
28.37 Vibration Normal 11 April 2019 1:08:48 a.m.
28.37 Vibration Normal 11 April 2019 1:08:43 a.m.
28.37 No Vibration Normal 11 April 2019 1:08:17 a.m.
28.44 No Vibration Normal 11 April 2019 1:06:27 a.m.
28.5 Vibration Normal 11 April 2019 1:06:15 a.m.
28.5 Vibration Normal 11 April 2019 1:06:14 a.m.
28.5 Vibration Normal 11 April 2019 1:06:13 a.m.
28.5 Vibration Normal 11 April 2019 1:06:11 a.m.
28.5 Vibration Normal 11 April 2019 1:06:10 a.m.

We observed the efficiency of the vibration sensor at recognizing the vibrations and
idle state of the sensor and transmitting the data to the master node within seconds. The
results indicated a variation in the sensor data being updated to the master node in the
range of 1–20 s.

Table 4 shows the time efficiency of the node to report variations in the gas sensor. The
MQ-2 gas sensor data were accumulated over several days at various locations to determine
the efficiency of the node. The sensor data accurately updated in the cloud within 10–20 s.
Both transmitter nodes were examined in dissimilar conditions for evaluating the efficiency,
accuracy, and speed of the data transfer. The results show that the IoT sensor data were
successfully transferred from the transmitter to the receiver (10 km) within a few seconds.
In summary, our proposed LoRa transreciver system provides accurate sensor data in
linking city and suburban communities. The cloud deployment in the transceiver system
allows us to access the sensor data anytime and anywhere.

Table 4. Time efficiency of the gas sensor in transmitter node-01.

Fire Vibration Gas Date Time

21.12 NoVibration Normal 27 April 2019 11:24:14 a.m.
21.06 NoVibration AbnormalGas 27 April 2019 11:23:58 a.m.
21.06 NoVibration AbnormalGas 27 April 2019 11:23:33 a.m.
21.06 NoVibration AbnormalGas 27 April 2019 11:23:22 a.m.
24.94 NoVibration Normal 23 April 2019 4:00:53 a.m.
28.37 NoVibration Normal 11 April 2019 12:56:42 p.m.
28.37 NoVibration AbnormalGas 11 April 2019 12:56:32 p.m.
28.31 NoVibration Normal 11 April 2019 12:56:17 p.m.

5.5. Practical Implications

The results presented in Section 5 provide some insights into the practical implemen-
tation aspect of the LoRa transceiver System. This research provides a solution to the
problems that smart homes and cities have in connecting to 250 sensor nodes through
a single gateway. This research also provides a clear perception of designing a secure
low-cost LoRa transceiver system. The field experiments prove that this system can be
used to link city and suburban communities covering about 10 km at no cost (no need to
go through service providers). The spreading factor holds some notable influence on the
network coverage and data transmission rate. The system serves the purpose of achieving a
low-power consumption over a long-distance coverage. The system also displays real-time
IoT data through an LCD screen. In this research, we developed, configured, and tested
the LoRa transceiver, Wi-Fi module, and LCD display unit in the laboratory, and found the
setup to be robust. This research can be taken into the next step for commercialization as
well as production.
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6. Concluding Remarks

A LoRa transceiver system with two transmitter nodes has been designed and built in
the laboratory at a cost of about USD 150, which can be used for the monitoring and storing
of IoT sensor data in the cloud. We also provided a solution for sending and retrieving
IoT data to and from the cloud by designing and configuring a Wi-Fi module. The system
performance was tested (both indoor and outdoor conditions) using field data and was
found to be robust. The results obtained have shown that the transmitter nodes perform
well for up to 10 km, and the receiving data accuracy is found to be 99%. The reaction time
of the transmitter nodes is determined by the sensor data accumulation as within 2–20 s.
The system is noticeably time-efficient and provides accurate sensor data effectively.

The future expansion of our LoRa transceiver system is also possible through the
implementation of an image sensor in the transmitter node to transmit photographs of
the incident or even provide a livestream of the climate conditions. Designing a robust
software module to facilitate the detection and retransmission of dropped packets is also
suggested as a future work.
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Abstract: Personalised healthcare has seen significant improvements due to the introduction of
health monitoring technologies that allow wearable devices to unintrusively monitor physiological
parameters such as heart health, blood pressure, sleep patterns, and blood glucose levels, among
others. Additionally, utilising advanced sensing technologies based on flexible and innovative
biocompatible materials in wearable devices allows high accuracy and precision measurement of
biological signals. Furthermore, applying real-time Machine Learning algorithms to highly accurate
physiological parameters allows precise identification of unusual patterns in the data to provide
health event predictions and warnings for timely intervention. However, in the predominantly
adopted architectures, health event predictions based on Machine Learning are typically obtained by
leveraging Cloud infrastructures characterised by shortcomings such as delayed response times and
privacy issues. Fortunately, recent works highlight that a new paradigm based on Edge Computing
technologies and on-device Artificial Intelligence significantly improve the latency and privacy issues.
Applying this new paradigm to personalised healthcare architectures can significantly improve their
efficiency and efficacy. Therefore, this paper reviews existing IoT healthcare architectures that utilise
wearable devices and subsequently presents a scalable and modular system architecture to leverage
emerging technologies to solve identified shortcomings. The defined architecture includes ultrathin,
skin-compatible, flexible, high precision piezoelectric sensors, low-cost communication technologies,
on-device intelligence, Edge Intelligence, and Edge Computing technologies. To provide development
guidelines and define a consistent reference architecture for improved scalable wearable IoT-based
critical healthcare architectures, this manuscript outlines the essential functional and non-functional
requirements based on deductions from existing architectures and emerging technology trends. The
presented system architecture can be applied to many scenarios, including ambient assisted living,
where continuous surveillance and issuance of timely warnings can afford independence to the elderly
and chronically ill. We conclude that the distribution and modularity of architecture layers, local
AI-based elaboration, and data packaging consistency are the more essential functional requirements
for critical healthcare application use cases. We also identify fast response time, utility, comfort, and
low cost as the essential non-functional requirements for the defined system architecture.

Keywords: internet of things; edge intelligence; healthcare and wellness; piezoelectric sensors;
multi-sensor; anomaly detection

1. Introduction

The Internet of Things (IoT) paradigm has rapidly gained popularity over the years
resulting in billions of connected devices applicable to everyday scenarios in various
industries [1]. Researchers and industry players alike have developed applications that
leverage IoT-enabling technologies to develop intelligent environments such as smart
cities [2–4], smart factories [5–7], and smart homes [8–10]. Consequently, the healthcare and
wellness domain has also seen an increase in the use of wearable devices due to a growing
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demand for personalised healthcare, advances in the development of miniaturised flexible
sensing technologies, and the proliferation of IoT technologies in modern society [11,12].

On the other hand, because of the technological advances applied to healthcare to
increase the human lifespan, the number of elderly citizens in many developed countries
around the world is increasing. The increased elderly population, as a result, puts a sig-
nificant burden on existing healthcare systems and infrastructures since elderly citizens
require constant care, assistance, and monitoring because of the numerous chronic illnesses
and conditions related to ageing. In addition to the increasing number of elderly citizens,
a general increase in the number of people suffering from chronic illnesses coupled with
the worldwide shortage of healthcare workers also contributes to the burden on healthcare
infrastructures [13–16]. Several governments have dedicated significant resources to devel-
oping innovative technological solutions to provide efficient, affordable, and non-invasive
services to improve overall citizen quality of life. Therefore, several architectures based
on IoT-enabling technologies and wearable devices have been designed and developed
to improve the overall healthcare services offered to citizens and alleviate the burden on
existing healthcare infrastructures [17,18].

Some of the developed architectures are based on wearable devices that involve the
use of various combinations of physiological and environmental data collected by wearable
sensors to diagnose illnesses and provide warnings and intervention solutions in some cases.
In most cases, applying Machine Learning (ML) and Artificial Intelligence (AI) algorithms
capable of inferring meaningful patterns from the collected data provides diagnoses and
intervention solutions. However, in many existing frameworks, computationally expensive
and Cloud-reliant methods and algorithms are employed to infer patterns and meaningful
information from the collected data [19–21]. Therefore, for these Cloud-based frameworks
to function, frequent Cloud access and data transmission from wearable devices to centrally
located Cloud data centres are required, raising privacy and latency concerns. Challenges
related to achieving secured transmission using Wide Area Network (WAN) communication
technologies such as WiFi or 4G wireless technologies usually used to obtain Cloud access
largely contribute to privacy concerns [22,23].

In contrast, the large distances between the data sources and Cloud data centres
mainly contribute to latency concerns. Slow response times in Cloud-based architectures
also arise because warning or intervention solutions originate from the same Cloud data
centres located far away from the user [19,24,25]. This property, as a result, confines
the application of these frameworks to application use cases where real-time or timely
interventions are not functional requirements, thus limiting the range of possible healthcare
services offered by the Cloud-based IoT frameworks [18,21,26–28]. In response to these
concerns and limitations, the Edge and Fog Computing paradigms facilitated the realisation
of IoT-enabled healthcare application frameworks offering better response time and privacy
preservation [27,29].

AI techniques such as ML, Deep Learning (DL), Federated Learning (FL), or Continual
Learning (CL) algorithms are also applied to Edge/Fog Computing infrastructures to
allow for intelligent data processing at the network edge. Intelligent data processing
at the network edge further reduces the application response time and improves the
privacy offered to users [24,26,28,30]. Improved response time is particularly essential
in time-critical applications, such as healthcare architectures, where quickly obtaining
usable information from sensor data is extremely important, and delayed intervention may
be fatal.

In addition to the computational considerations mentioned above, utilising advanced,
high accuracy, and precision sensing technologies in the right application-specific com-
binations also improves IoT healthcare frameworks’ overall capabilities, accuracy, and
robustness. To that end, cutting-edge research has been conducted in recent years to
facilitate the creation of sensors capable of monitoring pertinent physiological signals
with high accuracy and precision while utilising minimal power. Sensors made from
bio-compatible materials easily attached to the skin and designed with comfortable form
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factors that allow them to cause limited to no intrusion to the user’s day-to-day activities
are crucial in wearable-based healthcare frameworks. Additional information about such
sensing technologies can be found in [11,31–33]. Adding multiple advanced sensors to one
framework can provide valuable correlating data to make more meaningful and complex
predictions. As a result, wearable-based IoT-aware healthcare frameworks based on mul-
tiple advanced sensors are more versatile, robust, and trustworthy. A reference for some
healthcare application-specific sensor combinations is available in a survey published by
Sabry et al. in [34]. Consequently, adopting miniature, flexible, skin-compatible sensor
technology introduces the possibility of unobtrusively monitoring physiological param-
eters that are usually imperceptible using the typical, commercially available wearable
devices [35]. Ultimately, this allows the definition, design, and development of IoT-based
healthcare frameworks that facilitate the long-term surveillance of critical parameters in
prevention, diagnosis, and rehabilitation.

Several frameworks based on Edge/Fog Computing paradigms have been success-
fully applied in the healthcare domain through telemedicine, e-health, and mobile health
applications. Other application domains have, however, seen the addition of on-device
intelligence improve response times and privacy preservation in IoT frameworks. This
result means that in addition to AI algorithms applied to the framework’s Edge/Fog/Cloud
nodes, sensing devices equipped with AI capabilities allow some on-device data analysis
and, consequently, increase the amount of sensor data that can be exploited to perform
the analysis, ultimately improving framework efficiency. Adding on-device intelligence
can also limit data transmission between framework components, thus improving privacy
preservation and device power efficiency. Typically, IoT frameworks rely on Bluetooth
Low Energy (BLE), ZigBee, or other limited-range communication technologies to transmit
raw sensor data to Edge/Fog nodes for processing. Therefore, introducing on-device data
processing using ML and AI, regardless of complexity, could result in significant response
time and power efficiency improvements by reducing the amount of data transmitted
over wireless networks. However, this type of local on-device data processing based on
AI is still in its infancy in healthcare domain applications. Therefore, it is necessary to
define implementation guidelines, tools, and technical requirements for its adoption and
integration with existing reference architectures [25].

Due to advances in the growing field of on-device AI, advances in sensing technologies,
and the success of Edge/Fog/Cloud-based IoT frameworks, we propose that combining
these technologies to develop healthcare domain frameworks can significantly contribute to
the definition of reliable personalised healthcare architectures. In this paper, we, therefore,
provide a detailed review of existing IoT-based architectures that utilise wearable devices
for various healthcare applications. We also describe the requirements and reference
architecture for a multi-layer IoT-aware system based on an advanced multi-sensor network
leveraging Edge Computing technologies and on-device intelligence for critical or time-
sensitive healthcare domain applications. The proposed architecture leverages advanced
sensing technologies that allow the measurement of minute and accurate biosignals, low-
cost communication technologies to facilitate the development of affordable wearable
devices, Edge Computing in conjunction with Edge and on-device Intelligence technologies
to facilitate secure real-time applications, and Cloud technologies to facilitate complex
data analysis.

The main contributions of this paper are as follows:

• We provide a detailed analysis of the evolution of IoT-based architectural configura-
tions applied to the healthcare domain.

• We define requirements for next-generation intelligent IoT-enabled personalised
healthcare architectures. We define functional and non-functional requirements based
on observations made from the existing literature and trends related to existing and
emerging technologies while also considering the nature of the application scenarios.

• We define a detailed reference architecture configuration that combines high-precision
sensing technologies, on-device intelligence, Edge Intelligence, and Cloud Intelligence.
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We also introduce technologies applied in the various components of the defined
architecture to aid the successful implementation of the defined architecture.

• We present potential use cases and scenarios for which the proposed architecture can
be adopted to guide researchers and interested parties.

The rest of the paper is organised as follows: Section 2 provides the review of existing
IoT-based healthcare architecture configurations, Section 3 describes the requirements
for the proposed IoT system architecture, Section 4 defines the proposed architecture,
and Section 5 proposes potential application use cases that can benefit from adopting
the proposed architecture. Finally, Section 6 gives conclusions and recommendations for
future work.

2. State-of-the-Art

Many authors have presented various architectural configurations for healthcare do-
main IoT-aware systems based on wearable devices. These configurations can be classified
into two main categories based on the approach used to acquire, store and, most importantly,
process the collected sensor data. The discussion presented here is, therefore, divided into
two main parts describing the two main architectural configuration approaches adopted in
the literature. The first, a centralised architecture approach, involves the transmission of
raw data directly from the sensing devices to the Cloud without the use of an intermediate
layer, while the second, a decentralised architecture approach, involves the use of one or
more intermediate layers that perform elaboration of data, provide temporary storage, or
application-specific decisions between the sensors and the Cloud. Solutions within the
first group usually leverage the Cloud to process data using either domain-specific non-AI
algorithms or AI algorithms to obtain intervention decisions, diagnosis conclusions, or
recommendations. They typically conform to the structure illustrated in Figure 1. In the
first part of this section, we report the works that leverage the Cloud for storage, process-
ing, and decision making and do not offload any of the computational tasks or offer user
services through intermediate layers. While in the second part, we describe the works that
involve the use of multi-layer architectures to support one or more of the following:

(a) data collection from wearable sensors,
(b) elaboration of data in Edge nodes,
(c) the temporary storage of data in Edge/Fog nodes,
(d) forwarding of information through gateways in the form of routers, switches, mobile

phones, or specialised embedded systems, etc.,
(e) use of Artificial Intelligence for data analysis on Edge/Fog nodes,
(f) the exploitation of intelligence resources provided by a Cloud server.

Figure 1. Typical Cloud-based architecture.

The first architecture configuration falling under the first group was presented by
Ahamed et al. in [36], who defined a generic architecture that combines IoT-aware wearable
devices with Machine Learning and Cloud Computing techniques for the prediction of
heart disease. In this architecture, the wearable devices transmit data directly to a Cloud
platform containing data processing, storage, and visualisation facilities that can be ac-
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cessed by the patient or medical practitioners from anywhere. Further, falling under this
group is the work by Addante et al. [37] in which a system containing a forearm-worn
wearable device that makes use of a combination of accelerometers and gyroscopes to
monitor movement and EMG sensors to obtain muscle mass information for the diagnosis
of Sarcopenia, an ageing-related muscular disorder, was defined. They also used BLE to
transfer data between the measuring device and a mobile device hosting an application to
interact with the measured data and function as a gateway to the Cloud database. Another
framework where all forms of data processing are performed using Cloud infrastructure
for the diagnosis and monitoring of chronic diseases with a focus on diabetes was devel-
oped by Abdali-Mohammadi et al. [38]. In their work, a combination of wearable and
implantable sensors were used to collect patient physiological parameters, which were
then directly transmitted to the Cloud using 3G/4G communication networks. The devel-
oped system also included the possibility of identifying emergencies and notifying nearby
hospitals, allowing emergency care provision. Further, also falling within this group is
the work defined in [39], which described a framework for monitoring, predicting, and
diagnosing heart disease using a combination of IoT sensors and Cloud-implemented
ML classification algorithms trained using data from existing repositories. Kumar and
Gandhi [40] also defined a healthcare monitoring architecture that utilised data from IoT
wearable devices. The collected data were directly stored and processed using Cloud-based
techniques, namely Apache HBase [41] for data storage and Apache Mahout [42] for the
prediction model. Similar to the works described above, several other works, such as the
ones presented in [43–45], describe IoT-aware healthcare architectures in which raw data
collected from IoT devices are directly forwarded to the Cloud through various gateways
using diverse wireless network technologies. As seen from the discussion above, various
technology alternatives were adopted to fit specific requirements or application scenarios
and improve the efficiency and reliability of Cloud-based IoT infrastructures. However,
Cloud-based architecture configurations are characterised by privacy and latency issues
mainly because of the centralised Cloud server location and the network infrastructure
used for communication and data transfer. Therefore, based on their demand for speed,
accuracy, and reliability, time-sensitive real-time solutions cannot be achieved using this
approach. Furthermore, since continuous sensing devices produce large amounts of data,
architectures solely reliant on Cloud Computing resources to process and analyse all the
data put a strain on the network and the sensing devices, which usually have limited
power available. The second group of works discussed in this section attempts to ad-
dress these shortcomings and facilitate robust solutions with improved service delivery.
The distributed architectures discussed in this section still use the previously discussed
sensor-gateway-cloud 3-layer template; however, the gateway is realised through Edge
or Fog Computing paradigms. The intermediate layer(s) perform varying levels of data
elaboration, analysis, and application service delivery offering varied scales of improved
efficiency, scalability, reliability, latency, privacy, and security. Some other works described
in this section also implement AI algorithms at the framework edge, i.e., on nodes located
in close proximity to the sensors, further improving the abovementioned parameters.

Gia et al. [46] presented an IoT for healthcare architecture for fall detection and
monitoring heart rate variability that exploits Fog Computing technologies to improve
the previously mentioned latency and security concerns and the lifetime of the sensing
devices. The defined architecture utilises wearable electrocardiogram (ECG), motion, and
body temperature sensors with environmental room temperature and humidity sensors to
collect data. The sensing devices forward data through a low-cost RF interface to gateways
that offer Fog services, including short-term data storage, data filtering, data processing,
and generating near-real-time push notifications to inform the user and authorised health
professionals of any concerning events or abnormalities. In this application, historical data
can be accessed through the Cloud. However, the short-term storage available on the Fog
node is also accessible through a local network, thus providing service reliability in the
event of a network interruption. Similarly, Hajvali et al. [47] presented a generic software
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architecture for real-time IoT healthcare systems that contains a partitioned two-level Fog
Computing layer. The two layers distribute the services available at the edge to reduce
the number of tasks performed by one device, which results in a faster response time. The
architecture also includes a smartphone that acts as a gateway between the sensor devices
and the Fog layer and, in addition, hosts an application with a GUI that facilitates the
accessing of alerts from the Fog node and local data management and visualisation. The
architecture also includes a Cloud component responsible for further data processing and
storage. The Cloud component also provides users and interested parties access to the
database and user interfaces. The authors of this work focused their attention on user
mobility; therefore, they emphasise the description of a software set-up that allows a user
continuous access to a Fog node even if their physical location changes.

However, as established in previous sections, in addition to simply adding specific
data processing algorithms to the Fog/Edge layers, AI algorithms can also contribute to the
achievement of fast response times and improvement of the accuracy of the decisions made
by IoT-aware health monitoring systems. As a result, several architectures that include
AI algorithms applied to the Fog layer have been developed. For instance, the authors
of [48] developed an architecture based on RF communication technology that implements
temperature, ECG, blood pressure, and blood oxygen measurement with the aid of Fog and
Cloud Computing technologies for remote monitoring of pregnant women. In this scenario,
the Fog node, in the form of a Raspberry Pi, is responsible for user authentication, feature
extraction, classification of collected data using a Bayesian Belief Network (BBN), and
issuing alerts to health practitioners if a critical event is detected. On the other hand, the
authors of [49] developed an integrated environment that incorporates Deep Learning (DL)
algorithms in Fog nodes for an application for coronary disease monitoring and diagnosis.
This application has two types of Fog nodes, namely, broker and worker nodes, to distribute
the computational tasks. Ribiero et al. [50] also describe an architecture that leverages
AI algorithms and advanced mathematical models in both the Fog and Cloud nodes.
The proposed architecture accurately performs localised fall detection and classification;
however, it does not leverage wearable sensor technology to measure parameters related to
fall events.

In a nutshell, IoT-aware health monitoring system architectures fall into two main
groups: centralised and decentralised architectures. Centralised architectures were the first
to be adopted for periodical monitoring and continuous monitoring frameworks where
collected sensor data are forwarded directly to the Cloud for processing. On the other hand,
decentralised architectures have distributed data processing and service delivery capabil-
ities in the Edge, Fog, and Cloud nodes per application requirements. In decentralised
architectures, the prevailing trend has, until recently, seen AI and ML algorithms applied to
Cloud and Edge/Fog nodes to perform data processing and analysis. However, recently, an
additional sub-class of decentralised architectures where AI algorithms are implemented
directly on wearable devices has emerged. An example of this type of architecture is
described by Arikumar et al. [29], who proposed a Person Movement Identification (PMI)
framework with AI algorithms for automatic feature extraction on the wearable device
and classification in Edge and Cloud nodes. The architecture they defined implements a
distributed continuous learning approach that enables on-device processing of data col-
lected from multiple sensors and accounts for differences in user-related features. This
emerging architecture allows the realisation of fast, accurate, scalable, and reliable health
monitoring architectures suitable for personalised applications. However, as illustrated in
Table 1, none of the articles available in the literature provides user services after on-device
data processing.
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Table 1. Comparative analysis: Existing architectures.

Source Cloud User Service Edge/Fog User Service AI On-Device User Service Application

[36] X Data access
(GUI) x - Cloud - - Cardiovascular

disease

[37] X
Data access

(Web/Mobile
App)

x - x - - Sarcopenia

[38] X Patient alerts x - Cloud - - Diabetes
diagnosis

[39] X Test Report x - Cloud - - Heart disease
prediction

[40] X Medical alerts
(doctors) x - Cloud - - Heart disease

prediction
Data access
(Web App)

[43] X Data access
(Web App) x - Cloud - - Heart disease

prediction

[44] X Data access
(GUI) - - Cloud - -

Multiple
disease

prediction
Alerts

[45] X - x - Cloud - - Diabetes
prediction

[51] X Data access
(Web App) - - x XPPG HR

estimation -
Elderly

citizen health
monitoring

[46] X Data access
(Web App) X

Push
notifications
Local host

GUI

x - -

Human fall
detection
Heart rate
variability

[47] X Data access
(Web App) X Alerts Local

Host GUI x - -

Disease
monitoring

and
prediction

[48] X Authenticated
data access X Alerts Cloud - - Pregnancy

e-health

[49] X Data access X Data access Cloud &
Edge - - Heart disease

monitoring

[50] X - X Alerts Cloud &
Edge

Human fall
classification

[29] X - X -
Cloud &
Edge &
Device

XFeature
Extraction - PMI

Based on the observations made from the conducted research, obtaining some useful
information and generating alerts or alarms after the elaboration on-device would signif-
icantly improve the response time and, consequently, the efficiency and service delivery
offered by the IoT framework. Additionally, to aid the framework design and guide future
research in this field, we define requirements and outline the various components of a
reference architecture that incorporates on-device intelligence and early service delivery in
IoT-based healthcare frameworks.
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3. System Requirements

This section, based on the analysed literature and inspired by the solutions proposed
in the papers discussed in the previous section, outlines the requirements we defined
for a comprehensive and versatile multi-level architecture. The presented architecture
can be adopted by researchers interested in utilising an approach that combines IoT, AI,
Edge/Fog Computing and multiple advanced sensing technologies to their healthcare
domain application solutions. In addition, the presented architecture also allows the
inclusion of Cloud Computing technologies since they are still an integral part of IoT
architectures, as demonstrated by the trends in the literature.

The first consideration that guided our architecture design is the most commonly
used structure in the analysed works. As discussed in previous sections, most of the
architectures defined in the literature conform to a 3-layer structure, like the one illustrated
in Figure 1, whereby data processing and storage of sensor data are centralised in the
Cloud. In some cases, however, the defined architecture includes Edge Computing or Fog
Computing layers to overcome the shortcomings of the centralised architecture. It has
also been established that the response time, capabilities, efficacy, and fidelity of real-time
IoT-aware architectures can be further improved by introducing Artificial Intelligence to
the sensing devices. The quality of service offered by the architecture can also be enhanced
by providing some insights related to the application scenario after the initial on-device
elaboration. Therefore, based on these observations, an improved solution could be a
modular system that distributes duties among different modules and utilises sensing
devices with AI capabilities. In this case, end-user sensing devices can be used to collect
the data from each sensor, perform local elaboration (e.g., filtration, simple analysis, or
anomaly detection), and then forward results to a superior Edge/Fog node where further
elaboration and analysis can be performed. In this way, user privacy can be preserved by
avoiding the direct transmission of raw data collected from sensor devices. In addition,
the powerful Edge/Fog node can also contribute to the preservation of privacy by further
elaborating the initial results and only sharing inferred results to the last element of the
architecture in the Cloud. It is also essential for the system to have the ability to add
different, new sensors without affecting the other layers. Based on these considerations,
the following list summarises the functional and non-functional requirements we have
collated to guide the research community working within this context in the design of a
comprehensive architecture.

3.1. Functional Requirements

The functional requirements listed below are essential to achieve the desired functionality.

FR1: Distribution of the duties among different modules/layers.
FR2: Modularity—Independence of each layer to guarantee the possibility of changing

each layer with, for instance, a new version of the implementation software at runtime
without affecting other layers.

FR3: A first local layer to perform some elaboration of the collected raw sensor data and
package the results in a standard packet format to be transmitted to the next layer.

FR4: A second local layer that is able to receive data from the previous layer in the same
standard packet format used by the first layer.

FR5: The same second layer should support multiple packet formats.
FR6: The same second layer should locally store the data in a buffer to be robust to

connection problems.
FR7: Bidirectional communication between the first and second layers.
FR8: The same second layer should be able to forward the data, in a standard format, after

some further elaboration to a Cloud server.
FR9: Cloud server should be able to receive data in a standard format.
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3.2. Non-Functional Requirements

The requirements listed in the current sub-section do not affect the technical function-
ality. However, they are related to the architecture’s performance, accuracy, acceptability,
utility, and adaptability to application scenarios.

NFR1: Response time and accuracy—considering the nature of the application scenario,
slow response time or inaccurate outputs could have fatal consequences; therefore,
the system must guarantee accurate output and near-real-time response times.

NFR2: Usability—the system should avail user-friendly interfaces to facilitate easy ex-
ploitation of exposed services.

NFR3: Comfort—considering the nature of the scenario, i.e., continuous healthcare moni-
toring, the system should guarantee the use of highly comfortable monitoring devices
not only to ensure user acceptance but to ensure they are willingly accepted.

NFR4: Performance and Interaction—the system should guarantee reactivity to all user
requests and interactions.

NFR5: Reliability, Availability, and Maintainability—the system should be able to work
and expose services without failures.

NFR6: Scalability—considering the proposed system’s mobile nature, it would support the
possibility of increasing the number of users and, therefore, sensors in more locations.

NFR7: Low-Cost—considering the application scenario, users and healthcare officials
would prefer low-cost architectures to provide affordable healthcare infrastructures.

NFR8: Low-Power—considering the presence of battery-powered mobile healthcare moni-
toring devices, one of the most important non-functional requirements regards the
provision of energy savings.

NFR9: Security—the system should guarantee that all the manipulated data and all system
components are protected against malicious attacks or unauthorised access.

4. System Architecture

Based on the analysis reported in the literature review and the consequent observations
and requirements defined previously, this section presents the architecture for a real-time
IoT-aware healthcare system that incorporates advanced multi-sensing technologies, Edge-
based and on-device AI components. The proposed architecture contains three main layers,
namely, (i) Intelligent Data Acquisition Layer (iDAL), (ii) Edge Computing Layer, and
(iii) Data Visualisation Layer, as illustrated in Figure 2. One of the critical features of the
proposed architecture is the modularity and distribution of duties among components to
facilitate easy upgrade and fulfil functional requirements, FR1 and FR2.

This section highlights the interactions between the different layers and modules of
the proposed architecture and introduces their function and possible composition.
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Figure 2. Proposed system architecture.

4.1. Intelligent Data Acquisition Layer (iDAL)

The first layer is the Intelligent Data Acquisition layer (Figure 3), with three major
components: (a) advanced sensors, (b) a computational and storage unit, and (c) an Artificial
Intelligence module.

Figure 3. Intelligent Data Acquisition Layer.

4.1.1. Advanced Sensors

Various sensing technologies can be used to collect data relevant to the specific health-
related parameters of interest applicable to the use case to which the architecture will
be applied. For example, for a cardiac-related AAL application, a combination of skin-
compatible piezoelectric or piezoresistive sensors defined in [31–33,52,53] in conjunction
with motion, temperature, or positioning sensors, which add contextual information to the
physiological measurements, can be used in this layer. The usage of flexible sensors can
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fulfil NFR3 and facilitate the development of comfortable and reliable wearable devices
suitable for long-term surveillance of critical parameters in prevention, diagnosis, and
rehabilitation use cases in the healthcare domain. Adopting advanced miniature flexible
skin-compatible sensor technologies also introduces the possibility of accurately monitoring
tiny physiological parameters that are usually imperceptible using the typical commercial,
wearable devices [35], thus increasing the chances of fulfilling NFR1. Incorporating multiple
sensors also allows the system to gather valuable correlating data that can be used to
make more complex and meaningful deductions, thus making wearable-based IoT-aware
healthcare frameworks more robust and trustworthy.

4.1.2. Computation and Data Processing

The second part of the iDAL is the computational unit responsible for controlling the
sampling and acquisition of sensor data. To be considered for this function are Commercial-
off-The-Shelf (COTS) low-power and low-cost microcontroller units that can support the in-
terfaces and data transfer protocols implemented by the selected sensors, such as analogue
inputs, SPI, I2C, etc. Field-Programmable Gate Arrays (FPGAs) or Application-Specific
Integrated Circuits (ASICs) can also be considered to achieve higher speed, flexibility,
and exclusive control over the functionality, size, or device form factor; however, this
would significantly increase the overall cost of development, development time, and,
consequently, production.

4.1.3. Artificial Intelligence Module

In addition to the primary signal processing techniques implemented to perform initial
signal conditioning and processing, the attached microcontroller unit (MCU) is equipped
with specific AI algorithms. The AI algorithms can perform data analysis to facilitate local
decision-making by performing functions such as anomaly detection, high-level feature
extraction, classification of the measured data, etc., to achieve real-time response and
forwarding of processed data to upper layers and, thus, privacy preservation.

Some considerations also need to be made when selecting the Edge Intelligence tech-
nologies and, consequently, the level of data processing performed directly on the end
devices through Artificial Intelligence. Some of the factors that govern the choice of AI algo-
rithm used, the extent of data analysis, and the eventual output produced by the algorithm
include device-related factors such as (a) the power consumption and available computa-
tional and storage capacity, (b) algorithm-based factors, such as complexity, computational,
and storage requirements or results accuracy, and (c) application specific and operational
factors, such as privacy concerns, latency requirements, etc. Several types of AI algorithms
can be considered for this stage. For instance, the data-driven techniques for anomaly
detection algorithms described in [28,54] could be applied. In cases where multiple sensors
are all attached to the same computing/wearable device, instead of transmitting all the
raw data from multiple sensors, the ML algorithms can be used to automatically extract
the pertinent features from the combined sensor data, thus significantly prolonging the
lifetime of the constrained battery-powered devices. Reducing the amount of data to be
transmitted, in turn, reduces the required transmission time and, ultimately, the power
consumption since communication is usually responsible for most of the device power cost
of an IoT system. Pre-trained models that can be deployed to perform on-device inference
may be used for simple anomaly detection, whereby the results can then be used to issue
warnings if any unusual behaviour is observed or propose a course of action based on the
algorithm predictions. In such cases, lightweight algorithms are worth considering based
on the resource budget available in the MCU. Alternatively, a predetermined fraction of a
large partitioned Neural Network can be implemented to perform partial on-device data
elaboration. In this way, only intermediate results are forwarded to higher architecture
levels for further elaboration, thus ensuring the preservation of privacy by avoiding the
transmission of raw data as required by NFR3. As mentioned earlier, the amount of data to
be transferred over a network is proportional to the overall device power consumption and
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the required bandwidth. Therefore, forwarding intermediate results reduces the bandwidth
and power consumption cost, thereby enabling the fulfilment of NFR8. Based on these
considerations, further investigation into the implementation and selection of the extent
of on-device intelligence can be aided by consulting the architectures described in [30,55].
Sabry et al. [34] also highlight potential issues related to on-device intelligence in healthcare
applications and provide some considerations to aid algorithm selection.

Various software tools, libraries, and frameworks have also been developed to facil-
itate the deployment of AI algorithms on constrained devices. For instance, TensorFlow
lite for MCUs (TFLM) [56], an open-source library, can be used to support the deploy-
ment of Neural Networks (NNs) on a wide range of MCUs and Digital Signal Processors
(DSPs). It has been tested on several Cortex-M series MCUs and can be used to deploy
static algorithms trained using TensorFlow [57] to perform on-device inference. STMicro-
electronics [58] also developed X-Cube-AI; a software tool that allows the generation and
optimisation of AI algorithms developed using the typical ML and AI frameworks such as
TensorFlow [57], Keras [59], or PyTorch [60] for deployment on the STM32 family MCUs.
In addition, Edge Impulse [61] is a Cloud-based tool that allows the development of both
NN and non-NN models for various embedded platforms such as MCUs or mobile phones.
This tool allows the collection of sensor data directly from supported devices to train ML
models, thus enabling fast prototyping of on-device ML architectures. Another available
tool is NanoEdge AI Studio [62], which supports both learning and inference inside the
MCU. This tool allows the automatic selection of ML libraries best fitting the provided
data, making this tool suitable for developers with little or no AI or ML experience also.
This tool contains libraries for the development of anomaly detection algorithms, one-class
classification, multiple-class classification, or regression algorithms. The available tools can
be selected based on available hardware and the developer’s expertise. Other available
tools that can be leveraged for the deployment of the selected ML algorithm can be found
in [34,63].

Finally, after the elaboration and analysis of data performed by the AI module in
the iDAL layer is completed, the results, inferences, or generated alarms are packaged
and forwarded to the upper layers for further processing or management. Figure 3 illus-
trates a graphical summary of an example implementation of this layer consisting of two
sensor modules.

4.2. Edge Computing Layer (ECL)

The second layer defined to fulfil FR4 is the Edge Computing Layer, which is primarily
responsible for receiving data from the iDAL and providing a gateway to the upper layer.
The same layer is also responsible for handling and managing communication with devices
that may be equipped with different communication protocols and performing further data
analysis. This layer is capable of bidirectional communication with both the lower layer
and the upper layer to:

(a) receive data from the iDAL via standard low-power communication protocols such
as BLE

(b) send updates to the iDAL
(c) forward data to the upper layer
(d) receive updates or notifications from the upper layer

Based on the AI architecture selected in the previous levels, an AI algorithm can be
deployed in this layer in its entirety or as a fraction of a partitioned model. The choice of
this model is based on the resources available for computation, storage, or power. The ECL
should support various communication protocols since it could be responsible for serving
multiple iDAL nodes with diverse protocol requirements. This layer can also be used to
contact authorised caregivers, relatives, or health personnel in the event of detected distress
or undesired events.
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4.3. Data Visualisation Layer

Finally, the third layer is the Data Visualisation layer, which interacts with the storage
facilities and facilitates the provision of user interaction services. Authorised users can
view available data such as warnings generated by local devices and customised views of
historical events through a Web Dashboard exposed by this layer. Healthcare professionals
can also use the dashboard to provide recommendations that users can receive through
the available communication channels. This layer is also responsible for advanced data
analysis facilitated by the Cloud infrastructure. In this case, a more traditional AI algorithm
can be considered to facilitate the analysis of historical data. This layer also exposes REST
APIs to allow interaction with lower layers and contains a database to store the received
data and network configurations.

5. Discussion

As already discussed, in the present paper, we defined an architecture extracted from
and inspired by the analysed literature to provide a general and modular architecture
that researchers or practitioners in the healthcare domain can take into consideration and
exploit in their future works and solutions. Therefore, this section presents examples of the
possible scenarios that the designed architecture can serve through interesting use cases
inspired by real situations and case studies presented in the literature.

The first scenario to which our architecture can be applied is the continuous monitoring
of citizens with chronic heart conditions. Considering the grave implications of heart
malfunction to the human body, patients with chronic heart conditions, especially the
elderly population, cannot maintain a normal autonomous lifestyle. As a result, they
require constant surveillance and must frequently visit hospitals for check-ups. To improve
their autonomy and, subsequently, quality of life, the proposed architecture can be applied
to perform continuous surveillance on parameters related to heart health. In this application
scenario, flexible piezoelectric sensors placed on different body parts (chest, ankle, or wrist)
can accurately monitor cardiac function because of their capability to detect minute signal
changes. In addition to their accuracy, each sensor, if placed correctly, can also be used
to simultaneously monitor multiple parameters, such as heart sounds, blood pressure,
and heart rate. Such a framework eliminates periodic blood pressure (BP) checks using
the typical cumbersome cuffs by providing continuous BP insights. The frequency of
hospital visits to perform periodic heart health check-ups can also be significantly reduced.
In addition, an anomaly detection model can be deployed on the device to facilitate the
fusion of the sensor data and extraction of parameters. The extracted parameters are
transferred to the Edge Computing Layer (ECL), which performs further classification
on the detected anomalies. The resulting ECL classifications can then be used to provide
recommendations to the user and selected concerned parties. The implementation of Edge
and on-device intelligence allows the system to provide real-time notifications, alarms, and
recommendations, thus affording users more independence and autonomy.

Another application scenario that could benefit from this architecture is diagnosing,
monitoring, and managing patients with neurodegenerative diseases. An Edge AI algo-
rithm can be applied to perform feature extraction and anonymise data collected from
a predetermined combination of motion and motor function sensors. The collected in-
formation can be used to provide real-time activity recommendations to assist patient
rehabilitation or facilitate the provision of real-time feedback while patients are performing
their recommended rehabilitation exercises. Caregivers can also remotely monitor patient
progress and provide feedback, when necessary, through the web services exposed by
the system.

Furthermore, on a larger scale, the architecture can be implemented in nursing homes
or communities, especially those populated by the elderly, towards the realisation of self-
sustainable smart cities. In this scenario, citizens are equipped with iDAL nodes to measure
pertinent physiological parameters. ECL nodes can then be placed in strategic locations

59



Sensors 2022, 22, 7675

within the community to ensure complete coverage. In this case, implementing the Edge
Intelligence of the individual iDAL nodes assures the user that their data remain private.

Finally, the presented architecture provides a solution that can be applied to improve
the majority of the works discussed in the literature analysis and aid the design of new
IoT-based healthcare frameworks for novel application use cases. As mentioned in earlier
sections, adding on-device data processing, no matter how limited, can significantly im-
prove various performance parameters of IoT infrastructures for healthcare applications.
Therefore, using the results from the on-device analysis could significantly improve the
efficacy and efficiency of the defined architectures by signalling any anomalies or concerns
as early as possible. For instance, the fall detection architecture defined in [29] that uses
federated learning and on-device feature extraction could allow the wearable device to pro-
duce an alarm to prevent falls. Additionally, adding Edge and on-device AI and including
alarms generated by the pregnancy monitoring system defined in [48] would render the
system applicable to critical pregnancies, where the mothers require close monitoring. Any
detected abnormalities would be immediately signalled even when the user is far away
from a health facility.

In the remainder of this section, we describe a solution we adopted to implement the
early notification and anomaly detection functionality we propose for the iDAL layer and
how it can interact with the upper layers.

5.1. iDAL On-Device Intelligence Implementation

The bottom-most layer of the proposed architecture hosts intelligent sensors capable
of data processing and, if required by the application, providing a user service such as
notifications and warnings. The state-of-the-art analysis we performed revealed the need for
implementing data processing methods to increase the speed at which the system provides
user feedback to improve the overall service delivery offered by IoT healthcare frameworks.
One of the possible methods of providing user feedback, as has been discussed in earlier
sections, is the implementation of anomaly detection algorithms on the sensing device to
(a) provide onboard data processing, (b) reduce the amount of the data transmitted to the
upper layer, and ultimately, (c) provide quick preliminary user feedback. Therefore, the
first experimental work contributing towards implementing the architecture proposed in
this work involves implementing and evaluating a prototype of the iDAL layer from our
architecture with specific emphasis on the AI section.

This section describes the implementation of an on-device anomaly detection algo-
rithm developed to fulfil FR3 of the proposed architecture. The requirement calls for “a
local layer to perform some elaboration of the collected raw sensor data and package the results in a
standard packet format to be transmitted to the next layer".

5.1.1. AI Algorithm

Using an ECG monitoring scenario, we designed and deployed the simple pre-trained
anomaly detection algorithm with the structure illustrated in Figure 4 on an MCU. The
deployed algorithm is composed of an encoder to compress an input sequence into a
smaller dimension and a decoder that attempts to reconstruct the input sequence from
the compressed data. For this work, we modified the algorithm we evaluated in [64]
(Figure 5) by defining and deploying the encoder and decoder as separate models, thus
allowing us to access the encoder output in addition to the anomaly prediction during
inference. In this way, the encoder output can be transmitted to an upper layer device
containing a copy of the decoder to perform the reconstruction, resulting in a reduction in
the amount of data to be transmitted by the sensor device over the implemented wireless
communication channel. In addition, the inference results can also be made available to the
user with a significantly reduced latency. In the testing section, we verify the possibility of
implementing the proposed on-device intelligence method to achieve the expected reduced
latency and amount of transmitted data.
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Figure 4. Autoencoder with separated Encoder and Decoder.

Figure 5. Simple Autoencoder structure.

5.1.2. Test Set-Up

As mentioned earlier, we adopted an ECG monitoring use case; therefore, the first
step in the experimental procedure was training an autoencoder in TensorFlow [57] using
the publicly available ECG5000 dataset [65]. To perform our tests, we adapted the dataset,
which contains 5000 heartbeat samples obtained from monitoring a patient with severe
congestive heart failure over 20 h. The original dataset samples are annotated with labels
1–5, where 1 represents a normal heartbeat, and the other labels, 2–5, represent different
classes of abnormal rhythms. In the first phase, we focused on the normal samples to
determine the autoencoder sample reconstruction ability. Therefore, from the 2919 normal
samples, i.e., the samples annotated with label 1, we used 70% to train the model and
reserved 30% for validation and testing. In exact numbers, the splitting produced 2043
randomly selected samples for training, and of the remaining 876 samples, the first 438
were used for validation, with the last 438 reserved for testing. The rest of the dataset
samples from classes 2–5 were combined and annotated with label 0 to represent abnormal
heartbeats to test the algorithm’s anomaly detection. We used the Google Colaboratory [66],
an online notebook platform that allows browser execution of AI and ML algorithms, to
design, validate, and test the algorithm. After training, validation, and testing in Google
Colab, we converted the TensorFlow model into C byte arrays that we loaded onto a bare
metal MCU to perform inference using the TensorFlow Lite for microcontrollers [56] and
for an interpreter [64]. To verify the functionality, i.e., the reconstruction capability of the
separated autoencoder, we developed the set-up illustrated in Figure 6. In the defined
set-up:

1. The Raspberry Pi represents a sensor device that collects physiological signals in the
test scenario.

2. The first nRF52 device represents the on-device intelligence computing module con-
nected to the sensor module on which the complete autoencoder components, i.e.,
both the encoder and the decoder, are deployed.

61



Sensors 2022, 22, 7675

3. The second MCU represents the Edge computing layer hosting the separate de-
coder model.

The inference results from both MCUs are transferred back to the Raspberry PI and
compared to the expected results. In this test scenario, we used an SPI bus to transfer data
between the on-device intelligence computer and the Edge Computing device to allow
fast prototyping and high-speed data transmission. However, BLE, ZigBee, or similar
wireless technologies can be used to link between the Edge computing device and the
sensor module during the implementation phase.

Figure 6. Test set-up.

5.1.3. Results Discussion

One of the tests we performed was comparing the original dataset and the recon-
struction obtained from the stand-alone decoder deployed on the Edge computing device.
Figure 7 illustrates the reconstruction error between an ECG sequence from the original
dataset and the reconstruction from the deployed decoder. We calculated an average recon-
struction accuracy of 99.947% using the mean squared error of the difference between the
original input sequences and all the reconstructed sequences from 438 test samples.

Figure 7. Original input vs. reconstructed decoder output.
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The second set of tests we performed was to determine the time required from the
moment data are available for processing to the moment usable data for user consumption
are made available. In this scenario, we define usable information as the prediction classify-
ing a heartbeat as anomalous or normal. Our tests revealed a latency reduction of 3 ms
obtained by considering two test scenarios:

i. when available data samples are transferred over BLE to the Edge computing device
when no data processing is performed on-device, and

ii. when the on-device anomaly detection algorithm is implemented on the sensor mod-
ule using the configuration defined in Figure 3.

To obtain the time required to transmit data between the sensor module and the
Edge computing device, we performed throughput tests using the prototype of a custom
BLE-enabled sensing device pictured in Figure 8 connected to biocompatible piezoelectric
sensors. The throughput test revealed a maximum reliable data rate of 16 kb/s for data
transmission with no packet loss. Considering the ECG anomaly detection use case and the
data formatting and segmentation parameters used to compile the ECG5000 dataset we
used; the anomaly detection algorithm requires 140 data points as input. Therefore, based
on this constraint, we obtained the following results from the two scenarios.

• Scenario 1: Based on the throughput tests, and, therefore, a 16 kb/s data rate, trans-
mitting 140 samples from the sensor over BLE would require a minimum of 3.5 ms
given a 2-byte digital representation with no additional data overhead. In addition to
the transmission time, the total time required to obtain a usable result also includes
the processing time required by the Edge computing device to perform inference
and anomaly detection. Our tests revealed a minimum average processing time of
approximately 0.48 ms to obtain an anomaly prediction. We measured the required
inference time by counting the number of CPU cycles used by the MCU from the
moment all the data samples are ready for elaboration to the moment the anomaly
prediction result is available. Therefore, the total time required to obtain the first
usable result and provide feedback to the user is 3.548 ms.

• Scenario 2: In this scenario, we consider the anomaly detection algorithm on the sensor
module configured as illustrated in Figure 3. Transmitting the same data considered
in the first scenario via SPI to perform on-device anomaly detection requires 0.028
ms with a 1 MHz SPI data rate. With the 0.48 additional milliseconds required
for inference, the total time required to obtain a result that can provide valuable
information to the user in this scenario is 0.508 ms.

According to the test results, implementing the on-device intelligence method de-
scribed in this section successfully reduced latency (in this case, in reference to the time
required to produce a usable inference result) by 3 ms. As mentioned before, the anomaly
detection algorithm requires an input with 140 data points. However, implementing the
autoencoder configuration described in this section allows the sensor module to send
only five data points obtained from the encoder output to the Edge computing layer for
further processing and record keeping. This result signifies a reduction in data that must
be transferred over BLE by a factor of 28, from the initial 140 data points per sample to
5 data points per sample. Further data analysis can be performed using classification or
other specific mathematical algorithms based on the reconstructed data obtained from
the copy of the decoder deployed on the Edge Computing device. A comparison of the
minimum timing and data requirements extracted from the two scenarios described above
is summarised in Table 2.
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(a) (b)

Figure 8. Custom BLE−enabled sensing module. (a) Block diagram, (b) prototype device to scale.

Table 2. Tabulated summary of results discussion.

No On-Device Intelligence With On-Device Intelligence

Data transmission 3.500 ms 0.028 ms

Inference 0.480 ms 0.480 ms

Total required 3.548 ms 0.508 ms

Number of data points
to upper layers 140 5

6. Conclusions

The need for personalised and home-based healthcare architectures has been increas-
ing over the years, driven by factors, including the growing percentage of elderly citizens,
the global shortage of healthcare workers, and the need for overall improved healthcare
services. In a bid to provide a solution, various researchers provide several technological
infrastructures, systems, and frameworks based on technological innovations. However,
most of the frameworks utilising IoT technologies developed to date are predominantly
based on Cloud infrastructures characterised by problematic issues, such as privacy and
latency, which are undesirable for interactive and critical healthcare applications.

In order to contribute to the resolution of these issues, this work presented a modular
IoT-aware system architecture that can be applied to numerous application scenarios in the
healthcare domain.

The presented architecture encourages the amalgamation of advanced sensing tech-
nologies, low-power and low-cost IoT enabling technologies, and emergent AI techniques
to develop modular, reliable, and scalable critical healthcare infrastructures. In addition, the
modular nature of the architecture permits its suitability for a wide range of use cases since
it can be configured based on application requirements, as demonstrated in the discussion.
We also discussed and demonstrated the benefits of implementing on-device intelligence
from a latency and communication efficiency point of view. The added functionality of pro-
viding user alarms or notifications immediately after on-device AI-based data processing
has the potential to revolutionise IoT-based healthcare infrastructures.

Further developments can improve the reliability and performance of the system, such
as including blockchain technologies to increase scalability while enhancing security to
maintain the desired preservation of privacy.
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Abstract: In 1794, French Engineer Claude Chappe coordinated the deployment of a network of
dozens of optical semaphores. These formed “strings” that were hundreds of kilometers long,
allowing for nationwide telegraphy. The Chappe telegraph inspired future developments of long-
range telecommunications using electrical telegraphs and, later, digital telecommunication. Long-
range wireless networks are used today for the Internet of Things (IoT), including industrial,
agricultural, and urban applications. The long-range radio technology used today offers approximately
10 km of range. Long-range IoT solutions use “star” topology: all devices need to be within range
of a gateway device. This limits the area covered by one such network to roughly a disk of a 10 km
radius. In this article, we demonstrate a 103 km low-power wireless multi-hop network by combining
long-range IoT radio technology with Claude Chappe’s vision. We placed 11 battery-powered devices
at the former locations of the Chappe telegraph towers, hanging under helium balloons. We ran a
proprietary protocol stack on these devices so they formed a 10-hop multi-hop network: devices
forwarded the frames from the “previous” device in the chain. This is, to our knowledge, the longest
low power multi-hop wireless network built to date, demonstrating the potential of combining
long-range radio technology with multi-hop technology.

Keywords: LPWANs; industrial Internet of Things; mesh networks; wide area networks

1. Introduction

Wireless connectivity has been increasingly deployed in diverse industrial and urban
applications. It has enabled automated remotes and frequent monitoring of machines and
smart meters. This increased adoption has challenged wireless communications to offer
higher capacities and longer ranges at lower costs.

In Industry 4.0, wireless is a key component for enabling remote interaction with
machinery. Sensors can report temperature, pressure, and vibration [1]. Early performance
degradation signs can be detected and the machine can be maintained before anything
breaks, with the promise of avoiding unplanned downtime. Predictive maintenance adds
prognosis to diagnosis [2]. An industrial plant has hundreds of sensors or actuators connected
to low power networks [3] deployed in a challenging environment. For example, an oil
refinery can have more than one million devices spread over an area of several square
kilometers, in an environment full of metallic structures [3]. This challenges the range of
the wireless network. In these setups, wiring the sensors together is often not an option
because of the installation complexity and operational hazards [3,4].

Long-range wireless communication is used to remotely read domestic utility meters
(water, electricity, gas). The European Commission mandates their remote readings to save
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natural resources [5]. The monitoring infrastructure is necessarily wireless, as running a
dedicated wired network between houses is too expensive [6]. Similar to industrial use
cases, the distance between utility meters is a challenge for wireless, particularly as meters
can be installed underground or behind concrete barriers.

These applications have the same challenge: “how can we extend the area these
networks are deployed in without installing significant infrastructure?”. These networks
typically use long-range radios in a star topology, or short-range mesh topologies. Both
are limited by the fact that gateways need to be installed for the nodes to report data.
Gateways are expensive to install as they need mains power and internet connectivity
(Ethernet, cellular, etc.). The goal of both long-range radio technology and multi-hop mesh
networking technology is to reduce the number of gateways installed.

Several radio technologies have been developed for low-power long-range wireless
networking. The IEEE has standardized a set of 31 PHYs in the IEEE802.15.4g (2012)
amendment [7]. They are based on three families of modulations: frequency shift keying
(FSK), offset-quadrature phase shift keying (O-QPSK), and orthogonal frequency division
multiplexing (OFDM). Long-Range (LoRa) is a proprietary PHY that has become pervasive
in low-power long-range networks. It is based on chirp spread spectrum modulation and it
is deployed in a star topology under the LoRa wide area network (LoRaWAN) protocol
stack. Sigfox is a technology that was available recently for long-range low-power wireless
networking. Similar to LoRa, it used a proprietary PHY and protocol stack and was based
on star topologies. Cellular networks, standardized by the 3rd generation partnership
project (3GPP), introduced narrow-band IoT (NB-IoT) for low-power wireless applications.
It is provided as an integrated service in cellular base stations by “slicing” the network
into machine-type communications and human-type communications. Recently, satellite
communication solutions have been introduced for long-range low-power connectivity to
help reach areas where no terrestrial coverage is available. These families of networks are
limited by the installation costs of their infrastructure, whether gateways, cellular-based
stations, or satellites.

This article recreates the Claude Chappe Telegraph by applying its concept to low-
power wireless. Using 11 battery-powered IoT devices, we created a 103 km low-power
wireless network. The contributions of this article are three-fold:

• We provide a historical overview of the development of the Chappe Telegraph.
• We describe how we translate that concept to today’s low-power wireless technology.
• We demonstrate a wireless network reaching 103 km, and discuss the challenges and

the opportunities for long-range multi-hop mesh networks.

The demonstration presented in this article is the longest low-power wireless multi-
hop network, to the best of our knowledge.

The remainder of this article is organized as follows. Section 2 presents a historical
overview of the Chappe telegraph. Section 3 surveys current IoT technologies. Section 4
introduces the experimental setup we used to replicate the Chappe telegraph. Section 5
describes the experiment of building a 103 km low-power wireless network. Finally,
Section 6 discusses the opportunities and challenges for long-range mesh networking.

2. Claude Chappe’s 1794 Telegraph

Telegraphy is a word from ancient Greek that means “remote writing”. Both the
Roman and Persian empires had systems of remote signaling of simple information that
date as far back as the second Century B.C. [8]. The intensity of conflicts in Europe that
erupted at the end of the 18th century created an urgent need for faster communications. It
was at that time that Claude Chappe, a French engineer, developed his telegraph.

Starting in 1792, France entered into conflicts on several fronts with Austria, Prussia,
Russia, and Britain. As troops were deployed in different zones, fast relaying of news and
commands was necessary for tactical reactions. Claude Chappe indicated: “it is imperative
to establish a rapid communication network, with which we can orchestrate the movements,
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simultaneously, of a million men dispersed on an immense space as if they were at the
same place” [translated] [9].

In 1790, Claude Chappe created the first telegraph based on time-synchronized clocks
to transmit information from one tower to the next. Afterward, he introduced a new design
that did not require time synchronization and relied purely on optical observations. It
relied on a wooden structure installed at the top of a tower, made up of one long beam
and two shorter beams, see Figure 1. Operators inside each tower rotated the beams using
pulleys, in steps of 45 degrees. This allowed for 4 positions of the long beam and 8 positions
of each of the short beams, resulting in 256 symbols [8]. Information was encoded in
pairs of symbols, resulting in a dictionary of 256× 256 possible words. Messages were
transmitted in a “multi-hop” manner: operators used binoculars to look at the position of
the upstream tower and replicated it on theirs.

Figure 1. The Chappe telegraph adopted by the French state as depicted in Ignace Chappe’s book.
Three arms were used to convey signals and each could rotate at steps of 45°. (Source: [9]).

In September 1793, the General Assembly approved the establishment of a line of
15 towers from Paris to Lille. On 16 July 1794, the Paris-Lille line was completed and
tested with 18 towers, covering a distance of 190 km with hops between 10 and 15 km.
The transmission rate was estimated at one symbol per minute, i.e., one word every
two minutes [8].

Chappe introduced further improvements to his telegraph: the tower was redesigned
to withstand higher winds, a portable version of the telegraph was introduced for in-
battle communication, and lanterns were installed on the beams to allow for operation at
night [9]. The deployment of the towers expanded rapidly under Napoleon Bonaparte as
he realized their tactical advantage [8]. By 1846, the Chappe telegraph covered most of
France (Figure 2).

The telegraph expanded to other countries [9]. It was experimented with in England,
Turkey, Sweden, and Russia. It crossed the Mediterranean during the rule of Mohamed Aly
Pasha, governor of Egypt, who wanted to establish a communication line between Cairo
and Alexandria. He imported models from France and had his architect choose how to
place the machines. The messages traveled between Alexandria and Cairo in 40 min, with
a line of 17 stations covering nearly 180 km.
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Figure 2. The Chappe Telegraph network deployed between 1794 and 1846. Each dot represents a
tower. (Source: Cité des Télécoms).

Samuel Morse experimented with using electricity to communicate, and, in 1837, he
introduced a single-wire technique [8] that was far more economical than the Chappe
telegraph. In 1849, the electrical telegraph was tested over large distances and fully
patented, marking the beginning of the end for the optical telegraph. It was slowly adopted
in Europe and France; by 1881, all optical telegraphs had been replaced by the electrical
telegraph [8].

3. Survey of Current IoT Technologies

Different IoT technologies offer different trade-off points between the communication
range, throughput, and power consumption. Figure 3 gives examples of these technologies,
together with an indication of the communication range. This section provides an overview
of single-hop networks and multi-hop networks. We discuss the contributions of this article
in light of the state-of-the-art.

Indicative 

Range

2.4 GHz Personal Area 

Networks
ZigBee, 6TiSCH, SmartMeshIP

100 m

Cellular IoT 

Networks
Cellular NB-IoT

1 km

Long Range 

Star Networks
LoRaWAN, Sigfox

10 km

Satellite 

Networks
Iridium Satellite IoT. LoRa-E

1000+ km

Long Range Mesh 

Networks
Experimental (e.g., g6TiSCH)

100 km

Terrestriel Networks

Figure 3. Existing low-power wireless technologies and their indicative ranges.

3.1. Single-Hop IoT Networks

This section discusses the four technologies of single-hop wireless networks for IoT:
NB-IoT, cellular networks, LoRaWAN, Sigfox, and satellite networks.
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Long-range connectivity is offered by cellular network operators using NB-IoT—an
enhancement of long-term evolution (LTE). NB-IoT is standardized in Release 13 of the
3GPP [10]. It improves the communication range by combining sub-GHz frequencies (in
the 900 MHz band) with a narrow channel bandwidth of 180 kHz [10]. It uses OFDM on
top of O-QPSK modulation [11,12]. The communication range of NB-IoT is ≈1 km [13].

Another example is LoRaWAN, which uses a proprietary LoRa PHY [14]. LoRa uses
chirp spread spectrum (CSS) FSK modulation, which makes it robust against multi-path
fading, sub-GHz frequencies, and narrow-band channel bandwidths of 125 kHz (compared
to 2 MHz for O-QPSK 2.4 GHz). Depending on regional regulations, the LoRa modulation
may occupy channel bandwidths as narrow as 7.8 kHz. LoRa offers a range of bit rates,
based on a spreading factor index (SF) of its CSS sweeps. The fastest bit rate of 5.4 kbps
is achieved with SF-7 and the slowest bit rate of 293 bps using SF-12 (assuming 125 kHz
bandwidth and 4/5 coding rate) [15]. Range tests show that LoRa PHY offers a 70% packet
delivery ratio up to 10 km distance [16] in an urban setting without line-of-sight guarantees.

Sigfox was another LPWAN technology [17]. It featured sub-GHz operations, an
ultra-narrowband channel bandwidth of 100 Hz, and a 100 bps bitrate [12]. Sigfox was an
operated network: base stations were installed throughout the service area. However, due
to the unstable market economy during the recent pandemic, Sigfox declared bankruptcy
in early 2022 [18].

LPWAN technologies require base stations to provide connectivity to devices deployed
around them in star topologies, typically within 10 km. Installing/maintaining such
base stations is costly and may not be an option in remote areas or in complex critical
infrastructures that do not allow invasive installations. Moreover, even as LPWANs
show high link robustness outdoors or indoors [19,20], network coverage blind spots
are inevitable (i.e., places where end devices are completely out of network range), such as
in deep indoor devices (e.g., utility meters). An example of such blind spots of a LoRaWAN
network was demonstrated in previous work [21]. In this case, it is often not economically
viable to install a new base station only to service a few uncovered nodes. Users can still
operate their own gateways for some technologies, such as LoRaWAN, but they need
to provide their own network server and their own way of retrieving the received data.
Therefore, only a minority of end users have the skills and resources to do that.

Low Earth orbiting (LEO) satellites orbit at an altitude between 160 and 2000 km,
allowing them to offer network coverage to hundreds of square kilometers [22]. This allows
them to be useful for remote sensing and monitoring systems spanning hundreds of
kilometers. For example, they are suitable for IoT for over-the-horizon Maritime
surveillance [23], environmental monitoring [24], emergency management, and smart grid
monitoring [25]. LEO satellites follow two kinds of patterns: a Walker Star formation and a
Walker Delta formation. In Walker Star, satellites orbit the earth in a 90° inclination, passing
over both poles. They offer global coverage but fly over a given location infrequently,
typically four times a day, with a total of 20 min per day of availability for a device.
In Walker Delta, a satellite follows an inclined orbit close to the equator. This is interesting
for populated areas around the equator but offers less global coverage. Direct connectivity
to a satellite is available only once it is over the region of the device. There is a trade-
off between network availability and constellation density (therefore, constellation and
network cost).

Iridium is one technology for satellite IoT [26]. It relies on LEO satellites orbiting in a
Walker Star formation [22] offering global coverage, with an orbital period of 100.13 min.
The Iridium constellation contains 77 satellites. The technology relies on a combination of
techniques for its PHY layers: an unmodulated tone, a unique word transmission in binary
phase shift keying, and data payload transmission in O-QPSK. Reliability is achieved at the
medium access control (MAC) layer by use of: (1) FDMA with 240 frequency channels and
a 48 kHz channel bandwidth on the 1616 kHz baseband; and (2) TDMA with a 90 ms frame
duration. Iridium devices can have as much as 10% of the lifetime of LoRaWAN or Sigfox
devices when a message is sent every 10 min because, in part, of the long transmission
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procedure that can take between 6 and 20 s [26]. Therefore, their deployment is feasible
only with solar power or with an electrical outlet. Similar satellite coverage solutions
include the LoRaWAN-based Lacuna Space [27] and the proprietary Swarm Space network
by SpaceX [28].

LoRa-E is an LPWAN technology designed for dense deployments and satellite
connectivity [29]. It is an addition to the LoRa suite of modulations that uses long-range
frequency-hopping spread spectrum (LR-FHSS) and provides a >155 dB link budget
necessary for LEO satellites. In Europe, it uses a channel bandwidth of 137 or 336 KHz
(compared to the typical 125 kHz for LoRa) and it divides the channel into sub-channels
of 488 Hz of bandwidth (280 or 688 channels in the EU). Long-range and robustness
improvements are achieved by a combination of transmitting duplicate headers, and fast
hopping over a subset of the sub-channels, thereby allowing simultaneous transmissions in
the same channel. Simulations show that LoRa-E increases the amount of network goodput
by nearly two orders of magnitude compared to LoRa; therefore, it is a good candidate in
dense environments [29].

Today, satellite connectivity is the only option when base stations cannot be installed.

3.2. Multi-Hop IoT Networks

In this section, we provide an overview of the two kinds of multi-hop networks: short-
range and long-range. Some IoT personal area networks (PANs) operate at 2.4 GHz. One
example is the IEEE O-QPSK 2.4 GHz PHY of the IEEE 802.15.4 standard. It uses a 2 MHz
channel bandwidth and is the PHY of different protocol stacks [30]. The communication
range of this PHY is in the order of tens of meters depending on the deployment environment.
Networks using this PHY typically use multi-hop mesh topologies to extend their coverage.
This includes Internet engineering task force (IETF) 6TiSCH standard protocol stack (IPv6 over
the TSCH mode of IEEE 802.15.4e) [31], ZigBee [32], and SmartMesh IP [33].

Smart meter regulations in Europe mandate member states to provide smart meter
capabilities as alternatives to old meters “unless [. . . ] this is not cost-effective in relation
to the estimated potential savings in the long term” [5]. Since cost-effectiveness is key to
IoT networks, high-maintenance gateways and satellites may not be cost-effective, even
if they are energy efficient [34]. Some applications have strict constraints on message
frequency. For instance, peach orchards require regular reporting of humidity to predict
frost, otherwise peach farmers can lose all of their crops [35]. This was witnessed as
Argentina lost as low as 85% of its peach crops in 2013. Therefore, when such use cases are
out of coverage of 10-km scale terrestrial LPWANs, it would be unpractical to use satellite
devices, which offer only an average of 20-min of availability every day [26].

Long-range low-power wireless mesh networking can be an option in such cases. They
allow a flexible coverage extension using low-cost battery-powered devices. The IEEE
already adopted a family of 31 physical layers for long/short-range IoT connectivity [7].
Their performances were evaluated in an exhaustive range of test campaigns in indoor,
urban, agricultural, and remote area scenarios [36]. They offered the bitrate as fast as
800 kbps using OFDM 868 MHz and a range as far as ≈14 km when using FSK 868 MHz.

Recent research has provided experimental evaluations of both single-hop and multi-
hop IoT networks. Cattani et al. [37] showed the performances of single-hop LoRa links in
three scenarios: indoors, outdoors, and underground. They ran the setup on a university
campus and they showed the link quality in the received signal strength indicator (RSSI)
and packet reception ratio (PRR). They reported the performance in ranges up to 135 m.
They showed that the fastest bitrate PHY had a mean PRR that was only 10% less than the
slowest bitrate PHY. Hardie and Donald [20] ran a performance evaluation campaign of
single-hop LoRa links in the 433 MHz band in an underground communication scenario
and they reported the link quality in RSSI and signal-to-noise ratio (SNR). They showed
a maximum range of the LoRa link of 200 m in an underground to above-ground link.
Similarly, Cecilio et al. [38] ran experimental evaluations of single-hop LoRa links for flood
detection scenarios by placing the transmitters and the gateway at the sides of a lake. They
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reported link qualities in terms of RSSI, PRR, and SNR for three settings: low tide, high
tide, as well as in rural settings. They showed a maximum range of the LoRa link up to
1300 m during the high tide when the transmitter was 2 m above ground but this range was
reduced to 650 m when the transmitter was 1 m or less above ground. Valecce et al. [19]
tested NB-IoT connectivity in an agricultural setup. They showed that NB-IoT maintained
connectivity at 83% PRR to an underground cellar and up to 90% PRR in an open terrace.
However, they did not report the maximum range to the base station since this was not
provided by that NB-IoT setup. Liando et al. [39] performed the longest single-hop tests
of LoRa links, to our knowledge. The authors ran LoRa links in three scenarios: outdoor
line-of-sight, outdoor non-line-of-sight, and indoors. They showed (experimentally) that
packet reception was possible at a maximum of 10 km using LoRa SF-7. Using regression
analysis, they estimated that LoRa could reach up to 17 km using SF-12 (in the outdoor
line-of-sight scenario). Finally, Parri et al. [40] carried out performance evaluations of LoRa
links at 8.3 km of distance in a marine environment. The authors found that using LoRa
SF-7 offered the best trade-off between link robustness and power consumption compared
to higher SFs, an observation confirmed also in [37].

Further research provided experimental evaluations for multi-hop IoT networks.
Tran et al. proposed a protocol stack for a multi-hop LoRa network based on time-slotted
MAC and demonstrated the reliability of 95% in a two-hop network [41]. The authors
evaluated it in a simulation in an area of 800× 800 m2 and experimentally in a 400× 400 m2

area, using SF-7 LoRa PHY. Mai et al. proposed a time-slotted MAC for the multi-hop
LoRa network with a focus on minimizing latency using parallel transmissions [42]. The
authors ran an experimental evaluation using the SF-7 LoRa PHY in a 400× 400 m2 area.
Similarly, Basili et al. [43], provided an architecture for a multi-hop linear LoRa network
that acted as an extension for a LoRaWAN gateway. They ran the experimental setup and
they demonstrated the feasibility of the system in a four-hop network. In previous research,
we used the IETF standard 6TiSCH protocol stack with the long-range FSK 868 MHz
PHY [44]. We then proposed a generalized 6TiSCH protocol stack (g6TiSCH) to integrate
any combination of long-range and short-range PHYs in the same network [45]. The
g6TiSCH architecture was evaluated on an indoor testbed of 36 motes in a 100 m2 area office
setup. We showed how a network could improve its reliability by combining long-range
and short-range radios in a mesh topology, using heterogeneous 6TiSCH slotframes [46].

The power consumption of the technologies discussed in this section (Figure 3) increases
depending on several factors, such as: the current draw of the used radio chips, transmit
power, MAC layer configuration, and link quality. Generally, it ranges from tens of milliamps
for a 2.4 GHz mesh network or a LoRa transceiver [15,33,44], to hundreds of milliamps for
satellite IoT transceiver [47].

The articles cited in this section demonstrate the growing interest in combining long-
range PHYs with multi-hop connectivity. There are two common limitations to these
articles. First, they did not test the maximum line-of-sight connectivity between the nodes
as the maximum range achieved experimentally was for LoRa PHY at 10km [39]. Second,
the outdoor long-range setup experiments with proprietary PHYs (i.e., LoRa or NB-IoT),
did not consider the potential benefits of standard IEEE 802.15.4 PHYs. In this article, we
went one step further by building a 103-km low-power wireless multi-hop network to
demonstrate the potential of long-range low-power wireless full-fledged mesh networking.
We used the standard IEEE 802.15.4 FSK 868 MHz PHY and we demonstrated that the
range limit in line-of-sight could reach up to 12.7 km in the single-hop distance.

4. Experimental Setup

This section presents the planning of the experimental setup in two parts: configuring the
network specifications (Section 4.1), and planning the geographical deployment (Section 4.2).
A major challenge was to ensure reliability and speedy installation. The full demonstration had
to be done in a single day. We only had 6 h of daylight and needed to deploy 11 balloons
along a 103 km route. Reliability and speed were our main objectives.
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4.1. Network Configuration

We used two sets of hardware, the OpenMote B Figure 4 and the proprietary Falco
hardware. We use the generic term “mote” to refer to either. The OpenMote B [48,49]
features the Texas Instruments CC2538 System-on-Chip [50] and the Atmel AT86RF215
radio chip [51]. The latter implemented all IEEE 802.15.4g PHYs; we used the IEEE standard
FSK Option 1 modulation with forward error correction at the 868 MHz band at 50 kbps.
This PHY layer was tested in previous research and showed the highest robustness in the
family of the IEEE 802.15.4g PHYs [36].

Figure 4. The OpenMote Bused in parts of the experiment.

We used a specially-crafted multi-hop communication protocol, shown in Figure 5.
The root node was set to re-transmit a frame every second. At the MAC layer, each relay
listened for packets from the previous hop. The relay transmitted the received packet three
times, every 20 ms.

A packet included the source and destination fields. Each device statically allocated a
unique identifier, from 0 to 10. Device 0 was the root. Each relay incremented the source
and destination fields in the relayed packet, resulting in multi-hop routing. This was used
to prevent loops and backward-relaying because a node dropped any packet that was not
destined for it. For debugging, relay nodes appended the RSSI of the received packet to the
relayed packet.

The packet format (Figure 6) consisted of three main parts: the packet header, payload,
and footer containing the captured RSSIs along the path. The header contained the source
and destination fields, a network ID used to filter out any packets received from outside
the network, and a sequence number used to filter out duplicate packets. At the footer,
12 B were used to store RSSI packets of each of the 12 hops (10 hops between balloons and
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two extra hops to the terminal computers on the ground at both ends) in the network, as
well as a 2 B CRC check. A packet had a maximum of 127 B.

Mote 1 Mote 2 Mote 3

20ms

1s

Dropped

Time

Dropped

Payload serial input 
from terminal PC

seq_num+1 

Append Link 
Quality Info

Src: 0
Dst: 1

Src: 1
Dst: 2

Src: 2
Dst: 3

Src: 1
Dst: 2

Src: 2
Dst: 3

Src: 2
Dst: 3

Src: 2
Dst: 3

Mote 0

Serial Output to 
terminal PC

Figure 5. The communication protocol relays transmitted each received packet three times to increase
reliability.

Figure 6. Format of the packet format used. Source and destination addresses are used for hop-by-
hop routing.

4.2. Network Planning

We selected a set of locations in the southwest of Paris from the historical map of
Claude Chappe towers (Figure 2). The locations are shown in Figure 7, corresponding
to the following villages (from north to south): Torfou, Etampes, Angerville, Arbouville,
Toury, Artenay, Chevilly, Bucy, Baccon, Cravant, Séris.
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Figure 7. Location of the experiment in the southwest of Paris.

Two factors affected the selection of the exact coordinates for positioning the motes.
The first challenge was the variation in the terrain altitude. Figure 8 shows the terrain
altitude of the covered distance and the selected locations of the motes. For example, at
the first hop, the altitude varied between 75 and 170 m at a distance of 10.5 km. This was
enough of a difference to have it impact the communication range; the terrain profile is an
important factor to take into account when selecting locations.
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Figure 8. Terrain elevation is an important factor when selecting locations.

The second challenge was to ensure the distances between the motes were within
the communication range of the motes. We needed to find locations close enough to one
another while avoiding densely populated areas (to avoid inconveniencing residents).
Table 1 outlines the distance of each hop along the path, resulting in a total of a 103 km
network using 11 motes.
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Table 1. Length of each hop in the network.

Hop Distance Fresnel Clearance

1 Torfou–Etampes 10.48 km 30.1 m
2 Etampes–Angerville 8.97 km 27.9 m
3 Angerville–Arbouville 12.67 km 33.1 m
4 Arbouville–Toury 10.25 km 29.7 m
5 Toury–Artenay 11.86 km 32.0 m
6 Artenay–Chevilly 8.74 km 27.5 m
7 Chevilly–Bucy 10.69 km 30.4 m
8 Bucy–Baccon 11.57 km 31.6 m
9 Baccon–Cravant 7.93 km 26.2 m

10 Cravant–Séris 9.97 km 29.3 m

total distance 103.13 km

After selecting the locations, we needed to place the motes at appropriate heights
that allowed for line-of-sight visibility. We were particularly aware of the Fresnel zone
clearance: the line-of-sight between the transmitter and receiver needed to be clear of
any obstructions by a certain distance called the Fresnel radius. The longer the range,
the larger the radius that needed to be clear of obstructions [52]. The Fresnel zone is
an elliptical-shaped zone between the transmitter and the receiver, as seen in Figure 9.
Similar to the research in [38,40], we calculated the required Fresnel radius clearance. For a
distance of d km between the transmitter and the receiver, and using frequency f GHz for
communication, the maximum radius of the ellipse r was at the center of the ellipse and it
could be calculated as in Equation (1). Using 868 MHz frequency and the distances of each
hop, the minimum required Fresnel clearance is shown in Table 1 for each hop. Therefore,
a theoretical minimum of 33 m of clearance above ground was needed. Further clearance
was also required to account for intermediate bumps in terrain elevation that could reach
up to 15 m as seen in the hop between mote 7 and mote 8 in Figure 8.

r = 8.656
√

d/ f (1)

With distances between motes up to 13 km (Table 1), and as we used the 868 MHz
frequency band, a clearance of 33 m above ground or obstructions was needed, according
to the Fresnel zone formula [52].

d

r

Tx Rx

Figure 9. Illustration of the Fresnel zone between the transmitter and receiver.

5. A 103-km Wireless Network

To ensure a good communication range, we used helium balloons to lift the motes in
the air. These needed to be large enough to keep the mote high enough even in the event of
wind. We tested latex balloons with a diameter between 80 and 100 cm, and chloroprene
balloons with a 120 cm diameter. We conducted the experiment in clear weather, at 14 °C,
with wind speeds between 12 and 15 km/h, and wind gusts up to 18 km/h. We used
helium with 97% purity. The payload consisted of a mote (either OpenMote B or Falco)
powered by a pair of AA batteries, weighing a total of ≈100 g. We selected the chloroprene
balloon, which we inflated to 100 cm diameter; even with an 80 m rope altitude, they
stayed at 50 m or higher in the wind conditions of the day. Figure 10 shows one of the
balloons used.
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Figure 10. An OpenMote Bwas attached to a helium balloon.

At each location, we inflated the balloon, attached the mote under it, and released
up to 80 m of the rope as shown in Figure 11. This allowed each balloon to be within the
line of sight of the next, higher than the intermediate trees or the occasional house while
respecting the Fresnel zone clearance. The experiment was conducted in rural areas where
no trees or buildings were more than 20 m high. Having the balloon float at 50 m left
sufficient space for the Fresnel zone at each hop. Therefore, we released enough rope so the
balloon would float at 50 m or higher. Depending on the location, we attached the rope to a
tree branch, a sign, or anything sturdy.

Figure 11. One out of 11 balloons carrying a mote.

We used two cars for the experiment, driving about 10 min from one another. The first
car was in charge of inflating the balloon at the location, the second of attaching and testing
the mote. A person stayed at the initial location (Torfou) with a mote connected to a laptop;
he could type in a message that would be sent over the chain of motes. At each new location,
we used another laptop attached to a mote to verify the message reached that far. We had
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no technical difficulty throughout the experiment; communication continuously worked at
each location. We also had no balloon- or battery-related failures. The deployment of all
11 balloons took 6 h.

Figure 12 is a picture of the laptop screen at the last location (the village of Séris),
103 km away from the transmitting computer. It shows the messages sent by the person in
Torfou, as well as the RSSI at each of the hops.

Figure 12. Captured packets 103 km away from the transmitting computer.

Figure 13 shows the recorded RSSI at each hop when using the OpenMote B. The
sensitivity of the AT86RF215 when using the FSK PHY is −116 dBm; it is represented as the
red bar in Figure 13. We needed the RSSI at each hop to be above that sensitivity. Figure 13
shows the RSSIs of 90 packets captured when we completed the 6 hours of deployment as
box plots (median in the red bar and the box limits representing 25% and 75% of the data).
We can see that hops 1, 5, and 8 were the “weakest” (the RSSI closest to sensitivity) while
hops 2, 7, and 10 were the “strongest” (the motes could have been separated more).
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Figure 13. The RSSI at the receiving mote of each hop, when using the OpenMote B. The red bar
shows the sensitivity of that radio in the configuration we used: we needed the RSSI of each hop to
be above that.

The captured RSSIs showed promising link budgets of the standard FSK 868 MHz
link at low-power consumption. The longest hop in the network was hop 3 with a 12.7 km
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distance. The packets captured at that hop showed median RSSI that was 6 dBm above the
receiver sensitivity. It is worth noting the low-power consumption characteristics of the
AT86RF215 chip used in this experiment: with 2.5V supply voltage, the current draw was
67 mA in transmission and 28 mA in receive mode [51]. When a similar test was conducted
using LoRa SF-7 in line-of-sight, no packets were delivered beyond the 10 km range using
the SX1276 radio chip [39]. Even though FSK 868 MHz is nearly five times higher in the data
rate than LoRa SF-7, it still maintained packet reception up to 12.7 km with 6 dBm above the
receiver threshold. This can be attributed to differences in experimental setups or transmit
power configurations. This encourages further experimental evaluations, specifically of
FSK 868 MHz compared to LoRa SF-7, especially as LoRa SF-7 is observed to offer the best
trade-off between power consumption and link robustness in LoRa configurations [37,40].

6. Conclusions

Wireless networking has become an essential technology that serves several critical
activities, such as smart industry, precision agriculture, and utility metering. In this article,
we presented a historical overview of the development of long-range telecommunications
by Claude Chappe. We discussed how long-range telecommunications through the Chappe
telegraph paved the way for modern telecommunications.

As an homage to the Chappe telegraph, we replicated its vision, replacing its visual
component with long-range radio communication. We demonstrated a 103 km network that
we deployed in the southwest of Paris on a portion of a historical Chappe telegraph line.

The article does not argue for the specific PHY layer we used, nor proposes a specific
technical architecture, as we focused on the simplicity and reliability of the network for
the sake of the experiment. It serves as a strong highlight of the incredible potential of
pushing the boundaries of long-range IoT technologies. Today, solutions such as LoRaWAN
are, in fact, incredibly simple: motes transmit their data directly to a nearby base station.
These technical choices are rather underwhelming, as they do not take advantage of many
innovations in multi-hop mesh networking.

Moreover, while the protocol implemented is simplistic, it shows how a 10 km IoT
technology can be used in a 100 km deployment. This is, we believe, where the road lies ahead.

Imagine you are a network operator in charge of the wireless connectivity that is meant
to automatically read electricity meters. While the long-range IoT network you installed
works well for most of your meters, approximately 1% of them are installed in “deep indoor”
environments, such as in underground parking garages. Moreover, in your medium-sized
city, this is over 1000 m scattered around. You could of course install many more gateways.
Besides the obvious costs of their installation, it is the lengthy trial-and-error, the repeated
repositioning, and the unhappy customers that are the real costs of this approach. The
more sensible approach, we argue, is to augment the long-range technology with multi-hop
capabilities: have motes “help out” the ones that are out of range of the gateway by relaying
their data.

While we do not intend to provide a detailed performance evaluation of the network,
with an exhaustive range-testing campaign, we find these initial results encouraging to
explore the full potential of the standard IEEE 802.15.4g PHYs as opposed to proprietary
technologies. Since we had successful packet receptions at distances up to 13 km with
6 dBm above the receiver threshold, we wonder if a standard PHY, such as FSK 868 MHz,
can offer a reasonable trade-off between range and chip costs, due to the fact that it is a non-
proprietary PHY. This may provide network architects with more diverse options for their
networks with IEEE standard PHYs in addition to the proprietary LPWAN technologies.

Author Contributions: Methodology, M.R., J.M., R.A.-A., M.V., J.A.T., A.C., Q.L., D.B. and T.W.;
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Abstract: Transport is Australia’s third-largest source of greenhouse gases accounting for around
17% of emissions. In recent times, and particularly as a result of the global pandemic, the rapid
growth within the e-commerce sector has contributed to last-mile delivery becoming one of the
main emission sources. Delivery vehicles operating at the last-mile travel long routes to deliver
to customers an array of consignment parcels in varying numbers and weights, and therefore
these vehicles play a major role in increasing emissions and air pollutants. The work reported
in this paper aims to address these challenges by developing an IoT platform to measure and
report on real-world last-mile delivery emissions. Such evaluations help to understand the factors
contributing to freight emissions so that appropriate mitigation measures are implemented. Unlike
previous research that was completed in controlled laboratory settings, the data collected in this
research were from a delivery vehicle under real-world traffic and driving conditions. The IoT
platform was tested to provide contextualised reporting by taking into account three main contexts
including vehicle, environment and driving behaviours. This approach to data collection enabled
the analysis of parcel level emissions and correlation of the vehicle characteristics, road conditions,
ambient temperature and other environmental factors and driving behaviour that have an impact on
emissions. The raw data collected from the sensors were analysed in real-time in the IoT platform,
and the results showed a trade-off between parcel weight and total distance travelled which must
be considered when selecting the best delivery order for reducing emissions. Overall, the study
demonstrated the feasibility of the IoT platform in collecting the desired levels of data and providing
detailed analysis of emissions at the parcel level. This type of micro-level understanding provides
an important knowledge base for the enhancement of delivery processes and reduction of last-mile
delivery emissions.

Keywords: IoT; greenhouse gas; sustainable logistics; last-mile emission; supply chain

1. Introduction

Fossil fuel combustion has made vehicles one of the main sources of greenhouse
gas (GHG) emissions. In Australia, transport is the second main sources of GHG emissions
after electricity, and this emission rate is on the increase. In 2017, the per capita CO2
emission produced by transport sector in Austerlia was 32.7 tons. More importantly, road
transport in Australia contributes to 85% of transport sector pollution and GHG emissions,
which is more than global average [1]. One of the main transport sectors which contributes
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to GHG emissions is last-mile delivery. In particular, rapid growth of e-commerce has
significantly increased the number of last-mile deliveries in the last decade [2–4]. Last-mile
delivery emissions have been discussed in previous studies [5–8]. However, research to date
has concentrated on estimating the last-mile delivery emissions based on theoretical data
about vehicle emission and have not conducted field experiments to determine last-mile
delivery emissions.

This paper utilises the Internet of Things (IoT) to deploy multiple sensors on a delivery
van to analyse the emissions at parcel level in real-time. The resulting data provide
comprehensive information on how different factors can impact delivery and how the
delivery process can be enhanced to reduce the last-mile delivery emission.

Vehicle emissions are an inevitable consequence of fossil fuel combustion, but there
are certain factors which impact vehicle fuel combustion and emission rates that can
be monitored and addressed. These factors can be categorised into several major cate-
gories including road condition, driving style, vehicle condition, vehicle mass and weather
condition [9].

In fuel consumption analysis research, driving style is categorised into two main
categories which are aggressive driving and eco-driving. Aggressive driving refers to high
acceleration and deceleration and high speed with sudden breaking patterns. Eco-driving,
on the other hand, refers to smooth acceleration and deceleration, optimal gear shifting,
and driving with optimal speed. Vehicle condition is another category that impacts vehicle
emissions and includes multiple factors such as lubrication, tyres condition, engine tune
and air filter. Another aspect impacting vehicle emissions is weather conditions, with
rain, snow and ambient temperature effecting fuel consumption [9]. While each of these
categories has been a focal point of other research aiming to determine their impact on
fuel consumption and vehicle emissions, most of these studies have been conducted in a
laboratory environment on chassis dynamometers. Studies show that the results of such
tests in controlled laboratory environments are remarkably different from actual vehicles
emissions in the real world [10–12]. Weiss et al. [10] performed emissions testing in both
laboratory and real-world contexts. They argue that, even though that laboratory testing can
be used to perform repetitive tests in identical conditions to compare the acquired results,
the laboratory environment fails to capture all the factors which impact fuel consumption
and vehicle emissions in real-world. Therefore, they argue that there is need for data
collection under ordinary operating condition on the road to complement the laboratory
data and obtain accurate information to find the correlation between different factors and
vehicle emissions.

These studies demonstrate that, in order to obtain comprehensive and accurate data re-
garding last-mile delivery emissions and their correlation with internal and external factors,
there is need to perform field evaluation in real-world context. Although obtaining fuel
consumption and vehicle emissions data in a real-world environment would be beneficial
to better determine various emission factors impact, but performing such tests has certain
challenges. One of the challenges is that laboratory devices are designed to be in fixed
positions and are usually connected to the vehicle using wired communication technologies.
In addition, gas analyser devices are mostly designed to collect data from cars in stationary
mode. These facts hinder deployment of sensors and gas analysers on a moving car. In or-
der to capture live data from vehicles in real-world environment the devices which are used
in laboratory must be modified to transfer live data to cloud via wireless communication.
Technological advancement and emergence of the IoT has provided substantial advantages
to address similar challenges in capturing and processing live and heterogeneous data from
multiple sensors in several real-world applications such as precision agriculture, smart
cities, healthcare, environmental monitoring and so forth [13–18].

The IoT enables the automation of data collection with different types of sensors and
integration of various data types into a single data model without human interaction.
In addition, through edge computing, the IoT enables primary data processing in the
same location where data are collected by sensors. The data are then transferred from
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edge device to the IoT cloud for real-time visualisation and data analysis. To the best of
our knowledge, no field experiment to determine last-mile delivery emission at a parcel
level has been conducted before. Such research can provide micro level understanding of
last-mile delivery vehicles emission and can provide the information required to improve
the efficiency and effectiveness of last-mile delivery procedures.

The main contribution of this research is the design, implementation, and evaluation
of an IoT-based emission monitoring platform (referred to as ParcEMon) which enables
parcel level emission analysis of last-mile delivery vehicles in real-world contexts.

The rest of this paper is organised as follows: Section 2 discusses the related work,
Section 3 presents the methodology including platform architecture, platform implementa-
tion and data collection process. Section 4 presents the results of the research. Section 5
concludes this paper.

2. Related Work

Different modes of transport such as road, rail, aviation and shipping all result in
the emission of GHG and air pollutants through fossil fuel combustion. However, the
amount of emission across each transport mode is different with road transport being the
most prolific producer of emissions in this sector. Road transport causes around 12% of
entire global GHG emissions [19] with light duty vehicles contributing around 72% of this
value [20]. Due to the fact that light duty vehicles such as vans are among the main vehicles
used in last-mile deliveries, last-mile deliveries must be considered a contributor to GHG
emissions. Although emission factors are highly intertwined, research identifies the most
prominent emission factors to include driving behaviour, vehicle condition, vehicle mass,
aerodynamics, road condition and weather condition.

One of the main factors which impact vehicle emission is driving behaviour.
Merkisz et al. [21] conducted a research to measure driving style influence on CO2 emission
in the real environment. They characterised driving behaviour into three different eco,
normal and aggressive styles. Their research shows that eco-driving results in 4.5% less
fuel consumption compared to normal driving style and 12.4% less compared to aggressive
driving style. Allison et al. [22] argue that eco-driving training has a short-term impact on
drivers’ behaviour and after a short period they return to their normal habit of driving. They
mention that there is a need for a constant feedback mechanism to continuously inform
drivers about the financial and environmental benefits of their eco-driving behaviour. The
IoT can play a major role in implementing such real-time feedback systems to continuously
encourage the drivers to follow eco-driving behaviour.

Different aspects of vehicle conditions such as lubricants, tyres and engine mainte-
nance can impact fuel consumption. Around 25% of vehicle energy is used to overcome
friction in different components of vehicles and using low viscosity lubricants can improve
energy consumption. Lowering internal friction in an engine using a suitable motor oil
can reduce fuel consumption by 2.5%. Tyres directly impact vehicle resistance which in
turn impacts fuel consumption. Low resistance tyres can reduce fuel consumption by
3%. Misaligned wheels and poorly tuned engines are among other vehicle conditions
which adversely impact fuel consumption. Flaws like this in vehicles can increase fuel
consumption by 3.5% [9]. Vehicle weight is another factor which directly impacts fuel
consumption. Zervas et al. [23] argue that, in order to control future gas emission, not
only the efficiency of cars in fuel consumption must increase but also their weight must
not exceed certain upper limits to reduce fuel consumption. They conducted research
on passengers cars and analysed the CO2 emission reduction when the weight of cars
decreases. The result shows that, when compared to the reference 1600 kg weight limit,
cars with 1400 kg weight generate 9% less CO2, cars with 1200 kg weight generate 16% less
CO2 and cars with 1000 kg weight generate 28% less CO2.

Studies show that driving uphill can increase fuel consumption by 13%. Road rough-
ness and unevenness also can increase fuel consumption by 2.7% [9]. Zabaar and Chatti [24]
conducted research to analyse road roughness on fuel consumption. They used five vehicles
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in field trials with different weights including a medium car, SUV, van, light truck and
heavy truck. They argue that the impact of roughness is intertwined with other factors
including vehicle weight, aerodynamics, temperature and road grade. Although several
road factors would impact fuel consumption and emission rate, but the most impactful
road characteristics on fuel consumption is from traffic congestion, based on the number
of vehicles on the road and traffic status. Vehicles on congested roads with heavy traffic
condition require repeated decreases and increases in the speed over a long period of time
and such fluctuations in speed increase fuel consumption. Greenwood et al. [25] conducted
a test to analyse the impact of traffic congestion on fuel consumption and emissions. They
found out that fuel consumed when compared to steady speed consumption for a real-life
section of motorway increased by around 13% over a 24 h period. Similarly, various vehicle
emissions increased by as much as 25%.

Different weather conditions such as precipitation, temperature and air density also
impact fuel consumption. Rain and snow both impact the rolling resistance of a car as
well as the road surface characteristics. For a depth of one mm, rain can increase fuel
consumption by 30%. Temperature is another factor which impacts tyres and also engines
due to a cold start. A study shows that temperature between 0 to 20 can increase fuel
consumption by 10% [9]. Saboohi and Farzaneh [26] developed a model for eco-driving
based on least fuel consumption. They argue that air resistance has the highest impact
on fuel consumption compared to other weather-related emission factors. In addition to
direct impacts on vehicle and road conditions, various weather conditions can also increase
fuel consumption and vehicle emissions by forcing the driver to regularly decelerate and
accelerate and prevent eco-driving style.

Laboratory, simulation and real-world context are the environments where data analy-
sis is performed to determine vehicle emissions and air pollutants.

Pelkmans and Debal [11] have performed data collection using a chassis dynamometer
to compare laboratory emission with on-road emissions. The data which were captured
include speed, relative positive acceleration (RPA), fuel consumption and CO2, CO, NOx,
THC and PM emissions. Based on their findings, the emissions rate in laboratory is 10–20%
less compared to on-road emission. Weiss et al. [10] used a portable emission measurement
system (PEMS) to analyse on-road emission of light duty vehicles in Italy. They installed gas
analyser and other components including GPS, humidity, temperature and pressure sensors
inside the test vehicles and the data were stored locally. The test was conducted using
12 light duty vehicles on four different routes with different characteristics representing
rural, urban, uphill/downhill and motorway driving. They argue that their test provides
accurate data which indicate on-road NOx emissions of light duty diesel vehicles exceeds
Euro 3–5 emission limits, whereas on-road CO and THC emissions generally remain below
the Euro 3–5 emission limits.

Miles et al. [27] propose an IoT-based decision support system for monitoring and
mitigating pollution in smart cities. They used the IoT capability to integrate data from
multiple sources to determine the factors which impact vehicle emission. They integrated
vehicle, weather and traffic data using an IoT platform to improve their decision-making
process and select appropriate mitigation strategies such as signal optimisation, heavy
vehicle ban, parking regulations and road closure or diversion. However, the data collection
from vehicle emissions is not IoT-based and standardised vehicle emission models were
integrated into the IoT platform to simulate the data.

Much of the prior research conducted to analyse how various emission factors im-
pact fuel consumption and vehicle emissions has acquired data for analysis either from
laboratory or from simulation applications. Even though such data can reveal significant
information regarding correlation between emission factors and fuel consumption, they
cannot fully implement real on-road contexts and characteristics [11]. Therefore, there is
always a certain data gap between laboratory data and on-road data. Moreover, to the best
of our knowledge, no research has been conducted so far to integrate the IoT capabilities
with an advanced industrial gas analyser to analyse vehicle on-road emission in real-time.
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As a result, the focus of this research is to utilise the IoT capabilities to capture data from
multiple emission factors in real on-road contexts in order to analyse parcel level emissions
in last-mile delivery processes. The architecture, implementation and data collection of the
ParcEMON IoT-based emission monitoring system are addressed in the following section.

3. Methodology

In this research, contextual data [28] regarding three different areas of impact on
emissions are gathered. These contexts include environment, vehicle and driver behaviour
contexts. Each of these contexts have certain parameters which can effect the GHG emission
rate. Figure 1 shows the impacting contexts and related parameters.

Figure 1. Emission impacting contexts and related parameters.

Data collection from the discussed contexts in Figure 1 was conducted using several
IoT-based sensors from a van in last-mile deliveries. Data collection was conducted during
the autumn season where van emissions were monitored in real time via the proposed
ParcEMon platform. The van loaded the goods to be delivered and started the deliveries to
different locations from 7:00 a.m. Different data including speed, acceleration, deceleration,
gear shift, RPM, external temperature, road condition and vehicle path were captured.
The data were then transferred to the IoT cloud using an edge device installed in the van
for further data analysis and identification of their correlation with vehicle emissions. In
Section 3.1, platform architecture is addressed, and, in Section 3.2, platform implementation
is discussed.

3.1. Platform Architecture

In this research, an IoT testbed was developed to enable data capturing of a last-mile
delivery van in a real-world context. The developed platform is based on a three layer IoT
architecture including device, edge and application layers. The data between these layers
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can be exchanged through a wide range of wired and wireless communication protocols.
The IoT architecture and the communication protocols are depicted in Figure 2.

Figure 2. ParcEMon platform architecture.

The device layer includes the physical components of the IoT-based emission mon-
itoring platform. This includes the sensors which are used to capture data regarding
environment, vehicle and driving behaviour contexts. The data from the device layer
were transferred to the edge layer using both wired and wireless communications. In the
edge layer, three data processing operations including data acquisition, data cleaning and
data integration were conducted using a Raspberry PI single board computer (SBC). Data
acquisition refers to the process of sampling the signals transferred from the IoT device and
converting them into numeric values to be manipulated by the data analysis software. Data
acquisition is followed by data integration where data from multiple sensors with different
data types are integrated into a single structured database for further processing. Data
cleaning is also performed on the edge layer where incorrect, corrupted and incomplete
data are removed from the data set. The data are then transferred to the application layer
using a mobile network for data visualisation and data analysis. For data visualisation,
an interactive dashboard was designed to present the acquired data from sensors in the
IoT device layer. The dashboard also enables the management of the emission monitoring
platform by providing an interactive interface for the system administrator. This enables
different data sets to be filtered and generate different type of reports with different levels
of granularity for data analysis purposes. In addition, the system management component
enables additional data, such as the log of parcel size and delivery times, to be added into
the database and integrated with the sensor readings from the IoT device layer. A detailed
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list of sensors, communication technologies and dashboard functionalities are discussed
in Section 3.2.

3.2. Platform Implementation

Since the gas analyser receives and reads toxic gases form the vehicle emissions, it
was necessary to design and install all sensor components outside of the vehicle. The gas
analyser and its components were installed on the exterior chassis of the vehicle in such a
way as to prevent any object or road bump damage to the devices. The temperature sensor
was also installed underneath the van to capture ambient temperature. Other sensors
including OBD, dashboard camera, GPS and the edge device were installed inside the
driver cabin.

The implemented platform included multiple hardware and software components
which are as follows.

• On-Board Diagnostics (OBD) Module: An OBD module was used to read vehicle
performance data throughout the deliveries. The data which were captured by OBD
included speed, acceleration, deceleration, and gear shift. The data were transferred
to the edge device using Bluetooth communication. The OBD module used in this
paper supported OBD version 2 with the frequency range of 2402 to 2480 MHz, supply
voltage of 12 V, and data transmission range of up to 10 m.

• Dashboard Camera: A dashboard camera was used to record an entire trip in HD quality.
The data were used to check the road condition and special events in case of sudden
changes in OBD data to better perceive the impact of road condition, special events and
driver behaviour on vehicle emission. The dashboard camera data were locally stored
on an SD card with time and GPS location integrated in the video. Furthermore, a low
resolution video was sent to the dashboard to show the real-time situation of the vehicle.

• GPS Module: A GPS module was integrated into the platform to continuously record
the vehicle location. The data were used to determine the vehicle path and distance
travelled and also to determine whether vehicle was doing deliveries in rural or urban
areas. The GPS data were transferred to the edge device via USB communication.
The GPS module used in this paper was GlobalSat BU-353-S4 utilising SiRF STAR IV
GSD4e GPS chipset.

• Temperature and Humidity Sensor: A temperature sensor was installed on an Arduino
microcontroller to continuously record the ambient temperature. The sensor was
deployed underneath the van on the opposite side of the exhaust to prevent exhaust
heat from impacting the sensor readings. The data were then transferred to the edge
device using USB communication. The ambient temperature was used to analyse
the impact of temperature on fuel consumption and vehicle emission in particular
the impact of early morning cold weather on engine performance. The ambient
condition sensor used in this paper was an SHT31 weather-proof temperature and
humidity sensor.

• Gas Analyser: The vehicle gas emission (i.e., CO2) was measured using an industrial
gas analyser. The gas analyser used in this paper was able to capture five gases
including CO, CO2, O2, HC and NOx. However, in this paper, we only report CO2,
which is the most prolific GHG. The gas analyser included a nozzle which was fixed
inside the exhaust and transferred the exhaust emissions to the gas analyser module
using a pipe. The data were then transferred from a gas analyser to the edge device
using serial communication. The specification of the gas analyser used in this paper is
shown in Table 1.

• Edge device: The edge device was used to collect data from all the sensors and
transferred the data to the IoT cloud. The edge device was designed using a Raspberry
Pi single board computer. The data were captured using different communication
protocols including USB, serial and Bluetooth based on each sensor specification. The
data were transferred to the IoT cloud using Wi-Fi communication. In addition, the
edge device was equipped with a 60,000 mAh battery, which was the power source
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of all sensors except the OBD which is directly powered via the vehicle OBD port.
At the end of the experiment, 70% of the battery power was used by the deployed
components. The components of the edge device are described in Table 2.

Table 1. Gas analyser specifications.

Gases Measured CO (Carbon Monoxide)
HC (HydroCarbons—Hexane (Gasoline)
Propane (LPG), or Methane (CNG or LNG)
CO2 (Carbon Dioxide)
O2 (Oxygen)
NO (NOx, Nitric Oxide)

Analysis Method CO, HC, CO2: NDIR (Non Dispersive Infra-Red)
O2, NO: Electro-Chemical Sensor

Reporting Ranges CO: 0–10.00%
HC (Hexane and Propane): 0–9999 ppm
HC (Methane) 0.000–5.000%
CO2: 0–20.0%
O2: 0.0–25.0%
NO: 0–5000 ppm

Resolution CO: 0.01%
HC (Hexane, Propane): 1 ppm
HC (Methane): 0.001%
CO2: 0.1%
O2: 0.1%
NO: 1 ppm

Accuracy All gas channels +/−5% relative to gas reading
Repeatability All gas channels +/−3% full scale
Response Time Less than 8 s to 90% final value.
Warm-Up Time 30 s to 10% accuracy 5 min to full accuracy. (Constant ambient conditions)
Gas Sample Rate 350 mL/min typical. (Flow control pneumatics system).

Table 2. Edge device components.

Components Description

Raspberry Pi 4 Broadcom BCM2711, Quad core Cortex-A72 (ARM v8) 64-bit SoC @ 1.5 GHz, 4 GB LPDDR4-3200
SDRAM 2.4 GHz and 5.0 GHz IEEE 802.11 ac wireless, Bluetooth 5.0, BLE, Gigabit Ethernet
Raspberry Pi standard 40 pin GPIO header
Micro-SD card slot for loading operating system and data storage
5V DC via USB-C connector

Power Bank Battery Type: Li-Polymer
Capacity: 64,000 mAh DC
Input: 19 V 2 AAC
Output: 220 V 50 HZ 130 W
TYPE-C Output: 5 V/9 V/12 V 3 A
USB Output: 5 V/9 V/12 V 3 A
Recharging Time: 8–10 h

7 inches Touchscreen Display TFT Display Screen
Dimensions: 194 mm × 110 mm × 20 mm
Viewable screen size: 155 mm × 86 mm
Screen Resolution 800 × 480 pixels
10 finger capacitive touch
Connects to the Raspberry Pi board using a ribbon cable connected to the DSI port.

Huawei 4G USB E3372 FDD: DD800/900/1800/2100/2600
UMTS: 900/2100
GSM: 850/900/1800/1900
LTE FDD: Cat4 DL: 150 Mbps/UL: 50 Mbps @20 M BW
UMTS: DCHSPA+: 42/5.76 Mbps; 21 M/5.76 Mbps; 14 M/5.76 M
HSUPA: 7.2 M/5.76 M
2G: EDGE packet data service of up to 236.8 kbps
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Figure 3 illustrates the platform implementation and the IoT components.

Figure 3. ParcEMon platform implementation.

The acquired data from the sensors were transferred to the IoT cloud platform for
real-time visualisation and data analysis.

The dashboard presented in Figure 4 is a web-based online application that enables
monitoring of the ParcEMon in real-time to ensure the platform, and its components are
operational during the field-trial. In addition, it reports and records the vehicle location and
status. The dashboard also generates several emission reports from the collected data with
a preferred granularity level. Furthermore, this dashboard can be extended to facilitate
lower emission route suggestion based on the historical and real-time data.

3.3. Data Collection

In this research, the IoT sensors, including a gas analyser, were deployed to capture live
data from a delivery van. The van was working for an Australian household chain in the
city of Melbourne and was handling last-mile deliveries. The acquired data covered a wide
range of parameters which can be divided into two categories. The first category relates to
environmental parameters including weather condition, temperature, humidity and road
condition. The second category relates to car parameters including engine’s revolution
per minute (RPM), acceleration, deceleration, gear shift, Global Positioning System (GPS)
coordinates, distance travelled and the travel path. The data from the gas analyser and other
sensors were transferred to an edge device installed in the van via different communication
protocols and subsequently the integrated data were transferred to the IoT cloud. The
last-mile delivery vehicle emission and the data related to other contexts described in
Section 3 were recorded from the vehicle departure point from the warehouse until the
last parcel delivery. As it is shown in Figure 5, the warehouse is represented using the
warehouse icon and each parcel, and its order of delivery is represented in circle icons.
In total, data for 13 delivery points were recorded. The delivery points were in different
suburbs with different road congestion and road conditions.
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Figure 4. ParcEMon online dashboard.

Figure 5. The warehouse location and the order of 13 last mile parcel deliveries.

The data collection was captured during the autumn season with a temperature range
between around 17 ◦C to 26 ◦C. The ambient temperature and humidity were recorded to
ensure that the range of these two factors is within the operational range of the gas analyser
sensor. Figure 6 shows the ambient temperature and sensor thorough the delivery process.
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Figure 6. Ambient temperature and humidity during the field-trial.

The gas analyser temperature shows a sudden increase at the beginning of the delivery
process. However, after an hour, the gas analyser temperature increase rate reduces
and shows a mild increase around 5 ◦C for the rest of the delivery day. This gas sensor
temperature increase is due to exhaust gas heat generated throughout the delivery process.
Figure 7 shows the gas analyser sensor temperature throughout the delivery process.

Figure 7. Gas analyser operating temperature during the field-trial.

For each parcel, the weight and the time of delivery were recorded. In addition,
the consignment type for each parcel, which represents the size category of the parcel, is
registered. The consignment types include economy, small and medium parcels, which
represent the parcel weight from light to heavy. The lightest parcel was parcel No. 6 with
a weight of 1 kg, and the heaviest parcel was parcel No. 1 with the weight of 194 kg. Other
information including the delivery address, suburb and the postcode are also recorded
to identify the suburb changes during the last-mile deliveries. The distance from each
delivery point to the next delivery point is also recorded. These data can be used to analyse
how many emissions have been released for each parcel based on the distance travelled,
and this can be beneficial for analysing the best possible path to reduce the emission for all
deliveries in a single day. Table 3 shows the recorded data for last-mile delivery on a single
day which includes 13 deliveries.
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Table 3. Consignment delivered during the field-trial.

No Consignment Type Weight
(kg)

Delivery
Time Approximate Delivery Street Delivery Suburb Delivery

Postcode

1 Medium 194 09:37 Rye Street Mitcham 3132
2 Medium 179 09:55 Mahoneys Road Forest Hill 3131
3 Medium 58 10:23 Manningham Road Bulleen 3105
4 Medium 176 11:01 Ballantyne Street Burwood East 3151
5 Small 16 11:18 Burwood Highway Burwood East 3151
6 Economy Parcel 1 11:36 Ringwood Square Shopping Centre Ringwood 3134
7 Economy Parcel 20 11:48 Lockhart Road Ringwood North 3134
8 Medium 119 12:27 Ferntree Gully Knoxfield 3180
9 Economy Parcel 10 13:02 Koornang Road Scoresby 3179

10 Small 5 13:33 Caroline Street Selby 3159
11 Medium 50 14:21 Fairbank Road Clayton 3168
12 Small 29 14:39 Jarrah Court Glen Waverley 3150
13 Small 30 14:48 Lincoln Avenue Glen Waverley 3150

4. Results

The acquired data of this research are analysed from four different perspectives to
determine the factors which impact each parcel delivery’s CO2 emission. These perspectives
include van weight at each delivery point, distance travelled, interruption and driver
behaviour. The driver behaviour is determined by analysing the vehicle Revolution per
Minute (RPM), speed, acceleration and deceleration data. These factors impact the fuel
consumption and subsequently the CO2 emission. Figure 8 shows the RPM fluctuation
during the last-mile deliveries. The deliveries which have resulted in higher RPM than
average can contribute to more fuel consumption. The data also enable determining the
road condition such as road gradient or traffic congestion.

Figure 8. Engine’s RPM data collected during the field-trial.

Similarly, the speed chart represented in Figure 9 enables analysis of driver behaviour
in different conditions. In Victoria, the default speed limit for built-up areas is 50 km/h
and on the highway it is 100 km/h. Using the speed chart, it can be determined in which
time of the day the delivery van has been on the highway or in built-up areas. For example,
the data points on 10:11 and 10:40 show that the vehicle has been on the highway to deliver
parcel No. 3. This can be used to analyse the impact of constant speed on parcel level
emission in comparison to the condition where there has been constant halts in vehicle
movement such as traffic condition in built-up areas. This can provide beneficial data to
determine the best possible route to reduce the deliveries emission.

The other factors which reflect driver behaviour are acceleration and deceleration. In
order to show the impact of acceleration and deceleration on CO2 emission, a five minute
segment of driving and the CO2 emission has been shown in Figures 10 and 11. Figure 11
shows the acceleration and deceleration, and Figure 10 shows the CO2 emission percentage
which results a few seconds after acceleration and deceleration. Figure 11 shows that
the acceleration and deceleration can slightly impact the CO2 percentage in exhaust gas;
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however, most of the time the CO2 percentage is 15%. This value is an ideal fuel combustion
level for a diesel engine vehicle such as the delivery van engine examined in this research.

Figure 9. Vehicle’s speed data collected during the field-trial.

Figure 10. CO2 percentage in emitted gas from the tailpipe.

Figure 11. Acceleration and deceleration of the vehicle.

Another factor which must also be considered is interruptions during the deliveries.
The interruptions during delivery such as a driver’s stop for breakfast and lunch have been
removed from the data to correctly acquire the emission ratio compared to duration for
each parcel delivery. Figure 12 shows the duration for each delivery when the van has been
on, and also the duration when the van has been moving (having speed more than 0 km) in
comparison to the engine running time.

As it can be seen in Figure 12, parcel No. 5 has the highest engine off duration which
indicates an interruption in the delivery. Parcel No. 10 has the highest engine on duration
and also the vehicle movement in that period. These data can be used to show how long
the delivery van has been utilised in each parcel delivery. In addition to driver behaviour
and interruptions, parcel weight and the distance travelled also impact the emission level

99



Sensors 2022, 22, 7380

for each parcel delivery. The parcel weight has been addressed in Table 3. Table 4 integrates
distance and interruption factors along with previously discussed driver behaviour for
each parcel.

Figure 12. Engine status and vehicle movement (i.e., speed greater than zero) during each delivery in
the field-trial.

Table 4. Delivery segments during the field-trial.

Segment Round per Min Speed (km/h) Start End Duration
hh:mm

Max Acceleration
km/s

Max Deceleration
km/s

Distance
km

Interruption
(Engine Off)Avg Max Avg Max

Depot→ 1 1064 3821 13 68 8:54 9:40 00:46 11 15 7 31%
1→ 2 1297 3784 26 75 9:40 9:56 00:16 12 20 6 20%
2→ 3 1267 3486 38 103 9:56 10:26 00:30 11 11 16 17%
3→ 4 1188 5824 33 98 10:26 11:05 00:39 13 15 16 25%
4→ 5 1515 3424 28 70 11:06 11:20 00:14 10 10 2 59%
5→ 6 1663 3682 42 72 11:20 11:38 00:18 12 9 11 9%
6→ 7 1310 3085 24 58 11:38 11:49 00:11 8 8 4 27%
7→ 8 1172 3642 26 78 11:49 12:50 01:01 20 15 14 45%
8→ 9 1243 4288 23 73 12:50 1:05 00:15 9 14 4 27%

9→ 10 1624 3673 46 79 13:05 13:33 00:28 13 16 21 5%
10→ 11 1544 5056 43 88 13:33 14:23 00:50 15 15 32 10%
11→ 12 1436 3476 31 83 14:23 14:40 00:17 12 11 8 11%
12→ 13 993 3280 19 79 14:40 14:49 00:09 12 10 2 21%

Each row presents the data from the previous delivery point starting from warehouse
to delivery 1 in row No. 1. In total, 143 km has been travelled by the last-mile delivery van.
Parcel 3 delivery has the highest maximum speed which shows the driver has been driving
on the highway. This parcel has taken 30 min to be delivered over a 16 km distance. The
longest path travelled for a parcel belongs to parcel No. 11 where 32 km has been travelled
to make the parcel delivery.

The CO2 emission for each parcel has been calculated based on the parcel contribution
percentage to overall CO2 emission. These data are presented in Figure 13.

As it can be noticed from Figure 13, parcel No. 13 with a weight of 30 kg and a distance
of 2 km have the lowest emission of 1.81% from overall emission. On the other hand,
parcel No. 11 with weight of 50 kg and the distance of 32 km has the highest CO2 emission
percentage. This parcel has contributed to 20.42% of overall CO2 emission during the
delivery day. However, it must be also be taken into consideration that the weight of
parcels which have not yet been delivered including parcels 12 and 13 can contribute to
this number as they are still being carried by the delivery van during parcel 11 delivery.
As a result, the cumulative weight of the van through entire delivery has been taken into
consideration to determine the CO2 emission of each parcel by considering the weight of
other existing parcels in the van at each delivery point. Figure 13 shows the cumulative
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weight of the van at each delivery point. The weight of the van was 2000 kg, which is also
added to the overall parcel weight to have the cumulative weight at each delivery point.

Figure 13. CO2 emission percentage per delivery.

Figure 14 shows the emission of each parcel based on the cumulative weight of
the vehicle.

Figure 14. Van and parcels weight during the field-trial.

As shown in Figure 15 after considering the cumulative weight of the van, the parcels’
contribution to overall CO2 changes considerably. Parcel No. 8 with weight of 199 kg
contributes to 21.88% of overall CO2 emission. This parcel has been in the van for 76 km
before it is delivered. Considering the fact that this parcel is a heavy weight parcel, it
has resulted in high CO2 emission over a long distance being on the move by delivery
van. Parcel No. 11, which showed the highest CO2 emission percentage when considered
individually, after cumulative weight analysis is dropped to the third highest contributing
parcel after parcel No. 8 and No. 4. In cumulative analysis, parcel No.11 has contributed to
16.31% of CO2 contribution. Parcel No. 11 has been in the van for a distance of 133 km, but
since its weight is 50 kg, which is much less than parcel No. 8, it therefore has continued to
be less than CO2 percentage compared to parcel No. 8. Parcel No. 4, despite the fact that it
has only been in the van for 45 km, due to its heavy weight of 176 kg has resulted in 17.9%
of overall CO2 emission. Parcel No. 13, which had only 1.81% contribution to CO2 emission
before cumulative weight analysis, shows 10.74% contribution to overall CO2 emission due
to being in the vehicle until the end of the delivery day.

The results of this research show that the cumulative weight and the distance travelled
can remarkably impact the parcel level CO2 emission. Delivering heavy weight parcels at
the beginning of delivery day can reduce the CO2 emission reporting. However, it must
also be considered that delivering the heavy weight parcels at the beginning of delivery
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day can increase the total path travelled by the delivery van. Therefore, although the CO2
emission from a weight perspective could be reduced, the CO2 emission from a distance
travelled perspective would increase. This shows that there is a trade-off between parcel
weight and total distance which must be considered when selecting the best delivery order
for reducing CO2 emission as much as possible.

Figure 15. CO2 cumulative emission percentage per consignment.

During this research, several limitations were identified which impacted the platform
implementation and data analysis process. One of the limitations was that the gas analyser
functionality could be impacted by environmental factors such as road bumps, mud and
water splash. In addition, the gas analyser could not be located in a sealed enclosure since
such enclosure prevents air flow and impacts the gas analyser reading. Moreover, the
gas analyser performs periodic self calibration which results in a few seconds of data loss
after each calibration cycle. Another limitation was that the weight of the driver and other
possible passengers and materials inside the van other than the parcels were not considered
in this research findings.

Future research directions in this topic should consider instrumentation and measure-
ment of a large number of delivery vehicles representing the Australian vehicle fleet. The
trial should also be for longer duration and cover different ambient conditions to capture
the range of representative real-life conditions that are typical for Australian parcel delivery
operations and road network conditions.

5. Conclusions

The transition to a low carbon and low emissions future depends on mitigating
climate change in all sectors of the economy. Within the transport sector, freight transport
networks, supply chains and last-mile deliveries present particular challenges to successful
emissions mitigation. This paper presented the design, implementation and evaluation of
an IoT platform for real-time parcel level last-mile delivery emissions reporting. The study
demonstrated the feasibility of the technology, which comprised multiple IoT sensors, in
measuring real-time emissions per parcel in real-world last-mile delivery vehicles. The
results showed that the cumulative vehicle weight and the total distance travelled have
substantial impacts on parcel level emissions. The findings present an approach for moving
away from static models of carbon emissions assessment, to a more detailed analysis
of on road data, including driving conditions and carbon intensity measures across the
last mile in the logistics chain. These findings provide freight delivery operators with
valuable insights in optimising their delivery schedules such that heavy-weight parcels are
delivered at the start of the vehicle’s journey to minimise the total distance travelled with
heavy loads, which would result in substantial reduction of the vehicle’s carbon footprint
during those deliveries. However, the results also showed that there is a trade-off between
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delivery of heavy items first, and the total distance travelled by the vehicle during the
day, in situations where the heavy parcels are located further away from the distribution
centres. Data from the IoT platform developed in this study can help in ameliorating
the negative impacts of such trade-offs by providing micro-level data that can be used to
determine optimal locations for distributions’ centres around the city, which would result
in reducing the distances travelled and subsequently the levels of emissions emitted by
each delivery vehicle.
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Abstract: Wireless sensor networks are fundamental for technologies related to the Internet of
Things. This technology has been constantly evolving in recent times. In this paper, we consider the
problem of minimising the cost function of covering a sewer network. The cost function includes the
acquisition and installation of electronic components such as sensors, batteries, and the devices on
which these components are installed. The problem of sensor coverage in the sewer network or a part
of it is presented in the form of a mixed-integer programming model. This method guarantees that we
obtain an optimal solution to this problem. A model was proposed that can take into account either
only partial or complete coverage of the considered sewer network. The CPLEX solver was used
to solve this problem. The study was carried out for a practically relevant network under selected
scenarios determined by artificial and realistic datasets.

Keywords: sewer network; wireless sensor network; internet of things; combinatorial optimization;
mixed integer programming

1. Introduction

Wastewater networks are a critical infrastructure: an asset essential for the functioning
of society and the economy. Its proper functioning can be impaired by several threats,
such as sewage pipe leaks or ruptures, malfunctioning of the wastewater treatment plant
(WWTP), etc.

One of the most important threats for its correct functioning in an urban environment
relates to the illegal disposal of harsh chemicals in the sewer network. These chemicals
may spread beyond the sewer network, and since the capacity of the sewage network
and of the WWTP is limited, these chemicals may leak and contaminate groundwater
reservoirs, or damage the wastewater treatment plants and render it offline. Examples of
unlawful activities of industrial organizations in the sewage network are discharges of:
(a) sulfuric acid (H2SO4), resulting from the etching of semiconductors, accumulator acid, or
the production of organic chemical substances [1]; (b) sodium hydroxide (NaOH), resulting
from cleaning of surfaces in metal processing in industrial applications [2]; (c) sodium
sulfate (Na2SO4), resulting from regeneration of cation exchange resins, which are used for
softening of water in industrial water treatment [3]. Illegal discharges of such dangerous
harsh industrial waste into sewage networks could be harmful for the biological stage of
WWTP, its personnel, sewer pipes, and the general public.

Detecting illegal discharges of any of three substances mentioned above can be per-
formed by sampling the wastewater with commercial pH and Electrical Conductivity
(EC) sensors. Nevertheless, due to wastewater dilution and mixing effects in sewer pipes
throughout the sewage network, the concentration of such substances may be below the
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minimum detection threshold of such sensors several hundred meters downstream in
a populated sub-catchment area. Therefore, it is important to monitor the wastewater
composition at multiple points in the sub-catchment area.

As a result, several portable Internet of Things (IoT) systems for monitoring wastewa-
ter composition have been proposed in recent years [4–18]. These IoT systems are adapted
for working at manholes or main sewer lines, and usually comprise a set of sensors (electro-
chemical sensors, optical sensors, mass spectrometry, ion spectrometry, etc.) for detecting
the presence or concentration of specific marker pollutants.

One of such IoT systems is the Micromole system [4,5]. The Micromole system consists
of one or more battery-operated devices mounted at sewer main lines. Each device is
equipped with pH and Electrical Conductivity (EC) sensors, specially designed for its
operation in flowing wastewater [19]. The micromole device is composed of several
detachable replaceable modules. In Figure 1 a micromole device comprising five of such
modules can be observed. Some of these modules contain batteries, while others contain
sensor electronics.

Figure 1. Micromole ring with five modules attached for measuring sewage wastewater physical
parameters. From left to right, the attached modules are: battery module, wireless communication
module, pH sensor module, Electrical Conductivity sensor module, and a Water Level sensor module.

This articles focuses on the planning of an cost-effective positioning of a network of
IoT devices monitoring a sewage network. Below we provide an overview of the most
recent methods proposed in the literature for the planning of monitoring devices in the
sewage network.

This paper is organized as follows. Section 2 presents a description of the most relevant
works on the subject. In Section 3, the problem is described and the model is presented
with a brief explanation of the dispersion phenomena in wastewater networks. In Section 4
we describe a set of numerical experiments realized within a sewage network in the sub-
catchment area of an European city. Section 5 provides the conclusions of our findings.

2. Related Work

The SIMONA project [20] has as one of its main goals proposing methods and algo-
rithms for the planning of water quality monitoring stations in sewer systems. Banik et al.
propose a set of solutions [21–24], all of which share the following approach. First, the
authors consider as input to the problem a set of time-series of measurements, where one
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time-series consists of the measurements that would be observed at a given point in the
sewage network if one potential source in the network makes a discharge. The measure-
ments provide an indication of the quality of the wastewater, e.g., Electrical Conductivity,
following certain given hydraulic conditions. Each measurement of the time-series is then
quantized in discrete steps: rounding each measurement to its nearest value in the new
scale. As a result, the number of potential different input values is constrained. Next, Banik
et al. calculate the information entropy, or information content, of each time-series. After
the previously described procedure for pre-processing is executed, Banik et al. consider a
dual-objective optimization problem for the placement of the sensor devices. The objec-
tive function and meta-heuristic used for finding these solutions vary among Banik et al.
contributions, which we summarise below.

In Ref. [21], the two objectives are: (1) maximum information content attained by a
group of monitoring stations and (2) minimum the dependency among the monitoring
stations. The first objective is achieved by maximizing the joint entropy of the selected
monitoring stations, while the second one is attained by minimizing the total correlation of
the chosen solution subset of monitoring stations. The set of Pareto optimal solutions is
found by using an NSGA-II heuristic. According to Ref. [22], the final decision of selecting
the set of monitoring stations from this Pareto front is made by maximizing the amount of
information gained by a set of monitors, maintaining the consistency of the selected set of
monitors for both variables (concentration and detection time) and having minimum total
correlation within a set. The information theory approach taken by Banik et al. has been
previously used in related areas [25,26].

In Refs. [22,23] Banik et al. extend their study by considering two additional objectives:
detection time of an anomaly and reliability of the solution. The objective related to the
detection time aims at minimizing the elapsed time from the discharge event until its
detection, when using a fixed number of sensors. The objective related to reliability
is related to the number of contamination scenarios that could be potentially correctly
detected. Solution to this multi-objective optimization problem were found using the greedy
algorithm proposed by Alfonso et al. in Ref. [27], originally designed for other applications.

Our previous work [28] presented the problem of optimising the number of IoT devices
in a sewer network, while considering a fixed battery capacity for our sensors in a way
that any potential illegal discharge in the sewage network could be detected. In this article
we, instead, consider a partial network coverage and include the limitations imposed by
sewage physical dimensions on the allocated battery capacities and sensor sampling rates.
To the best of our knowledge, this article is the first one in the literature tackling such
a problem.

Even though there are design methods in the literature—e.g., Genetic Algorithms [29,30],
or Particle Swarm Optimization Algorithms [31]—for solving network coverage prob-
lems using Wireless sensor networks (WSN), none of them exploit the flow propagation
properties and hydraulic dilution phenomena, as discussed in this article, in their solutions.

3. Related Background Knowledge and Proposed Methods

In this manuscript, we consider the problem of optimising the positioning of a wireless
sensor network for monitoring the sewer network. In addition, the tackled problem also
considers the appropriate allocation of the battery capacity of each sensor device, while
considering energy requirements.

Two important requirements for the design of such sensor devices are: (1) to allow its
placement in sewer mainline pipes of at least 250 mm of diameter without blocking the flow
of sewage, and (2) ease of sensor and battery replacement. Micromole devices fulfil the first
requirement by adopting a ring mechanical structure, as shown in Figure 1. Micromole
devices fulfil the second requirement by housing electronics into a set of interchangeable
modules, each of which share the same dimensions and electronic interconnections. These
modules are mechanically and electronically interconnected through the ring mechanical
structure, as shown in Figure 1. Since all modules have the same volume, the energy
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capacity that can be stored using batteries is the same for each module. Nevertheless, even
though the energy capacity provided by any module is the same, the number of modules
that can be attached to a Micromole device varies and largely depends on the circumference
of the ring and, hence, is limited by the pipe diameter where it will be installed: wider
pipes allow for a placement of more battery modules for a single device.

The energy consumption of the Micromole device is mostly dependent on the sampling
frequency used by its sensors. The sampling frequency shall be set as to avoid situations
where the device fails to notice a short discharge, due to its proximity to the source, fast flow
speed, or short discharge time. Mitigating such situations can be achieved by assuming
that the sampling frequency is dependent on the sewage flow velocity: fast flowing sewage
requires high sampling frequency.

In this article we consider that the overall cost of a sensor device comprises the cost
of the sensor electrodes themselves—which we consider as a fix cost per sensor device
unit—and the cost of the chosen number of allocated battery units.

3.1. Pollution Detection and Sensor Localisation

In this article we assume that there is only a single polluting source at a time in
the monitored sewer network. This is motivated by the fact that illegal discharges or
wastewater pollution is a rare event. Nevertheless, the location of the polluting source, if
present, is unknown.

The concentration of an injected pollutant fluctuates from pipe to pipe and, over
time, due to the dispersion and dilution effects caused by the mixing of inflows in the
sub-catchment area. This effect can be observed in Figure 2, where the EC of wastewater
is shown for 82 measuring points downwards a polluting source, from which 50 L of
sulphuric acid were disposed.

Figure 2. EC broadening and flattening caused by dispersion as seen at different measuring points,
when 50 litres of sulphuric acid are discharged 81 manholes upstream from the sink point of the
network shown in Figure 3 in low wastewater flow conditions.
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A similar effect can be observed when measuring the amount of the diluted pollutant
at the same pipe at different points in time during the day: as social and industrial activities
demand more usage of water at certain hours, the amount of total flow in a pipe increases
and so does the dilution factor of the pollutant. We refer to flow conditions as the amount of
flow on every pipe at a given point of time.

Pumping station

02. March 2021 | Maßstab 1 : 17500 | Version 12.00.48

Figure 3. Sewage network used for numerical experiments.

Due to the dilution effects and limited sensitivity of the sensor devices, the pollutant
can only be detected in those pipes where the diluted amount of the substance exceeds the
minimum limit of detection of the sensor. We say that a sensor located at pipe e covers a
potential pollution source si when considering flow conditions f , if the sensor can detect
the injection of a pollutant with an anomaly detection method using its collected time-series
of sensor measurements. For the purpose of this study, we use a simple threshold criteria
as our anomaly detection method: if a measured value exceeds a predefined threshold Q,
then the sensor can detect the injection of the pollutant. The usage of a simple threshold as
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an anomaly detection method does not exclude the usage of more complex methods for
anomaly detection—such as those based on pattern matching or Artificial Intelligence [32],
for instance, or data fusion [33,34].

As a consequence, and given that the flows of wastewater is acyclic in a sewage
network, the set of pipes where the pollution from a particular source can be detected
form a directed acyclic sub-graph, G(si), of the sewage network. It shall be noted that for
two polluting sources si and sj, the corresponding sub-graphs, G(si) and G(sj), may have
edges in common. If a sensor device is installed in a common edge, it is not possible to
discern whether the detected pollutant originates from either si or sj, by only using our
threshold criteria.

3.2. Model Description

Made assumptions in terms of domain language. These are expressed mathematically
in the next sub-section.

Nodes:

• a set of nodes denoted as V is defined, each node of this set represents a sewer
manhole;

• a few nodes are distinguished as outlet nodes of the given sewer network;
• a set Vs ⊂ V is defined and represents nodes that can be sources of undesirable substances.

Edges:

• a set of directed edges is defined, each edge represents a pipe in the sewer network;
• any two nodes can have at most only one direct connection;
• edges can be marked as private or public. In Figure 4, dashed lines represent private

pipes and solid lines represent public ones;
• each of these edges is characterized by a parameter that determines the size/flow

capacity of water in each pipe;
• each pipe has a limited cross-area section, which limits the number of slots that can be

used for attaching sensors and batteries in a single device. Sensors and batteries can
only be installed on a ring device. Such a ring has a fixed cost.

Sensors:

• sensors detect undesired substances in the sewage, they are to be installed in the edges
of the graph;

• only public edges are eligible for sensor installation while the private ones are not;
• each sensor has a fixed cost of installation;
• it is not known a priori how many sensors are required;
• sensors can only detect the contamination if the concentration in the pipe is not too low,

since each sensor has a detection threshold. Each potential source of contamination is
associated with a subgraph where the contaminant will be effectively detected and
only there it makes sense to install sensors;

• discharge of undesired substances is a rare event and there can be only one at a time;
there is no need to install sensors in a way that several sources can be distinguished;

• each sensor can sample the sewage at a given frequency—the bigger the flow, the
more sensors will be needed to sample the flowing sewage—linearly more (one sensor
is enough to sample the sewage having velocity 1 m/s but flow having the velocity
2 m/s requires two sensors).

Battery:

• sensors require batteries to run;
• the number of batteries required by each sensor depends on where the sensor will

be installed;
• the number of batteries depends functionally on the sampling frequency, which

depends on the flow rate and size of the pipe where the sensor will be installed;
• each battery has a fixed cost;
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• size of the pipe limits the number of batteries that can be installed in the pipe as well
as the number of sensors; the number of sensors and batteries combined is limited by
the number of slots on the ring;

• the installed batteries deplete linearly, all at once.

Coverage of the sources:

• all potential pollution sources in the sewage network should be covered, i.e., any
contamination discharge should be detectable by at least one sensor;

• one sensor can cover several sources since discharge from only one of them can happen
at the time and there is no need to distinguish them;

• definition of coverage: for each source node s ∈ Vs there is defined a subgraph Gs
where it makes sense to install sensors. If there is at least one sensor in each such
subgraph, we satisfy the coverage condition;

• any solutions where any pollution source is not covered is not approvable;
• the coverage constraint is satisfied in Figure 4—the sensor covers both pollution

sources that are denoted as red triangles. There is no need to put a sensor in the second
leg of the network.

pipe 4

source 1 source 2 outlet

pipe 1 pipe 3

pipe 2

sensor

pipe 5

pipe 6 pipe 8

pipe 7

Figure 4. Network coverage. Assuming that V1 = 2, 4, 6, 7 and V2 = 4, 5, the sensor installed in pipe
4 is enough to cover both sources. Installing it in pipe 5 would cover only the second source.

Objective:

• Minimise the total cost of installing the sensors together with the cost of purchasing
batteries for each sensor;

• We are interested in covering all or parts of the network, so that there is no potential
source of contamination that is not detected by at least one sensor.

3.3. Mixed Integer Programming Model

The Mixed Integer Programming (MIP) method is proposed to solve the presented
problem [35]. The advantage of this method is that it guarantees an optimal solution, as
it searches the entire space of admissible solutions to the given problem. In general, the
disadvantage of this method is that it often takes a long time to calculate the optimum [36].
In this case, in the problem under consideration, the MIP method performs quite well, even
for networks with a large number of nodes.

The following will present the proposed model in mathematical terms. We will
describe the definitions of the indices, sets, constants, and variables that appear in this
model before the objective function and the necessary constraints are presented. We will
operate with the indices e and s. The former refers to the edges and the latter to the nodes,
which are the sources of pollution in the network under consideration. The sets, variables,
and constants, on the other hand, are presented in Tables 1, 2 and 3, respectively.
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Table 1. Sets description.

Set Description

V Each vertex s ∈ V of the graph G represents a manhole
E The set of directed edges of graph G, which represent the sewage pipes

over which the sewage flows
Vs The set of vertices that could be potential sources of pollution; Vs ⊂ V
Es The set of edges at which the concentration of pollutants allows

effective detection of harmful substances after they have been
emitted from the vertex s, also known as proximity; Es ⊂ E .

Table 2. Variables description.

Variable Description

αe αe ∈ N ; variable indicating
how many sensors have been installed at edge e ∈ E

βe βe ∈ N ; variable indicating
how many batteries have been installed at edge e ∈ E

γe Binary; equal 1 if the ring is installed on the edge e ∈ E ;
0 otherwise

δs Binary; equal 1 if the source s ∈ Vs is covered;
0 otherwise.

Table 3. Constants description.

Constant Description

Λe Number of slots in the ring installed on the edge e ∈ E
Γe The cost of installing a ring on the edge e ∈ E
A The cost of one sensor
B The cost of one battery
Ωe Total battery life at the edge e ∈ E ; expressed in sec;

We assume that the sensor samples continuously;
an example value is 106 s.

Φe Sampling frequency of the sensor at the edge e ∈ E ;
e.g., once per minute, then Φe = 1/60

Θ Capacity of one battery; expressed in the number of samples made,
e.g., Θ = 105, assuming that the batteries are the same
on each edge e ∈ E

Π Percentage of source coverage.

Objective:

min
{

∑
e∈E

(
A · αe + B · βe

)
+ Γe ∑

e∈E
γe

}
(1)

Constraints:

αe + βe ≤ Λe · γe ∀e∈E (2)

∑
e∈Es

αe ≥ δs ∀s∈Vs (3)

∑
e∈Es

γe ≥ δs ∀s∈Vs (4)

βe ·Θ ≥ Ωe ·Φe · αe ∀e∈E (5)

∑
s∈Vs

δs ≥ dΠ · |Vs|e (6)
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Formula (1) represents the cost function of the presented problem, which is subject to
minimisation. Constraint (2) guarantees us that the number of slots in the ring installed on
edge e does not exceed the available number of slots. Then, constraint (3) means that each
potential source is covered by at least one sensor. Constraint (4) tells us that at least one
ring must be installed on each edge where the concentration allows detection of harmful
substances, while constraint (5) ensures that the capacity of all batteries must be greater
than the lifetime and sampling frequency of the edge e. Finally, constraint (6) indicates the
percentage of sources to be covered.

4. Experimental Results and Discussion

The proposed mathematical model was tested with two different datasets, each of
which was derived from the same sewage network, which is depicted in Figure 3. The
sewage network consists of 3297 manholes, 3343 pipes, and 1315 sources of pollution.

The first dataset uses a sub-graph of the base network and consists of 1124 pipes and
402 pollution sources while the second one uses the whole network.

Sections 4.1 and 4.2 describe how Es sets were created—using discharge simulations
and a simplified dispersion model respectively. Section 4.3 describes how sampling fre-
quencies were pre-computed for both datasets. The following two subsections provide
results and discussion of the actual cost optimization process using the linear model.

4.1. Dataset 1: Simulated Discharges and Dispersion Modelling

All flow and discharge simulations were performed using the software package
++SYSTEM Isar [37], which capabilities were extended by a reaction and transport model
based on the concept of total alkalinity in the course of the Micromole project [4].

Due to computational constraints of the ++SYSTEM Isar system, it was not possible
to simulate a discharge from every single building in the sub-catchment area. Instead, a
subset of 402 buildings were chosen as potential sources of pollution. From every single
potential source of pollution, we simulated discharges of 50 L of sulphuric acid, with pH 1
and EC 1400 mS/cm, with low flow conditions and with high flow conditions. Low flow
conditions— fL—represent the amount of flow found in this sewage network at 03 h 00 m,
while high flow conditions— fH—represent the amount of flow found in this sewage
network at 08 h 00 m during a normal work day.

For establishing the sensor coverage for every particular pipe, we set a threshold
for the EC value. In our experiments, we evaluated three different threshold values for
EC: Q1 = 2 mS/cm, Q2 = 3 mS/cm, and Q3 = 4 mS/cm, where the normal EC value of
wastewater is nearly 1.3 mS/cm. As a result, the combination of the two flow conditions
and the three EC threshold values results in six different scenarios that we evaluate below.

4.2. Dataset 2: Simplified Dispersion Model

Since discharge simulation is a heavy computational task, an inherited method of
proximity generation was introduced to provide test data for a greater number of pollution
sources. The algorithm of generating Es sets is presented as Algorithm 1.

Algorithm 1 Simplified generation of proximities

1: function GENERATEPROXIMITIES(G, k)
2: Vs ← f indSourceNodes(G)
3: for s ∈ Vs do
4: d← f indNearestDrainNode(s,G)
5: p← f indShortestPathBetween(s, d,G)
6: Es ← takeEdgesFromPath(p, k)

return {Es∀s ∈ Vs}
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The above pseudocode requires some commentary:

1. All source nodes should be found or defined at the beginning; a source node has
exactly one outcoming edge and no incoming edges;

2. For each source node s the shortest path between s and the closest drain node d needs
to be found. It is the shortest in the terms of lowest number of edges;

3. Each shortest path is shortened and only the first k edges are taken. We assume that k
pipes is enough for a pollutant to become undetectable by a sensor. This simplification
is precise enough since pipes in the neighbourhood of each source have comparable
lengths. k is chosen based on simulated data. We decided to test cases for k = 10, 20,
30, 40 since the average and the median length of a path in simulations was about
20 edges.

This method does not require dispersion simulation, which is computationally chal-
lenging. Instead, it uses simple graph algorithms, such as shortest path finding. The paths
are limited to a length obtained from the simulations run using the smaller network.

4.3. Determining Sampling Frequencies for Both Datasets

Sampling frequencies in each pipe had to be calculated for both datasets. The sampling
frequency in pipe e is affected by two factors:

1. The volume of sewage flowing through the pipe denoted as ue. The greater the
quantity of sewage in the pipe, the greater sampling frequency needs to be;

2. The area of the pipe’s section, denoted as Ψe, calculated using a standard formula
for disk area. The greater the section’s area, the slower the flow in the pipe, so the
sampling frequency can be lower.

Assuming that each source s continuously adds 1 discrete flow unit of sewage to the
network, the flow values are generated as follows ( see Figure 5):

1. For each e: set flow value ue = 0;
2. For each source s: find the shortest path between s and the closest drain node d;
3. For each path p: for each edge e belonging the path p, increase flow value ue by 1 unit.

source 2 source 3 outlet

1 1

2 3

3

source 1

1

1

Figure 5. Flow units propagating through the network. The number over the edge is the number of
flow units in the pipe. The greater number of flow units next to the outlet node means that a bigger
volume of sewage flows in that part of the network when compared to pipes next to the sources.

Finally, sampling frequencies can be determined using the formula Φe = (Φb + Φcue) ·Ψ−1
e .

Φb is the base frequency and Φc is the scaling factor of how much sampling frequency
needs to be increased per each flow unit.

Values of sampling frequency determined by the described method are presented in
Figure 6 as a histogram.
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Figure 6. Histogram of sampling frequencies in the network.

4.4. Experiments

This section presents results of numerical experiments obtained with MIP solver and
constant parameters presented in Table 4. Our experiments were divided into two cases:

• Case A—simplified dispersion model data—as explained in Section 4.2—with sam-
pling depending on flow and pipe size;

• Case B—dispersion model data based on simulated discharges—as explained in
Section 4.1—with sampling depending on flow and pipe size.

Table 4. Values of the used parameters.

Parameter Value

A 7
B 3
Γe 5
Ωe 106

Φb 1/60
Φc 1/60
Θ 106

Each case was tested with Π = 0.1, 0.2, . . . , 0.9, 1.0 to determine how the cost changes
when the constraint on how many pollution sources have to be covered is changed. The
obtained results are presented in Table 5 and in Figure 7 for dataset 1 and in Table 6 and
Figure 8 for dataset 2.
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Table 5. Cost function values for the test scenarios of dataset 1.

Coverage [%]
Cost [Cost Units]

EC 2000 EC 3000 EC 4000 EC 2000 EC 3000 EC 4000
3:00 3:00 3:00 8:00 8:00 8:00

10 15 15 15 15 15 15
20 15 15 15 15 15 30
30 15 30 30 15 30 45
40 30 30 30 30 45 60
50 30 45 45 30 60 90
60 30 60 60 45 75 120
70 45 75 90 60 120 165
80 60 90 135 90 183 255
90 75 135 213 120 303 393
100 168 303 471 250 600 750

Version September 6, 2022 submitted to Sensors 13 of 20

Each case was tested with Π = 0.1, 0.2, ..., 0.9, 1.0 to determine how cost changes328

when the constraint on how many pollution sources have to be covered is changed. The329

obtained results are presented in the Table 5 and in Fig. 7 for data set 1 and in the Table 6330

and Fig. 8 for data set 2.331

Table 5: Cost function values for test scenarios of dataset 1.

coverage cost [cost units]
[%] EC 2000 EC 3000 EC 4000 EC 2000 EC 3000 EC 4000

3:00 3:00 3:00 8:00 8:00 8:00
10 15 15 15 15 15 15
20 15 15 15 15 15 30
30 15 30 30 15 30 45
40 30 30 30 30 45 60
50 30 45 45 30 60 90
60 30 60 60 45 75 120
70 45 75 90 60 120 165
80 60 90 135 90 183 255
90 75 135 213 120 303 393
100 168 303 471 250 600 750

10 20 30 40 50 60 70 80 90 100

0

100

200

300

400

500

600

700

800

percentage coverage [%]

co
st

fu
nc

ti
on

[c
os

tu
ni

ts
]

300EC2000

300EC3000

300EC4000

800EC2000

800EC3000

800EC4000

Figure 7. Optimal cost of IoT equipment deployment for the data set 1. Sampling frequency in a
given pipe depends on flow and the size of the pipe.

Both Figures 7 and 8 show an exponential increase of the cost for an increase in332

demanded percentage of sub-catchment area coverage. For instance, for the scenario333

when the threshold is set to Q3 = 4mS/cm and there are low flow conditions ( fL), a334

reduction of the cost of 47, 6% - i.e., from 750 cost units to 393 cost units - can be achieved335

when relaxing the covered area from 100% to 90%. Similar relative cost reductions can336

be achieved at 90% coverage for all other five evaluated scenarios in each case.337

Such results demonstrate that a wide area coverage is economically feasible for end-338

users - Law Enforcement Agencies and Environmental Agencies (LEAEA) - interested339

Figure 7. Optimal cost of IoT equipment deployment for dataset 1. Sampling frequency in a given
pipe depends on the flow and the size of the pipe.

Table 6. Cost function values for the test scenarios of dataset 2.

Coverage [%] Cost [Cost Units]
k = 10 k = 20 k = 30 k = 40

10 36 24 21 21
20 87 48 36 33
30 144 69 54 48
40 210 102 69 69
50 285 132 93 87
60 369 171 126 111
70 480 222 168 144
80 645 285 213 186
90 915 378 285 261
100 1563 744 597 597
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Figure 8. Optimal cost of IoT equipment deployment for dataset 2. Sampling frequency in a given
pipe depends on the flow and the size of the pipe.

Both Figures 7 and 8 show an exponential increase of the cost for an increase in the
demanded percentage of the sub-catchment area coverage. For instance, for the scenario
when the threshold is set to Q3 = 4 mS/cm and there are low flow conditions ( fL), a
reduction of the cost of 47.6%—i.e., from 750 cost units to 393 cost units—can be achieved
when relaxing the covered area from 100% to 90%. Similar relative cost reductions can be
achieved at 90% coverage for all other five evaluated scenarios in each case.

Such results demonstrate that a wide area coverage is economically feasible for end-
users—Law Enforcement Agencies and Environmental Agencies (LEAEA)—interested in
monitoring an urban area, if the requirement of covering the whole sub-catchment area is
relaxed. From these results, we conjecture that end-users may attempt to select for omission
in the planning 10% of sources with a low probability of illegal discharges with the aim
of reducing the cost of deployment by almost one half. This conjecture shall be studied in
further work.

Figures 9 and 10 show the computational efficiency of the proposed method. Figure 9
shows the time as a function of the percentage coverage of the network for a representative
case of the experiment shown in Figure 8. It should be emphasised that the computa-
tional time is satisfactory, with the cases between 40% and 80% coverage taking the most
computational time.

On the other hand, Figure 10 shows convergence curve as a function of gap and the
number of iterations. The gap reflects the difference between the best known bound and
the objective value of the best solution produced by a particular algorithm.

Some statistical results concerning space utilization in the edges for both data-set
scenarios are also presented in Appendix A.
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5. Conclusions

This work has addressed the problem of coverage in the sewage network. A model
is proposed that provides a coverage problem in a sewer network and at the same time
optimises network infrastructure resources such as Micromole rings with modules includ-
ing sensors and batteries. We proposed the mixed integer programming method, which
guarantees to find an optimal solution. In the experiments we used an example of a wide-
ranging realistic sewage network from a big-sized city. The method we proposed proved to
be effective, giving optimal results in a reasonable computational time.
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The convergence curves show an exponential increase in cost for an increase in the
desired percentage of coverage of the sub-catchment area. These results show that a
wide range of coverage is economically feasible for end users. Based on these results,
we conjecture that end-users may try to select up to a dozen percent of sources with low
probability of illicit discharges for omission in planning in order to reduce the cost of
deployment by almost half. This idea will be the subject of our further research in this
area. We plan to develop a model and cost function to locate a potential source of pollutant
discharge in the sewer network. We also plan to use evolutionary and bee algorithms if the
computation time is long.
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Appendix A

In the appendix, aggregated statistics of cross-sectional area utilization of pipes by
sensors and batteries, or simply edge space utilization, per test scenario are included. Only
edges with γe = 1 were considered in the statistics. In all cases αe = 1, so statistics of αe
were omitted in the tables. Edge utilization is measured as the ratio between the number
of slots used by batteries and sensors and the total number of slots available in the given
edge. Edge utilization means the number of edges with γe = 1.

For dataset 1 it can be concluded that for cases with hour 8:00, edge utilization is
greater than for cases with hour 3:00. Space utilization is lower for 8:00, however. The
statistics are presented in Table A1. For dataset 2 it can be concluded that the greater the k
value is, the lower the edge utilization is. The same observation can be made for average
slot (space) utilization—the greater the k value, the lower the space utilization. In addition,
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the greater the coverage percentage, the greater the space utilization is. The statistics are
presented in Table A2. For both datasets it can be observed that the greater the coverage
percentage is, the greater the edge utilization is.

Table A1. Aggregated statistics of space utilization in the edges of dataset 1 test scenarios.

Scenario Percentage Coverage
[%]

Utilized
Edges

βe Space Utilization [%]
Min Max Mean Min Max Mean

EC2000 03:00

10 1 1 1 1.00 13.33 13.33 13.33
20 1 1 1 1.00 13.33 13.33 13.33
30 1 1 1 1.00 13.33 13.33 13.33
40 2 1 1 1.00 13.33 13.33 13.33
50 2 1 1 1.00 13.33 13.33 13.33
60 2 1 1 1.00 13.33 13.33 13.33
70 3 1 1 1.00 13.33 13.33 13.33
80 4 1 1 1.00 13.33 13.33 13.33
90 5 1 1 1.00 13.33 13.33 13.33

100 11 1 2 1.09 13.33 20.00 13.94

EC2000 08:00

10 1 1 1 1.00 13.33 13.33 13.33
20 1 1 1 1.00 13.33 13.33 13.33
30 1 1 1 1.00 13.33 13.33 13.33
40 2 1 1 1.00 13.33 13.33 13.33
50 2 1 1 1.00 13.33 13.33 13.33
60 3 1 1 1.00 13.33 13.33 13.33
70 4 1 1 1.00 13.33 13.33 13.33
80 6 1 1 1.00 13.33 13.33 13.33
90 8 1 1 1.00 13.33 13.33 13.33

100 9 1 1 1.00 13.33 13.33 13.33

EC3000 03:00

10 1 1 1 1.00 13.33 13.33 13.33
20 1 1 1 1.00 13.33 13.33 13.33
30 2 1 1 1.00 13.33 13.33 13.33
40 2 1 1 1.00 13.33 13.33 13.33
50 3 1 1 1.00 13.33 13.33 13.33
60 4 1 1 1.00 13.33 13.33 13.33
70 5 1 1 1.00 13.33 13.33 13.33
80 6 1 1 1.00 13.33 13.33 13.33
90 9 1 1 1.00 13.33 13.33 13.33

100 20 1 2 1.05 13.33 40.00 15.00

EC3000 08:00

10 1 1 1 1.00 13.33 13.33 13.33
20 1 1 1 1.00 13.33 13.33 13.33
30 2 1 1 1.00 13.33 13.33 13.33
40 3 1 1 1.00 13.33 13.33 13.33
50 4 1 1 1.00 13.33 13.33 13.33
60 5 1 1 1.00 13.33 13.33 13.33
70 8 1 1 1.00 13.33 13.33 13.33
80 12 1 2 1.08 13.33 20.00 13.89
90 20 1 2 1.05 13.33 20.00 13.67

100 23 1 2 1.05 13.33 20.00 13.67

EC4000 03:00

10 1 1 1 1.00 13.33 13.33 13.33
20 1 1 1 1.00 13.33 13.33 13.33
30 2 1 1 1.00 13.33 13.33 13.33
40 2 1 1 1.00 13.33 13.33 13.33
50 3 1 1 1.00 13.33 13.33 13.33
60 4 1 1 1.00 13.33 13.33 13.33
70 6 1 1 1.00 13.33 13.33 13.33
80 9 1 1 1.00 13.33 13.33 13.33
90 14 1 2 1.07 13.33 20.00 13.81

100 31 1 2 1.06 13.33 40.00 15.48
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Table A1. Cont.

Scenario Percentage Coverage
[%]

Utilized
Edges

βe Space Utilization [%]
Min Max Mean Min Max Mean

EC4000 08:00

10 1 1 1 1.00 13.33 13.33 13.33
20 2 1 1 1.00 13.33 13.33 13.33
30 3 1 1 1.00 13.33 13.33 13.33
40 4 1 1 1.00 13.33 13.33 13.33
50 6 1 1 1.00 13.33 13.33 13.33
60 8 1 1 1.00 13.33 13.33 13.33
70 11 1 1 1.00 13.33 13.33 13.33
80 17 1 1 1.00 13.33 13.33 13.33
90 26 1 2 1.04 13.33 20.00 13.59

100 31 1 2 1.04 13.33 20.00 13.59

Table A2. Aggregated statistics of space utilization in the edges of dataset 2 test scenarios.

Scenario Percentage
Coverage [%]

Utilized
Edges

βe Space Utilization [%]
Min Max Mean Min Max Mean

k = 10

10 2 1 2 2.00 20.00 20.00 20.00
20 5 1 3 1.80 13.33 26.67 18.67
30 7 1 7 2.86 13.33 53.33 25.71
40 11 1 7 2.36 13.33 53.33 22.42
50 15 1 7 2.33 13.33 53.33 22.22
60 20 1 7 2.15 13.33 53.33 21.00
70 26 1 7 2.15 13.33 85.71 22.78
80 35 1 7 2.14 13.33 100.00 24.16
90 48 1 7 2.35 13.33 100.00 30.26

100 87 1 7 1.99 13.33 100.00 31.26

k = 20

10 1 4 4 4.00 33.33 33.33 33.33
20 2 1 7 4.00 13.33 53.33 33.33
30 3 1 7 3.67 13.33 53.33 31.11
40 5 1 4 2.80 13.33 33.33 25.33
50 6 1 7 3.33 13.33 53.33 28.89
60 8 1 7 3.12 13.33 53.33 27.50
70 11 1 7 2.73 13.33 53.33 24.85
80 14 1 7 2.79 13.33 53.33 25.24
90 20 1 7 2.30 13.33 53.33 22.00

100 39 1 7 2.36 13.33 85.71 29.80

k = 30

10 1 3 3 3.00 26.67 26.67 26.67
20 2 1 3 2.00 13.33 26.67 20.00
30 2 3 7 5.00 26.67 53.33 40.00
40 3 1 7 3.67 13.33 53.33 31.11
50 4 1 7 3.75 13.33 53.33 31.67
60 6 1 7 3.00 13.33 53.33 26.67
70 8 1 7 3.00 13.33 53.33 26.67
80 10 1 7 3.10 13.33 53.33 27.33
90 15 1 7 2.33 13.33 53.33 22.22

100 33 1 7 2.03 13.33 66.67 27.58

k = 40

10 1 3 3 3.00 26.67 26.67 26.67
20 1 7 7 7.00 53.33 53.33 53.33
30 2 1 7 4.00 13.33 53.33 33.33
40 3 1 7 3.67 13.33 53.33 31.11
50 4 1 7 3.25 13.33 53.33 28.33
60 5 1 7 3.40 13.33 53.33 29.33
70 7 1 7 2.86 13.33 53.33 25.71
80 9 1 7 2.89 13.33 53.33 25.93
90 14 1 7 2.21 13.33 53.33 21.43

100 33 1 7 2.03 13.33 66.67 27.58
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Abstract: The Internet of Things (IoT) is based on objects or “things” that have the ability to commu-
nicate and transfer data. Due to the large number of connected objects and devices, there has been a
rapid growth in the amount of data that are transferred over the Internet. To support this increase, the
heterogeneity of devices and their geographical distributions, there is a need for IoT gateways that
can cope with this demand. The SOFTWAY4IoT project, which was funded by the National Education
and Research Network (RNP), has developed a software-defined and virtualized IoT gateway that
supports multiple wireless communication technologies and fog/cloud environment integration.
In this work, we propose a planning method that uses optimization models for the deployment of
IoT gateways in smart campuses. The presented models aimed to quantify the minimum number
of IoT gateways that is necessary to cover the desired area and their positions and to distribute IoT
devices to the respective gateways. For this purpose, the communication technology range and the
data link consumption were defined as the parameters for the optimization models. Three models are
presented, which use LoRa, Wi-Fi, and BLE communication technologies. The gateway deployment
problem was solved in two steps: first, the gateways were quantified using a linear programming
model; second, the gateway positions and the distribution of IoT devices were calculated using the
classical K-means clustering algorithm and the metaheuristic particle swarm optimization. Case
studies and experiments were conducted at the Samambaia Campus of the Federal University of
Goiás as an example. Finally, an analysis of the three models was performed, using metrics such
as the silhouette coefficient. Non-parametric hypothesis tests were also applied to the performed
experiments to verify that the proposed models did not produce results using the same population.

Keywords: Internet of Things (IoT); smart campus; IoT gateway; cluster; optimization

1. Introduction

Information technology has become essential in the daily lives of people and businesses
and the Internet of Things (IoT) concept directly contributes to changes in everyday life [1–7].
The IoT is a communication paradigm in which objects communicate with each other
and with users via network communication technologies, mostly wireless networks [8].
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This paradigm enables interaction between several devices (called things), such as elec-
tronic appliances, home appliances, vehicles, hospital equipment, sensors, surveillance
cameras, etc. The technologies that are used in the IoT context directly contribute to the
evolution of services that are associated with smart cities and smart campuses. Hence,
smart campuses are integrated work, study, and living environments that are based on the
Internet of Things [9]. A multitude of data types that correspond to distinct applications
are transmitted over the IoT infrastructure and need to be processed in different units [10].

Two of the main challenges that are analyzed and faced by IoT are interoperability
and heterogeneity [11]. One solution to these challenges is the deployment of IoT gateways
that support multiple communication technologies [12]. Deploying IoT gateways in smart
campuses requires prior planning. Consequently, it is necessary to deploy IoT gateways
that address the communication needs of IoT devices in university campuses, such as
bandwidth, communication technologies, energy efficiency, etc. The SOFTWAY4IoT project
was funded by the National Education and Research Network (RNP) and developed an IoT
gateway that can establish communication within an Internet of Things environment. This
gateway is virtualized, utilizes software-defined networking (SDN) and fog computing
that is integrated with cloud computing, and supports multiple wireless communication
technologies [13]. The area coverage of wireless networks is also a challenging problem.
The challenges start with the choice of the communication technology that is to be used
through to the architectural characteristics of the environment, the number of things or
people that access the network simultaneously, the mobility of the people or things that
connect to the network, etc. It is possible to find several works that have focused on area
coverage in the literature.

We found several works in the literature that focused on area coverage [14–19]. Ser-
vices that require communication infrastructures need a guarantee of the quality of the
communication. Distributing the gateways within these environments is a big challenge
comprising many factors that are relevant to the positioning and quantification of the
devices that aim to meet the presented demand.

In this context, this work proposes a method for the planning and optimization of the
deployment of IoT gateways, with the SOFTWAY4IoT IoT gateway as its motivation. Hence,
this paper presents three optimization methods for gateway infrastructure planning that
aim to minimize the number of required gateways and maximize the coverage area, con-
sidering the communication capacity of the data link and the range of the communication
technology. A comparison of the models is also presented in order to evaluate the obtained
results. The study focused on the LoRa, BLE, and Wi-Fi communication technologies.

The LoRa technology was chosen because it has a long communication range that
increases the coverage area, as well as a low energy consumption. On the other hand,
the BLE technology opposes LoRa technology in terms of range, as it covers a small area
(personal area) but has a similarly low power consumption. Finally, we chose Wi-Fi because
it is one of the most popular communication technologies within wireless networking. It
has an area coverage that has a larger range than the BLE but a smaller range than the LoRa
and has a high power consumption.

However, the determination of how many IoT gateways to use and where to place
them in order to maximize the coverage area and minimize the number of gateways is
an NP-hard problem, called the WMN node placement problem. The complexity of this
problem grows exponentially with small changes in the size of the problem. Therefore, we
tested three different hybrid methods to find near optimal solutions [20].

The presented optimization model aimed to minimize the number of required IoT
gateways and to position them within the area to be covered, taking into account the
size of the area, the range of the communication technology, and the location in which
the devices are deployed. The gateway deployment problem was split in two steps: (a)
the determination of the number of required gateways by solving a linear programming
problem (LPP), which aimed to minimize the gateways quantities; (b) the K-means and
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particle swarm optimization (PSO) algorithms were employed to establish the gateway
positioning.

The use case scenario was a university campus and the chosen areas and the size and
characteristics of the environment (indoor/outdoor) are presented in Table 1. We tested
larger and smaller areas with different architectural characteristics.

Table 1. The measurements of the areas that were used in the use case.

Desired Area Size of Area (m2) Type of Environment

INF 2.425 Indoor
Samambaia Campus 761.380 Outdoor

Academic Blocks 26.664 Indoor

The contributions of this article can be summarized as follows:

• The proposal of an optimization model that uses linear programming for the quantifi-
cation and positioning of gateways to minimize network deployment costs;

• The proposal of an algorithm that uses the K-means clustering method to define the
positioning of gateways within a (predefined) area;

• The proposal of an algorithm that uses the PSO clustering method to define the
positioning of gateways within a (predefined) area via two different initialization
approaches;

• A comparative evaluation of the methods to establish which method produces the
best results for area coverage, using the silhouette coefficient as the metric [21];

• The employment of non-parametric hypothesis testing to verify that the different
metaheuristics did not produce results using the same population [22].

This paper is organized as follows. Section 2 presents the related work. Section 3
presents the modeling of the optimization methods that were applied in this study. Section 4
presents the application scenario and Section 5 presents the evaluation of the results. Finally,
the final considerations and directions for future work are presented in Section 6.

2. Related Works

We considered studies regarding the Internet of Things, intelligent environments, opti-
mization models, clustering methods, and signal propagation, among others, as relevant to
the development of this work [23–28]. Some studies have analyzed area coverage using
equipment for different communication technologies; however, our research considered an
intelligent environment using IoT gateways for heterogeneous networks.

The related works were found using the keywords “optimization”, “coverage”, “IoT
gateway”, “placement”, and “planning”. These keywords were used to search for works
that were related to area coverage and the placement of IoT gateways. We also searched for
papers that were related to network signal propagation and smart environments (smart
campuses, smart cities, etc.). Initially, the search focused on papers that were published
from 2015 onward, but relevant papers were found also from earlier periods. As a search
tool, we first used Google Scholar and then we mostly used the IEEE and Springer databases.
The searches for related papers were based on the topics of wireless network area planning
and coverage, with a greater focus on IoT networks, although this was not restrictive.

A proposal for multi-hop network planning that aimed to minimize hardware (gate-
ways) and operational costs was presented by [14]. Path loss was also considered as an
operational cost. The work presented a mathematical optimization model and used three
evolutionary algorithms that were based on swarm intelligence [14]. Although the work
had similar goals and metrics to this research, there was no application in real space. Our
work presents results that were obtained directly from the study environment using three
communication technologies and three optimization models.

The model presented by [29] aimed to minimize the latency of communication between
fog nodes and gateways. To meet this objective, ref. [29] developed a mathematical
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formulation that considered the activation of a minimum number of fog nodes. Compared
to the proposal presented in this paper, the model in question did not present any study
of applied scenarios and adopted empirical parameters in the experiments. There was no
quantification of the number of gateways, only a comparison of the executions that varied
the numbers.

A study developed by [15] presented a model for application in IoT systems, with a
focus on smart cities. The study aimed to reduce the costs of the deployment of an IoT
system by considering the use of two gateway models for communication. One of the
gateway models communicated with the Internet and the other did not. The presented
study used three technologies (Wi-Fi, ZigBee, and RFID) to establish communication
between the systems. The work also developed an algorithm to minimize the number of
gateways, with the objective of reducing the costs of deployment, and a mechanism to
tolerate communication failure.

A smart city scenario integrates several applications of different technologies and may
have hundreds of networks using different domains. Each network is coordinated by a
coordination device (CD) and each CD needs to transmit its data to the Internet via its
own connection that is established using a gateway. To reduce costs, this work proposes
two gateway models: an IGW (IoT gateway), which establishes communication using the
Internet, and an SSGW (solution-specific gateway), which has no direct communication
with the Internet. The gateway presented in our study has features such as SDN usage,
virtualization, and integration between the edge and the cloud. These features allow all
gateways to communicate with the Internet and can use anything from machines with low
processing power, such as a Raspberry, to more robust machines, such as servers with high
processing power.

A study on multi-objective planning in WLAN networks was conducted in [16]. The
study developed a planning tool that was capable of finding the best position for an access
point (AP) and load balance within a WLAN network, which minimized the interference
between access points. In this work, a multi-objective evolutionary algorithm with a greedy
heuristic was used. The IEEE 802.11 standard was also used, but the study did not address
other communication technologies and was restricted to the communication that was
established by the access points. For IoT scenarios, heterogeneity is a latent challenge and
thus, a study that focuses on IoT needs to consider multi-technology communication. In
this regard, our work presents an access point that can integrate multiple communication
technologies, i.e., a gateway with multiple communication technologies.

The determination of gateway placements within a network to connect IoT devices is a
crucial point when it comes to deployment costs. To solve this problem, ref. [10] presented
a solution using integer linear programming (ILP) that minimized the total network costs in
relation to deployed devices, while taking into account mandatory quality of service (QoS)
requirements. A gateway could be placed anywhere within a given area, but an initial set
of candidate positions was considered. Communication took place over multiple hops. To
obtain the lowest deployment costs and guarantee the QoS of the fixed transmission range,
the specific data rates, end device costs, gateway costs, generated traffic, and the distance
between the nodes were used as data. In order to provide QoS, the capacity of the links
had to be sufficient to handle multiple simultaneous transmissions.

An optimization approach for gateway deployment in heterogeneous sensor net-
works was presented by [17]. This study focused on ILP-based optimization and wireless
gateway locations. The goal was to minimize the installation costs and maximize the
energy efficiency of the wireless sensor network, considering multi-hop coverage and
connectivity constraints. Although this study addressed the overheads of sensors that
are considered to be critical, multiple hops could demand more time before the message
reached its destination.

A gateway placement approach was presented by [18]. This approach aimed to
optimize the number of gateways, the average number of mesh routers, and the variations
in gateway loads within wireless mesh networks (WMNs). Minimizing the average hop
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count of the network was one of the objectives since long paths reduce the throughput. The
proposed work used two stages to achieve their objectives.

The works of [10,17,18] took into consideration communication using multiple hops.
Direct connections between devices and gateways may present higher costs, but the mes-
sage delivery time tends to be shorter, thereby improving network performance. The
particularities of each deployment environment have to be considered, along with issues
regarding device density, which involve denser environments or more spacious environ-
ments, and other factors. The proposed work considered an intelligent scenario that focused
on indoor and outdoor environments and direct communication using software-defined
and virtualized gateways. Our optimization model aimed to minimize the number of
required gateways as a function of the number of deployed devices to improve the range
of the communication technology and the communication capacity of the gateways.

A study developed by [19] addressed the optimal deployment of IoT gateways in
smart home environments (smart homes). The work in question solved the optimization
problem using the branch and bound method with the goal of minimizing the gateway
deployment costs, subject to the constraint that all service areas of the home must be
covered. The smart home environment is relatively small compared to a smart campus or
smart city. A small environment assumes the use of a single gateway and few devices. For
a small environment, the model in question proved to be effective; however, its application
in larger environments is necessary to evaluate the effectiveness of the model since there
are large areas with high densities of IoT devices.

A literature review article presented by [20] surveyed the optimization approaches
that have been implemented to solve the node placement problem in WMNs. In the
literature, several WMN node positioning approaches have been proposed. This paper
presented a classification that was based on the type of method that was used. The
classification was split into four categories: methods that are based on exact approaches,
methods that use heuristics, methods that use metaheuristics, and methods that apply
hybrid approaches. Additionally, their paper presented a case study using the greedy
algorithm (GA), simulated annealing (SA), particle swarm optimization (PSO), and the
firefly algorithm (FA) to investigate the impacts of varying the number of mesh clients, the
number of mesh routers, and the coverage radius.

Table 2 presents a comparison of the related work, according to network planning.
There were works that did not have a focus on IoT networks and others that did not have a
focus on gateways, but all of them proposed an optimization model for network planning.
All of the works presented map positioning for the devices that established the network
communication, although each paper had its own particularities and metrics for mapping.
Hence, in this work (and contrary to the related work), our goal was to quantify and
position IoT gateways (considering the range of the communication technology that was
employed) and the maximum number of devices that could be supported by the gateways.

Section 3 presents the optimization models that were employed in this work and
shows the particularities that were adopted in each model.

129



Sensors 2022, 22, 4710

Table 2. Comparison of network planning related works.

Author Objective Method of
Optimization

Technology
Comunication Quantifies

Gravalos, Ilias, et al. [10] Minimize coast/
QoS LP - Yes

Ali, Hafiz Munsub, et al. [14] Minimize coast evolutionary
algorithms - No

Maiti, Prasenjit, et al. [29] Minimize latency

randomized,
greedy,

k-median,
K-means and

simulated
annealing

- No

Karthikeya,
Surabhi Abhimithra,
J. K. Vijeth, and
C. Siva Ram
Murthy [15]

Minimize coast Heuristics
Wi-Fi,

ZigBee,
RFID

Yes

Matni, Nagib, et al. [30] Minimize coast/
QoS

Fuzzy
C-means Lora Yes

Lima,
Marlon Paolo,
Eduardo G. Carrano,
and
Ricardo HC
Takahashi [16]

Minimize AP/
load

Genetic.
Algorithm Wi-Fi Yes

Capone, Antonio, et al. [17] Minimize coast/
Max. energy efficiency LP - Yes

Wu, Wenjia,
Junzhou Luo, and
Ming Yang [18]

Minimize gateways/
position

LP/
Heuristics - No

Lin, Po-Chiang [19] Minimize coast LP - No

3. Optimization Model for IoT Gateway Planning, Coverage, and Positioning

Several wireless communication technologies are available that can meet the heteroge-
neous characteristics that guide the Internet of Things paradigm. The application scenarios
of this paradigm may include residences, offices, stores, hospitals, industries, universities,
cities, etc. The implementation of systems within the context of the Internet of Things
demands prior study. In the first instance, this study aimed to analyze the coverage area,
the devices that are to be deployed, and the communication technology that would best
meet the needs of the environment.

The focus of this work was the planning of IoT gateway deployment within intelli-
gent environments. This research evaluated the signal coverage of three communication
technologies (Wi-Fi, LoRa, and BLE) in a smart campus scenario. LoRa is an emerging
communication technology with a long range and low power consumption. Wi-Fi is a
mid-range technology with a higher power consumption; however, it is widespread in
communications and has great relevance to indoor environments. BLE is a short-range
communication technology with a low power consumption and personal area coverage.

The proposed work was split into two steps. The first step defined the number of
gateways using an optimization model with linear programming. In the second step, the
linear programming model, the K-means clustering method, and the PSO method were
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used to define the positions of the IoT gateways, considering the number of gateways that
was defined in the first step. Finally, a comparison was made between the three gateway
positioning models, which had the aim of evaluating the results of each model. Figure 1
shows the flowchart of the optimization model.

Figure 1. The flowchart of the optimization model.

The candidate points matrix was implemented with the goal of determining the
possible installation sites for gateways and IoT devices. We considered the matrix to be a
key point for area coverage as its implementation reproduced the floor plan of the scenario,
which allowed the algorithm to check each point within the desired area.

The linear programming model developed in this work had a relevance to quantifi-
cation. The constraints that were associated with the objective allowed for reductions in
the deployment costs. The methods, such as K-means and PSO, were used based on the
proposed locations of the gateways within the search space that was delimited by the floor
plan of the scenario, which is reproduced in this paper in the form of points on a Cartesian
plane. These details allowed the quantification and positioning to come closer to the real
circumstances of the deployment.

The advantages of the linear programming model over the K-means and PSO models
involved the gateway positioning being restricted by the range of the technology; in
this case, no device could connect to a gateway when the distance between the points
exceeded the range of the technology. On the other hand, the dispersion of devices in
relation to the gateways was greater. In the clustering models, there was no restriction on
range; however, the degree of dispersion was lower because the devices were positioned
considering proximity to the gateways.

The presented models enabled the association of the devices and the experiments
were implemented in a real environment with distinct architectures. In this way, it was
possible to evaluate their applicability as close to reality as possible. It is noteworthy that
the range of the technology needed to consider the study of signal propagation within the
deployment scenario. Although this study did not consider the actual coordinates of the
deployment of devices, the models were developed with this objective; therefore, when
we had the coordinates of the installation site of a device, we inserted them as an input
parameter and obtained a result that was even more realistic.

3.1. Gateway Quantification and Positioning Using Linear Programming

The planning and optimization of IoT gateway deployment for communication net-
works aimed to calculate the minimum gateway quantity that is required to cover a defined
area and the number of IoT devices per gateway. For the quantification, the range of

131



Sensors 2022, 22, 4710

the employed wireless communication technology and the gateway communication link
capacity were considered. The ultimate goal was to minimize the number of gateways
while maximizing the coverage for devices within the desired area.

The area coverage was calculated based on the signal propagation of the commu-
nication technology. The signal propagation of each communication technology had
distinct characteristics and also varied with respect to the propagation environment (in-
door/outdoor). The signal propagation models allowed the range of the communication
technology to be abstracted as a function of path loss.

The coverage area was an input parameter for the optimization model. Using Google
Earth as a tool (available online: https://www.google.com.br/intl/pt-BR/earth/ (accessed
on 10 May 2021)), it was possible to ascertain the measurements (dimensions) of the
desired area. This area needed to be delimited and the possible locations of the devices
and gateways needed to be plotted. In the optimization model, the points were plotted
according to the coordinates of a Cartesian plane, as shown in Figure 2. In this case, we
obtained an area of 2425 m2 that was considered for the possible device locations. Each m2

was one positioned point (i.e., a possible point in the desired area), totaling 2425 possible
IoT device installation points.

Figure 2. An example of area mapping using the Institute of Informatics, UFG.

Each pair of coordinates for the plotted points in the specific area was used as an input
parameter for the linear programming-based optimization model. The proposed model
chose the installation points of the IoT devices randomly using a seed, but they could also
be defined according to the reality of their deployment (i.e., their real positions). When
using the real positions, it was necessary to have the coordinates of the location in which
the device was to be deployed.

As input parameters, we also used the range of the communication technology, the
number of devices, the gateway data link capacity, and the IoT device link demands. The
presented metaheuristic quantified the IoT gateways within the desired area, considering
the coverage of the devices that were deployed in that area. Table 3 presents the param-
eters that were used for the optimization model that was based on linear programming.
Considering the goal of minimizing the number of gateways, the decision variables were
defined first. Then, we obtained:

• Xi,j as the matrix that associated a device to a gateway;
• Yi as the vector that received the gateways that were activated to meet the demand of

the devices.

Given the coordinates of the IoT devices (Di,j), the optimization model associated each
device with a gateway (Yi). The gateway had to be within the range of the technology (r).
This association occurred via the decision variables. Each device was assigned to a gateway
but each defined gateway could have multiple devices associated with it. The model used
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these constraints to make associations that obeyed the necessary criteria in order to meet the
proposed objective. The objective of the optimization model is represented by Equation (1):

min
n

∑
i=1

Yi (1)

where Yi represents the active gateways. Equation (1) represents the objective of minimizing
the number of gateways (Yi). Note that each Di,j is a candidate gateway point. Using this
logic, a gateway could always be activated at one of the points Di,j, which was equivalent
to an IoT device point.

Table 3. The variables that were used for the LP optimization model, including the input parameters
and data that were generated from the input parameters.

Variable Description

r Range of the communication technology
n Number of deployed devices
c Device bandwidth consumption
cb Total link communication capacity

Ai,j All possible points within the desired area
Di,j Coordinates of the deployed devices

Mdisti,j
Distance matrix (measured between the point of a
device and the points of the other deployed devices)

Mativi,j

Binary matrix (where 0 indicates that the distance between the
devices is not within range and 1 indicates that the distance
between the devices is within the range of the technology)

Constraints were defined to achieve the goal of ensuring coverage for the IoT devices
using the lowest number of gateways. As constraints, we used:

n

∑
j=1

Xi,j = 1, i = 1, . . . , n. (2)

Xi,j ≤ Mativi,j ∗ Yi i, j = 1, . . . , n (3)

n

∑
j=1

Xi,j ∗ c − cb ≤ 0 (4)

Xi,j ≥ 0, i, j = 1, . . . , n (5)

Yi ≥ 0, i, j = 1, . . . , n (6)

The restrictions caused by Equations (2) and (3) aimed to associate a device with
a single gateway. Equation (4) limited the number of devices per gateway, considering
the link transmission capacity, and did not allow for the exceedance of the defined max-
imum transmission capacity. In this case, when the maximum capacity was exceeded,
another gateway was activated to meet the required demands. The constraints caused by
Equations (5) and (6) were non-negative constraints.

Running the optimization model produced the active gateways (Yi) and the associa-
tions between the devices and their corresponding gateways (Xi,j) as solutions . From those
results, a graph could be plotted using the plant model represented by Figure 2, which
showed the positions of the gateways and the respective IoT devices, thus forming a cluster.
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3.2. Gateway Placement Using the K-Means Clustering Algorithm

The K-means clustering method is used in data mining [31]. This method aims to
partition n observations into k clusters. In this research, the K-means algorithm was used
to define the gateway placements and the distribution of devices per gateway.

The definition of a cluster quantity in the K-means approach was used as an input
parameter. The input parameters that were used in this model are presented in Table 4.

Table 4. The variables that were used in the K-means clustering model, including the input parameters.

Variable Description

k Number of gateways/devices to be deployed
equals the number of centroids

n Number of deployed devices
Di,j Coordinates of the deployed devices

Ai,j
All coordinates of the possible points
within the desired area

The K-means method uses the distance between points for clustering and attempts
to separate samples into n clusters of equal variance by minimizing a criterion, which is
known as inertia, or the sum of squares within the cluster according to Equation (7):

n

∑
j=1

(‖ xj − µ ‖2) (7)

The proposed algorithm divided a set of n IoT devices into k groups. The center of
the groups (centroid) represents the position of the IoT gateway and Di,j represents the
coordinates/position of the IoT devices within the defined area Ai,j. In the performed
experiments, the devices (Di,j) were defined randomly using points within the desired
area (Ai,j). It is worth pointing out that they were defined randomly because it was an
experiment. The points of a device must have its position defined as coordinates on a
Cartesian plane in a real situation.

As the number of gateways was defined by the results (C.f. Figure 3) of the first stage
of execution, it was understood that the areas and positions of the devices had to be the
same for the execution of the second stage (clustering). In order to retain the same position
of the devices, the same seed was used for all execution steps. In this way, the devices were
randomly chosen based on the same seed.

The K-means algorithm selected the position of the centroids randomly. The input
K-means parameter from the scikit-learn library was applied to initialize the centroids
more intelligently in order to speed up convergence. Using this parameter, the K-means
algorithm randomly positioned a first centroid, then the other centroids were positioned so
that they were as far away from each other as possible. This initial positioning helped the
algorithm to converge faster.

Algorithm 1 positioned all gateways (c) and assigned to them the nearest devices (Di,j),
so that all devices were associated with a gateway. The process of assigning and reallocating
centroids was repeated until the positions of the centroids were stable (convergence). The
goal was make the sum of the distances between the devices (Di,j) and the gateways (c) as
small as possible.
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Algorithm 1: The K-means pseudocode.
input : N, k, Ai,j, Di,j

begin
Define number of clusters (cluster = k)
Initialize centroids - (c← init = KMeans ++)
Receives data to be clustered - (. f it(Di,j))
repeat

assign each Di,j to c - smallest distance between points criterion
reposition c by minimizing the distance between Di,j and c;

until centroids remain stable;
output :Grouping the devices to the respective gateway forming the clusters
output :Reports with metrics related to the clustering process

Figure 3. An example of the results of device and gateway placement using the K-means method.

3.3. Positioning of Gateways Using the PSO Optimization Algorithm

The particle swarm optimization model is so named because it is an evolutionary
algorithm that arose from studies on algorithms that modeled the social behavior of animals
(e.g., bird flocking and bee swarming behavior).

It had the same parameters as the K-means method: the number of gateways (c), the
number of devices (n), the desired area (Ai,j), and the device positions (Di,j). The number
of particles (p) was a unique parameter for the PSO model. The number of particles was
then defined as an input parameter. Each particle was a vector that contained the same
number of positions as gateways, so we obtained Pi = (P1, P2, . . . , Pc).

Each particle in the population represented one possible solution. The particles moved
around the search space, looking for the position that best met the objective function (fitness
function). These particles moved at a certain speed (v) and had a “memory” that saved
their best position (pbest). A “collective memory” was considered for the swarm and
represented the best global position that was reached (gbest). Table 5 presents a summary
of the variables that were applied to the PSO model that was developed in this research.
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Table 5. The variables that were used for the PSO model.

Variable Description

n Number of deployed devices
g Number of gateways/centroids

Ai,j Desired area/all possible points
Di,j Coordinates of the deployed devices
w Inertia factor (winitial/w f inal)
mi Maximum iterations

c1, c2 Constants (equivalent to the cognitive and social coefficients)
r1, r2 Random constants (generated with values between 0 and 1)
pbesti Best position of each particle
gbest Best global position

pi Position vector of particle i within the search space
vi Velocity vector of particle i

The initialization of the particles took place randomly within the search area. Once
initialized, the gbest was updated with the positions of the particles. This model positioned
the gateways considering the best global position of the particles. Following the flow, the
particle velocity was updated, as presented in Equations (8) and (9), which updated the
particle positions within a given iteration:

v(t+1)
i = w(t)v(t)i + c1r1(pbest(t)i − p(t)i ) + c2r2 ∗ (gbest(t)i − p(t)i ) (8)

where v(t+1)
i is the velocity to be updated, w(t) is the inertia factor at iteration t, c1 and

c2 are the cognitive and social coefficients, respectively, r1 and r2 are the random values
between 0 and 1, and pbest(t)i is the best local point and best global point at iteration t.

p(t+1)
i = p(t)i + v(t+1)

i (9)

where p(t+1)
i represents the new position of the particle, p(t)i is the current position of the

particle, and v(t+1)
i is the new velocity, as calculated by Equation (8).

The inertia factor (w) contributes to particle convergence. Larger values of w contribute
to a global search that explores new areas of the search space. As values of w decrease, they
favor local searches, which is interesting when the particles are close to a good solution.
The presented PSO model applied a linear variation of the inertia factor over the number of
iterations, as shown in Equation (10):

w(t) = winitial − (winitial − w f inal)
t

mi
(10)

where w(t) is the inertia at iteration t, winitial is the initial inertia, w f inal is the inertia for the
last iteration, t is the current iteration, and mi is the maximum number of iterations.

The coefficients c1, c2, and winitial/w f inal were input parameters, while the coefficients
r1 and r2 were random values between 0 and 1 that were calculated by the system.

The PSO updated the positions of the particles until it reached the maximum number
of iterations, as presented in Algorithm 2. The particles converged to a point that was
considered to be the best global position.
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Algorithm 2: The PSO pseudocode.

Inputg, mi, Ai,j, Di,j, c1, c2, winitial , w f inal begin
Starts the population randomly (pi, vi)
Evaluates all particles and updates pbesti
repeat

updates velocities
updates particle position
Evaluates and updates pbesti and gbest

until up to maximum iterations (mi);
output :Grouping of the devices to the respective gateway forming the clusters
output :Reports with metrics related to the clustering process

4. Description of the Application Environment

The proposed models were applied in a case study in order to evaluate their results.
The models allowed for the quantitative measurement of gateway positioning within the
coverage area.

From the point of view of the deployment of IoT devices in a smart campus, several
possibilities are envisioned to meet diverse demands, such as: monitoring the environment,
humidity, gas levels, and temperature; monitoring parking lots; access monitoring via
video cameras; and intelligent lighting control. All of these examples contribute toward
facilitating daily activities and improving the quality of life of the academic community.

This section discusses the case study scenario and presents the characteristics and
parameters that were explored.

Scenario Description

Smart campus deployment is marked by the heterogeneity of services, assuming the
heterogeneity of the technologies that can be used to deploy services within the environ-
ment. The application of the optimization model to three communication technologies was
proposed in this work: one with a personal area coverage with low power consumption
(BLE); one with local and commonly known area coverage (Wi-Fi); and one with long range
areas with low power consumption (LoRa).

Each technology has a different range. It has also been observed in published studies
in the literature that each environment has objects and structures that interfere with the
propagation of wireless network signals. For the case study, we searched the literature
for signal propagation studies regarding BLE, Wi-Fi, and LoRa technologies. The signal
propagation studies were based on the received signal strength indication (RSSI). From
the measurement of the RSSI and the application of signal propagation models, it was
possible to determine the range of the technology. The RSSI for the range radii of the tested
technologies was below −90 dBm. In this work, we adopted the range measurements
according to Table 6.

Table 6. The ranges of the communication technologies that were adopted in the use case.

Technology Range (m) Environment Reference

BLE 5 Indoor [32]
Wi-Fi 25 Indoor [33]
LoRa 70 Indoor [34]

The case study was applied in a smart campus scenario. As an outdoor environment,
we could use the whole area of the Samambaia Campus at the Universidade Federeal de
Goiás (UFG). In this work, we considered an area of 761,380 m2, excluding the woods and
unbuilt areas (Figure 4a). The indoor environment was the INF with 2425 m2 (Figure 4b)
and an area of academic blocks with 26,664 m2 (Figure 4c), comprising the Institute of
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Biological Sciences (ICB I and II), Institute of Chemistry (IQ), Institute of Physics (IF),
Faculty of Philosophy (FAFI), Faculty of History (FH), and Faculty of Communication and
Librarianship (FACOMB). The measurements were taken using Google Earth.

(a)

(b)

(c)

Figure 4. The Samambaia Campus and departments of UFG: (a) the Samambaia Campus; (b) the
Institute of Informatics; (c) the academic blocks.

The presented optimization model recognized the desired area by defining points on a
Cartesian plane (x and y coordinates). These coordinates indicated where an IoT device
or gateway could be deployed. Figure 5 shows an example of plotting the points on a
Cartesian plane, with an area of 100 m2 containing 10 deployed IoT devices. The points
in gray are all possible deployment points, while the points in red represent the deployed
IoT devices.
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Figure 5. An example of how IoT points and devices are plotted within the desired area by generating
an x,y coordinate matrix.

A real application of the optimization model should have the coordinate pair of each
device as an input parameter. For the purposes of these experiments, the coordinates of
the IoT devices were set randomly among the points in the desired area. Once the device
coordinates were defined, a distance matrix between the device points (see Table 7) was
calculated, which was the basis for the generation of the gateway activation matrix (see
Table 8).

The distance matrix was generated from the calculation of the Euclidean distance
between one point and all of the other points. In the example presented in Tables 7 and 8,
10 IoT devices and a range of 25 m were considered. The activation matrix was binary and
was generated from the distance matrix. When the distance was less than the range, it was
assigned the value of 1 (one); when the distance was greater than the range, it was assigned
the value of 0 (zero).

The parameters that were used in the proposed models were presented in Section 3. In
particular, the PSO model used the following values as the initial values for the execution
of the experiments: winitial = 0.9, w f inal = 0.3, np = 20, mi = 150, c1 = 2.1, and c2 = 1.9.

In Section 5, the results of the experiments and an analysis of the comparison of the
three metaheuristics are presented.

Table 7. The matrix of the distances between devices, which was used by the LP model to generate
the activation matrix.

0 1 2 3 4 5 6 7 8 9

0 0.0 25.5 10.2 10.44 21.38 11.7 11.4 21.93 23.77 22.36
1 25.5 0.0 18.38 33.42 7.28 13.89 34.06 20.22 5.0 3.16
2 10.2 18.38 0.0 15.26 12.53 6.08 15.81 12.21 15.26 15.62
3 10.44 33.42 15.26 0.0 27.78 19.8 1.0 23.02 30.53 30.48
4 21.38 7.28 12.53 27.78 0.0 10.0 28.3 13.04 2.83 6.08
5 11.7 13.89 6.08 19.8 10.0 0.0 20.52 15.81 12.17 10.82
6 11.4 34.06 15.81 1.0 28.3 20.52 0.0 23.09 31.06 31.14
7 21.93 20.22 12.21 23.02 13.04 15.81 23.09 0.0 15.3 19.0
8 23.77 5.0 15.26 30.53 2.83 12.17 31.06 15.3 0.0 5.0
9 22.36 3.16 15.62 30.48 6.08 10.82 31.14 19.0 5.0 0.0
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Table 8. The matrix that was used by the LP model to generate the gateway activation.

0 1 2 3 4 5 6 7 8 9

0 1 0 1 1 1 1 1 1 1 1
1 0 1 1 0 1 1 0 1 1 1
2 1 1 1 1 1 1 1 1 1 1
3 1 0 1 1 0 1 1 1 0 0
4 1 1 1 0 1 1 0 1 1 1
5 1 1 1 1 1 1 1 1 1 1
6 1 0 1 1 0 1 1 1 0 0
7 1 1 1 1 1 1 1 1 1 1
8 1 1 1 0 1 1 0 1 1 1
9 1 1 1 0 1 1 0 1 1 1

5. Presentation and Evaluation of Results

In order to achieve the proposed goal, the research aimed to present three algorithms
that focused on planning and optimizing the deployment of IoT gateways. The first was
based on linear programming, which aimed to quantify and position the gateways. The
second and the third employed clustering using the K-means and PSO algorithms, which
aimed to position the gateways.

The research relied on the case study to refine the results; then, the results were
compared to evaluate the three methods that were applied to the case study. The initial
parameters were set. A floor plan of the studied environment with the plots of the relevant
points on a Cartesian plane and the definition of the points of the installed IoT devices
were used as input parameters, as well as the range of the technologies and the capacity
of the data links. The same parameters were applied to the three metaheuristics. After
the experiments, the results were compared to analyze the positioning of the gateways
and the distribution of the devices. Three environments were used in the case study
(indoor and outdoor environments) to evaluate the behavior of the metaheuristics and the
obtained results.

5.1. LP Optimization Model: Gateway Quantification and Positioning

The experiments presented in this section aimed to evaluate the optimization model
that was based on linear programming. Table 9 presents the results of the run, considering
the defined values.

Table 9. The number of required gateways considering the INF area and bandwidth consumption
variations.

Tech
Comms

Quantity
Devices

Range
(m)

Gateways
(Demand 3%)

Silhouette
(Demand 3%)

Gateways
(Demand 0%)

Silhouette
(Demand 0%)

BLE 100 5 35 0.35794 35 0.35794
BLE 300 5 37 0.28183 37 0.29547

Wi-Fi 100 25 4 0.10635 3 0.35984
Wi-Fi 300 25 10 −0.07833 3 0.33021
LoRa 100 70 4 −0.23305 1 -
LoRa 300 70 10 −0.15928 1 -

The first experiment took into account the deployment of 100 or 300 devices for
each communication technology. It was observed that for the BLE technology, with a
demand of 0% or 3% of the data link for each device, we obtained the same results of
35 and 37 gateways, respectively. The value remained the same because the range was the
parameter that prevailed in the definition of the quantity of gateways. The opposite was
observed with the Wi-Fi and LoRa technologies. When Wi-Fi technology consumed 30% of
the link demand, it was necessary to have 4 gateways to serve 100 devices and 10 gateways
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to serve 300 devices; the same occurred with LoRa. This equality between LoRa and Wi-Fi
occurred because the same bandwidth consumption was defined for both technologies.
Thus, when analyzing the same technologies with 0% bandwidth consumption, it was
observed that Wi-Fi communication required 1 less gateway to serve 100 devices and 7 less
gateways to serve 300 devices. It was also found that LoRa demanded 3 fewer gateways to
serve 100 devices and 9 fewer gateways to serve 300 devices. This variation in the number
of required gateways proved that the presented optimization model considered the range
and the demand for the data links.

The main goal of this optimization model was to quantify the gateways. The model
was proposed based on gateway activation criteria as a function of the Euclidean distance
between the IoT devices and the corresponding gateway and the transmission capacity of
the communication link to the gateway. When the gateway was activated, it was assigned
the devices that were within its range, while obeying the established constraints. The
process was repeated until the smallest possible number of gateways was found to serve
all of the deployed devices.

The association between the devices and the gateway allowed for a map of their
positions to be plotted, as shown in Figure 6. In the LP model, the association was defined
considering the range of the communication technology, whereas in the clustering process,
the association was based on the proximity of the devices to the gateway.

The association between the devices and the corresponding gateway is represented
by the alternating colors of the devices in the graph. These figures were equivalent to the
execution, the results of which are shown in Table 9. A device could be at different ends
of the defined area, but when it was within the range of coverage, it could be associated
with the gateway. There are two columns called “Silhouette” in Table 9: this metric is a
coefficient that indicates how cohesive a data cluster is. This coefficient ranged from −1 to
1 in this study. The closer to 1 the coefficient, the more cohesive the data; the closer to −1,
the wider the dispersion.

As mentioned above, the distribution of the gateway devices that is represented
by Figure 6e had the lowest Silhouette coefficient, indicating that the distribution was
the least cohesive. This coefficient proved that dispersion when distributing the devices
was significant.

Although a graphical representation of the positions of the devices/gateways with
a bandwidth consumption that was equal to zero is not presented, it was observed that
the distribution was more cohesive, according to the silhouette coefficients that are seen
in Table 9. The silhouette coefficient can only be calculated when there are two or more
clusters, thus justifying the absence of this coefficient from some of the presented results.

The optimization model could be applied to different areas, each with its own archi-
tectural characteristics. In this work, it was applied in three areas: two indoor areas (INF
and the UFG academic blocks) and one outdoor area (the entire Samambaia Campus area
of the UFG). The measurements of these areas are presented in Table 1 and the ranges of
the technologies are presented in Table 6.

The experiments that were performed in other areas produced the results that are
shown in Figure 7a,b. In these experiments, we tested the Samambaia Campus with 300 IoT
devices and 31 gateways to serve a 100-m range (Wi-Fi outdoor environment) with a 3%
bandwidth consumption and we tested 300 IoT devices and 19 gateways in the academic
blocks of the Samambaia Campus with the same bandwidth consumption and a 25-m range
(indoor environment).

The LoRa communication technology has as a remarkable long-distance range. Taking
this characteristic into account, we conducted the experiments at the Samambaia Campus
(outdoor environment). We considered a range of 500 m for the LoRa technology in the
outdoor environment. The distribution of the gateways and IoT devices are presented in
Figure 8. In the scenario in question, 7 gateways were required for 200 devices with 3%
bandwidth consumption, as shown in Figure 8a. Figure 8b presents the results for the
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same scenario but for 300 devices with 3% bandwidth consumption, which demanded
10 gateways.

(a) (b)

(c) (d)

(e) (f)

Figure 6. The plots of the devices and their respective gateways with a3% data link consumption (LP
method): (a) BLE technology with 100 devices and 35 gateways; (b) BLE technology with 300 devices
and 37 gateways; (c) Wi-Fi technology with 100 devices and 4 gateways; (d) Wi-Fi technology with
300 devices and 10 gateways; (e) LoRA technology with 100 devices and 4 gateways; (f) LoRA
technology with 300 devices and 10 gateways.
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(a)

(b)

Figure 7. The plots of the devices and their gateways (Wi-Fi technology): (a) the Samambaia
Campus with 300 devices (outdoor environment); (b) the academic blocks with 300 devices (indoor
environment).

Table 10 presents a report of the execution of the optimization model when applied to
the academic blocks of the Samambaia Campus. Table 10 shows the number of IoT devices
that were served by each gateway. Taking into account the bandwidth consumption of 3%,
each gateway could serve a maximum of 33 devices. In the presented results, the number
of clusters/gateways that served the most IoT devices was the 17, serving 31 devices. The
second column of the table shows the largest calculated distance between a device and the
corresponding gateway within the respective cluster. It can be seen that no value in that
column exceeded the range of the technology (25 m).

The results that are presented in these three scenarios show that the optimization
model could be applied in different scenarios by changing the parameters according to the
desired situation.

Some of the experiments that were applied to the INF scenario considered 100 devices
that were communicating via Wi-Fi technology with varying demands for link capacity. The
results are presented in Table 11. It can be seen that an increase in demand for bandwidth
consumption caused an increase in the number of gateways, so the dispersion of the devices
within the clusters was noticeable. Evidence for the dispersion can also be seen in the
variations in the silhouette coefficient. Figure 9a shows the increases in the bandwidth
demand and the number of gateways and Figure 9b shows the decrease in the coefficient.
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(a)

(b)

Figure 8. The plots of the devices and their gateways (LoRa technology; outdoor environment): (a)
the Samambaia Campus with 200 devices and 7 gateways; (b) the Samambaia Campus 300 devices
and 10 gateways.
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Table 10. The result of the gateway quantification experiments in the academic blocks scenario with
300 devices that were communicating via Wi-Fi technology, as presented in Figure 7b.

Quantity of
Devices/Gateways

Increased Distance
Between Device/Gateway

Sum of the Distance Between
Device/Gateway Cluster Silhouette

Coefficient

21 25 338.62 0

0.31363

19 25 286.12 1
21 24.7 361.36 2
17 24.02 205.54 3
16 24.7 263.59 4
20 25 283.56 5
10 22.56 153.04 6
11 24.35 143.4 7
17 24.08 231.6 8
18 24.17 242.7 9
11 24.76 179.06 10
15 25 268.54 11
13 24.33 185.21 12
15 23.41 230.15 13
13 23.19 197.4 14
16 24.02 247.65 15
10 23.71 155.17 16
31 24.7 499.38 17
6 22.47 107.08 18

Total Distance: 4579.17

Table 11. The results of the experiments with variations in the demand for data link consumption
(LP method).

Area Technology Quantity of Devices Demand Quantity of Gateways Silhouette Coefficient

INF Wi-Fi 100 0 3 0.35984
INF Wi-Fi 100 2 3 0.34473
INF Wi-Fi 100 3 4 0.09411
INF Wi-Fi 100 4 4 0.05009
INF Wi-Fi 100 5 5 0.06368
INF Wi-Fi 100 10 10 −0.12747
INF Wi-Fi 100 15 17 −0.20703
INF Wi-Fi 100 20 20 −0.21001
INF Wi-Fi 100 30 34 −0.38046

(a)
(b)

Figure 9. Graphs showing the results of the experiments with variations in the demand for data link
consumption: (a) the data link consumption × quantity of gateways; (b) the silhouette coefficient.

The obtained results confirmed that varying the range of the communication technol-
ogy and the demand for data link consumption directly influenced the required number of
gateways.

It was also observed that the distribution of gateways and devices using this opti-
mization model was not achieved using a clustering technique. In Sections 5.2 and 5.3, the
results from the placement of gateways using the K-means clustering model and the PSO
model are presented, respectively.
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5.2. K-Means Model: Clustering and Gateway Placement

The K-means clustering model uses Euclidean distance as a metric to divide the
devices into n groups. The center of each group (centroid) is considered to be a gateway.
This section presents the results of the application of the clustering model, taking into
account the parameters presented in Table 9, which show the comparison between the three
communication technologies (Wi-Fi, BLE, and LoRa) when varying the number of devices
that were distributed in the area.

Table 12 presents the silhouette coefficients after running the K-means model. The re-
sults shown by the silhouette coefficients were good, proving the cohesion of the clustering.
A comparative analysis between the silhouette coefficients from the K-means model and
those from the other clustering models is presented in Section 5.4.

Table 12. The silhouette coefficients after applying the K-means model, considering the number of
gateways that resulted from the application of the LP model.

Communication
Technology

Number of
Devices

Range
(m)

Number of Gateways
(Demand 3%)

Silhouette Coefficient
(Demand 3%)

BLE 100 5 35 0.42388
BLE 300 5 37 0.38236

Wi-Fi 100 25 4 0.50848
Wi-Fi 300 25 10 0.37390
LoRa 100 70 4 0.50848
LoRa 300 70 10 0.37390

Graphically, it can be observed in Figure 10 that the clusters were formed by the devices
that were close to the centroids, unlike the dispersion that was observed in Figure 6. The
dispersion was verified by the silhouette coefficient. Analyzing the resulting positions from
the K-means model using the LP model, it could be seen that the K-means model treated
the gateways as the center of the cluster and, in this case, the radius of the technology was
not a limiting factor in the clustering process (unlike the treatment from the LP model). In
Section 5.3, the PSO model is addressed and in Section 5.4, a comparative analysis between
the proposed models is presented, which found that in some cases with the clustering
model, the distance between a device and a gateway could be greater than the range of
the technology.

5.3. PSO Model: Clustering and Gateway Placement

The PSO positioning model was inspired by the collective movement of animals,
such as a flock of birds or a school of fish. The model proposed in this research had two
approaches: a simple PSO and a hybrid PSO. The difference between the approaches
was in the initialization of the particles. In the simple approach, the particles initialized
randomly within the search space and, depending on their initial position, moved during
each iteration in search of the best global position. In the hybrid approach, the initial-
ization of the particles occurred using the initialization model that was adopted in the
K-means algorithm, called K-means++. The results of the two approaches are presented in
Sections 5.3.1 and 5.3.2, respectively.

5.3.1. Simple PSO

As with the K-means clustering model, Table 13 demonstrates the silhouette coefficient
values from the simple PSO model. The variations in these coefficients came from variations
in the adopted parameters, but they still showed good results regarding the cohesion of
the clusters.
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(a) (b)

(c) (d)

(e) (f)

Figure 10. The clustering of IoT devices and their respective gateways using the K-means model: (a)
BLE technology with 100 devices and 35 gateways; (b) BLE technology with 300 devices and 37 gate-
ways; (c) Wi-Fi technology with 100 devices and 4 gateways; (d) Wi-Fi technology with 300 devices
and 10 gateways; (e) LoRa technology with 100 devices and 4 gateways; (f) LoRa technology with
300 devices and 10 gateways.
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Table 13. The silhouette coefficients after applying the PSO positioning model (simple approach),
considering the number of gateways that resulted from the application of the LP model.

Communication
Technology

Number of
Devices

Range
(m)

Number of Gateways
(Demand 3%)

Silhouette Coefficient
(Demand 3%)

BLE 100 5 35 0.23778
BLE 300 5 37 0.24597

Wi-Fi 100 25 4 0.45798
Wi-Fi 300 25 10 0.31159
LoRa 100 70 4 0.45150
LoRa 300 70 10 0.31159

Figure 11 shows the distribution of gateways and IoT devices that was achieved using
the PSO model (simple approach). In this model, it could be seen that the distribution
of gateways allowed for a higher concentration in certain regions of the search area as
well as other sparser regions, as shown in Figure 11b. This occurred because of the
randomness of the initial positions of the particles, which interfered with the positioning
results across the iterations. The initial positions could be concentrated in one region and
by updating the positions of the particles using the velocity and the cognitive and social
factors, this positioning was achieved.

(a) (b)

(c) (d)

Figure 11. Cont.
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(e) (f)

Figure 11. The clustering of IoT devices and their respective gateways using the PSO model (simple
approach): (a) BLE technology with 100 devices and 35 gateways; (b) BLE technology with 300 devices
and 37 gateways; (c) Wi-Fi technology with 100 devices and 4 gateways; (d) Wi-Fi technology
with 300 devices and 10 gateways; (e) LoRa technology with 100 devices and 4 gateways; (f) LoRa
technology with 300 devices and 10 gateways.

5.3.2. Hybrid PSO

The hybrid PSO approach was a clustering model that aimed to improve the initial
positioning of the particles using the initialization method that was adopted in the K-means
model. The initialization was used in the first iteration and forced the centroids to be
further away from each other.

When comparing the silhouette coefficients from the simple PSO model (Table 13) to
those from the hybrid PSO model (Table 14), it could be seen that the larger coefficients
were always from the hybrid approach, which confirmed that the better initial positioning
of the particles resulted in better final positions.

Table 14. The silhouette coefficients after applying the hybrid PSO model, considering the number of
gateways that resulted from the application of the LP model.

Communication
Technology

Number of
Devices

Range
(m)

Number of Gateways
(Demand 3%)

Silhouette Coefficient
(Demand 3%)

BLE 100 5 35 0.36686
BLE 300 5 37 0.37331

Wi-Fi 100 25 4 0.50842
Wi-Fi 300 25 10 0.37530
LoRa 100 70 4 0.50842
LoRa 300 70 10 0.37530

The distribution of IoT devices and their corresponding gateways that resulted from
the hybrid PSO model is presented in Figure 12. When comparing these results to those
from the simple PSO model, it could be visually observed that the gateway positioning
in the hybrid PSO model always maintained a better distribution within the desired area,
especially when looking at Figures 11b and 12b.
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(a) (b)

(c) (d)

(e) (f)

Figure 12. the clustering of IoT devices and their respective gateways using the PSO model (hybrid
approach): (a) BLE technology with 100 devices and 35 gateways; (b) BLE technology with 300 devices
and 37 gateways; (c) Wi-Fi technology with 100 devices and 4 gateways; (d) Wi-Fi technology
with 300 devices and 10 gateways; (e) LoRa technology with 100 devices and 4 gateways; (f) LoRa
technology with 300 devices and 10 gateways.

Figure 13 presents a comparison of the two PSO approaches. The comparison was
carried out by summing the calculated Euclidean distances between the IoT devices and
their respective gateways. The larger the sum of the distances, the less cohesive the cluster.
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In all of the presented runs, the hybrid PSO model had smaller sums of the distances,
thereby proving that the clustering in the hybrid model was better.

Figure 13. The comparison of the total distances between the IoT devices and their gateways using
the simple and hybrid PSO models.

The experiments presented in Sections 5.1–5.3 were mainly aimed at testing how
well the models worked. From those experiments, it was proved that it was possible to
quantify, assign, and cluster the IoT devices and their gateways. A comparative analysis
was performed to evaluate the four models: LP, K-means, simple PSO, and hybrid PSO.
The analysis is described in Section 5.4.

5.4. Discussion: Comparative Analysis and Evaluation of Presented Results

The present work proposed three optimization models. The LP model aimed to
quantify and position gateways by assigning IoT devices to a respective gateway within
the desired area as a function of the radius and data link demand. The K-means model
and the PSO model positioned the gateways according to the number that was defined
by the LP model and distributed the IoT devices by considering the Euclidean distance
between them.

For the three models in question, metrics could be abstracted for a comparative
analysis. The silhouette coefficient was one of the metrics considered. Another factor taken
into consideration was the sum of the Euclidean distances between the devices and their
respective gateways. This result was calculated for each cluster and then totaled.

The models could be applied in several scenarios. In this work, we considered three
scenarios: INF, the Samambaia Campus, and the academic blocks. The architecture of the
buildings does not represent a regular geometric figure, which aroused interest in analyzing
the behavior of the models.

Since we tested different scenarios, Table 15 presents the comparisons between the
models within the same scenario. It can be seen that the total distances and the best
silhouette coefficients were found by the K-means and hybrid PSO models. The K-means
model defined the position of the centroids and, at each iteration, repositioned them to
the center of the cluster. In this way, the clusters always had their gateways in the center.
The hybrid PSO model defined the initial positions of the particles using the K-means
initialization technique and led the particles to better initial positions, which was reflected
throughout each iteration, thereby proving that once initialized well, particle movements
tend to finalize well. The LP model showed good summations and silhouette coefficients,
proving that they were cohesive. The simple PSO model did not perform as well as the
hybrid approach in terms of clustering. When there was a good silhouette coefficient, it
could be observed that the summation always tended to be lower because the devices were
more cohesive with the centroid.
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Table 15. The distance summations and silhouette coefficients of the experiments that were performed
in the three scenarios, considering 300 devices and Wi-Fi communication technology.

Model Area Range
(m)

Number of
Gateways

Summed
Distance Silhouette Coefficient

Increased Distance
Between Devices

and Gateways

LP Samambaia
Campus 100 31 17,359.73 0.38812 95.82

Simple
PSO

Samambaia
Campus 100 31 20,554.47 0.29233 120.49

Hybrid
PSO

Samambaia
Campus 100 31 14,796.27 0.40764 92.98

K-means Samambaia
Campus 100 31 14,965.47 0.40943 114.85

LP Academic
block 25 19 4604.6 0.30675 24.74

Simple
PSO

Academic
Blocks 25 19 5384.96 0.27088 24.52

Hybrid
PSO

Academic
Blocks 25 19 3982.1 0.39224 29.57

K-means Academic
Blocks 25 19 3974.86 0.38964 27.01

In relation to the greatest distance that was found between a device and a gateway
(Table 15), it was observed that in some cases the greatest distance was greater than the
range of the technology. In the LP model, this distance was always less than the radius,
while in the K-means model and the simple PSO and hybrid PSO models, values that were
greater than the range were found, which occurred because these models did not adopt
the range as a restriction to the clustering process. Out of the proposed models, the only
method that guaranteed the range was the LP model; on the other hand, this model was
the only one to present a negative silhouette coefficient, as shown in Table 9. In the LP
model, the gateways were activated to serve the devices that were in range. So, the larger
the range, the more likely the silhouette coefficient was to be bad. Although the clustering
models did not use the range as a criterion, they clustered the devices by considering the
best position; in this case, it was a clustering process, not a gateway activation process.

In the presented clustering models, the number of gateways was informed based on
the results of the LP model. It was possible to enter a larger number of gateways and obtain
the greatest distance within the range of the technology. It is worth noting that the idea was
to quantify the smallest possible number of gateways and the model achieved the expected
result, as did the clustering process.

Throughout Sections 5.1–5.3, the experiments were described considering the same
parameters for each proposed model. It was concluded that the models corresponded to
expectations. The experiments with the LP model only had one sample. In the performed
tests, it was found that repetition with several samples and the same parameters returned
the same result, matching the search for the best result. The clustering models presented
different results for each sample because a random initial position was defined for each
sample, which interfered with the final results. For evaluation purposes, 32 samples were
run and the average of the silhouette coefficients and the total distances within the clusters
were calculated to compare the models.

Table 16 presents the parameters that were applied in the experiments. In order to
compare the results, six experiments were performed, all of which were applied in the INF
scenario with an area of 2425 m2 in an indoor environment.
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Table 16. The parameters that were applied in the experiments.

Experiment Communication
Technology

Range
(m)

Number
of Devices

Number of Gateways
(Demand 3%)

1 BLE 5 100 35
2 BLE 5 300 37
3 Wi-Fi 25 100 4
4 Wi-Fi 25 300 10
5 LoRa 70 100 4
6 LoRa 70 300 10

The results presented in Tables 17 and 18 show a comparison between the six experi-
ments, using the total distance and the silhouette coefficient as metrics. The higher the total
distance, the greater the distance between the devices and their respective gateways. The
silhouette coefficient represented the cohesion of the clusters.

Table 17. The comparison of the total distance metric (average), considering the experiments that
were performed using the same parameters.

Experiment K-Means
Summed Distance

LP
Summed Distance

Simple PSO
Summed Distance

Hybrid PSO
Summed Distance

1 196.80823 220.14000 315.47147 196.06500
2 809.21433 939.62000 1154.32925 1779.13501
3 885.48468 1289.35000 1056.12834 885.49252
4 1776.56160 4261.13000 2206.50263 1775.86463
5 885.50771 1289.35000 1050.06652 885.48468
6 1776.56160 8916.60000 2206.50263 1775.86463

Table 18. The comparison of the silhouette coefficient metric (average), considering the experiments
that were performed using the same parameters.

Experiment K-Means
Silhouette Coefficient

LP
Silhouette Coefficient

Simple PSO
Silhouette Coefficient

Hybrid PSO
Silhouette Coefficient

1 0.42334 0.35794 0.23778 0.42535
2 0.38212 0.28193 0.24597 0.37331
3 0.50842 0.09411 0.42984 0.50845
4 0.37390 −0.07833 0.31159 0.37530
5 0.50848 0.09411 0.45149 0.50842
6 0.37390 −0.15928 0.31159 0.37530

When analyzing the results, the smallest distance found was from the hybrid PSO
model in Experiment 1 and the largest distance was from the LP model in Experiment 6. In
almost all of the experiments, the largest distance found was from the LP model.

When comparing the total distances in each experiment, it was found that the hybrid
PSO model stood out as having the smallest distance in four experiments; the K-means
model was second in this ranking. Regarding the greatest distance, the LP model achieved
the greatest total distance in four experiments, followed in the ranking sequence by the
simple and hybrid PSO models.

The same evaluation was conducted for the silhouette coefficient. The lowest silhouette
coefficient out of the experiments was verified using the LP model in Experiment 6, which
was equivalent to the highest distance summation that was found. As can be observed in
Figure 6f, there was no cohesion between the devices and the gateways as the negative
coefficient that was ascertained by the model characterized a high degree of dispersion. The
K-means model showed the best silhouette coefficient in Experiment 5, with a value above
0.5; the closer to 1, the more cohesive the cluster. There were other results of above 0.5:
Experiment 3 with the hybrid PSO model ranked second; Experiment 3 with the K-means
model and Experiment 5 with the hybrid PSO model ranked in joint third position. When
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only comparing the models within the same experiment, it could be seen that the hybrid
PSO model stood out in four experiments (1, 3, 4, and 6) and the K-means model stood
out in two (2 and 5). The smallest silhouette coefficients were from the LP model, which
achieved the smallest results in four experiments (3, 4, 5 and 6), followed by the simple
PSO model with the smallest results in Experiments 1 and 2.

It was possible to observe that each model had its own contribution that could be
improved by inserting other parameters or constraints. The K-means and hybrid PSO
models were the best models for clustering, but the linear programming model was the
only one that restricted the devices within a range.

A statistical analysis using the Friedman test is presented in Section 5.5.

5.5. The Friedman Test

The Friedman test is a non-parametric statistical test that was developed by Milton
Friedman, who was an economist, statistician, and writer [35]. This test is used to detect
differences between treatments in various experiments, allowing a choice to be made
between two or more hypotheses using the data from a given experiment. The objective of
this test is to determine whether there are at least two samples that represent the populations
of distinct means out of a set of n samples (n ≥ 2). In this way, it is possible to detect
significant differences between the behaviors of two or more metaheuristics [36].

The Friedman test was applied to our experiments in order to evaluate the optimization
models. The arithmetic means of the silhouette coefficients and the summation of the
distances were used as metrics.

The Friedman test is based on ranking the data, so the lowest ranking value is assigned
to the best performing algorithm. This test returned a p-value that allowed the similarities
between the proposed models to be evaluated. The p-value was compared to an α value,
which represented the significance of the test. α = 0.05 was adopted; when the p-value < α,
it was concluded that the algorithms were different. The degree of confidence was equal to
1− α. For α = 0.05, we obtained a confidence level of 0.95 (or 95%).

Although the results showed whether or not there was a difference between the
algorithms, it was not possible to know what was different. In view of this, the Friedman
test compared the models and evaluated the differences between them. This comparison
is called a post hoc test. Each comparison returned a value of p, which represented the
similarity between the compared algorithms.

The tests were applied using the Keel (Knowledge Extraction based on Evolutionary
Learning) software, which is a free software that was developed in Java by a group of
researchers from Spain and the UK and is capable of performing various experiments
involving data mining, including the Friedman test [36].

The test was applied using the data from the experiments presented in
Tables 17 and 18. The results are shown in Tables 19–22. The standard deviations and the
arithmetic means and medians of the silhouette coefficients were considered, along with
the total distances between the gateways and the IoT devices.

Table 19. The results from the Friedman test: the ranking applied to the arithmetic mean values and
the sums of the distances between the gateways and the IoT devices.

Model Ranking

LP 1.50000
Simple PSO 1.83330
K-means 3.33330
Hybrid PSO 3.33330
p-value 0.01694
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Table 20. The results from the Friedman test: the comparison between each metaheuristic using the
arithmetic means of the sums of the distances between the gateways and the IoT devices.

Comparison p-Value With α = 0.05

K-means vs. LP 0.01391
LP vs. Hybrid PSO 0.01391
K-means vs. Simple PSO 0.04417
Simple PSO vs. Hybrid PSO 0.04417
LP vs. Simple PSO 0.65472
K-means vs. Hybrid PSO 1.00000

Table 21. The results from the Friedman test: the ranking applied to the arithmetic mean values of
the silhouette coefficients.

Models Ranking

Hybrid PSO 1.33330
K-means 1.66670
Simple PSO 3.33330
LP 3.66670
p-value 0.00200

Table 22. The results from the Friedman test: the comparison between each metaheuristic using the
arithmetic means of the silhouette coefficients.

Comparison p-Value With α = 0.05

LP vs. Hybrid PSO 0.00175
Simple PSO vs. Hybrid PSO 0.00729
K-means vs. LP 0.00729
K-means vs. Simple PSO 0.02535
K-means vs. Hybrid PSO 0.65472
LP vs. Simple PSO 0.65472

When analyzing the ranking results presented in Tables 19 and 21, it could be ob-
served that the models all had a degree of similarity of less than 0.05, indicating that the
optimization models were different. When analyzing the rankings, the hybrid PSO model
performed the best in terms of the silhouette coefficient metric. In terms of the sum of
the distances between the devices and the gateways, we obtained a different result for
each metric.

When evaluating the post hoc tests, which aimed to compare the models to each
other, it was observed that the K-means and hybrid PSO models had a p-value of greater
than 0.05 in all of the presented cases, which confirmed that these metaheuristics were
similar. It is noteworthy that the hybrid PSO model initialized the particles using the same
initialization technique as the K-means model, which justified the similarity that was found
in the Friedman test. The LP and simple PSO models showed a similarity when evaluating
the arithmetic means of the silhouette coefficients and the sums of the distances between
the gateways and the IoT devices.

The four models presented in this paper contributed to the planning and deployment
of IoT gateways in a smart campus environment. Based on the results, it was possible to
choose which model best fit a specific case. In Section 6, the final considerations of this
work are presented.

6. Conclusions

This paper presented an approach for planning and deploying IoT gateways in smart
campus environments, using the minimum number gateways that was required for the
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desired area coverage. The application scenario for the experiments was the Samambaia
Campus of the UFG. In this environment, some departments were chosen for indoor and
outdoor experiments. The heterogeneity of IoT devices led us to think about environ-
ments with multiple communication technologies, considering the characteristics of each
technology. Thus, the proposed model focused on the LoRa, Wi-Fi, and BLE technologies.

The linear programming-based model considered the desired area, the range of the
technology, the consumption capacity of the data link, and the deployed IoT devices to
return the lowest possible number of gateways and to subsequently position them. For
positioning, we presented the linear programming, K-means, and PSO models.

The experiments were applied to four scenarios (INF, academic blocks, Samambaia
Campus, and IFTO Palmas) and achieved considerable results for both the quantification
model and the gateway positioning models. The problems that were addressed by the
model have been considered as difficult to solve and as the number of devices increased,
the size of the area and the demand for processing and memory also increased.

With the results of these experiments, a comparative analysis was conducted that
allowed for the evaluation of the behavior of each model and the determination of their
advantages. It was concluded that the results were satisfactory and proved the efficiency
of the models in relation to the proposed objective. The IoT gateway quantification was
accurate and respected the established range and data demands. The positioning models
defined the positions of the gateways and created clusters of devices that were associated
with a gateway.

With the presented optimization models, it would be possible to plan the required
area coverage for establishing wireless communication technologies. This planning would
reveal the amount of communication equipment that is needed and would define the best
positions for that equipment to be installed.

This work offers contributions to the field of IoT gateway planning and deployment
through the optimization model. Throughout the research, we envisioned studies that
could be developed in the future.

For future work, we intend to improve the optimization models, both from a quantifi-
cation and positioning point of view by:

• Considering other parameters and constraints that may contribute to gateway quan-
tification, with the goal of obtaining results that are even closer to the existing design;

• Associating weights with the objective functions or processes that could improve
gateway positioning using the clustering models;

• Working on a model that can consider all three communication technologies simulta-
neously for gateway quantification.
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Abstract: An identity management system is essential in any organisation to provide quality services
to each authenticated user. The smart healthcare system should use reliable identity management to
ensure timely service to authorised users. Traditional healthcare uses a paper-based identity system
which is converted into centralised identity management in a smart healthcare system. Centralised
identity management has security issues such as denial of service attacks, single-point failure,
information breaches of patients, and many privacy issues. Decentralisedidentity management can
be a robust solution to these security and privacy issues. We proposed a Self-Sovereign identity
management system for the smart healthcare system (SSI-SHS), which manages the identity of each
stakeholder, including medical devices or sensors, in a decentralisedmanner in the Internet of Medical
Things (IoMT) Environment. The proposed system gives the user complete control of their data
at each point. Further, we analysed the proposed identity management system against Allen and
Cameron’s identity management guidelines. We also present the performance analysis of SSI as
compared to the state-of-the-art techniques.

Keywords: internet of things; blockchain; self-sovereign identity; IoMT; security; privacy

1. Introduction

Blockchain plays a crucial role in healthcare applications, from improving med-
ical record management, enhancing insurance claim processes, and accelerating clini-
cal/biomedical research to advancing healthcare data by recording on the ledger. Blockchain
technology can provide feasible and secure solutions to healthcare applications. The
blockchain’s main characteristics, i.e., decentraliseddata management, data provenance, im-
mutable audit trails, high availability, and, most importantly, security and privacy, increase
the usability of blockchains in healthcare applications compared to traditional databases [1].

In smart healthcare applications, patients are implanted with wearable biosensors on
their bodies and non-wearable sensors in nearby environments. These wearable biosensors
and non-wearable sensors collect vital and biological data (e.g., cardiac activity, pulse
rate, blood pressure, temperature, etc.). Biological data and personal patient profiles are
addressed as an Electronics Health Record (EHR). The security and privacy requirements
for an EHR have become more difficult and necessary as the movement to an EHR is
one click away from being across the world. Challenges emerge as more health data is
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collected from wearable devices and Electronic Health Record (EHR) systems. The current
centralized smart healthcare system has data isolation, data ownership, accountability,
security, and privacy issues. Further, patients do not have control over their health data; the
self-sovereignty concept is an excellent way to deal with these privacy issues. The current
centralized concept is better for the scalability and mobility of the system. However, it is not
good in terms of privacy, security, usability, single-point failure, and system complexity [2].

Identification is essential for public health management and quality delivery of health
services to the end-user. Patients should be uniquely identified in the smart healthcare
system to access the appropriate medical treatment and services. The service providers
should also ensure that they provide consistent and correct services to the right person.
The unique identification of patients helps researchers and administrators analyze records
in order to generate statistics and other data planning, pandemic management, treatment
improvements, tracking a patient in case of spreading diseases like covid, emergency
response, and many more. Further, health insurance companies must also identify a patient
to ensure the correct claims are submitted and provide insurance money based on the
patient’s treatment history [3]. Smart healthcare consists of smart medical equipment,
wearable sensors, or the internet of medical things, making identity management difficult
for health service providers [4]. We can summarize that the healthcare system needs a
secure, inclusive identity management system to provide quality health services.

The existing centralized identity management system for smart healthcare faces secu-
rity, privacy, single point of failure, and interoperability issues. Further, individuals are
given fewer or no options to control their health data and data transactions encompassing
how, where, when, by whom, to whom, by what time, and which specific data is shared.
The right of users to control and rectify personal information, including health information,
has decreased in the digital era [4,5]. To solve the issues of a centralized identity model and
patient privacy, the Self-Sovereign Identity Model (SSI) is an emerging concept of identity
management. An SSI is a decentralised and owner-centric identity model that can solve the
identification issues of a smart healthcare system.

In this paper, we are proposing a decentralised identity management SSI for smart
healthcare to provide patients control over their EHR. The proposed identity model covers
the IoMT identification and gives control of device data to the device owner. The smart
healthcare system has IoMT devices or sensors at different stages, like sensors installed
with patients for remote monitoring, wearable devices, patient motion detection, and at
hospitals to measure different health parameters. In the proposed identity model, the
owner of the device (mostly the patient) has complete control of the sensors or the IoMT
devices that collect data, and the owner chooses to share the information.

The motivation of this research is to consider the IoMT device as an essential identity
in the smart healthcare system. The identity management system aims to ensure that the
service provider provides services to the trusted user based on the trusting relationship
with an identity provider. However, there is no limit on the IoMT for providers to offer
their services to any requestor. Traditional identity management systems focus only on real
users’ identities and negate the end-users like the application, the IoMT. Researchers were
motivated to do this research to provide solutions to these limitations.

The contribution of this paper can be summarized as follow:

• First, a system architecture is presented for a Self-Sovereign Identity Model for smart
healthcare, including the IoMT network. The IoMT network is integrated with the
smart healthcare distributed network.

• Second, the registration and authentication process of stakeholders in smart healthcare
is presented along with the smart device installed or the patient’s collected EHR,
registration, and authentication in the smart healthcare system.

• Third, we have implemented a prototype for the proposed SSI model using the per-
mission blockchain, Hyperledger Indy, to collect the results for performance analysis.

• Finally, the proposed identity model is analysed with respect to the Allen identity
model rules. Further performance analysis with respect to the execution time and
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storage is presented. The proposed distributed identity model gives complete control
of personal data to the data owner. The patient and other stakeholders can choose the
limited disclosure of personal information.

The organisationof the paper is as follows. Section 2 describes Preliminaries on Smart
Healthcare and Identity Management concepts. In Section 3, we reviewed the existing identity
model based on blockchains and without blockchains for smart healthcare. Section 4 describes
the proposed identity model with architecture, communication flow, and process. The
experimental implementation, results and their analyses are discussed in Sections 5 and 6,
respectively. Section 7 concludes the research paper and discusses future direction.

2. Preliminaries on Smart Healthcare and Identity Management
2.1. IoT Enabled Smart Healthcare Model

The internet of things (IoT) has been used as a potential solution to reduce the pres-
sure on the healthcare system and provide healthcare services to everyone, anytime and
anyplace. A large amount of research focuses on this direction. It shows the considerable
use of the IoT in healthcare, such as remote monitoring of specific conditions, aiding re-
habilitation through constant monitoring of a patient’s progress, constant monitoring of
patients using wearable devices, and many more. Baker et al. presented a range of uses for
the IoT in healthcare and proposed a unique identity model for future IoT-based healthcare
systems [5].

Figure 1 presents the IoT-enabled healthcare system. Figure 1 captures all stakeholders
of smart healthcare. The healthcare system comprises many stakeholders such as doctors,
hospitals, clinics, pharmaceuticals, insurance companies, researchers, and core healthcare
“patients.” The second important factor in the IoT-enabled healthcare is that the sensors are
deployed with patients, and the generated large data is sent to the storage location. The
storage server, like cloud, blockchain, or any database, stores this large health data, and the
end-user applications access this data for further analysis and provide the services. Further,
machine learning, deep learning, and soft computing or other computation techniques are
used in the analysis to get specific results.

Figure 1. IoT enabled healthcare system.

In this work, we present the four key players as follows:
Healthcare Consumers: People or patients who receive healthcare services, treatment,

or care. Patients access their healthcare records and share the same with doctors or hospitals,
or other healthcare providers party to get the health services.
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Healthcare Regulators: Government institutes or public health departments that
regulate health services among consumers. Health regulators monitors and fame the
policies related to healthcare services. They aggregate the health data and process it to
make new healthcare frameworks or policies.

Healthcare Providers: Any entity that provides healthcare services to patients. It
can be doctors, hospitals, nurses, ambulances, clinics, and others who are responsible for
delivering health services. They collect the health data to provide health services.

Industry Representative: Includes pharmaceutical firms, insurance companies, drug
manufacturers, and medical device companies. They help operate the healthcare system
and provide the latest and advanced solutions for health services. They collect the health
data to provide good solutions to advance the health system.

2.2. Digital Identity Management System

An identity management system (IDMS) or digital identity management system
contains a set of rules and conditions for authentication, authorization, and the system’s
access control. The IDMS ensures that only authorized entities can access the services in an
organization. The core entities of any IDMS are the user, the identity issuer, and the service
provider. In most IDMSs, a single centralized authority, like an organization, controls and
owns the digital identities of specific organizations or systems [6].

Mainly, three types of IDMS models have been present since the internet’s beginning:
Centralized Identity, Federated Identity, and user-centric Identity/decentralised identity
model. The service provider authenticates users in the centralized Identity model before
providing a service. Here, the service provider controls the identities and provides the
credentials to access each service and time. The centralized system is the model we have
been using for a long time: government ID, license card, college identity card, voter
ID, Facebook, Twitter login, and so on. The identity issuer (mainly government and
service provider) issues the identifiers and credentials to the user in the centralized identity
model [7,8].

In the federated identity model, the identity provider manages the identities of more
than one service provider. Users register for identity providers and can access the services
from a federation. There are three popular federated identity protocols available: SAML,
OAuth, and OpenID since 2005. Using protocols like OpenID Connect, social login buttons
from Facebook, Google, Twitter, LinkedIn, etc., are now a standard feature on many
consumer-facing websites [8,9].

In the user-centric identity model, the user controls its identifiers and defines a policy
to share the attributes with the service provider to access the service. The decentralised
identity model is based on peer-to-peer connection and does not have a centralized author-
ity to manage the identity of a system. uPort, ShoCard, BitID, and soverin are examples
of decentralised identity models. Further, the self-sovereign identity (SSI) model is a de-
centralised model that facilitates the recording and exchange of identity attributes and the
propagation of trust among participating entities [9,10].

2.3. Self-Sovereign Identity (SSI)

In February 2012, a developer, Moxie Marlinspike, first wrote about the “Sovereign
Source Authority” and mentioned that “individuals have a right to an “Identity”” [10].
Simultaneously, In March 2012, Patrick Deegan also started working on an open-source
framework that gives the control of a digital identity to the user [11]. SSI introduces a layer
of flexibility and security in distributed identity management systems. SSI is the concept
where organizations and individuals have whole ownership of their identities along with self-
defined attributes and identifiers, while the distributed identified management system (DIMS)
uses the user’s already existing trusted credentials like PAN, Voter ID, Passport, etc [7].

In the SSI model, there is no central authority that holds user data and passes data
on to other parties on a request. The user holds his/her own data. The cryptography and
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distributed ledger technology allow users to present claims about identity, and others can
verify it with cryptographic certainty [11].

2.4. Architecture of Self Sovereign Identity Model

The SSI model uses the core concept of identity management, blockchain or distributed
ledger technology, distributed computing, and cryptography and provides a user-centric
identity model. These concepts have been well established for a long time, and SSI put them
together to create a more secure, persistent, and interoperable identity model. Figure 2
represents the sequence flow along with the important component of the SSI model. The
conceptual architecture of the SSI model has four layers: Identifiers and Keys (DID), Secure
communication and Interfaces, Verifiable Credentials, and Governance. Further, these
four layers need seven building blocks to achieve the user-centric identity management
goal [12,13]. The seven building blocks are:

• The trust triangle (issuer, holder, and verifier): Issuers are the source of credentials.
The holder saves credentials issued by the issuers in its digital wallet and presents
proof of claims when a verifier requests. The verifier verifies the credentials presented
by the holder.

• Verifiable credentials or digital credentials: The digital equivalent of physical creden-
tials are the verifiable credentials to prove the identity. The subject of the credentials
creates a set of claims, and the verifiable credentials contain those claims. The issuer
in the SSI model issues the verifiable credentials.

• Digital wallets: Digital wallets store credentials and other sensitive data and work
with digital agents to securely exchange credentials among peers.

• Digital Agent: Digital agent is a software on the digital wallet that provides security to
the digital wallet, participates in secure credentials exchange, and forms connections
via a decentralised, secure message protocol. Edge Agents and cloud agents are two
general categories of the digital agent.

• Decentralised Identifiers (DIDs): DIDs are decentralised, cryptographically verifiable,
resolvable, and unique identifiers. DIDs are combinations of the private and public
keys of a user. DIDs are decentralised by the nature that makes credentials available
at all times for verifications. DIDs create a secure, unique, and private peer-to-peer
connection between two parties who agree to connect with each other based on their
requirements. The identity owner has complete control of the DIDs.

• Verifiable Data registries: A DID can be registered with any type of decentralised
network, verifiable data registry, or even exchanged peer-to-peer. Blockchain can be a
vital choice for verifiable data registry because a blockchain is a highly tamper-resistant
transactional distributed database that no single party controls.

• Trust Framework: The trust framework contains the set of business, legal, and technical
rules to use the SSI infrastructure and enables interoperable digital trust ecosystems of
any size and scale.

The basic steps of information flow in the SSI model are:

• The issuer issues the verifiable credentials to the identity owner/holder. The VC
includes the claims and attention.

• The user/holder stores this information himself. Users and holders can be the same
sometimes. Furthermore, the VC holders have complete control of the VCs.

• When the user wants to access any service, he/she presents its VC to the verifier.
• The verifiers verify the VC without connecting the issuers. The verifier connects with

a distributed registry (blockchain), verifies the user, and grants authorized services.
• The distributed verifiable registry has the VC schemas and DID, which helps in

user verification.
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Figure 2. SSI communication Sequence.

The SSI model is an advancement of DIMS and user-centric identity. The main focus
of the SSI model is that the user must be the controller of the identity, and the identity must
come with interoperability across multiple locations with the user’s permission. There is
vast literature available that writes about Self-Sovereign Identity Models. Here, we can
summarize the ten principles of SSI. These principles focused on the user’s identity control,
system transparency and fairness, and interoperability. Table 1 defines the ten principles of
SSI and categorizes them based on focus area [13,14].

Table 1. Principle of SSI.

User’s Control Security Portability

Users must have control of their data like
which information can be seen the other Keep identity information secure Users can move anywhere without being

tied to a provider

Existence Protection Access

Control Persistence Transparency

Consent Minimization Interoperability

Persistence

Alex Preukschat and Drummond Reed analysed and listed the major features and
benefits of the SSI model. The SSI model can help in the following areas: fraud detection,
reducing customer onboarding cost, auto authentication, auto authorization, automated
workflow, data security, privacy, protection, portability, and much more [15].

Limitations:

This part addresses the challenges and limitations of developing the fully decentralised
identity system or SSI system. The SSI is a distributed identity model and relies on the
DID and Blockchain system, so blockchain performance directly affects the system. The
issue faced in blockchain implementation, like storage limitations, scalability, predefined
set of users, and so on, is directly accepted in the SSI model. Key storage is also an essential
part of the implementation of SSI. When DID is created, the private keys and verifiable
credentials are stored in secure storage with the user. The challenges come when the user
loses the secure storage for any reason. In that case, it is like the user losing their access
to identity.
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3. Literature Survey

In this section, we have reviewed and analysed the literature on centralized and
decentralised identity management systems. As the literature on SSI and distributed
identity in smart healthcare is scarce, we consider access control and identity management
in smart healthcare, e-health, and traditional healthcare. Some surveys are presented
in the open literature on identity management based on blockchain technology. X, Zhu
et al. presented the survey on blockchain-based identity solutions for the internet of
things. The survey analysed the identity solution for IoT digital identity management and
studied the recent increment in blockchain-based SSI solutions for IDMS [15]. Further,
Kuperberg surveyed essential aspects of blockchain-based identity systems like compliance
and liability, regulations, standards, integration, and user-friendliness [16].

We divide the literature analysis into a centralized identity model and a decentralised
or SSI identity model for smart healthcare.

3.1. Centralised Identity Model

The health information system contains individuals’ personal information and critical
health data. Bouras et al. stated that the current centralized identity management system is
good in terms of scalability and mobility. However, the centralized identity model is poor
regarding security, privacy, usability, single point of failure, and complex ecosystem [17].

Aghili et al. proposed lightweight authentication and an ownership transfer proto-
col (LACO), a secure and energy-efficient protocol that provides authentication and key
agreement. The proposed work also covers the access control of health data and preserves
doctor and patient privacy. The author designed a threat model for IoT and analysed the
proposed protocol against around eleven security attacks. Further, the authors presented a
comparison between the proposed model and the ZZTL [18] protocol [19].

Yang et al. proposed a big data storage system with self-adaptive access control to
preserve privacy in smart IoT-based healthcare. The proposed work aims to provide emer-
gency and normal access control and prevent duplication from saving space. Further, the
system supports sharing encrypted medical files from IoT networks to different domains
by applying the cross-domain sharing policy [20]. PASH, privacy-centered access control
for the health system, is proposed. The proposed system revealed that only attribute names
of access policies and attribute values are encrypted and stored in records because the
attribute values have sensitive information, not the attribute names. Further, the security
analysis shows that PASH is also secure as per the standard model [21]. Farid et al. present
identity management solutions for IoT and cloud computing-based personal healthcare
systems. The solution uses biometrics to perform the authentication in the system. How-
ever, the framework does not have user consent and is a combination of federated and
centralized identity management. The proposed work does not present an end-to-end
security analysis [22].

3.2. Decentralised Identity Model

As we have already discussed the properties and technical aspects of the Self-Sovereign
Identity Model, the SSI model is a robust solution for protecting the data owner’s privacy
as SSI gives its owner control of identity. Further, Houtan et al. analysed identity projects
based on the SSI model, such as uPort, Soverin, evernym, ShoCard, TheKey, and other
projects based on blockchain technology for the patient identity system [22].

Augot et al. developed a zero-knowledge proof-based solution for identity man-
agement. However, the proposed framework has two significant drawbacks. First, the
authentication is not free. As the authentication is encoded with bitcoin transactions, the
users have to pay a transaction fee to the miners. Second, the bitcoin transactions are public,
so the user’s privacy is at risk [23]. Liang et al. presented personal health data manage-
ment using blockchain and Intel SGX. The intel SGX stores the healthcare records; these
records are trusted timestamping and free from redundancy, preserving both availability
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and accountability. However, the research does not include the identity management of the
IoMT device [24].

AU et al. also proposed user-centric and privacy-preserving identity management for
the distributed e-health system. Healthcare consumers maintain pseudonymous identifiers
for use in different healthcare systems. However, this work does not include the imple-
mentation of the proposed architecture in an e-health system controlled environment and
particle deployment in an e-health system [25]. Shuaib et al. explore the applicability of
blockchain-based SSI solutions for healthcare, their advantages, and their requirements.
Further, they proposed a model to demonstrate the use case of SSI. However, this work did
not present the proposed model’s formal implementation and performance analysis [26].
Mikula et al. proposed identity and access management for EHR in the healthcare system
to support authentication and authorization (use this in comparison). This paper does
not cover IoMT device authentication and authorization [27]. Further, Zoho et al. applied
sovereign identity claims to provide the distributed data vending system for the personal
healthcare system [28]. Buzachis et al. also used uPORT, a self-sovereign identity plat-
form, to identify patients in healthcare [29,30]. In recent times, researchers have included
new technologies along with blockchain to secure the health system. Neelakandan et al.
used deep learning with blockchain to secure the healthcare and diagnostic model [31].
Kamalraj et al. applied an interpretable filter-based convolutional neural network in the
healthcare system for glucose prediction and further analysis [32]. Harshavardhan et al.
proposed an optimization model for healthcare systems using LSGDM with biogeography-
based optimization [33]. It is clear from the literature survey and the surveys mentioned
earlier that no single distributed solution is fully distributed, covering users’ consent,
privacy, and compliance with privacy standards [34,35]. The proposed research has the
potential to be used in a smart city environment, such as smart traffic management [36–38].
Smart cities can be connected with smart healthcare to reduce the insurance claim process
time and prevent fraud in the traffic-centric health insurance process [39–42].

4. Proposed Framework

We proposed an SSI model to manage the digital identities for a smart healthcare
system. The proposed model includes the IoMT devices and provides digital identity to
all stakeholders in smart healthcare. Further, the model gives complete control to the data
owner at the time of sharing to PII and PHI. Whenever a user wants to access another
user’s data, the requester’s data must authenticate himself to the requestee user. This
provides the security and privacy of personal data and users’ health data. We proposed
a distributed blockchain-based SSI that does not require a central authority to control the
identity lifecycle. The following section will explain the whole SSI model in detail.

4.1. High-Level System Architecture of SSI Model for Smart Healthcare

In this section, we present the high-level system architecture of the proposed model
for the smart healthcare system. Figure 3 explains the main components of the SSI model
of smart healthcare system (SSI-SHS) with reference to the SSI architecture presented
in Section 2. The three main access-based roles of the SSI model are Subject (Identity
Holder), Issuer (Identity issuer), and Verifier (Identity Verifier) in the context of smart
healthcare as follows: the smart healthcare system (SHS) issues the verifiable credentials to
all stakeholders (patients, doctors, labs, researchers, and others) based on DID. The subjects
who hold the identity can be any stakeholders, and we include IoMT devices to cover the
end-to-end information flow of smart healthcare. The verifier is the entity that provides any
kind of service to others. For example, if a doctor wants to access the data of any medical
device, in this case, a patient who owns the device verifies the doctor’s identity directly
without any help from SHS (the issuer).
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Figure 3. SSI-SHS architecture.

Further, all the stakeholders are in the same blockchain network (SHS-BT), and any
entity that wants to access health services must register on the SHS-BT network. For the
transactions, we will discuss the generation of transactions (identity management related)
in the coming sections, stored at the SHS-BT blockchain distributed ledger (Li). The owners
of IoMT devices register their devices on SHS-BT by providing the DID of devices along
with their own DID. The SSI-SHS uses blockchain for verifiable data registry (VDR) also.

VDR sets the rules in the distributed system for entities to create identifiers as per their
own rules. VDR is a role or system that mediates the creation and verification of identifiers,
verifiable credentials schema, keys, and other relevant data, such as public keys, revocation
registries and so on, which are required in the verification of verifiable credentials.

4.2. Communication Sequence Flow

In this section, we will describe the flow in SSI-SHS. The backbone of communication
is DID communication between the Edge Agents of respective users. A user contains the
user’s Edge Agent, front-end DID wallet, secure element, and micro ledger. The URL
consists of a community resolver, a driver for DID methods, and a cache. We choose
Sovrin [34] to demonstrate the interaction of DID among the users. A steward, a DID
syntax checker, cache and resolution result constructor, and serialization validators are part
of Sovrin. The VDR is any blockchain network.

The system uses an agent that is a delegated entity by the DID subject. The agent
controls the agent-to-agent DID communication, DID wallet cryptography-based oper-
ations, and sharing of credentials to authorized agents as per the relationships. Agents
are categorized as Edge Agents and cloud agents. The Edge Agent resides within the
wallet software locally. The cloud agent resides in the cloud and has extended features
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like identity wallet backup to the cloud, 24/7 DID communication when an Edge Agent is
offline, data storage in the cloud, and key management. We use an Edge Agent (EA) in the
proposed system.

To explain the architecture, we take the most common communication in smart health-
care, where a patient wants to talk with a doctor, share health data, and device readings to
get medical service. To establish the communication, the patient’s Edge Agent first queries
the doctor’s DID from the Edge Agent to the community resolver within the universal
resolver (UR). Then DID methods return the DDO of the doctor’s EA to the UR through
VDR interaction. Now, the patient’s EA retrieves the DDO from UR. After that, the patient’s
EA establishes the DID communication as per the data present in DDO.

The whole smart healthcare identity architecture can be discussed in two parts: high-
level user interaction named “SSI-SHS: SSI for smart healthcare system”; and the second
part, “SSI-SHS-IoMT: Interaction of IoMT to SSI-SHS”, is a network among sensor and
patient named as IoMT network. The term “IoMT” covers all types of medical devices,
sensors, and other smart medical devices with the patient, as elaborated in Figure 4, the
high-level SSI-SHS architecture.

Figure 4. Authentication Process.

Part 1: SSI-SHS
Phase 1: Registration: Identity Wallet and Agent Installation
In the registration phase, the shareholders create their own DID with the help of a

digital wallet and Edge Agent. We described the registration of patients on the SHS-BT
network. The following steps describe the process of getting the verifiable credentials from
the SHS and registration:

Step 1: The patient installs the digital wallet software and initiates the creation of the
first Edge Agent. The user uses the wallet to receive credentials from various entities and
presents these credentials to prove himself on the system.

Step 2: The Edge Agent (EA) creates a DID for agent communication, credentials
for secure element and link secret (link secret is used in DID relationship establishment
through a blinded commitment).

EApatient → DIDEA, CredSE, linksecret (1)
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Step 3: The Edge Agent requests the Secret Element to create verifiable credentials
(VC) and a VC presentation (VCP) for specific credentials schema (CS). The EA requests
different types of keys like DID keys for signing and verification, Agent Policy (AP) keys,
and encryption and decryption keys for the wallet.

EApatient Req(VC, VCP, CS)→ SE (2)

Step 4: The Secret Element (SE) stores the following: VC, signing key of DID, decryp-
tion key of wallet, and AP keys.

SE← stores VC, PRpatient, D.Keywallet, KeyAP (3)

Step 5: The SE returns the following to the front-end wallet: VCP for CS, DID verifica-
tion keys, and decryption keys for wallet backup.

SE return
(

D.Keywallet, VCP, PRpatient
)
→ DigitalWallet f rontend (4)

Step 6: The EA asks to store the following in the front-end wallet: agent IDs, CS
registry address P, and a link secret. The address P denotes the storage location of CS in
the public ledger. After that, CS establishes the authorization level for each agent based on
each different credentials. The newly added agent stores VCP at address P in the PROVE
section of CS.

DigitalWallet f rontend ← store
(
EApatient ID, linksecret, PAP

)
(5)

The result of the above process achieves the SSI and ensures that the privacy of
the identity system is preserved via control and confidentiality. The system provides
minimum controllable disclosure of the proof to achieve control of identity. The system
stores the user credentials in the decentralised key management system identity wallet to
satisfy confidentiality.

Further, the EA proves the authorization using VCP without disclosing the secret
value defined in Step 6. The CS Address Commitment (CSAC) can also be generated via
the VCP with CS address to achieve herd privacy in the system.

The DID keys are composed of a signing and verification key, as defined in steps 3
and 5. The signing key is based on the Edwards curve Digital Signature Algorithm using
SHA-2 and Curve 25519 (ED25519). Next, when a new relationship is started, the DID and
verification keys are shared with other parties. Lastly, CA is created for backup purposes.

Phase 2: Authentication using DID Method
After installing the agent and identity wallet, if the doctor wanted to access the

patient’s data, the doctor would have to send a DID communication request to the patient.
The EA of the patient gets the invitation for a DID connection from a remote doctor. The
process flow is as follows:

EAdoctorconnect(DIDdoctor)→ EApatient (6)

Step 1: The EA of the patient asks the query to the Community resolver (CR) of the
Universal resolver (UR).

EApatientquery(DIDdoctor)

Step 2: The CR checks the cache first after receiving the DID query.
Step 3: The CR returns the stored DDO (DID Document) immediately if the DID query

hits the cache. The DDO is passed with other metadata like DDO metadata, and DID
resolution metadata.

CR return(DDO, DIDdoctor)→ EApatient (7)
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If the cache miss in Step 3, the CR invokes the resolution process (RP). The CR
first chooses the driver that is similar to the DID method, as received in DID. The pro-
posed system uses the DID method as defined in the sovran for demonstration and
implementation purposes.

CR invoke(RP, methodDID)

Step 4: The driver passes the DID and DID Resolution Input Metadata (DRIM) to RP
to get the DID method. After getting the DID method, the DRIM is passed to the DDO.

Step 5: The steward hits the cache to check that the DDO is present in the cache for the
provided DID.

Step 6: If the cache hits, the steward returns the DDO immediately. If the cache misses,
the steward resolves the DID query.

Step 7: the steward first checks the DID format; the input DID should be in a standard
format. The steward throws an error on any syntax or semantics error.

Step 8: The steward passes the DID method to invoke the read operation to VDR.
If the DID has a public DID URL, then the DID URL has to be dereferenced to get more
information regarding the specific resources to be targeted in the DDO. The DDO resources
are identified with the help of the DID URL components like query, path, and fragments.

Step 9: In the first VDR operation, the DDO is returned to the steward after processing
the read operation on VDR.

Step 10: The serialization validator validates the DDO format as per defined in the
DID. The serialization format can be JSON, JSONLD, and CBOR as per the DID core data
model standard. If the serialization validator gives an error on a query, then the steward
forwards the error to the requestor (driver from UR).

Step 11: The requested DDO is sent to the steward and to the resolution constructor.
The resolution result constructor makes the representation form of the DID resolution result.

Step 12: The resolution result constructor sends the DDO to the serialization validator,
and the cache updates with DDO.

Step 13: The serialization validator sends this DDO to the steward.
Step 14: The steward sends the DDO to the driver of UR.
Step 15: The driver of UR returns the DDO to CR and caches updates with the DDO.
Step 16: The CR passes the DDO to the patient’s EA.

CRsend(DDO, DIDdoctor)→ EApatient (8)

Step 17: After verifying the DDO, if the patient is satisfied and ready to connect,
then the EA of the patient sends a DID communication message along with a delta of
micro ledger.

EApatient send
(

DIDcommn, encryptPREA(∇L)
)

(9)

The EAs use a message-based protocol to communicate and exchange a series of
messages with each other. The delta of the micro ledger consists of the record of DID events
from each EA. The delta represents the updates of the micro ledger, and it is organized
in the Merkle tree. The EA exchanges the delta via authenticated encryption using the
verification key of the EA.

Step 18: The doctor’s EA stores the DID events in the relationship between patient
and doctor. The micro ledger of the doctor stores the delta of the micro ledger sent by the
patient to make sure that the patient and doctor have the same copy of the DID events.

Step 19: The change of state of the doctor’s micro ledger is sent in response to the
recording operation.

Step 20: The doctor’s EA sends a reply of DID communication message and a copy of
the micro ledger delta of the doctor to the EA of the patient.

Step 21: The EA of the patient stores the DID events in the micro ledger and stores the
delta of the micro ledger sent by the doctor.

Step 22: The micro ledger sends a state change response to the EA of the patient.
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Step 23: The EA of the patient checks that the DID events are in sync with the doctor’s
DID events.

Step 24: The identity ledger (Li) stores the transaction as either failed or passed. The
blockchain transactions include the EA of the requester and provider along with the status
(pass or fail) and a hash of the ledger with a timestamp as below.

Tx (EApatient, EAdoctor, status, timestamp, hash(L))
Figure 4 describes the authentication process of a doctor by a patient without any

centralized system or hospital authority. These two phrases describe the registration and
authentication of high-end users and stakeholders. The privacy and secrecy concerns
in smart healthcare increase with the number of IoT devices in the system, and smart
healthcare is loaded with lots of medical devices, and these devices are exposed and
vulnerable to the outside world.

Part 2 SSI-SHS-IoMT: Interaction of IoMT to Healthcare SSI
Here, we present the second part, where a medical device connected with a patient

registers itself and authenticates in a smart healthcare system. We assume that all the
medical devices/sensors (IoMT) are connected to the internet and pass the information to a
remote doctor/hospital to analyze the patient’s health and provide health services. Now
the patient owns his DID and VC and has some medical sensors and devices which send
data to smart healthcare.

We design smart contracts for authentication named “DIDMaster” that provides the
information related to the device after supplying the DID: (diddev.H(docdev). URIdocdev
.stadiddev). The “AccessData” smart contract provides access to the data of the patient’s
devices. These smart contracts are deployed on VDR, and the node in the SHS-BT network
calls the smart contract by passing the correct parameter, as explained in the next part.

Phase 1: Registration of IoMT devices
Here, we consider that all the devices are bootstrapped in the patient’s environment.

Now, the device registration of the device is with the patient. The patient is an onsite
registration authority for devices in SSI healthcare. In smart healthcare, a device is owned
by a single patient, and a single patient can own many devices. After receiving the VC
from smart healthcare, the patients register their IoMT device and bind the ownership of
the device.

The Bootstrapping process:

1. Once the device is active, the patients send their own DID to the device.
2. The device creates an authentication token that includes the patient’s DID, signs this

token with a private key (AuthToken1), and sends the token back to the patient.
3. The client creates another token (AuthToken2), including AuthToken1, and signs this

with its own private key.
4. The patient calls the “DIDRegister” smart contract as a message sender and passes

the device address. “DIDRegister” registers the assignment between the device and
registrar with a tentative state.

5. The patient submits the AuthToken2 to a smart health system node which is a server
application connected to the blockchain.

6. The SHS checks the validity of AuthToken2 and the registration status of “DIDRegis-
ter” (step 4). If both are valid, the identity provider node proofs the assignment of
“DIDRegister”. Afterward, the “DIDRegister” changes the state to active.

7. The SHS node generates an AuthToken3 with a confirmation about the assignment,
signs it with its private key, and sends it to the patient.

8. The client forwards AuthToken3 to the device.
9. The device verifies the signature of the SHS node with its built-in list (in a secured

environment) and, if ok, adds the patient to its trust list.

Phase 2: Authentication of IoMT on network
Here, the patient who is the owner of the medical device has complete control over

the data collected by their medical/IoT device. A detailed description of how the doctor
accesses the data from IoMT with user consent:
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Step 1: The patient provides the DID of a device to the doctor to access the data; after
receiving the DID of the device, the doctor calls the “DIDMaster” smart contract bypassing
the DID of the device and the patient.

Step 2: The smart contract returns the details of the device: hash of the DID device,
hash of DDO of the device, status of the device, and URI of the device.

Step 3: If the status of the device is active, the doctor sends the DID to the verifier to
verify the DID.

Step 4: The EA of the doctor gets the address of “AccessData” from step 3.
Step 5: The EA of the doctor calls “AcesssData” by passing his own parameters: didoc,

reqdoc; where diddoc is the doctor’s DID and reqdoc denotes the data set that doctor
would like to access. Moreover, the smart contract AcesssData also checks whether the data
access request reqdoc is valid. After the successful execution of AcesssData, a data request
event, which contains the doctor’s request parameters, is emitted on the blockchain.

Step 6: Successful execution of the “AcesssData” smart contract saves on the blockchain.
Step 7: The EA of the patient, on receiving a new data request, sends the DID of

the doctor to the UR to resolve. Moreover, the further process is the same as “Phase 2:
Authentication using DID Method”.

Step 8: If the doctor’s data request passes all the validations, the patient’s EA invokes
the smart contract AccessData with parameters diddoc, reqdoc, and Sigskpatient (Addrs
doc. Reqdoc), which grants the doctor’s data access request, and saves the data access
granted txn on the identity ledger (Li).

Tx (EApatient, DIDdev, EAdoctor, statusdev, timestamp, hash(L)) (10)

Step 9: When a doctor’s data access request is granted, he obtains the access token
Sigskpatient (addrdoc, reqdoc) from the saved txn event and requests to download data
from the service endpoint specified in the docdev.

Step 10: To identify that the data requester is a doctor, the patient sends a random
challenge r to the doctor. Then, the doctor generates a tuple 〈addrdctr, reqdctr, pkdctr,
Sigskpatient (addrdctr, reqdctr), Sigskdctr (r, pkdctr)〉 as the response.

Step 11: The patient first checks that the access token Sigskpatient ( addrdctr, reqdctr)
is valid, which indicates patient authorization for the doctor making the reqdctr query on
data collected by the patient’s IoT device.

Step 12: The patient then checks that addrdctr is derived from pkdctr. Finally, it
verifies the signature Sigskdctr(r, pkdctr) to confirm that the response actually comes from
the doctor.

Step 13: If the doctor’s response passes all the above validations, the patient generates
a download link and sends it back to the doctor. Otherwise, the data retrieval request
is rejected.

We have described the registration and authentication process of all entities of smart
healthcare in the proposed identity model SSI-SHS. Figure 5 presents the complete process
of SSI-SHS; the most common scenario starts with a doctor who wants to connect a patient
to a doctor who gets access to the IoMT data based on the request. Other communication
also follows the same process. Any nodes who want to participate in smart healthcare first
get the identity and then present the identity proof to get the healthcare services.
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Figure 5. SSI-SHS process flow scenario: The doctor access the IoMT data.

5. Implementation

A prototype of the proposed SSI-SHS identity model is implemented. The blockchain
network (SHS-BT) is designed on Hyperledger Aries blockchain, a private network using
four nodes: doctor, patient, hospital, and laboratory. Further, the patient’s IoMT device is a
health band that measures the patient’s heartbeat, BP, and sugar.

Terminology:
Identity Ledger (Li): The ledger is the verifiable directory that stores identity records

and transactions. The public data like public keys, service endpoints, credentials schema,
credentials definition, etc. define the identity record. The relationship between identity
record and DID is 1:1, meaning each record has one DID. The DID is unique and resolvable
via an identity ledger without needing any third-party centralized authority.

Trust Anchor: A trust anchor (person or organization) that the ledger already knows,
bootstrap others. In the smart healthcare system, we can think that an organisation(SHS),
hospital, doctors, and other stakeholders must trust anchor roles that bootstrap other
entities into the process.

DID Creation: The DID creation is defined in the DID method, and according to
the DID method, the node passes the minimum information for DID creation. The W3C
organisationmaintains the DID specification registries that include all implemented DID
specifications.

Here, we took the minimum input parameter and generated the DID using the “gen-
rateDID” function. The IoMT device generates cryptographically verifiable public and
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private keys in a trusted execution environment. The device stores the Private key in its
secure environment and passes the public key to generate the DID.

genrateDID(“0x5576E95935566Ebd2637D9171E4C92e60543 f g10”,
“8806157 f dcbcae265667576 f a72d88568db7 f 9ca8b36tyd f e3755ae80457ea f 5”,

“user : password@tcp(example_connection_string : 3106)/”)

This “genrateDID” function returns the DID for the subject in a format:

did : abc : H3C2AVvLMv6gmMNam3uVAjZp f kcJCwDwnZn6z3wXmqPV

Here, “did” is scheme, “abc” is DID method, and the remaining part is method
specific identifier.

DID Documents (DDO): The DID document, as per the W3C following parameter,
must be present in DDO while creating a new DID for a node. The DDO expresses the
cryptographical equations, verification methods, services, and controls. The services enable
secure and trusted interaction of DID subjects with others. The verification method defines
the verification of the DID subject by the verifiers. The DID resolver resolves the DID into
DDO. We used hyperledger aries blockchain to implement the prototype. Listing 1 presents
the DID and DDO used in a prototype implementation.

Verifiable credentials: Verifiable credentials represent statements made by an issuer in
a tamper-evident and privacy-respecting manner. When an organisationissues verifiable
credentials, they attach their public DID to the credential, and the verifier can verify the
same without contacting the issuing authority. The verification method is presented in the
DID document along with other attributes. The issuer cryptographically signs the VC. The
VC includes proofs and claims for the subject. The sample of VC from the implementation
environment is presented by Listing 2.
Listing 1: Example of blockchain based security implementation DDO.
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Listing 2: Example of blockchain based security implementation credential schema.

The Credential Schema is a document that is used to guarantee the structure and, by
extension, the semantics of the set of claims comprising a Verifiable Credential. A shared
Credential Schema allows all parties to reference data in a known way.

The ledger stores a number of different types of transactions. The transactions that:

• Write a new DID and DDO to the ledger.
• Update existing DDO such as rotating keys
• Define a new Schema name, version, and list of attributes for new credentials
• Define a revocation registry for specific credentials
• Update the revocation registry when the issuer issues or revokes the credentials.

Write the public key from a generated pair of signature algorithms for a specific
credentials schema.
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6. Result and Analysis
6.1. Identity Framework Evaluation and Result Analysis

The SSI Identity Model for smart healthcare, including IoMT, has been described in
detail in the previous section. Here, the SSI-SHS framework is evaluated and analyses the
results derived from the prototype experiment.

SSI-SHS Identity Model Evaluation

There are no standard criteria available on how to evaluate an SSI system. Allen
proposed the SSI requirements focusing on personal data control, security, and privacy [12].
In the same direction, Cameron also presented “Seven Laws of Identity” [14]. This is a
well-established framework for the digital identity system. NIST has a standard for “digital
identity.” We reference both guidelines to evaluate the SSI-SSH. We have modified and
deleted some rules per the framework requirement and the practicality of implementing
the guidelines. For example, the interoperability of identities is designed within the smart
healthcare system, but the interoperability outside the smart healthcare system needs a
standardized format and procedure.

The requirements and guidelines are divided into three groups: User control, Security
and Privacy, and Portability.

User Control: This group includes “Existence”, “Control”, “Consent”, and “protection”.

1. Existence: NIST defines that every digital identity must have a non-digital existence
that manages and represents the online identity. In the proposed architecture, the
device and the stakeholder generate their public and private key pair and register
themselves on smart healthcare. The main focus is on the patient and his own devices.

2. Control: “Control” of the owner on their identity is proposed by Allen and Cameron.
This principle defines that users must have control over their identity and be able to
decide which part of their identity they want to share. They should be able to decide
which data they share with others, for how long, and be able to refer to, update or
hide the identity. In the proposed framework, multiple DID can be derived with a
single key pair with different DDOs.

3. Consent: The use of the user’s identity should always be with the user’s agreement.
The user should decide which information and with whom it is shared. Further, the
user should decide the time; this also means what time the other party can have access
to this information.

Security and Privacy: This group includes “Access,” “Transparency,” and “Minimization.”

1. Protection: To preserve the freedom of the user and to keep the balance in the system,
a censorship-resistant, independent, and force-resilient algorithm needs to be run in a
decentralised manner.

2. Minimization: This law describes that the closure of credentials should be as minimal
as possible. The minimum disclosure protects the privacy of the user. The proposed
framework uses zero-knowledge proofs (ZKP) as verifiable credentials presentation.
The ZKP allows cryptographically proven claims without sharing the actual informa-
tion. The claims and proofs are present on the identity ledger, where a verifier can
verify the specific claims.

3. Persistence: The lifetime of the digital address of identity/identifiers should be under
the user’s control. The identifier should exist till the user wants it. In the proposed
system, the revocation of the DID is covered, which fulfils this requirement.

4. One further principle could be privacy-preserving. Even though this is already partly
integrated without explicitly saying it, the privacy-preserving design of services plays
a key role in Self-Sovereign Identity. Reselling user-related information is a large
business on the internet.
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Portability

1. Access: Access to the user’s identity should be accessible to the user at any time. No
intermediaries should prevent the user from accessing their identity. The distribution
and access of data or identity should be accessible to the authorized parties only. In
the proposed framework, only public information is available on the ledger, and the
stakeholders have their personal information (or PII) on local storage. An Access
Control List (ACL) is also designed on blockchain to prevent unauthorized access. If
any party (doctor, hospital, pharmaceuticals, and other stakeholders) wants to access
others’ information, they must first authenticate themselves in the system.

2. Transparency: The identity system must be transparent to each stakeholder. This leads
to high trust and continuous improvement. Further, the participants can control the
actions of each other and prevent and detect malicious actions from happening. The
proposed framework is designed on a blockchain distributed network. Blockchain is
the solution for transparency and trust.

3. Interoperability: The identities should be usable for many services; they should not
be limited to a single service.

We proposed SSI for smart healthcare, and smart healthcare has many services with a
large number of stakeholders. The identity information should be accessible by services in
a standardized way. This should be created.

6.2. Security Analysis of SSI-SHS

In the proposed solution, private information does not store on blockchain. The PII
is stored within the wallet (mobile wallet in implantation) in encrypted mode, and the
wallet is secured using a fingerprint (or PIN or biometric feature the vendor provides). The
proposed system defines the requirement of a secure interface while accessing the wallet
and considers that vendors provide their implementation, so the security analysis of these
implementations is generally challenging. Here, we suppose the vendor provides a secure
way to protect the wallet and its data.

Even though the data in rest compiled the privacy of the design concept, at some point,
the private information must be processed by the service provider’s server. At the time of
personal information processing, data privacy depends on the trust level of implementation
and the segregation of the component. This implies that the highest level of privacy may
only be achieved if a separate organisationoperates each component and there is a process
set up to ensure the implementation does not store data that are supposed to be transient.
Both of these may be done by regular organizational audits.

The security analysis of the issuance and authentication process can tell the security
strength of any system. In the proposed framework, the issuance of the entity’s creden-
tials and authentication is crucial. The analysis will be done for the security strength of
both processes.

6.2.1. Issuance Process Security Analysis

The issuance of VCs to the user consists of many steps, starting from getting the DID
from the user and passing the VC to the user storing these VCs in a secure wallet. The
identity requestor/holder and issuer communicate via a secure communication channel.
The following threats can happen while issuing the credentials:

• The attacker gets the exchanged data between the issuer and holder;
• Man in the middle attacks over DID communication;
• Key Exposure attack;
• DDO forgery attack.

In the proposed SSI-SHS framework, the communication between the issuer and the
requestor is protected at several levels. The certificate pinning is where the public key is
associated with its host and is recommended and used in a prototype implementation. The
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framework considers the exchange of critical encrypted data and is implemented in the
prototype. The certificate pinning prevents the man-in-middle attacks.

Most of the attacks are rooted in key vulnerability exposure attacks. In the proposed
system, the keys, VC, and secret links are secured elements (TEE). Moreover, the keys are
maintained through DKMS. This method can prevent key exposure.

Further, the wallet stores all data in encrypted form. For the DDO forgery, the attacker
needs a trapdoor key with the help of the key exposure technique. Moreover, we have
already discussed that the proposed framework is resistant to key exposure, so DDO
forgery can also be prevented using the proposed framework.

6.2.2. Authentication Process Security Analysis:

The authentication process can have the following attacks:

• Wallet attacks;
• Man in the middle attacks on DID communication;
• By passing an authentication attack.

All wallets at the user’s end need strong encryption. The encryption algorithm must
be strong and searchable, and it should not depend on the storage technology of data in the
wallet. The encryption technique should be able to hide the data pattern in the encrypted
data and rotate the key to protect the wallet without having to re-encrypt the whole data.
This would not be possible with the help of a trivial encryption algorithm. Some strong
encryption, like Ethereum, uses AES-128-CTR cipher with decrypt and MAC, and Indy
wallet uses HMAC-SHA256 and other identity wallets implemented while keeping the
above two requirements. We used a sovrin wallet to store the keys and PII of the user in a
prototype implementation.

Two situations may threaten user personal information: the data are disclosed to the
attacker during the authentication process, or the VC discloses more that the user consented
to share. A common strategy mitigates the first threat by the solution: mandatory TLS
usage with optional certificate pinning with additional application-level encryption. The
second threat relies on Mobile Wallet implementation: it must ensure no data leaves
the Mobile Wallet without the user’s consent. The proposed framework considers that
each function call to obtain data has an exact authorization procedure associated, and the
authorization is applied to the whole identity and each item separately: the user enables
access to his identity, but to access personal information, an additional step is needed. The
verification processes differ for each VC technology. During the verification process of
basic PKI credentials, personal information is exchanged as attributes linked to the VC
after VC verification. During verification, data are exchanged. From this point of view, the
verification approach is more privacy-friendly and provides a much better solution.

6.3. Performance Analysis:
Execution Time Analysis

We first run the primary operation of the SSI-SHS network, i.e., registration of new
stakeholders, registration of IoMT devices with a patient, authentication of an entity on
the network, credentials issuance, and credentials verification. We recorded the execution
time of these primary operations to evaluate the performance of the proposed identity
model. We analysed the model in terms of execution time with 50 peers and ten medical
devices. We put data on medical devices directly (not real-time monitoring). The execution
time depends on many factors like connectivity, hardware, and program complexity, so
the execution time varies from network to network. Here, we captured the data as our
local machine.

Figure 6a presents the time taken in the registration of a stakeholder and the medical
device of a patient. It is clear from Figure 6a,b that IoMT device registration and authenti-
cation take more time than the registration and authentication of stakeholders. The reason
is that the IoMT device lacks communication power and energy. Furthermore, device
registration and authentication include smart contracts, unlike the direct registration and
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authentication of stakeholders. Figure 6b presents the authentication time for stakeholders
and medical devices.

Figure 6. (a) Registration and (b) authentication time of stakeholders and IoMT devices.

Further, we recorded the registration and authentication time with a varying number
of transactions (50, 100, 150 txn) in the network and drew it into Figure 7a,b. Figure 7a
presents the registration time when the number of transactions increases on a network
scale, and Figure 7b presents the authentication time when the number of transactions
increases on a network scale. The scalability of the network depends on the infrastructure
resources used in the implementation. However, as the number of participants increases in
the network, the number of transactions used in both the registration and authentication
process increases. If we use high computation and large storage sources, then increased
transactions can be handled in a timely manner.

Figure 7. (a) Registration time on network scale; (b) authentication time on network scale.

Figure 8 presents the time analysis and the contract deployment analysis for varying
numbers of transactions and peers, and Figure 9 presents the execution time analysis of
off-chain storage. The smart contract is deployed on the blockchain, and nodes trigger
queries through smart contracts for different functionalities. As the network increased, the
smart contract queries also increased. As shown in Figure 8, the execution time of a smart
contract is increased with the number of nodes participating in the network. Further, the
transactions storage also increases with the number of nodes in the network, as presented
in Figure 9.
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Figure 8. Contract deployment analysis.

Figure 9. Execution time analysis of off-chain storage.

We compare our proposed identity model performance with the existing model pro-
posed by Xueping Liang et al. [24] and Rafael Belchior et al. [30]. Our SSI-SHS provides
better performance, as presented in Figure 10. SSI-SHS is better in both phases, i.e., regis-
tration and authentication. Further, we also include the authentication and registration of
IoMT devices, which makes our approach much more robust to security issues.

Figure 10. Performance comparison.
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7. Conclusions

The SSI system is proposed for smart healthcare (SSI-SHS) to protect the user’s privacy
and give the owner control of health data. Smart contracts are designed to request the
user’s data and provide IoMT data access to other trusted parties with a time limit. First, we
designed a distributed network of all stakeholders of smart healthcare on a permissioned
blockchain to limit the participants at the healthcare level, which provides application-level
security. In the proposed identity system, the SSI-SHS and IoMT-SSI are connected through
the common participants in both networks, like patients. The IoMT-SSI manages the identity
of IoMT devices through the device owner rather than the device’s manufacturer. The
device owner controls their health data even if the data is gathered via some smart medical
devices. Further, the results and analysis show that SSI-SHS complies with the identity
guidelines proposed by Allen and Cameron. For future research, the identity model can
be expanded to make it interoperable with other smart parts of a smart city. For example,
smart traffic management in smart cities can be connected with smart healthcare to reduce
the insurance claim process time and prevent fraud in the health insurance process.
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Abstract: (1) Background: In the last few years, technological developments in the surgical field
have been rapid and are continuously evolving. One of the most revolutionizing breakthroughs
was the introduction of the IoT concept within surgical practice. Our systematic review aims to
summarize the most important studies evaluating the IoT concept within surgical practice, fo-
cusing on Telesurgery and surgical Telementoring. (2) Methods: We conducted a systematic re-
view of the current literature, focusing on the Internet of Surgical Things in Telesurgery and Tele-
mentoring. Forty-eight (48) studies were included in this review. As secondary research ques-
tions, we also included brief overviews of the use of IoT in image-guided surgery, and patient
Telemonitoring, by systematically analyzing fourteen (14) and nineteen (19) studies, respectively.
(3) Results: Data from 219 patients and 757 healthcare professionals were quantitively analyzed.
Study designs were primarily observational or based on model development. Palpable advantages
from the IoT incorporation mainly include less surgical hours, accessibility to high quality treatment,
and safer and more effective surgical education. Despite the described technological advances, and
proposed benefits of the systems presented, there are still identifiable gaps in the literature that need
to be further explored in a systematic manner. (4) Conclusions: The use of the IoT concept within the
surgery domain is a widely incorporated but less investigated concept. Advantages have become
palpable over the past decade, yet further research is warranted.

Keywords: smart health; IoT; surgical practice; Internet of Surgical Things

1. Introduction

Advances in surgical practice have been rapid and non-stop for the past few centuries.
From the groundbreaking idea by Joseph Lister that postoperative deaths might be at-
tributed to certain invisible pathogens that could be combated with antiseptic solutions,
to the popularization of robotic surgery in many modern medical centers, progress has
been continuous. Many related advances came in the form of technological milestones
that changed the shape of surgical practice as we know it today. The latest in a series of
breakthroughs in the smart health domain is the utilization of the Internet in everyday
surgical practice, the role of which is ever-expanding.

To systematically study the technological advances in a particular sector, attributed to
the utilization of the Internet, the term “Internet of Things” (IoT) was introduced. While
not strictly defined, IoT describes a network of Internet-based connected things equipped
with (embedded) sensing and actuating devices, with data production, processing, and
consumption abilities. The utilization of the Internet and IoT in medical practice can take
many shapes and forms. Ranging from the awe-inspiring telesurgical procedures [1,2] to
complex AI machine learning applications that aid in medical decision making [3], to a
simple email containing a preoperative CT scan, the Internet of Surgical Things (IoST) is
here to stay. A representative example of the IoST is a smart ingestible sensor (pill) that
is activated after being swallowed [4], “travels” in the body through the colon and sends
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data to outer devices such as computers and smartphones when it detects a threat for
cancer. Such a device can be used instead of colonoscopy for people who cannot obtain a
colonoscopy due to psychological and physiological problems. In the broader aspect of
the IoST context, IoST entities are different types of connected entities that “live” in this
smart setting, such as surgical things (e.g., a connected surgery tool) [5], organs (e.g., a
connected colon, an artificial heart) [6], humans (e.g., a connected patient or doctor) [7],
smart devices [8] (e.g., a connected heartbeat monitoring device, a smart pill, an ingestible
sensor), services [3] (e.g., a connected telemonitoring service), data (e.g., a connected data
steam of heart monitoring data), etc. In this extensive survey, we aim to present an overview
of current uses of IoT-embedded surgical practice by focusing on Telesurgery and Surgical
Telementoring. As a secondary research question, we also briefly review the latest advances
in IoT-associated image guided surgery, and surgical patient telemonitoring by utilizing
the IoT paradigm.

Current literature on the Internet of Medical Things (IoMT) includes a multitude of
heterogenous reports of Internet-based applications within the medical/healthcare domain.
Most of the related articles present network(s) of sensor arrays and data processing stations,
with or without actuating devices, interconnected via the Internet infrastructure. There
is, however, a lack of a systematic approach within the existing literature as to how the
IoT concept has revolutionized the surgical world towards smarter health. To fill this
gap in current knowledge, the present systematic literature review studies the Internet of
Surgical Things (IoST) domain by focusing on the three most prominent areas of application:
(a) image-guided surgery, (b) telesurgery and telementoring in surgery, and (c) surgical
patient monitoring [3,5]. Between these three areas of applications within the surgical
discipline, the applications of Telesurgery and Surgical Telementoring are undoubtedly the
most influenced by the IoMT concept. Therefore, our systematic review will be centered
around studies of these applications. Additionally, we will briefly discuss the current
literature on patient monitoring and IoT applications in image-guidance.

In this review, we systematically discuss a novel concept (the IoST) that is being rapidly
incorporated into surgical practice. This is one of the first systematic review manuscripts
covering this area. By focusing on the three applications described above, we provide a
thorough understanding of the feasibility and effectiveness of different IoST applications. In
addition, this paper also summarizes known and emerging weak points in IoST ecosystems
that should be the focus of future research efforts. Finally, by incorporating data from
system development studies, we offer insight into promising future uses of the IoST that
are yet to be popularized but have the potential to be groundbreaking advances.

While there is a lack of a universally accepted definition for the Internet of Things,
for the purposes of this review, we considered studies looking into ecosystems of inter-
connected computing devices, digital screens, sensor-bearing instruments, robotic surgery
systems, mobile phones, 5th generation mobile networks, and can even include people (in
our case either operators or patients. We have focused our attention on systems operating
within the surgical world, connecting two or more “Things” (as defined above), via a
certain, defined, and dedicated network. Looking into our specified research questions,
some examples of IoT applications would be, for instance, a network comprising a preop-
erative imaging modality (e.g., MRI scanner), a processing station, and software within a
specialized robot or specialized augmented reality glasses that ultimately aim to facilitate
a procedure by superimposing real-time image guidance. Telementoring/Telesurgery
systems usually comprise specialized working stations connected to a user that are capable
of transmitting audiovisual cues and/or controlling a surgical robot at a distant location.
Finally, telemonitoring is carried out by an interconnected series of sensor-bearing devices
that centripetally transmit patient data, either directly to the physician, or to a dedicated
data-gathering station.

The structure of the paper is as follows: Section 2 presents the research methodology,
Section 3 presents an overview of the main results/findings of this survey, Section 4
discusses open issues and challenges, and, finally, Section 5 concludes the paper.
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2. Materials and Methods

To meticulously look through the current literature concerning IoT in surgical practice,
we have formed one primary and two secondary research questions that allow us to
produce a thorough literature review. These research questions are as follows:

Primary:
1. What is the latest experience of telesurgery and surgical telementoring with regard

to the IoT concept? (See Supplemental Figure S1).
Secondary:
1. What are the current applications of IoT technology in image-guided surgery? (See

Supplemental Figure S2).
2. How can the IoT be utilized for patient monitoring outside the operating room?

(See Supplemental Figure S3).
The presented literature review was conducted using the PubMed (Medline) and

Web of Science (Clarivate) directories. The search queries for each research question
as well as universal inclusion and exclusion criteria are presented in Table 1. We have
used relevant keywords/phrases that characterize the articles of interest, for each of the
research questions. To collect as many published articles as possible, we have incorporated
additional articles from less specific queries, which can be viewed in Table 1. This was
necessary mainly due to the lack of terms “Internet” or “Internet of Things” within the
related keywords. Additionally, due to most of the IoT-related applications involving
specialized sensor data inputs that lead to data-driven action, we have added a separate
relevant query for all questions, thus capturing any surgical-specific system that would
have been missed by the other search queries. The PRISMA flowchart of this additional
search is presented in Supplemental Figure S4.

Table 1. Search Queries.

Research Question Queries Used in Medline Queries Used in Web of Science

What are the current applications of IoT
technology in image-guided surgery?

(image-guided surgery) and ((internet of
things) or (internet))

(ALL = (image guided surgery) and (ALL
= (internet of things) or ALL = (internet)))

What is the latest experience of
telesurgery and surgical telementoring

with regard to the IoT concept?

(telesurgery) and ((internet of things)
or (internet))

+
(telementoring) and (surgery)

+
(telesurgery)

(ALL = (telesurgery)) and
ALL = (internet)

+
(ALL = (telementoring)) and

ALL = (surgery)
+

ALL = (telesurgery)

How can the IoT network be utilized for
patient monitoring outside the

operating room?

((telemonitoring) and (surgery))
and (internet)

+
(surgery) and (internet of things)

((ALL = (telemonitoring)) and
ALL = (surgery)) and ALL = (internet)

Supplemental Query for all
Research Questions

(sensors) and (surgery) and ((internet) or
(internet of things))

((ALL = (sensors)) and ALL = (surgery)
and (ALL = (internet) or ALL = (Internet

of Things)))

Inclusion and Exclusion Criteria

Inclusion Criteria
Articles that described clinical or feasibility studies of modalities incorporating the IoT

framework. Articles that described a system in development, were able to
demonstrate potential real-life application.

Exclusion Criteria

Case reports of previously known modalities. Literature reviews. Opinion or Editorial
articles. Lack of clarity regarding the utilization of an internet-based network. Articles
focusing on technical developments rather than surgery-oriented application potential.
Unavailability of text. Articles solely in non-English languages. Articles from pre-print

servers or online-only publication platforms.
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The presented review includes articles dating from 2010 to 2021. Through these
years, the development of the Internet was constant, and, as a direct consequence, so
was the incurrence of IoST-related publications. We have decided to include all relevant
publications, even when reported methods seemed outdated for today’s standards (e.g.,
the use of dedicated land connections). By doing so, we have collected all reports of
IoST-related concepts and showcased that the idea of an ecosystem of computing devices
transferring data without the need for human interaction was present in the surgical
sciences and practice long before high-speed or wireless Internet connections gave birth to
IoT. Chronologically, we incorporated studies from 2010 onwards. This decision regarding
the period was made largely to the fact that the IoT is a novel concept, mainly developed
within the past decade.

Our search for related literature included articles published in peer-reviewed journals,
as well as published presentations from conferences organized by notable scientific societies
with a documented history of IoT expertise. We have included articles describing the clinical
applications of the IoT concept specifically for surgical practice. Study designs that were
considered for inclusion within the systematic review included clinical trials, case series,
and animal trials. Several feasibility and prototype model studies were also incorporated if
they presented clearly defined and well-supported potential for clinical application.

The exclusion criteria of the survey concern the following article types: opinion
or editorial articles, articles presenting a singular case report of previously a published
methodology, and literature reviews of a subject. Such articles were deemed as low-quality
articles that would not aid in forming a subjective overview of the IoST. We also decided
to exclude articles that failed to indicate the presence of Internet-based interconnected
devices. Articles that focused on technical developments rather than clinical applications
(e.g., latency-lowering methods, advances in the security of IoT networks, advances in
specific hardware or software components of a network, etc.) were also not included due to
the clinically oriented nature of the review. Lastly, we excluded articles that were published
in non-peer-reviewed platforms such as several online-only journals or pre-print platforms,
due to concerns regarding their methodological quality.

The reference management tool EndNote was used for detecting duplicates. The
PRISMA flowchart for each research question was developed, as can be seen in the cor-
responding Figures S1–S4. In the first step of the selection process, our research team
excluded detected duplicate entries and articles that were clearly labeled as one of the
study designs incorporated within the exclusion criteria. Screening of the records in the
second step of the elimination process was carried out by revising available abstracts for
any obvious signs of mismatching with the inclusion criteria (technically oriented studies,
singular case reports). All studies deemed appropriate for further evaluation were sought
for full-text retrieval. The fourth and final step of the review process included the evalua-
tion of the full manuscripts, where the more specific exclusion criteria were applied (lack of
clarity, unavailability of potential clinical use, etc.). This review process was the same for
each of the three research questions.

3. Results

Following a literature search and a gradual article elimination process, a total of
48 studies were selected for reviewing regarding our primary research question (Supple-
mental Figure S1). Of these studies, 36 were observational studies conducted within a
clinical environment, evaluating either patients or healthcare professionals. Twelve studies
were classified as feasibility or system development studies. In total, the studies included
in this review incorporated data from 219 patients, and 757 healthcare professionals, and
concern studies that use IoT in Telesurgery and Telementoring. The utility and main find-
ings of each study is highlighted in the corresponding column of the supplemental tables.
The studies in the field of IoST are rather few, and seemingly characterized by a high degree
of heterogeneity regarding variables, study designs, and outcome types; therefore, it is not
easy to identify a formal and systematic way to synthesize and report a cumulative and
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quantitative outcome. In that respect, in this paper we present a narrative review of the IoT
in Telesurgery and Surgical Telementoring.

Regarding our secondary research questions on Image-Guided Surgery (IGS), and
surgical patient Telemonitoring, we systematically gathered 14 and 19 studies, respectively.
Studies regarding the IoT in IGS incorporated experimental data from 111 patients and
35 patient models in total. Of the included studies, 7 were clinically based, and another
seven were system development/feasibility studies. As for the IoT in surgical patient
Telemonitoring, of the 19 studies, 15 were clinical studies, and 4 discussed newly developed
IoT-based telemonitoring systems.

3.1. The Internet of Telesurgery and Surgical Telementoring

Perhaps the most impressive advancement the technological applications were able
to provide in the surgical world is the incurrence of the telesurgical procedures. When
discussing the prospects of IoT applications within surgical theaters, there are two key
concepts in existence to keep in mind: telesurgery, and telementoring. While telesurgery
describes the performance of a surgical operation by a remotely located surgeon, utilizing
a network of devices with the aim of transferring the surgeon’s haptic commands to a
robotic surgery system, telementoring is the performance of live surgery on-site, with
the live assistance of a more experienced surgeon, located off-site [9–25]. In order to
achieve the latter, a network of connected cameras, microphones, screens and computers
is necessary [25–31]. A fundamental outline of the network and crosstalk required is
depicted in Figure 1. This connection is mostly provided through the Internet nowadays,
and with new and emerging technologies, such as the fifth generation of mobile networks,
implementation of teleservices is expected to grow (Supplemental Table S2). A 2017
systematic review of the literature on telementoring in the operating room revealed that
operating times and complication rates were the same when compared to on-site live
mentoring of younger surgeons [32]. This showcases that telementoring possibly has the
potential to supplement live surgical training and might allow trainees to even surpass
their educational goals when mentored remotely.
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In addition, telementoring has the potential of long-distance consultation with senior
and specialized surgeons who can provide live assistance in the operation rather than a
simple preoperative consultation, or the costly option of transferring difficult to manage
cases in specialized units [15–20]. Systems that are developed for surgical telementoring in
live surgery can also be expanded with an array of biosensors for physiological parameter
monitoring that is transmitted directly to the mentoring surgeon [27], allowing for the
complete monitoring of the surgical patient, rather than just the surgical procedure. Studies
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evaluating the satisfaction outcomes of surgical trainees whenever live proctoring from a
distance was used reveal universally high satisfaction rates [18–25] that were common to
both mentors and mentees. Participants of said studies felt that telementorship sessions
with more experienced surgeons would be a useful addition in surgical education curricu-
lums [33–40]. Even when utilized for teleconferencing and simple audiovisual transmission
of an operation for teaching purposes, participants rated positively to their experience more
than 90% of the time [33,41–43]. This goes to show that the introduction of the Internet in
the everyday surgical practice can have a pragmatic impact in the education of younger
surgeons, particularly at low costs and without complex institutional requirements. Tele-
mentoring in surgery allows the safe transfer of knowledge and skill aptitude from a more
experienced surgeon to a younger mentee.

Studies reporting telementoring techniques within the OR were split broadly in the
two categories of the studied teaching method. The simplest form of surgical telementoring
includes the live observation of a surgical procedure by a distant senior surgeon who can
provide audiovisual guidance through an Internet connection, or a more advanced form of
proctoring including the distant manipulation of a camera-bearing surgical robotic arm.

A study by Hinata et al. [28] compared in a systematic manner the perceived differ-
ences in live mentoring with telementoring in robotic surgery. Apart from requiring a stable
and fast internet connection being the single drawback, all of the postoperative parameters
of the surgical patients were the same between the differently mentored groups in almost
all the included studies. In another comparative study of internet-based telementoring
versus in-person telementoring, not only were the postoperative results the same between
the two groups of mentees, but the mentors also showed a significant trend towards tele-
mentoring [27], while in some studies, mentees achieved better postoperative results when
distance-mentored [43–48]. In a report on telementored trainees that performed bariatric
surgery procedures, those that utilized Internet-based mentoring achieved fewer compli-
cations, shorter operative hours, as well as shorter hospitalization time [1]. In addition,
Altieri et al. studied whether delivering a surgical skills course over the Internet would
be less effective than live mentorship [29]. After the course was completed, the trainees
were also found not to perform similarly in the post course assessment, but also showed
non-inferior skill decline patterns for a few weeks after the course. These results prove that
internet-based mentoring in surgery can be similarly effective in the long-term skill-honing
process and is not confined in short-term positive outcomes. Additionally, they found that
within every study describing an internet-based telementoring system, there were almost
no unexpected intra-operative complications [47]. This proves that the use of the Internet
as a mentoring tool can be a safe alternative, even when within a high-risk environment
such as the operating room (OR).

With the incurrence of high-speed network connections, the handling of larger data
transmissions at no expense of the perceived live mentoring was made possible. Utiliz-
ing such connections, several research teams were able to integrate AR within surgical
telementoring. In these publications, authors describe the use of specialized AR glasses
by the mentees [10,33–36,43–50]. The glasses were equipped with cameras providing live
feeds of the surgical field that were transmitted through the Internet to a distant mentor.
The mentoring station on the other end includes motion tracking sensors and cameras that
capture the mentor’s movements. These movements are superimposed on the mentee’s field
of view and on to the surgical field through the specialized glasses in order for the mentee
to closely follow along. The trainees assigned to be mentored with this system achieved
higher scores on operational evaluation and were prone to less mistakes [10,36,43–46,49–53].
In one clinical study, AR telementoring was compared with simple telementoring through
audiovisual transmission and audio guidance [44,48]. People mentored with the AR system
made less mistakes and were more accurate. However, in several similar studies, authors
noted that mentees on such systems required more time to complete the simulated proce-
dure [32,34,43,44]. Additionally, we must not forget the increased cost of such systems, as
they require not only high-bandwidth internet connections, but sophisticated equipment
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for the mentor and mentee stations. Such equipment may not be readily available at most
institutions. Andersen et al. [10] took the AR systems a step further by incorporating
pre-recorded footage of similar operations that could be viewed directly onto the mentee’s
display. Operative results were encouraging; however, the individual variability in patients
posed a drawback, since the pre-recorded operations could not account for variability.

More advanced telementoring systems include the ability of the remote mentor to
assume control of part of the operating system, most commonly the laparoscope-containing
arm of the surgical robot [40,42,45,47,48]. Advantages of this setup is the ability to provide
direct feedback to the mentee and demonstrate the appropriate handling of the instruments,
even though the mentor is located remotely. In our group of studies evaluating similar
setups, all reported operations were carried out successfully by the mentored surgeons
without intra-operative complications. Mentees also reported that they preferred the distant
mentoring to on-site mentoring. In a study by Prince et al. on simulated surgical tasks [14],
mentored surgeons that utilized the telementoring system who allowed for instrument
control by the mentor scored higher on dexterity assessment tests than those who did not.

Telementoring with the use of Internet connections in surgical specialties, however, is
not limited to the operating room. Authors have reported utilizing telementorship to organize
skill stations, assess the work of mentee surgeons, broadcast live operations for teaching
purposes, teach postgraduate courses, conduct virtual grand rounds, etc. [33–41,50–53]. In
all of these activities, the mentees rated their experience almost universally positively.
A recent endeavor by Greenberg et al. [39] evaluated a novel surgical skill simulation
course that incorporated AR. Post-course evaluation revealed not only satisfied students,
but increased aptitude as well. Suzuki et al., developed a surgical training system, using
software that could provide an accurate virtual surgical case and robotic controllers that
could be connected to the mentee’s PC for a training session. In addition, the software, in
addition to the patient models, was available as a cloud-based product, meaning that the
exact same simulation can be accessed from anywhere in the world.

Indeed, distance mentoring with the use of the Internet also has certain drawbacks.
Firstly, as it is often underlined by authors, all the systems described here require a stable,
and, in many instances, high-bandwidth Internet connections. This is often an issue with
smaller institutions, or institutions at developing countries. In addition, many of the sys-
tems included here, require much more than a webcam and a microphone. Complex setups
for surgical telementoring often include robotic systems, expensive software, AR glasses,
specialized simulation instruments and more. All the above can prove to be a substantial
cost that reaches prohibitive status in certain healthcare systems. Trainees that make use of
telementoring systems outside the operating room, have also reported that the experience,
although positive, could never replace their presence within the OR [39]. In several studies,
authors report one or more instance of technical difficulties with the remote mentoring
systems, such as audio or video failure, latency times or interruption of connections [42].
Seeing that these studies are mostly dated prior to 2015, we can hypothesize that such
difficulties were a result of inferior internet capabilities, an issue largely resolved in today’s
practice, where fast internet speeds are widely available. Scheduling of the mentoring ses-
sions can also prove to be a minor issue when the mentor and mentee are in different time
zones. However, this is not something that careful planning cannot address. Lastly, there is
also an additional hindrance mentioned by authors in telementoring and telesurgery. This
is none other than legal considerations that must be addressed. Although not expected to
differ significantly than standard practice, there is still a gap of specific legislation around
telemedicine in general that will need to be filled before telemedicine services are offered
as a standard of care.

Telesurgery is closely related to another relatively recent advancement in the operating
room: robotic surgery. In fact, robotic surgery (the next logical step to laparoscopic surgery)
was crucial in planting the idea that if a surgeon can command a machine and perform a
procedure from a few meters away, why not apply the same principle in larger distances,
perhaps even transatlantic ones. In theory, by utilizing a complex internetworked system
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of cameras, video streaming, feedback data and data processing and transmission devices,
the remotely situated surgeon is able to operate the robotic surgery system and provide
real-life, quality surgical outcomes. In this scenario, the IoT concept is mainly applied in
the collection, transmission and exploration of the collected data, as well as within the
bidirectional transmission of signals. The data processed and transmitted include audio,
video, and images. In some experimental systems, where remote control of robotic surgery
modalities is involved, the data also include feedback related to the positioning of the
robotic arms, the surgeon’s hand positioning and movement. The major impending factor
in achieving this, however, was none other than the delay, caused by relaying large amounts
of data in a wireless manner over large distances. The first recorded instance of a long-
distance surgical procedure was an experimental cholecystectomy performed by the team
of Marescaux et al. on swine specimens [40]. In their experimental study, all operations
were successful, and the measured latency between the command given by the remotely
located surgeon, and the observed response was 155 ms, indicating future perspectives
where such surgeries might be part of the everyday practice. The first validation that
performing surgical procedures from a distance was feasible and safe came in 2002 from
the same research team [47] that performed the first ever cholecystectomy on a real patient,
utilizing a robot that was controlled overseas.

Since then, the telesurgery concept has come a long way, with one major milestone
being added recently, namely, the incorporation of 5th generation mobile networks in
surgical practice. Study groups evaluating the feasibility of remote-controlled robotic
surgery systems have found that it is a realistic option for performing surgical operations,
with no additional risk for the patient and comparable surgical outcomes [42–53]. The
feasibility of remote surgery application is such that surgical teams have achieved
successful operations with optimal postoperative results from a remote site of more than
3000 km away from the primary site where the operating suite is located. This means
that patients are now able to receive specialized surgery without having to relocate to
a specialized surgical center. Utilization of high-speed internet connections is usually
in the form of fiber optic connections, or more recently 5G mobile networks, and allow
minimal latency within surgical practice, meaning increased safety for the patient as
the operator is confident of their movements within the surgical field [39]. Within the
included studies, all of the authors report no intra-operative complications, in addition to
no further time delays of the surgery. Therefore, we can only expect for direct telesurgery
with remote handling of surgical robots to be further expanded in the future, making
surgical care available for less developed areas in a safe and highly efficient manner,
comparable to live surgery. However, before widespread implementation, key issues
of telesurgical systems need to be addressed [41–50]. These include further limitation
of latency between stations, addressing safety concerns regarding cyber security, as
well as the newfound liability due to medical damage caused by remotely operated
robotic surgery systems. Financial imbalances between populations and countries are
perhaps the greatest obstacle to the popularization of long-distance surgery. However,
as the years progress, the availability of stable and fast Internet connections is on the
rise and the costs of medical infrastructure, while substantial, can be surpassed by the
cost-effectiveness of such advances [48].

Authors have also compared the different options of Internet connections that were
applied to telesurgical procedures, namely, land cable connection with satellite connection.
No differences in operative parameters such as blood loss or total operational time were
found, and the participants felt equally confident with both modalities. In one study,
the satellite Internet connection produced significantly greater latency times between the
operator and the surgical robot; however, they were not sufficient to constitute the operation
as unsafe.
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3.2. Image-Guided Surgery in the IoT Era

The basic principle of Image-Guided Surgery (IGS) is constituted by the utilization
of a tracking device, alongside pre or even intra-operative imaging, to aid the surgeon
in the spatial orientation during a surgical process. (Supplemental Table S1). Authors of
relevant publications have used IoT networks to incorporate patient imaging, as well as
preoperative planning, into the operating room.

The network-based sharing of data and the creation of a workflow through sequential
data appraisals and data provision towards the next component makes IGS a prime example
of an IoT application in surgery. An IGS system built around the IoT approach usually
consists of input of preoperative imaging data of the surgical patient. These data are then
used to make reconstructed models of the anatomical area of interest. Such models are
then transmitted wirelessly to a modality of choice, ranging from augmented reality (AR)
glasses to the viewing screen of a surgical robot [54–59]. A simplified schematic illustrating
the workflow of these systems can be seen in Figure 2, encompassing the idea of the IoT
concept defined as a network of inter-connected devices that process and exchange data.
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Current literature in IGS is heavily referred to as advances in the neurosurgical field. In
this aspect, Internet-based IGS has a lot to offer by incorporating data from various sources
and making them available to the surgeon in real-time. Augmented reality systems make
use of the Internet to transmit preoperative renderings and patient imaging after registering
these data with on-site patient images onto specialized smart glasses [54,55,60]. Coupling
preoperative patient imaging with the image-guided system usually involves using certain
sensors for the tracking of specific markers within the patient [55]. Studies on real-time
surgery indicate that IGS has been very helpful in the identification and preservation of
vital structures [58,59,61]. Almost all of the reports included here report that AR imaging
systems allowed the preservation of vital structures in real-life patients [60–64], significant
accuracy when utilized to assist in biopsies or electrode insertion [54–59] and real-time
compensation for brain shift during neurological surgery [54], a novelty not achievable
otherwise. In a study by Watanabe et al. [60], the intra-operative tablet devices, used to
provide live camera views of the surgical field were also tracked in space by an overhead
multi-angle camera system and special tracking spheres [60–64]. Internet use within the
surgical suit enabled authors to utilize pre- and intra- operative patient imaging to create a
live overlay of anatomical areas of interest (such as tumors or sensitive nearby structures)
by connecting the preoperative image repository with an image processing software that
returned the final image data either to a monitor or another specialized apparatus (e.g.,
smart glasses) [59].

Eftekhar et al. [63] took the AR integration within the surgical suite a step further by
introducing a lesion-tracking smartphone app for mobile phones. The software will utilize
the smartphone’s camera to register anatomic landmarks of the patent’s head surface that
will be used to align the postoperative imaging with the live image. Therefore, we can see
that the Internet can be used, not only as a “data highway” for short-term data handling,
but as a connection to large servers, allowing direct access to a repository of patient data.
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Related work by Guo et al. [8] and Li et al. [54] describe the integration of surgical
robots within IGS systems. The coupling between the intra-operative MRI imaging, the
surgical robot, the central processing unit and the end-display of the processed imaging
data is achieved by utilizing wired or wireless Internet connections. Despite lacking trials
on their performance in real-life surgery in humans, it is safe to say that the Internet in this
case, has provided reliable interconnectivity with multiple appliances at once, and has the
potential to become the unseen substrate of modern neurosurgical breakthroughs.

Ushimaru et al. [5] utilized RFID tracking tags placed on laparoscopic instruments in
order to track usage in general, as well as the activation times of each tool. Data from the
tags were transmitted onto RFID readers within the operating room. The RFID readers then
transmitted the recorded data to specialized computer software that converted the electrical
current readings to “on/off” indications and activation times. This experimental setup was
successful in capturing the usage patterns of surgical instruments during cholecystectomy.
This short proof of concept study opens the door towards incorporating network-based
tracking systems within the everyday surgical practice that will capture surgical instrument
use and possibly aid the surgeon in spatial navigation. Possible implications of this could
include coupling a similar tracking system with an AI network that can aid in intra-
operative, real-time decision making, or an in-hospital data accumulation system that will
be able to measure surgical performance. A research group was recently able to combine
the tracking of virtual laparoscopic instruments operated by a distant mentoring surgeon
with the live feed image of the laparoscope and the real surgical instruments operated
by a mentee [58]. Meier-Hein et al. also managed to construct a tracking algorithm for
laparoscopic instruments by using sensor data and an Internet-based integration status.
Their system was successful in producing an algorithm that could automatically detect and
accurately annotate the laparoscopic surgical instruments, as well as their usage status in
real-time operations.

On the other hand, the cost of implementation of such technological advances might
prove to be restricting for certain institutions [54–58]. One of the biggest drawbacks of the
systems described in the literature is that the vast majority of them report small patient
cohorts and lack a direct comparison with other, more traditional surgical methods. Some
authors even reported comparable accuracy when they compared novel IGS systems with
their simpler, older counterparts [59]. Other reports that describe exciting new advances
in the field of IGS, with promising results in simulations of surgical operations, lack a
patient application altogether [8,60]. In that aspect, the precise effect the Internet has had
on the evolution of IGS is harder to quantify. Still, we cannot deny that advances in the
connectivity of devices achieved by an internet connection is a major component towards
the modernization of medicine services in general, and surgery in particular.

3.3. The Role of the IoT in Telemonitoring the Surgical Patient

In order to complete our appraisal of the IoT concept in surgical specialties, we would
be remiss if we did not include the potential uses outside the operating room (Supplemental
Table S3). Medical telemonitoring usually consists of a specialized “smart” device that
captures target parameters and transmits them through a wireless Internet connection,
either directly to the referring physician, or to a centralized repository from which they can
be accessed (Figure 3). The role of the Internet here is more straightforward: instead of being
the network substrate that interconnects a variety of operating stations, data repositories
and data processing modalities, here, it is used as a unidirectional “data highway” that
runs towards the physician. In contrast to previous advances, telemonitoring has been
widely implemented in some healthcare systems.
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Within the surgical patient subgroup, there have been a few clinical studies look-
ing into the applicability of telemonitoring, usually in the postoperative period [3,65–80]
(Supplemental Table S3). Patients enrolled in an at-home monitoring program after chest
wall surgery were also monitored effectively by utilizing the Internet to input certain
parameters in an online platform [65,67] Cardiac surgery patients were also studied in
an IoST rehabilitation program that included wearable biomedical and motion tracking
sensors [68]. The physician was therefore able to monitor the patients’ activity levels
and their performance in rehabilitation exercises. In a 2021 study by Cos et al., patients
scheduled to undergo pancreatic surgery were monitored preoperatively by using a wear-
able smart device that was able to record heart rate, activity status, etc., and through an
internet connection, transmit them to a central server. Not only did patients adhere to this
novel concept, but the data that were automatically collected were of such quality that
the research team developed an accurate predictive model for postoperative outcomes [3].
Biosensor-based systems are able to wirelessly transmit data on physiological parameters
of the patients in order to assist with postoperative monitoring. Authors have reported the
incorporation of pulse rate, blood pressure and activity tracking sensors as being successful
in monitoring the rehabilitation process of surgical patients [69–77]. Reported advantages,
include successful vital signs readings, short training period of nurses and patients alike,
less unplanned office visits, and predicting unplanned postoperative complications by
indirect monitoring of vital signs [8]. Kim et al. successfully developed a Doppler cuff
that could be remotely monitored, allowing remote monitoring of the blood flow of skin
flaps. This resulted in superior graft survivability rates [6]. Results such as these are in-
dicative that we have come to a point at which smart devices with Internet connections can
provide fast and accurate measurements of clinical parameters in a reproducible manner
and have the potential to effectively substitute an in-office visit for routine monitoring. In
addition to the universally observed accuracy of the requested parameter measurements,
distance monitoring saves time for the patient and the physician alike, prevents missed
appointments and is generally preferred by patients [78–80]. When studying the response
of bariatric patients postoperatively, regarding the telemonitoring process, Vilallonga et al.
found that patients themselves would prefer the telemonitoring option [71].

Postoperative monitoring of physiological parameters with the use of biosensors
can be further expanded to include automated action after the received sensor signal.
In an example by Wang et al. [75], patient-controlled analgesia was administered after
indications from a biosensor feedback system that measured physiological responses to
pain. Postoperative pain and nausea were reduced in the patients treated with this system.
An ostomy alert sensor was developed by the team of Rouholiman et al. [80] that was
capable of alerting nurses, patients, and physicians alike of the content status of the ostomy.
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The vast array of remote monitoring systems described in the literature could very
well be applied to a pre- or post-operative surgical patient, even if there are currently
no studies for this specific cohort of patients. Systems used to monitor diseases such
as heart failure, hypertension, pregnancy-related complications and more can easily be
applied to the surgical patient in the future. A recently developed smartphone application
could aid in the distant monitoring of COPD patients and could be useful in the detection
of acute exacerbations and advise timely hospitalization [74]. All the above-mentioned
modalities for long distance patient monitoring rely on the Internet for data transmission
and could very well see their way in surgical patient monitoring or consultation in the
not-so-distant future.

There are of course some hurdles still left in the way of universal internet-based patient
monitoring. The biggest of which seems to be the reported difficulties elderly patients have
with operating such systems [74–78]. Technological illiteracy is a persistent issue that seems
harder to address than the technicalities of the systems. Patients of older age, of mental
burden and patients without a reliable Internet connection that is readily accessible are in
danger of being left out of such technological advancements, an observation reported in the
majority of clinical studies. What is more, home-based distance monitoring relies entirely
upon the adherence of the patient in data recording and the use of the instructed devices.

4. Discussing Open Issues and Challenges

The present literature review showcases current uses of the IoT paradigm within
surgical practice, mainly by exploring the concept of telesurgery and surgical telementoring.

Telesurgery and surgical telementoring are undoubtedly the most impressive of the
listed IoT applications within the surgical practice. Looking into the included particles
of the presented survey, we can safely say that long-distance surgery on real-life patients
is now feasible, although it seems to be scarcely performed. Authors do not mention
any surgical safety compromises when IoT networks were utilized to perform telesurgery,
which is most definitely the first hurdle that a newly emerging technique must overcome
on its way to popularization. However, the most significant drawback of these applications,
is the requirement of fast, stable Internet connections that will allow minimal latency and
data loss. Paradoxically, such Internet connections may be lacking in the areas that are
most in need of telesurgical and telementoring applications, such as rural and distant
institutions that are not able to provide expert surgical consultations. Popularization of
5th generation (5G) mobile Internet networks is expected to be a big step towards that
direction that will guarantee minimal latency and maximal connection stability. Particularly
for telesurgical applications, there is also the issue of legal implications, as is underlined
by several authors. The lack of specific legislature regarding long-distance surgery might
prove to be grounds for liability of the providers, which is not previously described or
covered by insurance. Due to the rapid implementation of such systems that is expected to
follow, we must tackle such issues rapidly so that providers feel confident in partaking in
long-distance operations or consultations. Financial costs are once again a key factor in play
here. Teleconsultation or telementoring might not require much more than an audiovisual
connection over the Internet; however, telesurgery itself requires surgical robots in order to
transfer the instrument movements as instructed by the surgeon. Once again, these are not
available everywhere on the globe, and rural centers in need of distant expert consultation
are not likely to have robotic surgical systems available. From the above, it can be concluded
that the feasibility and reliability of a new paradigm such as the IoST in telesurgery are
not guarantees for its widespread application. There are still major logistic problems to
overcome before telesurgery becomes part of the everyday surgical practice. Our research
team aims to set up the first surgical telementoring system in Greece that will begin by
providing a real-time audiovisual connection between an expert and a novice surgeon with
live intraoperative guidance. This system will be evaluated against the traditional live
mentoring of more inexperienced surgeons in order to provide a proof-of-concept. Further
steps within our goals also include the introduction of more surgical centers to the said
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system in view of establishing a network of interconnected hospitals that provide regular
surgical consultation over the Internet.

Image-guided surgery is one of the most developed forms of operative strategy due
to the minimization of tissue damage, blood loss, operative hours and postoperative
pain. By making use of serial interconnected data processing modules, researchers are
able to construct IoT networks that greatly facilitate image-guidance in surgery. The
real-time integration of preoperative imaging is the main goal in this case. The tracking
of the imaging-specified patient anatomy in real-time surgical operations has proved
highly significant in increasing surgical accuracy, and, in many cases, in assisting the
prevention of accidental tissue damage. Despite encouraging results from proof-of-concept
studies, however, these systems seem to be lacking adequate investigation in large-scale
patient cohorts. As such, it is not safe to state with confidence that image-guided surgery
incorporating the IoT paradigm today is widely accepted for clinical use. Still, we can safely
conclude that IoT-based tool-tracking sensors will be proved valuable in the near future,
especially for the surgeons that require maximum precision in instrument or anatomical
landmark tracking. A major advantage of these systems, as already mentioned by a large
number of authors, is the capability of IoST to account for interpersonal variability in
anatomical structures in a real-time manner. Despite the lack of explicit reference in any
of the included studies, acquisition of the necessary tool-tracking sensors and software
is surely expected to be a major issue for several institutions. Therefore, the scientific
community ought to aim for larger studies on surgical patients that will not only include
image-guidance systems similar to those mentioned here but will randomize patients
between image-guidance systems in order to better delineate the proposed advantages
over older systems.

Long-distance monitoring using IoT is also one of the most common applications in
medicine and healthcare. There is a limited number of articles including telemonitoring
of the surgical patient specifically; however, such systems have proven their value in
patient comfort and effective physiological parameter monitoring. The major challenge
in the widespread implementation of said systems is the technological literacy of the
patient population, as well as its Internet access. While improving Internet access is an
ongoing global strife, researchers must focus on constructing adaptable and more intuitive
user interfaces of such applications in order to appeal to older patients not comfortable
with the everyday use of technological applications, wearable sensors and smart devices.
Patient adherence is a challenge within these studies. The popularization of long-distance
monitoring, in addition to patient education for these systems, will assist with the wider
adoption of IoT-based monitoring of the surgical patient.

5. Conclusions

The aim of the present literature review is to collect and analyze the available knowl-
edge on the most prominent fields that the IoT paradigm finds application to the surgical
practice, i.e., the Internet of Surgical Things. Technological advances allow the incorpora-
tion of rendered preoperative data to the live surgical field, the valuable from-a-distance
mentorship of younger from more experienced surgeons, the realization of a surgical pro-
cedure by remotely controlled robots, and the monitoring of surgical patients without
the need for hospital visits. Despite the availability of reliable and fast Internet being a
requirement for the actualization of these concepts in more areas of the world, the seamless
incorporation of “smart” functions within the surgical world with the aid of the Internet is
on a steady route to becoming a reality towards smarter and more efficient health services.

This study faces certain methodological limitations which arise from the narrative
structure of most of the included literature. To begin with, this is a narrative systematic
review, meaning that there are no statistical deductions to be made or pre-specified com-
parisons between different methodological approaches. The IoST is a concept, rather than a
method, and therefore tangible comparisons can only be made in very specific applications.
Current literature on IoST is lacking in comparative studies that produce results one can use
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to reach safe conclusions. Despite adhering to specific selection criteria, our study selection
process was amenable to an unavoidable degree of bias, arising mainly from the lack of
specific clinical applications in many of the screened publications. Finally, our inclusion
of feasibility and animal model studies needs to be interpreted as a showcase of potential
future applications, rather than everyday uses of the IoST concept. The review’s findings
can be summarized, per the research question, in the following paragraphs.

Telesurgical applications are undoubtedly the primary example of IoST systems. Their
validity has been repeatedly evaluated over the years and the literature reveals that telesur-
gical networks are routinely incorporated in many surgical centers. Within such systems,
there is a wide adoption of sensorial arrays that transmit data to distant locations. Tele-
mentoring is an even more inclusive concept in surgical education. Evaluation of distant
teaching in surgery has revealed that it is a viable alternative to traditional teaching, which
is at times preferred over in-person assistance. Recent literature also points out the incorpo-
ration of 5th generation cellular networks that are able to effectively eradicate latency times
and connectivity issues.

IoST in image-guided surgery is currently an “under development” application that
has produced tangible results in only a few clinical studies. Intraoperative use of IoST
networks mainly focuses on superimposing preoperative imaging on live surgical camera
feeds to assist surgeons in precision-requiring tasks. Despite being investigated mainly in
neurosurgical procedures, these networks are predominantly software-dependent, thus
making it possible to also be incorporated in more procedures in the years to come.

Patient telemonitoring involves the utilization of network-connected biosensors that
track physiological patient parameters that are observed by a distant physician. Such
sensorial ecosystems seem to be highly successful at detecting specified cutoff points and
providing alerts to the physicians. Additionally, such systems can shorten hospital stays
and lessen routine in-office patient visits, without compromising patient safety. Lastly,
telemonitoring has relatively few requirements, considering the availability of biosensors
in everyday technological products and “smart” wearable devices.
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Abstract: Health 4.0 is a new promising addition to the healthcare industry that innovatively includes
the Internet of Things (IoT) and its heterogeneous devices and sensors. The result is the creation of
numerous smart health applications that can be more effective, reliable, scalable and cost-efficient
while facilitating people with their everyday life and health conditions. Nevertheless, without proper
guidance, the employment of IoT-based health systems can be complicated, especially with regard to
security challenges such susceptible application displays. An appropriate comprehension of the struc-
ture and the security demands of IoT-based multi-sensor systems and healthcare infrastructures must
first be achieved. Furthermore, new architectures that provide lightweight, easily implementable
and efficient approaches must be introduced. In this paper, an overview of IoT integration within
the healthcare domain as well as a methodical analysis of efficient smart health frameworks, which
mainly employ multiple resource and energy-constrained devices and sensors, will be presented.
An additional concern of this paper will be the security requirements of these key IoT components
and especially of their wireless communications. As a solution, a lightweight-based security scheme,
which utilizes the lightweight cryptographic primitive LEAIoT, will be introduced. The proposed
hardware-based design displays exceptional results compared to the original CPU-based implemen-
tation, with a 99.9% increase in key generation speed and 96.2% increase in encryption/decryption
speed. Finally, because of its lightweight and flexible implementation and high-speed keys’ setup,
it can compete with other common hardware-based cryptography architectures, where it achieves
lower hardware utilization up to 87.9% with the lowest frequency and average throughput.

Keywords: healthcare architectures; IoT; Health 4.0; lightweight privacy; cryptography; sensors

1. Introduction

In recent years, the demand for healthcare services that are high quality, low cost,
widely available and easily accessible from the comfort of the patients’ homes is rapidly
increasing. The result is the creation of notable problems that healthcare providers are
struggling to resolve. These circumstances lead to the progressive inclusion of creative
methodologies and technologies whose integration will greatly impact the healthcare
industry. Some of these technologies are the Internet of Things (IoT), Internet of Services
(IoS), Medical Cyber-Physical Systems, Cloud Computing, Fog, Big Data Analytics, 5G,
Cryptography, Blockchain and Artificial Intelligence (AI).

Internet of Things (IoT) consists of heterogeneous devices that are interconnected with
each other and with the Internet [1]. The utilization of IoT technology is rapidly growing
with various systems emerging as efficient solutions to applicational restrictions [2]. It pro-
vides new services and intelligent capabilities by enabling the components to collect, store
and analyze data from different resources while also retaining low-cost implementation.
Specifically, the healthcare industry greatly benefits from these new services [3]. Health
4.0 introduces creative methods for the employment of innovative IoT technology [4].
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Smart, cost-effective, reliable, scalable and easily accessible approaches, that facilitate multi-
ple classes of people in various health-related situations, can be developed by following its
main design principles, namely Interoperability, Virtualization, Decentralization, Real-Time
Capability, Service Orientation and Modularity [5]. The first principle indicates the ability
of the heterogeneous components to share data with each other and overall connect through
Internet of Things (IoT) technology. Virtualization is another important principle that au-
tomates medical procedures by monitoring all healthcare elements and creating virtual
copies of different processes. Decentralization requires all utilized healthcare devices to
make decisions on their own and always execute their operations efficiently. Moreover, due
to the critical nature of healthcare applications, the collection of data, decision making and
healthcare functions must be executed in real-time without unnecessary delays, leading
to the implementation of the Real-Time Capability principle. Service orientation implies
that all operations and components of the Healthcare application are presented as services.
These services can be accessible to all participants and they can be provided through vari-
ous organizations. The last principle, Modularity, represents the flexibility of the system to
constantly evolve and improve to fulfill new requirements and correspond to the scalability
that characterizes IoT.

Nevertheless, the vision of Health 4.0, namely the integration of IoT technology and
the healthcare industry, can add further difficulties to developers. The scalability and
heterogeneous nature of IoT elements, the simultaneous utilization of numerous compo-
nents and the delicate structure of healthcare systems can be a troublesome combination,
especially without the proper comprehension of the architecture and operation of IoT-based
healthcare infrastructures. Furthermore, security is an important factor in the development
of IoT systems in healthcare [6]. The data that are collected by the sensors and are shared
between the devices contain private information. Only authorized users must have ac-
cess to the medical data, which must remain intact and efficiently encrypted throughout
their transmission to the IoT smart health network. Their improper protection has legal
and ethical implications because they can be exploited by attackers with the intention of
possibly harming the user’s well-being. Moreover, only data from trusted devices and
components must be accepted by the system in order to prevent the falsification of medical
history and enhance the accuracy of remote diagnosis. The system must also be able to
constantly execute its main functions without being obstructed by attacks, because even a
small delay in critical operation can threaten the user’s life. For example, in smart health
applications that require immediate responses for alerting medical services or providing
first-aid assistance, specific types of attacks can delay these functionality processes and
negate the system’s purpose of facilitating the patient and healthcare providers. Therefore,
the application and maintenance of the main security schemes, such as confidentiality,
availability and integrity, are a major concern for the research community.

The primary security challenges of IoT employment for smart health originate from
various threats and vulnerabilities and are divided into two categories, namely embedded
and network challenges [2]. The embedded challenges refer to the hardware and software
aspects of IoT-based systems. The IoT components are resource- and energy-constrained
devices that operate remotely and autonomously. By their own nature, they cannot sup-
port security algorithms that are resource and computationally demanding. Lightweight
cryptography can resolve this problem because of the ability to adequately secure the
architecture while utilizing fewer hardware resources. Nevertheless, in many cases, specific
approaches that are used as a replacement are not as reliable as the well-known heavy
cryptographic primitives [7]. Moreover, most smart health providers do not spend their
resources achieving the security concepts, viz confidentiality, availability and integrity [8].
They rather only focus on the application’s healthcare functions and reduction in the imple-
mentational costs. Therefore, inept security practices and updates are adopted, resulting in
an easily exploitable system. Another vulnerability originates from the scalable nature of
IoT. Specifically, the devices are constantly being added to the system without the guaranty
of their own integrity. An attacker can be granted access to the main system by compro-
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mising a small, unprotected device. Therefore, all devices, even the smallest ones, that
interact with the central services must have a form of a lightweight security algorithm that
protects them.

Network security challenges concern communication mechanisms and smooth data
transmissions. All IoT devices continually connect and disconnect to a variety of communi-
cation networks that can either be private or unknown. In addition, the wireless networks
utilized in IoT have many vulnerabilities on their own [9,10]. Their exploitation helps
attackers intercept the network transmission and eavesdrop on the sensitive health data.
Hence, they must implement flexible algorithms that are sufficiently capable to ensure the
privacy and integrity of the collected data. This can be achieved by implementing encryp-
tion and decryption algorithms in the heterogeneous devices. However, the most common
ciphers are resource-demanding and they cannot be utilized in the IoT environment. Fur-
thermore, the scalability of IoT renders difficult the detection of malicious presences in
the network, deeming necessary the employment of more complex data management
schemes [11,12]. Despite the fact that the high production speed of the cipher key and
quick encryption/decryption mechanism can alleviate some pressure on the transmission
management, their achievement is challenging because of IoT hardware limitations. Lastly,
a main challenge for IoT systems is the prevention and mitigation of Denial of Service
(DoS) or Distributed Denial of Service (DDoS) attacks [2]. These attacks interfere with the
communication processes and render the system unavailable to the end users by exploiting
network vulnerabilities.

In recent years, many lightweight methods have been proposed for security, privacy
and authenticity purposes in IoT-based healthcare applications. Some utilize new mech-
anisms such as Artificial Intelligence and Blockchain. However, these integrations add
new vulnerabilities and implementational issues into the already security challenging IoT
architecture [6]. Hence, they are not considered lightweight-efficient IoT-based security
designs. Other implementations propose more flexible and appropriate approaches. The
authors’ previous works proposed exemplary frameworks for limiting the implementation
vulnerabilities and preventing possible attacks [13,14]. Other proposed architectures of-
fered a variety of efficient security approaches that employ flexible security mechanisms
and interactive cryptographic algorithms with minimum hardware resources [15,16].

In this paper, as a continuation of the authors’ research, an extensive study of health-
care frameworks and applications is presented. Afterwards, a basic architecture of an
IoT-based multi-sensor healthcare infrastructure is demonstrated. The first contribution
of this paper is this detailed analysis and calculated creation of an IoT-based healthcare
structure which can benefit the research community by referencing this architecture and
its properties in future related work. This general architecture has some security require-
ments and challenges regarding data transfers and encryption/decryption mechanisms.
Specifically, the main security and functionality requirements are the following:

• A formal lightweight cryptographic primitive which can encrypt and decrypt the in-
putted messages with a considerable-sized key, thus ensuring the confidentiality, data
privacy and authentication while deeming the decomposition of the algorithm through
key search attacks to be difficult. The success of other known attacks will also be elimi-
nated as each device will effectively secure the collected data before transmission.

• High speed in key generation and encryption/decryption processes for quick trans-
missions and the management of the significant IoT network load. Therefore, the
constant availability of the architecture will be ensured because the communication
system will be able to handle multiple messages that are rapidly transmitted.

• Flexible design with multiple options for key size and performance speed for various
circumstances depending on the user preferences. The scalability of the IoT can thus
be confronted by constantly adapting to the current needs of the system.

• Minimal resource utilization of the employed security scheme for efficient implemen-
tation in hardware-constrained IoT devices. This way, all devices in the healthcare
structure can employ a level of security and hence ensure their integrity. Proper bal-
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ance between the resources and the performance throughput must also be ensured.
The performance flow of the security scheme must be considered when minimizing
the resources of the design. The throughput must remain sufficiently high in order to
correspond to high-speed transmissions.

A solution to these concerns is proposed and demonstrated. The proposed lightweight
LEAIoT-based security scheme ensures the user authentication and the privacy of the
collected data that are shared via IoT networks between resource-constrained devices
and via the Internet to cloud-based services. Its resource-efficient implementation in IoT
devices quickly encrypts the collected data with flexible and high-speed key generation
options while adapting to various communication and computational needs. Therefore, the
discussed requirements are fulfilled without adding pressure to the employed hardware-
constrained components. The exact methods that lead to the fulfilment of the mentioned
requirements in IoT-based healthcare architectures and thus the innovations and contribu-
tions of the proposed scheme are listed as follows:

• First, the employed cryptographic primitive, as presented in [17], ensures the mainte-
nance of the main security concepts while being lightweight and having the ability
to utilize various sized keys, from 32-bit to 256-bit length. The width of the key is a
general parameter of the security level for symmetric encryption, deeming the 256-bit
key highly effective for the proposed environment. The LEAIoT algorithm also utilizes
asymmetric encryption, which further enhances the security and confidentiality of
the system.

• Second, the high computation speed achieved by the hardware-based implementation
ensures the quick network management of the IoT’s heavy communication load. The
performance results of the proposed FPGA-based architecture are compared to the
original LEAIoT design [17], which was implemented in a central processing unit
(CPU), with a significant improvement of the key generation speed up to 99.9% and
the encryption/decryption speed up to 96.2%.

• Third, in the same architecture, four different key sizes are integrated, providing
four diverse performance speeds and security efficiencies that the applications can
instantly choose from depending on the current network and the computational needs
of the application. Therefore, the system offers flexibility and can easily adapt to
various circumstances.

• Finally, the cryptographic scheme is properly implemented through innovative design
optimizations and achieves novel implementational results that indicate its resource
efficiency without an excessive reduction in throughput. Thus, the proposed scheme
effectively fulfills the performance requirements for smart health and it can be easily
employed to the various devices of the IoT network, providing global security to
the healthcare structure while maintaining performance balance between resources,
throughput and security. For further proving the architecture’s efficiency, the proposed
hardware-based scheme is compared to other relative FPGA-based research. Specif-
ically, it was concluded that the proposed implementation utilizes up to 87.9% and
76.9% fewer resources than the lightweight versions of Advance Encryption Standard
(AES). It also decreases the resource consumption up to 65.7% and 12.2% compared
to SNOW 3G and ZUC ciphers, respectively. Lastly, it achieves an almost double
throughput compared to RC4 cipher and overall similar performance results with
PRESENT and CLEFIA, even with a significantly lower frequency.

2. IoT-Based Multi-Sensor Healthcare Applications
2.1. Health 4.0 Objectives

Many smart health applications can be created by applying IoT technology, thus
achieving the objectives of Health 4.0 [4]. A general framework for Health 4.0 depicting
the integrated technologies and the main components of the healthcare architecture is
presented in Figure 1. One of the most important objectives is the creation of high-quality
services that facilitate people with various healthcare needs. This requires the improvement
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of the system performance, the efficient utilization of resources and the optimization of
utilized tools. Automated procedures and intelligence can enhance the results’ accuracy
and accelerate basic and repetitive tasks. Moreover, remote access and real-time responses
can assist in immediate medical attention and constant monitoring. Finally, the design of
appropriate databases with complete and easily accessible medical records can create a
more personalized healthcare and a better diagnosis.
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Another equally vital objective is the improvement of the operations’ effectiveness
while simultaneously maintaining minimal costs as well as low resource utilization and
energy consumption. Therefore, healthcare applications can be implemented in IoT de-
vices that are mainly resource-constrained with energy limitations. However, the balance
between the throughput and resource consumption is critical and depends on the require-
ments of the system. The ideal approach is the achievement of the highest performance
throughput with the utilization of minimum resources. The employment of IoT, indepen-
dently of its final optimizations, can assist in health monitoring, diagnosis and disease
prediction through the enormous number of data that are collected by health sensors. These
data are instantly transmitted, analyzed and saved to cloud services, making the diagnosis
easier and more accurate. The pressure on healthcare personnel and materials will be
reduced because the costly methods of health examination are replaced by cost-efficient,
easily accessible, user-friendly and immediately responsive alternatives. Finally, the collab-
oration and sharing of information between multiple healthcare facilities and providers
will be straightforward and timesaving.

2.2. IoT Architecture

First, the IoT architecture is described by a three-layer design [11]. These three layers
are the application layer, the network layer and the physical/perception layer. Figure 2
displays the IoT layers in a healthcare architecture with more details. The application layer
is the highest layer in the architecture and connects the objects with the IoT network [11]. It
consists of various healthcare applications that offer e-health services and functionalities to
the user. The network layer enables the IoT components to connect with each other and
share data which are collected by the devices of the physical layer through established
communication protocols. Some commonly utilized networks are Bluetooth, ZigBee, 5G,
Wi-Fi, Radio Frequency Identification (RFID), 6LoWPAN and LoRaWAN. Another estab-
lished network of nodes that is integrated into the IoT is the Wireless Sensor Network
(WSN) [18]. The physical/perception layer is the last layer of the architecture. It consists
of all the physical objects employed in IoT systems such as sensors, wearables, actuators,
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smartphones, antennas, and processors, etc. The purpose of this layer is to collect health
signals and convert them to readable data that the network layer can transmit.
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2.3. Smart Health Multi-Sensors Designs from Literature

Healthcare services can now be provided outside the hospital facility with the em-
ployment of IoT technology. Remote health monitoring, telemedicine, the ambient-assisted
living (ALL) of elderly or disabled people and supervision of chronic diseases are some
crucial applications that can benefit healthcare [3,19,20]. Specifically, they can improve
the effectiveness and accessibility of health services and help alleviate the pressure on
hospital resources. Ref. [20] analyzed recent proposals for Internet of Health Things, ambi-
ent assisted living and remote healthcare monitoring systems. Furthermore, it provided
illustrations of relative architectures. In [21], a decentralized architecture for a smart health
system based on Internet of Medical Things was proposed. This design consists of three
layers, namely the data producer layer, the hybrid computing layer and the data consumer
layer. The first layer includes the IoT sensors producing health data which are later col-
lected and transmitted over to a hybrid computing system benefitting from both edge and
cloud paradigms. The decentralized data processing is achieved by utilizing Blockchain
technology and Distributed Data Storage System (DDSS) methodology. Moreover, system
privacy and security are established by introducing three cryptography algorithms. An-
other decentralized healthcare architecture was demonstrated in [22]. It aims to monetize
the collected health data while offering guidelines for data security and privacy. The
technologies employed, namely IoT, AI, Big Data and Blockchain, and all the architecture’s
elements, were thoroughly described. Ref. [23] displayed the architecture of an IoT-based
health application that manages Big Data. Each of its layers and key technologies were
analyzed in depth. This design has been employed in smart clothing-based monitoring,
telemedicine and emotion interaction services. In [24], a hardware-based implementa-
tion with multiple sensors connected to a main processor was designed. The system was
employed for the constant monitoring of health variables.

The depiction and development of a Smart Hospital architecture is also a major
concern for researchers. Ref. [25] proposed an architecture of a smart hospital that utilizes
the low power wide area wireless protocol NarrowBand-IoT (NB-IoT). This protocol renders
possible the communication between all IoT devices and sensors that are simultaneously
employed in various hospital application scenarios. The paper thoroughly demonstrates
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the smart hospital’s infrastructure and applications. In [26], the implementation of an
IoT-based multi-sensor monitoring system, which resembles previously mentioned remote
architectures, is demonstrated. The design consists of three layers, namely the node layer
that includes the Wireless Sensor Network (WSN) and sensors; the local management layer
that is composed by the hospital’s computers; and the cloud-based layer, which collects
and stores the data. A complete IoT-based tracking system applied in a hospital facility
was implemented in [27]. The architecture was composed of multiple smart devices which
recorded and transmitted the hand-washing data of the recognized subjects, smart ID
cards for easy authentication of hospital personnel, hybrid routers and an IoT gateway for
receiving and forwarding data to the last element, namely the cloud server, and sending
commands in real-time. The purpose is the prevention of infections inside the hospital by
tracking the hand-washing activities of hospital employees.

2.4. IoT-Based Multi-Sensor Healthcare Infrastructure

A complete IoT-based Health architecture is demonstrated in Figure 3. This general
design depicts the relations between IoT components and healthcare elements. Smart
hospitals, near-patient/personalized smart health systems as well as their connection are
presented in detail. The personalized smart health architecture consists of multiple hetero-
geneous IoT devices, a wireless interface and a connection with a cloud-based database, as
described in [2]. First, the devices that are utilized are mostly implantable or wearable med-
ical devices and sensors, such as cardiac pacemakers or defibrillators, blood sugar/blood
pressure/heart rate/electroencephalography (EEG) signal monitors, insulin pumps, etc.
They are mostly battery dependent, making their implementation’s energy efficiency crit-
ical. Additionally, they must be able to connect to the wireless network of the system to
transmit the “sensed” data. Numerous devices and sensors are simultaneously utilized
and thus their interconnection is deemed necessary. Moreover, wearable devices must be
portable, relatively small and comfortable while they are worn. Some of the implantable
and wearable devices can be re-programmable through wireless communication or they
can wirelessly receive various commands such as the adjustment of the drug dosage the
device administrates or the configuration of the device settings. Furthermore, the wireless
interface must connect to the Internet with the intention of transmitting the collected health
data to healthcare personnel such as doctors and nurses. The processing of these data
can be handled by the hospital’s or private clinic’s primary computing system, or by the
near-patient IoT system. Some wearable devices may be able to process their collected data
and afterwards wirelessly send them to the Internet. Alternatively, a more stationary or
mobile device may be used to compensate for the small, wearable and implantable devices
that do not possess processing capabilities. These intermediate devices first collect the data
from multiple sensors which create the IoT system through the various established IoT
networks, before completely or partially processing them and finally transmitting them to
back-end systems and databases. Alternatively, they can receive authorized commands or
data from back-end systems, process them and correspond through interaction with the
sensors. Intelligence and real-time functionalities can be added by giving these devices
the capability to make decisions and act accordingly without waiting for the back-end
systems’ response. Moreover, all IoT devices have limited or no storage capacity. Thus, the
data are transmitted and stored in databases to be easily accessible and create a complete
medical history.

Nevertheless, IoT can also enhance hospital interactions and its inner functionality [25].
All the previously mentioned implantable and wearable IoT devices can also be utilized in-
side hospital facilities. Similarly, these multiple sensors and devices must be interconnected
through wired and wireless networks and be able to receive from authorized elements
or send to appropriate components commands and sensitive data. The main additional
features of this hospital architecture are two. First, the clinical beds, which monitor the
patient’s health through sensors, and all medical equipment, which collect the sensitive
health data required for diagnosis, are given communication capabilities and added to the
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IoT network. Second, the IoT network is directly connected with the medical records sys-
tems and healthcare database located in the hospital facility. Hence, the hospital personnel
can receive data in real-time and immediately respond to emergencies. Furthermore, the
stored data can be easily accessed by all hospital equipment and promptly provide the
patient’s medical history. Finally, the hospital’s IoT-based network must be connected to
the Internet and cloud-based platforms in order to communicate with near-patient systems
and other healthcare facilities. The result will be the creation of more personalized and
intelligent health services that assist healthcare providers while reducing the stress on
hospital resources.
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3. Security Requirements

As previously discussed, security is an exceptionally important aspect in the imple-
mentation of IoT-based healthcare applications. However, IoT networks that are utilized
in the general smart health infrastructure, Figure 3, can be subject to a variety of attacks,
with the IoT device being its most susceptible component [2]. An attacker can easily gather
the personal information shared by the devices via the IoT network. Eavesdropping and
data transmission/traffic monitoring are two main attacks that breach data privacy [11].
Furthermore, without proper data protection, the user authentication is also disrupted.
Unauthorized devices can gain access to these data that can then be processed or altered
for malicious purposes [28]. They also can fabricate erroneous health data and transmit
them to the other components of the IoT network. This leads to inaccurate health diagnosis
and unreliable communication between the patient and health provider.

The development of secure communication networks is a major concern for researchers [29,30].
Cryptography is a commonly used practice for ensuring data privacy and user authenti-
cation [31]. It utilizes cryptographic algorithms, namely ciphers, for “hiding” the content
of various texts through encryption and afterwards “revealing” the original data through
decryption. Nevertheless, the known cryptographic primitives cannot be applied to the IoT
system because of the devices’ resource constraints. The employed cipher must not deprive
the valuable resources from other important functionalities that provide healthcare services.
Therefore, a more lightweight version must be developed for properly corresponding to the
hardware limitations of IoT. Furthermore, the delay of real-time applications because of the
algorithms’ low speed implementation can be devastating in critical circumstances. Hence,
the encryption/decryption speed and the systems’ immediate response must be taken into
consideration. Finally, the system must provide multiple options with each functionality,
satisfying different network and security needs depending on the application’s current
requirements. Thus, flexibility and scalability mechanisms must be added to the system.

Overall, for properly securing the health data of a smart health application, a lightweight
cryptographic primitive must be implemented and a security scheme must be applied. First,
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the encryption algorithm must encrypt the collected data before they are shared between the
utilized IoT devices. Thus, the patient’s personal information is protected from malicious
attacks. Similarly, the decryption algorithm must decrypt these received data for their further
employment depending on the healthcare application. The result is the total content protection
of the transmitted data in the employed communication networks, specifically throughout
the IoT networks and the Internet that is connected to cloud-based services. Figure 4 depicts
all the possible components of a general smart health infrastructure that can implement a
lightweight-based security scheme and fulfill all these mentioned requirements.
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4. Lightweight-Based Security Scheme

The proposed lightweight-based security scheme employs the LEAIoT cryptographic
primitive which efficiently encrypts and decrypts the collected data while providing flexible
options regarding the key size and speed implementation. This mechanism is implemented
into every IoT device that is utilized in a healthcare system, including both smart hospital
and near-patient architectures, and provides data privacy to the communication networks
and the Internet. Overall, the proposed lightweight-based security scheme can be applied
as depicted in Figure 4.

4.1. LEAIoT: Lightweight Encryption/Decryption Algorithm

LEAIoT is a lightweight cryptographic primitive whose key generation and encryp-
tion/decryption speed are higher than other common encryption primitives [17]. The
advantages of a lightweight design are fitting in the IoT-based healthcare environment,
which has complex communication requirements. Specifically, it provides speed-efficient
end-to-end communication with minimum hardware resource utilization. LEAIoT com-
bines a symmetric encryption algorithm and an asymmetric encryption algorithm while
aiming to preserve both of their advantages. The symmetric cryptography provides further
operational speed with a minimum number of computing resources. The asymmetric
primitive has better key distribution and scalability schemes and ensures the confidentiality
and authentication of the system.
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The LEAIoT encryption process of a plaintext—which is given a synthetic value—first
employs the symmetric key encryption with a private key n. Both sender and receiver know
the context of this key. Afterwards, the asymmetric linear block cipher (NLBC) is executed
with the previously produced ciphertext and two keys, namely a shared key n1 and one
private key k. The result is a completely secure encrypted text. The decryption sequence
utilizes the modular inverse of the three encryption keys, via SSK (secure symmetric key),
n1

(−1) and k′. First, the asymmetric—namely NLBC—decryption is performed with the
transmitted ciphertext and the two keys, n1

(−1) and k′. These keys are produced by the
modular inverse with modulo 37 of keys n1 and k, respectively. The original plaintext is
generated by applying the symmetric decryption with the SSK key, which is the modular
inverse of n. For this algorithm, the modular inverse operation is always executed with
modulo 37. A detailed description of the encryption and decryption processes is followed.

Encryption sequence:

1. The synthetic values of the plaintext are multiplied with the private key n. Then,
modulo 37 is used;

2. A 3 × 3 matrix is created as the private key k. Additionally, the length of the key n is
calculated and utilized as the key n1;

3. The produced text from step 1 is segregated into blocks bi matching the key k. Specifi-
cally, it is divided to multiple arrays of length equal to 3;

4. Each block bi is multiplied with the keys k and n1. Modulo 37 is subsequently applied;
5. The result is the secure ciphertext of the original plaintext;

Decryption sequence:

1. The modular inverse of the keys n1 and k with modulo 37 is utilized;
2. The received ciphertext is divided to blocks bi, as with step 3 of the encryption sequence;
3. Each block is multiplied with the two keys k′ and n1

(−1). Modulo 37 is then applied;
4. The produced text is afterwards multiplied with the key SSK and modulo 37 is once

again used;
5. The result is the original plaintext.

A simplified example of the encryption and decryption calculation processes is pre-
sented for a better comprehension of these two procedures. The private key n is 12,345, the

inputted synthetic values are




13
19
15


, and the private key k is




1 2 1
4 5 6
7 8 9


.

Encryption sequence:

1. First, the inputted values are multiplied with key n:






13
19
15


 ∗ 12345


 mod 37 =




16
12
27




2. Finally, the result of the previous calculation is multiplied with key k and the length
of key n to produce the encrypted message:






1 2 1
4 5 6
7 8 9


 ∗




16
12
27


 ∗ 5


 mod 37 =




2
24
35




Decryption sequence:

1. First, the SSK, k′ and n1
(−1) are calculated:
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SSK =
(
n(−1)) mod 37 = 12345(−1) mod 37 = 17

n1
(−1) =

(
5(−1)) mod 37 = 15

k′ = k(−1) =




18 23 32
1 25 12

18 1 18




2. Then, the encrypted message is multiplied with k′ and n1
(−1):






18 23 32
1 25 12

18 1 18


 ∗




2
24
35


 ∗ 15


 mod 37 =




16
12
27




3. Finally, the original message is revealed by multiplying the previous result with the
SSK key: 





16
12
27


 ∗ 17


 mod 37 =




13
19
15




4.2. Implementation of the Proposed Lightweight-Based Security Scheme

In this section, the proposed lightweight-based security scheme is presented. The
LEAIoT-based lightweight encryption/decryption implementation has a symmetric and
asymmetric encryption and decryption stages. The user can choose the length of the
symmetric key between 32, 64, 128 or 256 bits. For the NLBC or asymmetric phase, the size
of the private key k is a 3 × 3 matrix with each element having a value within the range
of [1, 36]. The overall design of the proposed cryptographic approach is demonstrated in
Figure 5. The architecture has additional input and output signals that are not depicted in
this figure. The extra input signals concern the start of a new procedure, the selection of
the procedure that will be executed and the selection of the key size. The supplementary
output signals indicate the completion of each key generation procedure, the encryption
process and the decryption process.

The main units of the architecture are analyzed below.

• ENCR_DECR_ROUND unit contains the necessary resources for the encryption and
decryption of the input text. It also executes the additions and multiplications of finite
elements and sends the results into the appropriate units.

• The MOD37_CALC unit calculates modulo 37 of symmetric key n.
• DET_MOD37_CALC unit’s input is a 3 × 3 matrix, namely key k, and its outputs are

modulo 37 of the matrix’s determinant and table I, which is an intermediate step for
computing the modular inverse of the matrix. Each element of table I, namely iab, is
calculated by the following equation:

iab = det 2ab ∗
(
(−1)(a+b)

)
mod 37, (1)

where det 2ab is the determinant of a 2 × 2 matrix created after erasing row a and
column b of the input matrix.

• MULT_INV_MOD37 unit computes the modular inverse of the input. The input can
either be module 37 of the symmetric key n or the determinant’s module 37 of key k,
which was calculated by DET_MOD37_CALC. The input is selected by a multiplexer.

• MATRIX_INV_CALC unit receives the determinant’s modular inverse of key k as input,
as computed by MULT_INV_MOD37, and receives the intermediate table I as input, as
calculated by DET_MOD37_CALC. The output is the modular inverse of key k.

• LENGTH_CALC_MOD37 unit calculates the length of symmetric key n, namely generat-
ing key n1. The modular inverse of this key can be produced by the MULT_INV_MOD37
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unit. The procedure is the same as with the modular inverse computation of symmetric
key n.
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The four main functions of the proposed lightweight architecture are the insertion of a
new symmetric key n; insertion of a new asymmetric key k; encryption; and decryption.
The first function changes the key n of the symmetric encryption/decryption stage and
calculates the new SSK. The user selects the length of the new key, namely 32, 64, 128 or
256 bits. The key is inserted in blocks of 32-bit and is stored in the registers KEY_REGS.
The contents of registers KEY_REGS are then given as inputs to the MOD37_CALC, which
calculates the n mod 37. The result is stored in the register KEY_MOD37_REGS, which is the
input of the MULT_INV_MOD37A unit. This unit calculates the n−1 mod 37, namely
the SSK key. The produced SSK key is stored in the register SSK_REG. Finally, the
units LENGTH_CALC_MOD37 and MULT_INV_MOD37B calculate the n1 mod 37 and
n(−1)

1 mod 37, respectively.
The second function, namely the insertion of a new asymmetric key k, changes the key k

and calculates its modular inverse, namely k′. The insertion of the key, which is a 3 × 3 matrix,
is executed in three stages. In each stage, the three elements of a row are inserted via the
three inputs, tc_1, tc_2 and tc_3. The elements are stored in the registers MATRIX_REGS. The
completely inserted key is then given as input in the DET_MOD37_CALC unit. This unit
produces two outputs, namely the determinant’s module 37 of the key and table I. The first
output is inserted to the MULT_INV_MOD37A unit, which calculates its modular inverse. The
second output is given as one of the two inputs of the MATRIX_INV_CALC unit. The other
input is produced by the MULT_INV_MOD37A unit modular inverse of the determinant. The
final output is the modular inverse of the new asymmetric key k, namely k′.

The encryption function begins by inserting three characters of the plaintext via the
inputs tc_1, tc_2 and tc_3 to the ENCR_DECR_ROUND unit. The other inputs of this
unit are modulo 37 of key n; modulo 37 of the n key’s length; and key k. The result is the
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ciphertext which is computed by the correct processing of the data. The final function,
namely decryption, starts by inserting three characters of the ciphertext via the three inputs
tc_1, tc_2 and tc_3 to the ENCR_DECR_ROUND. The other inputs of this unit are the
modular inverse of the key n (SSK), the modular inverse of the key n length (n1

(−1)) and
the modular inverse of the key k (k′).

4.2.1. Modulo 37 Calculation Module

The basic element of this module is an asynchronous unit that calculates module 37 of a
32-bit number. Its operation is based on the algorithm for modulo reduction that was proposed
in [32]. Moreover, the multiplications are implemented based on the Wallace method for
multiplying integers using only combinational logic [33]. There are three steps for the module’s
process. First, the key is divided into 32-bit sections and modulo 37 of each section is calculated.
The results are stored in registers. For 32-bit keys, the process is completed with this step. The
calculation and data storage of each section is completed in one clock cycle.

Afterwards, modulo 37 of each section—excluding the 32 least important bits—is
multiplied with modulo 37 of a power of 2, which depends on its position. Specifically,
for module 37 of the [n, n + 31] bits, the operation 2n mod 37 is used. Then, the results
are stored in registers. For utilized hardware reduction purposes, the multiplications of
module 37 are only implemented in the encryption/decryption unit and not in this unit.
The encryption/decryption unit can execute three modulo 37 multiplications anytime.
Hence, the process is completed after a clock cycle for 64-bit or 128-bit keys, because one
and three multiplications are needed, respectively. For a 256-bit key, seven multiplications
are required, thus the process is completed after three clock cycles.

Finally, the sum of the previous results’ modulo 37 is calculated. Similar with the
multiplications, the additions are only implemented in the encryption/decryption unit,
with three of them being ready anytime. For a 64-bit key, only one addition is executed
and its completion requires one clock cycle. For a 128-bit key, two clock cycles are needed.
Finally, for the 256-bit key, four clock cycles are required.

4.2.2. Three-Dimensional Matrix’s Determinant Calculation Module

The input of this module is a 3 × 3 matrix M and its outputs are the determinant’s
module 37 and table I. The calculation process also follows three steps. First, the data of the
input matrix M are inserted into the module that produces table I. After the computation of
element I11, this same element and M11 are sent to the encryption/decryption unit. The unit
calculates modulo 37 of their multiplication and stores the result in a register. In a similar
way, the operations M12 ∗ D12 mod 37 and M13 ∗ I13 mod 37 are computed and stored. It is
important to clarify that the two elements I12 and D12 are generated simultaneously. After
the complete computation of table I, the results from the two operations M11 ∗ I11 mod 37
and M13 ∗ I13 mod 37 are sent to the encryption/decryption unit. Modulo 37 of their sum
(S) is calculated. Finally, the difference Di f f = S− (M12 ∗ D12 mod 37) is computed and
the process is completed.

The module that produces table I executes the following procedure. First, the matrix
M elements are stored in registers. Afterwards, the cells of table I are generated sequentially.
The iab elements are produced by the det2 × 2 module. This module receives the data
of the 2 × 2 matrix, which is generated from the input matrix M and calculates modulo
37 of the input’s determinant. If (−1)(a+b) = 1, then the requested element of table I is
the output of det2 × 2, which is stored in a register. If (−1)(a+b) = −1, then the output of
det2 × 2 is subtracted from the value 37. This difference is the requested element. It must
be clarified that, during the computation of i12, both the output of the det2 × 2 module,
which is utilized in the calculation of the M matrix’s determinant, and the result of this
output subtracting with the value 37, which is the element i12, are stored in registers.

The two-dimensional matrix’s determinant calculation module receives a 2 × 2 E
matrix as input and generates modulo 37 of the input’s determinant. First, the E matrix’s
elements are stored in registers. These elements are sent to the encryption/decryption unit,
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which calculates and stores the values p1 = E11 ∗ E22 mod 37 and p2 = E12 ∗ E21 mod 37 in
registers. Afterwards, the value d1 = p1 − p2 is computed. If d1 ≥ 0, then the E matrix’s
determinant is equal the value d1, which is stored to the output register, and the calculation
is completed. If d1 < 0, then value d2 = p2 − p1 is calculated and stored in the output
register. Lastly, the value d′ = 37− d2 is computed and stored in the output register, thus
completing the operation.

4.2.3. Modular Inverse Calculation Module and Three-Dimensional Matrix’s Modular
Inverse Calculation Module

The modular inverse calculation module, which exclusively uses combinational logic,
accepts as input a 6-bit value (a) in the range of [0, 36] and returns the value b where
(a ∗ b) mod 37 = 1. A system of logic gates assists the module in identifying the value and
then selecting the appropriate output b with the usage of multiplexers.

The three-dimensional matrix’s modular inverse calculation module receives as input
table I and the modular inverse of the M matrix’s determinant. The output is the modular
inverse of the M matrix (M’). The M’ matrix’s elements of each row are calculated by
multiplying the elements in table I’s corresponding column with the modular inverse of the
determinant. Furthermore, the multiplications are executed in the encryption/decryption
unit. Therefore, the process is completed after three clock cycles since three multiplications
can be executed anytime table I is a 3 × 3 matrix.

4.2.4. Encryption and Decryption Unit

The proposed architecture of the encryption and decryption unit is depicted in Figure 6.
The inputs are the following:

• A 3 × 3 matrix with 6-bit elements (m11, m12, . . . , m33);
• Three 6-bit characters (tc_1, tc_2, tc_3) from the text which will be encrypted or

decrypted;
• A 6-bit key (sk_o);
• A 6-bit signal (kl_o), which is modulo 37 of the key length or its modular inverse;
• Three single bit signals that indicate the start of a new operation or the applied process,

namely encryption or decryption;
• Twelve different data for the generation of the keys, six of them (async_add_opa1,

async_add_opa2, async_add_opa3, async_add_opb1, async_add_opb2, async_add_opb3)
are added together while the other six (async_mul_opa1, async_mul_opa2, async_mul_opa3,
async_mul_opb1, async_mul_opb2, async_mul_opb3) are multiplied with each other;

• A signal (async_op_is_add) which selects whether the operation for the keys’ genera-
tion is addition or multiplication.

Moreover, the basic modules of this unit are the v_add, v_mul and v_mod. The first one
consists of three parallel additions. The second one consists of three parallel multiplications,
which are implemented based on the Wallace algorithm. The last one consists of three
smaller versions of the modulo computation, which is based on the Barrett algorithm.

In the first clock cycle of the encryption process, the inputs tc_1, tc_2 and tc_3 are
multiplied with the sk_o in the v_mult module. The results are then sent to the v_mod
module, which calculates modulo 37. The v_mod module’s outputs are stored in the output
registers. For the next three cycles, each row of the input matrix is multiplied with the
array that contains the values of the output registers element by element. Modulo 37 of
the produced values is computed and then stored in the registers mr11, . . . , mr33. In the
next two cycles, the columns of the matrix, which contain the values of registers mr11, . . . ,
mr33, are being added together in the v_add module, their modulo is computed in v_mod
and the result is stored in the output registers. Finally, the values of the output registers are
multiplied with the kl_o, their modulo 37 is calculated, the results are stored in the output
registers afresh and the signal, which indicates the process completion, is generated.
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For the first three clock cycles of the decryption process, each row of the input matrix is
multiplied element by element with the array [tc_1, tc_2, tc_3], modulo 37 of the produced
values is computed, and the results are stored in register mr11, . . . , mr33. In the next two
cycles, the columns of the matrix, which contain the values of registers mr11, . . . , mr33, are
being added together, their modulo 37 is calculated and the results are stored in the output
registers. The values of the output registers are multiplied with the kl_o and modulo 37 of
the produced result is stored in the output registers. Finally, the new values of the output
registers are multiplied with the ks_o, modulo 37 of the results is stored in the output
registers afresh and the signal indicating the process completion is generated.

Additions and multiplications with modulo 37 are required for both the generation
of the keys and the encryption and decryption procedure. For efficient hardware uti-
lization, the modules of the encryption/decryption unit are also employed for the key
generation functions. Therefore, the unit executes the appropriate additions and multipli-
cations with the twelve given inputs (async_add_opa1, async_add_opa2, async_add_opa3,
async_add_opb1, async_add_opb2, async_add_opb3, async_mul_opa1, async_mul_opa2,
async_mul_opa3, async_mul_opb1, async_mul_opb2, async_mul_opb3) and returns the re-
sults to the key generation modules via the outputs async_out1, async_out2 and async_out3.

5. Synthesis Implementation Results

The proposed architecture is simulated and implemented in FPGA 7z007s-clg400 [34]
using VHDL. This FPGA was selected because it had the fewest hardware resources in the
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Vivado web pack 2018.3 [35]. For the simulation, the ghdl tool [36] was utilized, and for the
synthesis and implementation, the Vivado web pack 2018.3 tool was used.

5.1. Simulations

The insertion and the modular inverse calculation of the symmetric key and the asym-
metric key are simulated. For a better comprehension of the two operations, Figures 7 and 8
present some examples for various key sizes.
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Figure 7. Insertion and modular inverse calculation of the symmetric key with: (a) 32-bit; and
(b) 256-bit size.

The operations for inserting the new symmetric keys are denoted by the values 4hex
for a 32-bit key and [4hex, Bhex] for a 256-bit key. The complete insertion of the matrix,
namely the asymmetric key, is denoted by the values Chex, Dhex and Ehex. Moreover, the
0hex and 1hex indicate the start of the modular inverse operation.
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The encryption, which is denoted with the 2hex value, and the decryption, which is
denoted with the 3hex value, are also simulated, as demonstrated in Figure 9.
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5.2. Implementation

The proposed architecture of the encryption and decryption processes three 6-bit
characters in each iteration. Furthermore, each function requires a total of nine clock cycles.
The first cycle is needed to properly start the encryption or decryption operation and in the
next eight cycles, the operation is executed. The results of the proposed implementations
are presented in Table 1. The clock cycles required for the generation of both keys are
displayed in Table 2. In these clock cycles, the cycles needed for the start signal generation
are included.

Table 1. The characteristics of the proposed lightweight-based security scheme.

LUTs Flip-Flops F7-Muxes F8-Muxes Execution Time Frequency Throughput Throughput/Slices

2700 815 67 24 261 ns 34.483 MHz 68.965 Mbps 0.0191

Table 2. Clock cycles for the generation of keys.

S.K. * Size (bit) Insertion of S.K. * Modular Inverse of S.K. * Insertion of A.K. ** Modular Inverse of A.K. ** Total

32 2 5 6 61 74
64 4 8 6 61 79
128 8 12 6 61 87
256 16 19 6 61 102

* symmetric key. ** asymmetric key.

6. Performance Results

The proposed architecture of the LEAIoT-based encryption and decryption process is
resource and speed efficient. Therefore, it can be employed in IoT-based healthcare applica-
tions for lightweight security in the communication network. Moreover, the generation
speed of the symmetric and asymmetric keys is exceptionally high. The implementational
results, as presented in Table 3, indicate the architecture’s superiority over the original
CPU-based design in [17]. Specifically, the proposed design has 99.9% higher key gen-
eration speed than the original for all key sizes and it achieves 99.3%, 98.4%, 97.5% and
96.2% higher encryption/decryption speed for 100 kilobits, 300 kilobits, 500 kilobits and
1000 kilobits, respectively. There are two reasons for these great differences in key gen-
eration speed. The first is the speed acceleration ability of FPGAs over CPUs. A CPU
is a chip that executes the instructions of a program sequentially, whereas an FPGA is a
configurable chip consisting of logic blocks which is ideal for the parallelization and simul-
taneous execution of instructions. Thus, the FPGA can be properly modified to execute the
specific operations of the program better and faster in a parallel manner in contrast to the
general-purpose CPU. The last reason is the design efficiency of the proposed methodology
which parallelizes the sequential calculations of the algorithm and exploits the optimized
nature of the FPGA.
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Table 3. Performance comparisons with the original design in [17].

Operation Original CPU-Based LEAIoT
[17] (ms)

The Proposed FPGA-Based
Architecture (ms)

32-bit key generation 4 0.002146
64-bit key generation 10 0.002291
128-bit key generation 16 0.002523
256-bit key generation 22 0.002958

Encr/Decr * of 100 kilobits 210 1.45
Encr/Decr * of 300 kilobits 275 4.35
Encr/Decr * of 500 kilobits 290 7.25
Encr/Decr * of 1000 kilobits 386 14.5

* encryption/decryption.

To the best of the authors’ knowledge, there are no other implementations of the
lightweight encryption algorithm LEAIoT. Thus, this architecture is the most lightweight
and time-efficient implementation of LEAIoT. It also has four different key selection choices
that provide flexibility in the system. Hence, depending on the application’s requirements,
the latency and security of the architecture can be configured.

Furthermore, the proposed architecture is compared to various cryptography imple-
mentations from the literature, as presented in Table 4. The comparison parameters are the
key size which can be a general representative of the provided security level, the number
of implemented Look-Up Tables (LUTs), which are custom truth tables that determine the
output value for given inputs and can be compared to a small RAM, and the number of
utilized Flip-Flops (FFs), which are binary shift registers that store logical states between the
system’s clock cycles. Moreover, the frequency and throughput of all these designs, which
represent the system’s performance efficiency, are also compared for better examining the
proposed architecture’s execution and implementation advantages.

All the compared cryptography designs are developed in different FPGAs with higher
frequencies, contrasting the LEAIoT implementation. Therefore, a proper comparison of
the architectures cannot be achieved. Nevertheless, for further proving the efficiency of
the proposed system, a typical comparison is performed. First, even though the proposed
design has the lowest frequency, it achieves better hardware consumption than most of the
other ciphers. It utilizes 87.9% and 76.9% fewer resources than the lightweight versions
of AES. It also achieves a 65.7% and 12.2% decrease in resource consumption compared
to SNOW 3G and ZUC ciphers. Moreover, it achieves an almost double throughput than
RC4 cipher, even with its comparatively lower frequency. Lastly, the proposed architecture
has relatively similar performance results with PRESENT and CLEFIA. One significant
difference is the lower frequency of the LEAIoT design. Thus, it can be concluded that
the hardware and throughput efficiency of the proposed implementation can surpass the
PRESENT and CLEFIA approaches by simply increasing the frequency.

Table 4. Performance comparisons from the literature.

Algorithm Key Size LUTs FFs Frequency
(MHz)

Throughput
(Mbps)

SNOW 3G [37] 128 7881 2391 28.84 922.88
AES-128 [38] 128 20402/14798 8704/1345 332.34/272.33 4342/3485

AES-MPPRM [39] 128 8129 7119 81.328 42.92
PRESENT [40] 80/128 215/264 153/201 213.81/194.63 102.89/91.59

ZUC [41] 256 2494 1512 209.346 6540
CLEFIA [42] 128/192/256 1725 663 147 990/818/696

RC4 [43] - 277 197 123.64 41.21
Proposed design 32/64/128/256 2700 815 34.483 68.965
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Finally, the proposed design will be evaluated depending on the security and perfor-
mance requirements that were previously clarified. The employed cryptographic primitive
was tested and the provided security was verified through simulation. It has also been
implemented with four different key sizes that the user can choose from in order to provide
configuration abilities and flexibility for constantly corresponding to varying network
speeds and security needs. For example, when the network is overloaded, a smaller key
size can be selected to accelerate the encryption process even more. Likewise, for crucially
important messages, a higher key size can be utilized to efficiently protect the contents of
the data. Furthermore, the key generation and encryption/decryption speed have been
accelerated offering great transmission speed to the system and facilitating the maintenance
of the system’s constant availability. Hence, it can respond to the high-speed demands of
the IoT network. Lastly, the synthesis’s results together with the comparisons with other
related hardware-based works proved the lightweight capability and performance effi-
ciency of the proposed architecture required for IoT-based healthcare systems. The design
achieves an effective balance between resources, throughput and security, presenting a
novel security implementation for the analyzed IoT-based healthcare architecture.

7. Conclusions

In this paper, the IoT-based multi-sensor architecture was analyzed. This was first
achieved by demonstrating the Health 4.0 design framework and investigating the smart
health infrastructure. This extensive presentation of the particular environment offers a
proper guidance to efficiently employing IoT in the healthcare domain, either for smart
hospitals or for personalized smart health systems. Furthermore, a deep comprehension
of the domain’s current state was achieved with the display of representative research.
Security, as one of the main concerns in IoT, was also discussed. The maintenance of
data privacy and user authentication is the most important requirement of general smart
health infrastructure. This has led to the proposition of a new hardware-based security
implementation suitable for IoT devices. The proposed lightweight-based security scheme,
which utilizes the LEAIoT encryption/decryption algorithm, provides more key selection
possibilities than other compared architectures. Hence, it can offer extra speed when
the network is overloaded. Furthermore, its hardware-based design has 99.9% higher
key generation speed and 96.2% higher encryption/decryption speed for 1000 kilobits
compared to the original CPU-based LEAIoT implementation presented in [17]. Moreover,
it is resource-efficient because it employs the fewest number of FFs and a comparative small
number of LUTs. Specifically, it achieves a 87.9%, 65.7% and 12.2% decrease in hardware
resources compared to the lightweight ciphers, AES, SNOW 3G and ZUC, respectively,
which were implemented in similar hardware devices. This trait can be efficiently utilized
in an IoT-based multi-sensor environment because even the smallest devices can execute
this design and be secured. Lastly, even though it has low throughput, it also has one
of the lowest frequencies which better represents the resource limitations of IoT devices.
Overall, it is best suited for applications that prioritize resource-efficiency and the high-
speed generation of multiple keys. It has also proven capable of efficiently satisfying the
main security and performance requirements of the introduced IoT-based smart health
structure, providing innovative results and optimizations.

Future works will aim at both design improvements and further application employ-
ment. Specifically, the increase in the frequency and the matrix’s size are the next two steps
that will enhance the efficiency of the implementation. Finally, another future objective will
be the simulation of this security architecture to IoT-based environments that collect and
transmit healthcare data in real time.
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Abstract: Clustering is a promising technique for optimizing energy consumption in sensor-enabled
Internet of Things (IoT) networks. Uneven distribution of cluster heads (CHs) across the network,
repeatedly choosing the same IoT nodes as CHs and identifying cluster heads in the communication
range of other CHs are the major problems leading to higher energy consumption in IoT networks.
In this paper, using fuzzy logic, bio-inspired chicken swarm optimization (CSO) and a genetic
algorithm, an optimal cluster formation is presented as a Hybrid Intelligent Optimization Algorithm
(HIOA) to minimize overall energy consumption in an IoT network. In HIOA, the key idea for
formation of IoT nodes as clusters depends on finding chromosomes having a minimum value
fitness function with relevant network parameters. The fitness function includes minimization of
inter- and intra-cluster distance to reduce the interface and minimum energy consumption over
communication per round. The hierarchical order classification of CSO utilizes the crossover and
mutation operation of the genetic approach to increase the population diversity that ultimately solves
the uneven distribution of CHs and turnout to be balanced network load. The proposed HIOA
algorithm is simulated over MATLAB2019A and its performance over CSO parameters is analyzed,
and it is found that the best fitness value of the proposed algorithm HIOA is obtained though setting
up the parameters popsize = 60, number of rooster Nr = 0.3, number of hen’s Nh = 0.6 and swarm
updating frequency θ = 10. Further, comparative results proved that HIOA is more effective than
traditional bio-inspired algorithms in terms of node death percentage, average residual energy and
network lifetime by 12%, 19% and 23%.

Keywords: Internet of Things; chicken swarm optimization; genetic algorithm; energy optimization

1. Introduction

Over the years, revolutionary development in IoT devices has opened the paradigm for
dynamic sensing technology that provides seamless communication over the Internet [1].
Wireless sensor networks (WSNs) are prominently used for the collection of data and
communication over the fifth generation (5G) and beyond 5G IoT network envision as
sixth generation (6G) technology [2]. Moreover, the combination of IoT networks with
WSNs has many potentials in various applications, such as precision agriculture, intelligent
transport systems, health care, smart cities, military, environment and habitat monitoring,
environment anomalies and human intrusion detection [3,4]. However, with all these
remarkable properties, the fallout in the unbalanced energy consumption and lower lifetime
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of battery-enabled IoT devices limits the seamless communication of intelligent devices
over the IoT network. Therefore, energy-efficient communication over 5G and beyond 5G
(6G) enabled IoT devices is the utmost concern in IoT network use cases.

Clustering is a robust and scalable approach to lower energy consumption with
better network throughput [4,5]. It is widely studied as probability-based [6–9], weight-
based [10–12] and heuristic-based approaches [13–18] for conservation of network energy.
Moreover, local decision and uncertainties of the network dynamics have a huge impact
on energy consumption in the optimal cluster head (CH) selection as designated data
forwarder. Further, the problem of CH selection is non-deterministic polynomial hard
(NP) since optimal data aggregation cannot be efficiently solved in polynomial time to
ensure balanced energy consumption in each round using a probability- and weight-based
approach [19]. Recent studies have shown that meta-heuristics approaches are more
suitable for approximately solving NP problems for CH selection [20]. Consequently,
proper optimization methods such as fuzzy logic inference [13,14], bat algorithm [15],
particle swarm optimization [16–18], differential evolutionary and harmony search [19,20],
genetic algorithm (GA) [21], and bio-inspired chicken swarm optimization (CSO) have the
potential to be effectively used for finding the optimal number of CHs [22–24].

A critical investigation of CSO techniques concluded that it has better ability for
IoT network-centric feature selection with faster convergence rate over fuzzy logic and
genetic algorithm due to the effective balance between network uncertainty and finding
the parameter optima [17]. In fuzzy logic, the output depends upon only the knowledge
base rule, which is robust in nature, but fuzzy logic may not be applicable in frequent
network environment change scenarios, whereas GA has the ability to adapt the environ-
ment precisely and CSO has better hierarchal classification and speed reduction design
in size for optimization problems with maximum accuracy [25]. Therefore, in this paper,
integrating the above three features of the mentioned technique, we propose a novel Hybrid
Intelligent Optimization Algorithm (HIOA) to optimize the overall energy consumption in
the network by rotating the role of CHs. The presented HIOA integrates Fuzzy logic (FL)
and chicken-swarm genetic optimization (CSGO) algorithms that inherently address the
problem of repeatedly choosing the same IoT nodes as CH during transmission rounds.
CSGO simulates foraging activity by dividing the chicken into smaller groups. In each
group, every chicken moves toward the optimal one simultaneously, which motivates the
idea of rotating CH in each time slot. The major contributions of the proposed model are
as follows:

• The system model includes cluster-based IoT architecture with aid the feature of cloud
network, where energy consumption of the cluster network is evaluated.

• An energy optimization problem is formulated in terms of a fitness function that
minimizes the intra- and inter-cluster distance in the IoT network.

• We present HIOA to generate an optimal set of CHs to minimize the overall energy
consumption. This employs FL for the creation of the initial population. Further,
CSGO divided the IoT node into a hierarchal structure to increase the population
diversity that optimizes the formulated fitness function using crossover and mutation.

• Finally, extensive simulation over different CSGO parameters and comparison with
the state-of-the-art algorithms has been performed for critical performance evaluation.

The rest of the paper is divided into the following sections. Section 2 shows the
related literature. Section 3 describes the presented system model, problem formulation
and proposed algorithm in detail. In Section 4, the simulation results and analysis are
discussed. The conclusion of the work and future perspective are presented in Section 5.

2. Related Works

As mentioned above, recent studies [13–17,21–24] through simulation have observed
that artificial intelligence and precisely bio-inspired techniques are preferable to traditional
probabilistic and deterministic approaches subject to optimizing the energy consumption
in IoT networks. In [17,21], the authors proved the proposed algorithm based on CSO
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obtains excellent performance over traditional approaches such as PSO, FL and GA for
robust beam-forming approach, whereas authors in papers [24,25] CSO-based clustering
routing protocol plays a significant role in reducing energy consumption over integration
with bio-inspired approaches.

In paper [26], a Fuzzy-based routing protocol (FRP-LEACH) is proposed to enhance
the traditional Low Energy Adaptive Clustering Hierarchy (LEACH) protocol that forms
the clusters in an energy efficient manner. The proposed FRP-LEACH works over cross-
layers, and the authors claim that cloud-based services such as the proposed algorithm
protect medical staff and patients from the ongoing COVID-19 pandemic. However, the
proposed algorithm is restricted to a lower dataset as the COVID-19 dataset increases,
then fuzzy logic fails to adapt the changes delay in transferring the packet and node death
ratio increases according to data growth rate. The authors in paper [27] enhanced the
performance of LEACH using a fuzzy logic inference system and renamed LEACH-FL.
However, both approaches carry forward the clustering process efficiently by considering
the fuzzy logic inputs as closeness to the base station and residual energy but left out
the node density parameter. This cause’s optimum number of CHs generated through
approaches to cover the entire network was not ensured.

In [28], authors have proposed EC-PSO models based on a standard PSO approach
to optimize the energy consumption of the network to overcome the hotspot problem.
When some of the sensor nodes may be left out from the coverage area of CHs and live
spontaneously, they are called isolated nodes. These nodes continuously search for CHs
and forces to communicate base station directly to exhaust more energy. However, the
authors completely ignore the node distance from the base station, which causes it to affect
the fitness function tremendously and ultimately consume uneven energy in each time slot.
In [29], the authors proposed an enhanced version of a cluster-based genetic algorithm
referred to as CRCGA by coding the fitness function to minimize the energy consumption
and load balancing of the network. This proposed algorithm mainly considers three factors:
formation of clusters, finding the best route and then maintaining the clusters appropriately
in each time slot. Further, adaptive round-trip time is considered over the traditional TDMA
schedule to further improve network performance. However, CRCGA outperforms the
traditional algorithm but fails to consider the scenarios of different sink node positions. In
the paper [30], authors have reduced the localization error in WSN using the CSO technique,
and further statistical analysis compared to benchmarks optimization technique PSO and
GA reveals that CSO provides an upper hand to robustness, precision and performance
in terms of convergence speed over the IoT network. To boost the performance of CSO, a
cuckoo search is integrated called CSCSO [31] to find the optimal route for data transfer
between node and base station. An enhanced version of LEACH using CSO is presented as
LEACH-PSO [32] to form optimal clusters and routing paths. Whereas in the paper [33],
authors have addressed the problem of balance between power supply and demand using
the CSO technique in the residential area and tertiary industry. Further simulation proved
that the improved CSO algorithm outperforms in interruptible load scheduling over peak
demand in real time over the GA and PSO algorithms. The above-mentioned algorithms
missed the multi-hop routing scenario that extends to inter-clustering routing and intra-
clustering routing exchange a greater number of packets that maximize the overall energy
consumption of the network.

From the above comparative study of Table 1, it is clearly demanding that bio-inspired
CSO and genetic candidate are the best suited approach to handle the uneven clusters
formation and efficiently optimize the overall energy consumption. In this paper, clustering
is divided into two phases. (i) Fuzzy logic is used to produce tentative CHs. (ii) Thereafter,
CSO with GA is used to produce the final optimal number of CHs at each round considering
the minimization of total energy consumption per round focuses on enhancing the IoT
network lifetime.
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Table 1. Comparative study of recent research works.

Protocols

Characteristics
Issues Techniques Contributions Metrics Limitations Publication Year

GAOC [21]

Selection of
the optimum

number of
CHs

Genetic
Algorithm

Multiple data
sinks to

overcome
hotspot
problem

residual
energy, node
density and

node
distance

Parameter
intra-cluster

distance have
been not

taken

2019

LEACH-FL [27]
Clustering

process and
routing

Fuzzy Logic
Inference
System

Improved
clustering

process

residual
energy

Left out
Node density 2020

EC-PSO [28] Hotspot
problem

Particle
swarm

intelligence

Improved
fitness

function

residual
energy,

Left out node
distance to
base station

causes
exhaust more

energy

2019

CRCGA [29]

Load-balance
clustering

process with
routing

Genetic
Algorithm

Select
optimal CHs

and best
route

Encode them
into single

chromosome

Inter/Intra
clustering
distance
ignored

2020

ICSO-LA [30] Localization
error CSO

Prevent from
IoT nodes to
falling into

local
optimum

Update the
distance from
real node to
base station

Node delay
and node

density is not
covered that

arises the
problem of

hotspot

2021

SEOANS [31]
Optimize

beam pattern
in WSNs

Cuckoo
Search and

CSO

Calculation
method for

node location

Adopt chaos
theory and

grade scheme
to improve

CSO

Node density
is left out 2018

Interruptible load
scheduling protocol [33]

Power
balance
between

supply and
demand

CSO

Solve the
interruptible

load
scheduling

on peak
demand

Alleviate the
peak load by
reducing cost

Green energy
resource and

delay
constraint is

neglected

2021

3. Green Communication in the Internet of Things: A Hybrid Bio-Inspired
Intelligent Approach
3.1. Network Model

In the energy-constraint IoT network, all the smart IoT nodes are deployed in the
environment randomly. These sensor nodes form clusters as a Fuzzy logic-based chicken
swarm genetic optimization (HIOA) algorithm. Only CH is able to send aggregated data
to nearby edge nodes. Finally, edge node transferred data to the cloud network for data
storage that can be used for data analytics with the following assumptions about IoT nodes
below. All the smart IoT sensor nodes are homogenous in nature in terms of energy and
computation capabilities (such as data collection, transmission and data aggregation). All
these wireless IoT nodes periodically observe the environment and send data to their
nearby CH. Initially, all the IoT nodes start with an equal quantity of energy stored in
the battery. Using the received signal strength indicator (RSSI), IoT nodes calculate their
distance from edge nodes by finding their co-ordinate (Xl , Yl). An equal amount of energy
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is consumed by the symmetrical channel in packet transfer in either direction from A to B
or B to A. In addition, IoT nodes can adjust their transmission power for packet transfer
according to distance either from the edge node or CH. The operational period is divided
into two phases: the setup phase and the steady state phase. A crystal-clear observation of
a single transmission period is further explained in Section 3.3.4 Transmission Procedure of
HIOA Algorithm.

3.2. Energy Model

The IoT nodes set their states between transmitter and receiver before the start of the
transmission period. The total energy (ES(y, z)) consumed to send y bit of packet is twofold
(a) energy (ET) exhaust in transceiver circuit to process the packet (b) energy (EA(y, z))
consumption takes place to amplify the y bit of packet over z distance either in free-space
energy (∂ f s) or multipath energy (∂mp) corresponds to threshold distance z0 similar to the
first order radio model [3] as follows:

ES(y, z) = ET + EA (y, z) =
{

y ET + y ∂ f s z2, i f z < z0
y ET + y ∂mp z4, i f z ≥ z0

(1)

Additionally, energy (Er) consumed by IoT node to receive y bit of packet as follows:

ER(y, z) = yET (2)

We consider N IoT nodes are evenly distributed into W clusters such that N/W nodes
are allocated to each cluster. Further, CHs use the TDMA slotted period to get data from
their member IoT nodes, where IoT nodes are able to transmit the sensed data to their CH
only in wakeup mode after that switch to sleep mode. The total energy (EP) exhaust by
each CH in a single transmission period is the energy payoff in (a) (Eg) gathering the data
from its member’s node and (b) (Ee) transmitted the received data to the edge node as
aggregated data following the multipass model can be written as:

EP = Eg + Ee (3)

where, Eg = yET

(
N
w − 1

)
, and Ee = yEay

N
W + yET + y∂mp z4

pe is consumed energy in
the multipass model. Eay represents the data aggregation energy and yze denote the
distance between CH and edge node. The energy consumed (Ec) by child IoT nodes to
transfer gathered data to their parent CH uses a free space model over average distance
(zcp = (1/2π)

(
R2/w

)
, R is diameter of network) between parent and child node in one

round as follows:
Ec = yET + y∂ f sz2

cp (4)

Overall, each cluster exhausts the total energy is the summation of energy consumed
by parent CH and its child IoT nodes during one round as follows:

Ecluster = EP + Ec = y
(

2 N ET + NEay + w ∂mp z4
pe + w ∂ f sz2

cp

)
(5)

= y
(

2 N ET + NEay + w ∂mp z4
pe + w ∂ f s

1
2π

R2

w

)
(6)

3.3. Hybrid Intelligent Energy Optimization

The primary objective of the proposed HIOA approach is to generate an optimal set
of CHs to minimize the overall energy consumption and prolong IoT network lifetime,
as shown in Figure 1. It consists of two optimization phases. First, a tentative set of
CHs is selected through fuzzy logic inference system (FLIS) optimization. In the second
optimization phase, the chicken swarm genetic optimization (CSGO) algorithm uses the
output of the FLIS labeled as input and treated as the first initial population. Further, the
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CSGO algorithm optimizes the election process by choosing the appropriate IoT node as
CH to successfully bring out optimum clustering operation.
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Figure 1. Block diagram of HIOA.

3.3.1. Adapted Fuzzy Logic Interference System for Green Communication

In the first optimization phase, a tentative number of CHs is selected based on three
parameters in an IoT network: residual energy (Ire), node density (Ind), distance to edge
node (Ide). The reason behind the selection of these parameters as follow: Ire relate to
IoT node becoming a CH having enough energy to successfully execute the operation of
clustering. Ind relates to the number of neighboring IoT nodes corresponding to the selected
node as CH, if Ind is in sparse of nature to the CH, then communication cost increases.
Moreover, the worst-case cluster member’s nodes exhaust all energy in the transmission
of observed information because it is far from CH. Ide defining the CH should be at an
optimal position so that it manages the communication cost both from cluster member’s
nodes and edge nodes.

The linguistic variable for mamdani type FLIS as input: Ire = {below (BW), upright
(UT), great (GT)}, Ind = {sparse (SE), average (AE), compact (CT)} and Ide = {nearby (NB),
midway (MD), far (FR)}. These parameters are fed into FLIS and in turn output probability
as a chance calculated for an IoT node to become CH or not. The linguistic variable of the
output probability chance as follow: Ich ={beginner (BR), naive (NE), amateur (AR), strong
(SG), hard (HD), harder (HR), hardest (HT)}. The extreme linguistic variables are denoted
by trapezoidal membership functions (MFs), and the middle ones are from triangular
MFs, as shown in Figure 2a–d. The If-Then rules (input 33 = 27) for evaluation of output
probability are presented in Table 2.

Table 2. Fuzzy logic rules.

Rule
If Then

Rule
If Then

Ire Ind Ide Ich Ire Ind Ide Ich

1. BW SE NB BR 15. UT AE FR AR
2. BW SE MD BR 16. UT CT NB SG
3. BW SE FR NB 17. UT CT MD SG
4. BW AE NB NE 18. UT CT FR AR
5. BW AE MD BR 19. GT SE NB HD
6. BW AE FR BR 20. GT SE MD HD
7. BW CT NB NE 21. GT SE FR SG
8. BW CT MD NE 22. GT AE NB HT
9. BW CT FR BR 23. GT AE MD HR

10. UT SE NB NE 24. GT AE FR HD
11. UT SE MD AR 25. GT CT NB HT
12. UT SE FR NE 26. GT CT MD HR
13. UT AE NB SG 27. GT CT FR HD
14. UT AE MD AR
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Figure 2. Membership function: (a) Residual energy (Ire), (b) Node density (Ind), (c) Distance to edge
node (Ide), and (d) Probability chance (Ich).

The FLIS evaluates the output probability in four steps as follows: (i) Fuzzification—
this step creates MFs of the crisp input variables according to intersection point. (ii)
Fuzzy rule-base—all 27 If-Then rules executed parallel on the given three input variables to
generate single output. This can be done by using a fuzzy minimum AND operator from the
selection of three input MF parameters. (iii) Aggregation—as there is multiple output value
generated corresponding to 27 rules, to aggregate as one single output, maximum union
operator OR is used. (iv) Defuzzification—the center of area is used for defuzzification of
aggregated value into a crisp output. After the selection of CHs process, the remaining
nodes join the nearest CHs through the join message.

3.3.2. Adapted Chicken Swarm Genetic Optimization for Green Communication

In the second optimization phase, the set of tentative CHs resulting from FLIS op-
timization serves as the initial population of the CSGO to generate a better set of CH
compared to the first FLIS optimization phase. In the proposed CSGO algorithm, binary
representation is used to represent the IoT nodes as CH (1) or a normal IoT node (0). The
binary index (bIN) value of an IoT node can be calculated using the sigmoid function
as follows:

bIN =

{
1, i f sigm f (Ich) > 0.5

0, otherwise
(7)

where, sigm f (Ich) = 1/1 + e−Ich represent the sigmoid function. The CSGO includes
adapting GA crossover and mutation processes into traditional chicken swarm optimization
to enhance the diversity in the population. In the presented algorithm, each cluster is
represented as pack classified into Rooster, hens and chicks. Chickens have the best fitness
value represented as Rooster (CHs) and chicks are the chickens with the worst fitness value.
Most chickens are hens labeled as normal IoT nodes. The hens and chicks form mother–
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child relationships arbitrarily. Moreover, the mother–child relationship and dominance
relation are unaltered in a pack and updated every distinct (θ) swarm updating frequency
as time steps. The position of the rooster is updated using rand

(
0, σ2) Gaussian distribution

with mean zero and standard deviation
(
σ2) as follow:

Yt+1
m,D = Yt

m,D ∗
(

1 + rand
(

0, σ2
))

(8)

σ2 =

{
1 i f {(Fm) ≤ {(Fr)

exp
( {(Fr)−{(Fm)
|{(Fm)|+£

)
, otherwise

, r, m ∈ [1, N], r 6= m (9)

where, Yt+1
m,D represent the position of mth rooster in the D-dimension space, {(Fr) define

the fitness function of the randomly selected rth rooster and £ is the smallest constant to
avoid zero-error division. The position of the mth hens’ is updated as follows:

Yt+1
m,D = Yt

m,D + ρ1 ∗ rand
(
Yt

ω1,D −Yt
m,D
)
+ ρ2 ∗ rand

(
Yt

ω2,D −Yt
m,D
)

(10)

ρ1 = exp
({(Fm)− {(Fω1)

|{(Fm)|+ £

)
and ρ1 = exp({(Fω2)− {(Fm)) (11)

where, ρ1, ρ2 ∈ [1, 2 . . . .N] are the index of randomly chosen rooster and chickens (hens’ or
chicks), respectively, such that ρ1 6= ρ2. The rand( ) function generates a uniform random
number between 0 and 1. Similarly, the position of mth chicks follows their mother position
(FL) as follows:

Yt+1
m,D = Yt

m,D + FL
(
Yt
M,D −Yt

m,D
)

(12)

where, Yt
M,D stands for the position of mth chick’s mother, such that M ∈ [1, n]. FL( )

function allows chick’s to choose any random value between zero and two. The proposed
HIOA algorithm (refer to Algorithm 1) for the generation of the best set of CH works in two
phases shown in Figure 3. The first phase generates the tentative list of CHs using FLIS. The
second phase (CSGO) generates the optimum set of (rooster) CHs and genetic operators
such as crossover and mutation are applied over hens’ and chicks to enhance their fitness
value. In addition, CSGO includes three steps: (i) initialization step—set the K number
of CHs obtained from FLIS optimization, number of rooster (Nr), hens (Nh) and chicks
(Nc), population size (popsize), maximum number of swarm updating frequency (θ), single
point crossover (ϑ) and mutation rate (τ) with maximum iteration. (ii) Selection phase—
it updates the position of rooster, hens’ and chicks using Equations (7)–(12). Moreover,
crossover and mutation operators were applied over hens’ and chicks to enhance their
fitness value. (iii) Output step—individuals having the best fitness value generated as the
optimum set of CHs.
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Algorithm 1: HIOA

1. Begin
2. Read network configuration
3. First phase: FLIS optimization
4. Input: Ire, Ind, Ide
5. Execute the FLIS engine based on rules define in Table 2
6. Return the chance of an IoT node selected as CH
7. Output: Tentative set W number of CH
8. Second phase: CSGO algorithm
9. Initialization:

a. assign popsize, tmax= maximum generation, τ, ϑ, τ, θ
b. Initialize the population matrix U by random values from 0 and 1.
c. Include the output of FLIS (set of k number of CHs) as one feasible solution.

10. Selection:
11. Reconstruction of infeasible solution takes places those have CHs less than k.
12. Calculate the fitness value of each row of U.
13. Optimum set (OCH) = row of U having best fitness value.
14. For t = 1 to tmax do
15. If ( t mod θ == 0 || t == 1 ) then

a. Sort the individuals into ascending order according to their fitness value.
b. Divide into three category rooster (Nr), hens’(Nh) and chicks (Nc).
c. Determine the relationship between mother-child in a pack.

16. End If
17. for each mth individuals in each Y row of U do // popsize
18. If m== rooster then update its position using Equation (8).
19. Else if m== hen then update its position using Equation (10).
20. Else if m==chick then update its position using Equation (12).
21. end if
22. Convert Y into binary form using Equation (7)
23. // Single-point Crossover
24. for D = Nr + 1 to popsize do
25. generate two child offspring yo1 and yo1 from two parent chromosome YD and YD+1
26. set YD = yo1 and YD+1 = yo2
27. end for // end of for loop in line no. 22
28. // Mutation
29. for D = Nr + 1 to popsize do
30. r = generate rand(0, 1)
31. if r < τ then
32. integer ρ1 = generate rand(0, n)
33. if Y(ρ1) == 1 then
34. set Y(ρ1) = 0
35. else
36. set Y(ρ1) = 1
37. end if
38. end for // end of for loop in line no. 27
39. Reconstruction of infeasible solution takes places those have CHs less than k.
40. Updating the fitness value of each Y row of U.
41. If fitness value of new solution is better than previous one, then update optimum CH

set with new solution.
42. End for // end of for loop in line no. 17.
43. End for // end of for loop in line no. 14
44. Output: Return the optimum set (OCH) of CHs.
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3.3.3. Complexity Analysis of HIOA

The presented HIOA algorithm works in two phases. The time complexity of FLIS opti-
mization consists of maximum comparison for each elected CH is (N2 − N), where N is the
number of IoT nodes. Thus, the time complexity of the first phase is O

(
N2). In the CSGO

phase, the initialization step takes a constant time of O(1). In addition, line no. 11 to line no.
13 are executed in O(1) time. Further, the computational complexity of the second phase
mainly depends upon line no. 14 up to line 43, which consists of four nested loops. Line
no. 14, 17, runs up to maximum generation tmax and possible solution popsize, respectively;
further Line no. 24 and 29 both executed up to N number of nodes. Therefore, the time com-
plexity of the second phase can be evaluated as O(1) + O(1) + O(tmax × popsize(N + N))
≈ O(N), where tmax and popsize are very small compared to the number of IoT nodes and
can be neglected. Thus, the overall time complexity of the presented HIOA algorithm is the
summation of first phase and second phase

[
O
(

N2)+ O(N)
]
.

3.3.4. Operational Procedure for HIOA

An operational period for the presented HIOA algorithm operates in a setup and
steady-state period that is repeated in each round. Thus, each IoT node has the chance to
play the role of CHs in blanching the energy consumption in the IoT network. Firstly, in
the setup period, CH election and binding of IoT nodes subject to cluster formation takes
place. To get knowledge about IoT nodes, edge nodes advertise beacon messages over the
network. In turn, IoT nodes respond with their ID, co-ordinate and residual energy. Using
the RSSI model, IoT nodes calculate their distance from the edge node by finding their
co-ordinate (Xl , Yl) as follow:

RSSI = −(10ϕ log10 zie + A) (13)
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where, ϕ represents the coefficient of signal propagation parameter alias exponent, zie is
the usual distance between edge node to an IoT node and A denotes the obtained signal
strength in one meter distance without obstacle. Further, the edge node uses the presented
HIOA for the election of K number of CHs. Furthermore, edge nodes send messages to
each IoT node in the K pack to inform nodes as CHs. Each IoT node in the pack advertises
its role as cluster member CM or CHs containing its ID. Those remaining nodes that do
not belong to any pack choose the nearby CH based on minimum communication cost
through the join message. Second, in the steady state period, the major goal is to avoid
data collisions occurring during the gathering of data by parent CH from its child CM
nodes. Then, CHs schedule the data gathering using the TDMA technique. Now, CM sends
their observed data to their respective CH that include ID and residual energy. This local
information is useful in deciding on the role of CH for the next round in a pack. CH applies
a data aggregation algorithm to remove redundancy in the gathered data. Finally, CH
sends a packet of fixed size to the edge node with the local information of CM’s.

4. Results and Discussion

The performance of the HIOA algorithm is compared with a state-of-the-art algorithm
using MATLAB 2019A. This section is divided into two parts: (i) CSGO parameter analysis
and (ii) network parameter analysis. In addition, 200 IoT nodes are randomly distributed
over the IoT network size 150 × 150 m2 with edge node set at the corner position of the
network. The initial power of the nodes is 1 J, similar to the first order radio model used in
paper [20]. CSO is initializing with a random solution in the search space and applied to
minimize the fitness function that yields a single solution with all features selected as the
initial solution. For CSO, the maximum generation is set to be 60, the number of roosters
is between 0.1 to 0.4 percentages randomly, and the number of hens is between 0.2 to
0.8 randomly. The list of other parameters and their values is listed in Table 3, which is
similar to paper [29,31].

Table 3. Simulation parameters.

Parameter Value

Number of nodes (N) 200
Network size 150 × 150

Percentage of CH 5
Packet size 4000 bit with 100 bit header

Initial Energy 1 J
Eay 5 nJ/bit/message
ET 50 nJ/bit
∂ f s 10 pJ/bit/m2

∂mp 0.0013 pJ/bit/m4

ϑ 0.3
τ 0.006

Cycle time 60 µs
Crossover rate 0.7
Mutation rate 0.1

Population size 60

4.1. CSGO Parameter Analysis

In this subsection, the consequences of four different parameters on the fitness perfor-
mance of the presented algorithm HIOA are analyzed. These parameters are (i) population
size (popsize) (ii) number of rooster (Nr) (iii) number of hens’ (Nh) and (iv) swarm updating
frequency θ. In addition, the number of chicks can be evaluated as Nc = N − Nr − Nh.

From the above analysis of the result from Figure 4a–d, we observed that the presented
algorithm achieves a better fitness value of about 0.625 within 60 iterations and after that
more iteration, the variation in fitness value is negligible. This can be attributed to the
reason the presented algorithm evaluates the fitness value on the basis of three optimization
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functions: inter-cluster, intra-cluster distance and energy consumption. This reveals that
the presented algorithm is able to balance the energy consumption and average distance
properly. Thus, the best fitness value of the proposed algorithm HIOA is obtained through
setting up the parameters popsize = 60, Nr = 0.3, Nh = 0.6 and θ = 10. In addition, the
number of chicks can be evaluated as Nc = 1− 0.3− 0.6 = 0.1. In the next upcoming
simulation, the above parameters are set with their values.
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Figure 4. Optimization performance of HIOA over iterations (a) popsize (b) Nr (c) Nh (d) θ.

4.2. Network Parameter Analysis

In this section, a comparison of the HIOA with LEACH-FL [27], CRGA [29] and
EC-PSO [28] algorithms has been analyzed to show the effectiveness in terms of network
lifetime, average energy consumed per node at each round and the total average energy
consumed per round.

4.2.1. Comparison of Active Nodes over Rounds

In Figure 5, the number of active IoT nodes is plotted per round to show the effec-
tiveness of the proposed algorithms compared to state-of-the-art algorithms. It is evident
from the result for the starting phase of all the algorithms, up to 300 rounds around 98%
IoT nodes are alive/active except in LEACH-FL only 87%. Further, on enhancement in
rounds, the proposed algorithm shows the best performance compared to EC-PSO, CRGA
and LEACH-FL. This is due to the fact that each chicken in the proposed algorithm acts as
an agent, which updates its position in the network areas to become CH or not. In addition,
this agent (chicken) has information about the whole group (cluster) and fairly balances the
energy consumption load using GA crossover and mutation operator. Further, the EC-PSO
algorithm does not have the ability to multi-swarm optimization and lacks adaptation to
changes in the network. Whereas, CRGA do not has agent so that keep information’s of
other chromosomes in a population. It is also worth noting that the number of active nodes
in LEACH-FL is only 20 after crossing 800 rounds and further increments in the number
of rounds in turn all the nodes die. This result confirms that LEACH-FL is not able to
achieve fairness in network load balance and residual energy of IoT nodes. Thus, overall,
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the proposed algorithm HIOA outperforms EC-PSO, CRGA and LEACH-FL by 12%, 19%
and 29%, respectively, in terms of the number of active nodes remaining in the 900 rounds.
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4.2.2. Comparison of Network Lifetime over Rounds

A comparison of the network lifetime of the proposed algorithm and state-of-the-art
algorithms is shown in Figure 6. The network lifetime is the time at which the first node
dies (FND) or half of the nodes die (HND) and the last node dies (LND). It can be clearly
observed from the result the proposed algorithm HIOA achieves better lifetime in terms
of FND is 11%, 18% and 48% from EC-PSO, CRGA and LEACH-FL, respectively. Further,
HND is 27%, 35% and 58% compared with EC-PSO, CRGA and LEACH-FL, respectively.
Furthermore, in terms of LND is 35%, 46% and 81% compared to EC-PSO, CRGA and
LEACH-FL, respectively. This can be attributed to the reason that the proposed algorithm
uses both fuzzy logic optimization with a chicken swarm genetic algorithm that helps
in building a more feasible solution rather than only using particle swarm optimization
in EC-PSO or a genetic algorithm in CRGCA. This is also observed from the result that
LEACH-FL shows the worst performance in terms of lifetime, where FND, HND and LND
occur at 100, 336 and 982 rounds. It is due to the reason LEACH-FL selects the CH based
only on residual energy and node distance, where node density is left out. There is no
optimization, such as PSO, or GA is used to enhance performance.
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4.2.3. Comparison of Average Energy Consumed over Rounds

A comparison of average consumed energy over rounds of the proposed algorithm
HIOA and state-of-the-art algorithms is shown in Figure 7. Initially, all the state-of-the-art
algorithms except LEACH-FL [27], up to 300 rounds, consume almost similar amounts of
energy. Thereafter, on the enhancement of the number of rounds, the proposed algorithm
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HIOA consumes much less energy than other state-of-the-art algorithms and goes up to
above 1200 rounds with a consumption of 0.75 Joule. In addition, it can be also observed
that CRGA [29] and EC-PSO [28] consume almost 0.95 Joule and 0.85 Joule of energy within
972 rounds and 1030 rounds, respectively. This is due to the fact presented HIOA algorithm
inherit CSGO that designated to inmate multi-swarm optimization group with crossover
and mutation technique of genetic algorithm, which enhances the efficient use of energy in
the IoT network. EC-PSO is a single group swarm optimization technique that is lacking in
the generation of feasible solutions of CHs throughout the IoT network. In addition, the
fitness function of CRGA only includes residual energy parameter and left the inter-cluster
distance and intra-cluster distance parameter, so that selection of CHs is not optimal. Thus,
overall, the proposed algorithm HIOA outperforms EC-PSO, CRGA and LEACH-FL by
17%, 26% and 38%, respectively.
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4.2.4. Comparison of Average Residual Energy over Rounds

A comparison of the average residual energy per IoT node with respect to the round
between the proposed algorithms and state-of-the-art algorithms is shown in Figure 8. The
average residual energy is calculated as dividing the overall residual energy per round
by the total number of IoT nodes. It is obvious that the residual energy of IoT nodes
that uses the presented HIOA has more residual energy (0.12 Joule) after completion of
1200 rounds, whereas CRGA [29] and EC-PSO [28] algorithms consume more energy in
data communication and IoT nodes have only 0.05 Joule and 0.02 Joule of energy art
1000 rounds. This is due to the fact that the proposed algorithm HIOA optimally selects the
CHs at each round and balances the energy consumption load among all the nodes within
a cluster. This can be attributed to the proper division of IoT nodes in rooster, hens and
chicks, where the mother–child (hens & chicks) relationship is also balanced. In addition,
crossover and mutation operators also help in enhancing the selection of optimum set of
CHs. It is also worth noting that initially the LEACH-FL [27] algorithm consumes less
energy and IoT nodes have a handsome amount of residual energy left out. However, in
the increment of rounds, the residual energy of IoT nodes declined sharply and almost zero
within 892 rounds. This is because LEACH-FL ignores the inter-cluster and intra-cluster
communication costs in the selection of CHs that consume extra energy. Thus, overall, the
proposed algorithm HIOA has more residual energy compared to EC-PSO, CRGA and
LEACH-FL by 11%, 16% and 21%, respectively.
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4.2.5. Comparison of Standard Deviation over Rounds

A comparison of the standard deviation of residual energy and energy load balance
by the CHs between the proposed algorithm and state-of-the-art algorithms is shown in
Figure 9a and b, respectively. The standard deviation of residual energy measures the
variability and consistency of the residual energy of the IoT nodes in the population. This
is evident from the result that the standard deviation of residual energy and energy load
of the selected CHs for the proposed HIOA algorithms is more balanced compared to
EC-PSO [28], CRGA [29] and LEACH-FL [27]. This can be attributed to the reason that it’s
minimizing the energy consumption during the selection of the fitness function of CHs by
considering inter-cluster and intra-cluster distance. In addition, GA operators (crossover
and mutation) help in reducing the convergence time in selecting the global optimum set
of CHs, which increases population diversity and not to select local optimum CH sets.
EC-PSO forms the clusters according to swarm particle optimization, and normal nodes
join the cluster according to the distance from the edge node and left behind the number
of neighboring IoT nodes. This can be attributed to unbalanced energy consumption in
the cluster.
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It can also be noticed that CRGA and LEACH-FL show variations in the standard
deviation of the IoT node’s residual energy and load balancing by CHs. It is due to the
fact both CRGA and LEACH-FL algorithms choose the CHs randomly, in turn, unevenly
distributing the load on the CHs and reducing residual energy. The worst performance
is shown by LEACH-FL because probabilistic selection generates some isolated CHs that
consume much more energy in the transmission of data to edge nodes. Thus, the overall
result proved that the standard deviation of residual energy of the proposed algorithm
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HIOA was lower than the EC-PSO, CRGA and LEACH-FL by 18%, 26% and 42%, respec-
tively. The load balancing of the proposed algorithm is also 23%, 32% and 48% lower than
state-of-the-art algorithms.

5. Conclusions and Future Scope

In this paper, we proposed a new hybrid algorithm for clustering in the IoT network
based on FL and CSO employing a GA to minimize energy dissipation. To this end,
tentative CHs are selected using FL by considering essential parameters. Further, enhanced
CSO with GA utilizes the concept of hierarchal order (rooster→hen→chicks) to divide the
population and their fitness values are evaluated in order to find the best of nodes as CHs
using crossover and mutation operation of GA. Simulations conclude that our proposed
algorithm HIOA is robust to different CSO parameters and finds a near-optimal solution
with low time complexity and higher convergence speed over state-of-the-art algorithms.
The particle implementation of the simulate model can be used for load balancing or
self-organizing structure in IoT nodes (electric vehicles) for the energy buying market.

The presented HIOA model effectively captures the rapid and frequently changing
traffic patterns due to the inherent feature of GA and the dynamic classification property of
CSO with a lower rate of latency for convergence. As the proposed model has no prediction
ability for a sustainable network where electric vehicles are used as nodes, to add these
features in the future, we included a neural network or deep learning approach for the
formation of clusters based on past experience [34]. The nearby models include training
and testing and deployment as well in different network scenarios.
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Abstract: Power line communication (PLC) is considered one of the possible communication tech-
nologies for applications in the field of smart metering, smart substations, smart homes, and recently
for the management of renewable resources or micro grid control. This article deals with the use
of PLC technology to determine the technical condition of the cable. This coefficient can help dis-
tribution system operators (DSO) to assess the condition of their cable routes. In this way, possible
cable breakdowns and subsequent power outages can be prevented. The resulting methodology
for calculating the coefficient is presented in two specific examples of routes, in which a significant
benefit for DSO’s can be found.

Keywords: cable diagnostics; smart grid monitoring; health cable monitoring; technical cable coefficient

1. Introduction

Broadband power line communication (BPL) technology is today well known in the
commercial sector as power line adapters for home networking [1]. In the industry, BPL
was considered in particular for smart meters, but today, thanks to selective roll-out, radio
and mobile technologies for point-to-point connection are predominantly considered [2,3].

Nowadays, possible usage of BPL in smart grids is considered mainly for smart
secondary substation applications [4,5]. The need to build a smart secondary substation
arises from the requirements to more accurately control and monitor the energy system,
especially for:

• Power Quality: The distributed power system has been increased with solar and wind
power local facilities, which make the grid more heterogeneous and difficult to control.

• Electric Vehicles: Charging and discharging of electric vehicles will be based on
available production from solar power generation or other renewable energy sources.
Therefore, communication between electric vehicle management, renewable energy
sources and data collection supervisory control and data acquisition (SCADA) systems
will be necessary.

• Distribution Generation: Implementation of distribution generation requires advanced
tools, standards, and guidelines for the secure, reliable and resilient operation of smart
grid systems to ensure grid stability, power quality, and cost-effectiveness on the entire
value chain of the power network.

BPL is therefore considered for implementation in underground secondary substations,
where the signal of mobile networks is not sufficient [4,6].

There are three main advantages of BPL:
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• With the growing number of connections of new elements, growing demands on broad-
band communication and high requirements for cyber security, BPL appears to be a
suitable technology that will meet the expected requirements with its parameters.
It is also an independent communication network under the administration of utilities
(e.g., dependencies on telecommunications operators).

• BPL technology can be deployed directly to existing transformer stations (existing
medium voltage (MV) lines), without excavations, and without major intervention.
It can be considered for a transitional period and in terms of investment and operating
costs, until there is an optical network available everywhere, as the BPL technology
is completely sufficient in terms of communication parameters [7].

• Compared to GSM (Groupe Spécial Mobile) and mobile technologies, BPL is a suitable
technology for underground transformer stations, where there is no signal and no pos-
sibility to pull out an antenna. The most suitable technology would be an optical fiber,
but building optical networks is not so simple, especially in city centers. PLC/BPL
can show better performance in terms of network-latency, while LTE is proven to be
less susceptible to short-term interruptions, resulting in a higher overall reliability [8].

Technology also has disadvantages that many DSOs can discourage from acquiring:

• Communication distance may not be satisfactory. For communication over longer
distances, the signal must be amplified or repeated. This brings delays into the whole
system and another element that may or may not be necessary for a given route. See
also Section 4.1.

• The transmitted signal on the route can attenuate, with a multipath effect [9] where the
branches are located, various types of noise [10,11] that can be caused by the power
line itself or equipment connected to the network.

Besides the primary use of power line communication (PLC) technology for substation
automation and smart metering, the secondary use of PLC could be for cable health
monitoring and control in distribution networks.

Cable health monitoring is not a new field of research [12–14], but these referenced
solutions require dedicated test equipment or manual waveform analysis for data interpre-
tation. Cable health monitoring is an important method in grid monitoring and prevention
of grid faults for utilities [15]. Grid faults result in power outages and financial losses, and
could also lead to potentially hazardous situations and loss of lives. According to [16–24],
cable health monitoring and cable fault diagnosis is still an open and challenging research
issue in terms of the market and social impact.

The idea used in PLC/BPL modems designated for smart grids communication can
also serve as a tool for cable health monitoring, which is a challenging task.

In this paper, we propose a method that exploits the topological and communication
parameters to determine the health of distribution cables. The cable health monitoring
method based on PLC parameters and cable topological parameters could be used as a util-
ities diagnostics method for cable renovation planning that can be integrated into SCADA
or as a smart grids concept. Monitoring power cables enables utilities to prevent cable
failures, which can potentially lead to improving operation reliability and thus improved
reliability indexes like the System Average Interruption Duration Index (SAIDI), and the
System Average Interruption Frequency Index (SAIFI).

The contribution of this article is threefold. Firstly, the communication testbed for test-
ing and evaluation of communication technologies for the new generation smart substation
secondary system was proposed. Secondly, the methodology for verifying the commu-
nication parameters of broadband communications considered for the smart substation
concept was investigated. Thirdly, the BPL technology was evaluated in a testbed thanks to
a universal load generator (traffic generator) which enables the emulation and simulation
of the various data flows of smart substations based on IEC 60870-5-104, IEC 61850, and
DLMS protocols. The main contribution of the research is the repeatable methodology for
evaluation of different communications, standards, or vendors for the smart substation.
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Based on the evaluation, the recommendation for carrying out BPL technology for the
smart substation is proposed.

Besides the existing literature listed in Table 1, our cable diagnostics method uses
network topological parameters, cable physical properties, and measured communication
parameters of BPL networks.

Table 1. State of the art.

No. Authors Year Method Purpose

[16] Y. Huo et al. 2018 S 1 diagnostic tool for degradation of cables
[17] G. Prasad et al. 2019 S 1 diagnostic tool based on existing PLCs that can measure SNR
[18] Y. Huo et al. 2018 S 1 diagnostic tool for degradation of cables
[19] A. Poluektov et al. 2018 S 1/L 5 diagnostic tool for degradation of cables based on BIS, only for LV
[20] Y. Huo et al. 2019 S 1 monitoring cable health conditions based on machine learning framework
[21] A. Pinomaa et al. 2015 L 5 diagnostic tool for degradation of cables based on BIS, only for LV
[22] Y. Huo et al. 2019 S 1 neural networks for cable diagnostics using power line modems
[23] Y. Huo et al. 2019 S 1 automated machine learning based cable diagnostics design
[24] L. Förstel et al. 2017 S 1 PLC as a diagnostic tool for cable aging
[25] Y. Ohtomo et al. 2010 C 2 node detection in topology
[26] M. Solaz et al. 2014 W 3 field and laboratory tests have been run successfully
[27] C. Freitag et al. 2013 M 4 mathematical description of cable degradation without using PLC/BPL
[28] S. Abeysinghe et al. 2021 A 6/S 1 modeling of electrical networks in rural, suburban, and urban areas
[29] A. Siswoyo et al. 2021 S 1/E 7 simulation and verification by experimental measurements based on BIS
[30] Y. Kakimoto et al. 2020 S 1/E 7 partial discharge monitoring system based on HD-PLC communication
[31] N. Hopfer et al. 2019 L 5/F 8 analysis of the technical condition of the cable line using BPL
[32] S. Hu et al. 2018 L 5 cable fault diagnosis by SSTDR

1 Simulation, 2 Concept, 3 Working, 4 Mathematical, 5 Laboratory tests, 6 Analysis, 7 Experiment, 8 Field tests.

Section 2 summarizes the current state of PLC/BPL technology as a diagnostic tool.
Section 3 presents work motivation and goals. The theoretical description of individual
parameters is contained in Section 4. The proposed methodology and description are part
of Section 5. Section 6 contains measurements according to the proposed methodology.

2. Related Works—PLC/BPL as a Diagnostic Tool

According to analysis of related works in this Section 2, the method for cable health
monitoring is based on topological parameters of the network, physical properties of the ca-
ble and measured Quality of Services (QoS) parameters. A similar method of diagnos-
tics is summarized in Table 1, but the works are only based on a mathematical model,
which is no longer applied to a specific use case in a real field. Other articles are based
on simulations, where a hypothesis is made, and in the end, it is proved by the result
of the simulation. Similar works do not consider all three parts of diagnostics (topological
parameters of the network, physical properties of the cable, and measured QoS parameters).
Thus, this work is different and offers a new perspective on diagnostic solutions.

Publication [16] mentions the use of PLC/BPL technology as a diagnostic tool for de-
tecting cable degradation due to age. The authors examine the theoretical assumption by us-
ing simulation, where they create a mathematical model of the cable, including the effects
of thermal degradation, and then create a PLC channel. With the help of machine learning
and a larger number of samples, they obtain successful results. The authors of article [25]
present a method of searching new nodes in already installed PLC/BPL topologies. They
use the ALOHA access method for detection, in which they use ACK/NACK messages.
It detects a new node by transmission or, conversely, removes it when the node is unavail-
able, thus determining the status of the line. Article [26] presents several different scenarios
that can be used to detect the following types of network errors using BPL technology:
backbone fault, BPL device fault, BPL device link fault, coupler fault and connection fault.
The authors conducted laboratory and field follow-up tests which proved their assumptions
to be successfully verified. Another researcher, Freitag [27], deals with the degradation of
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paper insulated lead covered (PILC) and cross-linked polyethylene (XLPE) cables depend-
ing on the dissipation factor. The author points out that more diagnostic parameters need
to be included to increase the accuracy of the diagnostics. Work [17] presents that even
older PLC modems can be used to diagnose cable life to prevent malfunctions. The pro-
posed solution is the analysis of available data that the PLC produces and, with the help
of machine learning the created algorithm and with a certain probability, can prevent route
faults. Simulations in [18] show that water tree (WT) degradation can be detected with
an accuracy of more than 90%, assuming a plausible design of channel frequency response
(CFR) generation for a specific topology. Simulation design works only for cables with
XLPE insulation. Article [19] deals with the use of Broadband Impedance Spectroscopy
(BIS) as another possibility of using BPL technology. The cable fault diagnosis method uses
the measured channel response and channel gain data, which are further processed. The au-
thors performed a test at the low voltage (LV) level on an AXMK cable with an aluminum
core. Fault detection estimation worked relatively accurately. The disadvantage is that
the algorithm can only be implemented in BPL modems that use orthogonal frequency
division multiplexing (OFDM) modulation. The authors also state that the diagnostic tool
can only be used up to 500 m. The model described in article [28] divides the distribution
network into two parts, suburban and urban. It takes into account parameters such as area,
population density, total number of nodes, total number of branches, number of outgoing
feeders from the primary substation, installed capacity of the primary substation, number
of secondary substations in the network, total installed capacity of the secondary substation,
and maximum feeder length. The resulting model should be used for generation of network
statistics. Article [29] deals with the analysis of the localization and detection of degraded
parts of a cable using the method BIS. It can be used with both the inverse transformation
method and the inverse fast Fourier transform (IFFT) method. Research [30] has focused
on partial discharge (PD) monitoring using PLC communication and physical layer (PHY)
speed. Temporary changes in PHY speed may indicate PDs. Testing was performed only
up to 3 kV voltage. A model based on the use of reflectometry joint time frequency do-
main reflectometry (JTFDR) using PLC modems to determine the condition of the cable,
classification of the cable aging profile, assessment of the severity of cable degradation,
and the exact location of the degradation in case of localized degradation, is described
in the publication [20]. The authors of [21] performed laboratory testing for a proposed
algorithm for cable fault diagnosis, which is designed to detect and locate a location with
an accuracy of less than one meter. Testing was performed only on LV cables. The neural
network described in article [22] should be used for cable diagnostics. The online mon-
itoring solution uses PLC modems to intelligently diagnose the status of underground
power cables through inherently estimated information on the status of the power line
communication channel. In [23], the authors propose cable management diagnostics based
on machine learning. The performed simulations suggest that the location of cable degra-
dation can be detected with good accuracy only up to 300 m. A diagnostic tool [24] that
primarily detects cable aging is involving the WT. The problematic part of the proposed so-
lution was variations caused by cable aging and those due to load changes. Publication [31]
shows that attenuation decreases during laboratory testing with cabling degradation. This
statement was also confirmed by field testing. Signal to noise ratio (SNR) values in a
15-min interval were used to determine the current state of the cable. Time variation, which
may occur due to interference, has also been identified. Article [32] describes the possible
detection of cable fault diagnosis by spread spectrum time domain reflectometry (SSTDR),
which is a non-intrusive method. The authors test their idea using a simulation, and then
experiment on a short cable that is approximately 20 m long. The cable fault was detected
within approximately 30 cm of the true fault location.

Dozens of works deal with the use of diagnostics in order to determine the technical
conditions of cables. Based on this analysis, the authors of these articles focused on the re-
search of topological properties of underground power line cables with a correlation of QoS
parameters on the same route. The list of considered parameters is given in Section 4.
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3. Motivation and Goals

Prevention and estimation of grid faults is essential for utilities. Grid faults result
in power outages and financial losses, and could also lead to potentially hazardous situa-
tions and loss of lives.

According to analysis of related works in Section 2, the autonomous method for cable
health monitoring based on topological parameters of the network, physical properties
of the cable, and measured communication parameters of BPL networks, is missing.

As a part of testing the BPL in a pilot deployment at the distribution company E.ON,
problematic power lines were revealed for the BPL communication itself, where communi-
cation was not possible at all, but the power line was electrically connected. An electrically
interconnected route where BPL communication was not possible at all is described in
Section 6.1.

Moreover, other power lines with significantly worse BPL performance and reliability
parameters were measured in comparison with similar power lines (BPL network sections).
In Section 6.2, a very low transmission throughput for short distances between BPL modems
(ideal conditions without branches) is described. The route achieves significantly lower
throughput in comparison with other similar routes in a given locality and under the
same conditions.

These results led us to further consider what causes inaccessible communication
in an electrically connected line, lower throughput or unstable communication (connec-
tion failures) for particular lines. Thanks to inaccessible communication and subsequent
analyses, problematic sections of lines were discovered, such as wet couplings or poor-
quality line couplings, and led and motivated us to create a methodology for using BPL
communication outside data transfer as an auxiliary monitoring and diagnostic tool.

The main goals of the article are the following:

• Introduce possible physical properties of underground power line cables, topologi-
cal parameters of BPL networks and measured communication parameters of BPL
networks for a power line cable monitoring and diagnostic method.

• Provide measurements of power line physical parameters and measurements of their
influence on BPL performance and power cable life.

• Provide autonomous methodology for cable health monitoring, which could be used
by utilities for cable recovery planning.

4. Topological Properties of Underground Power Line Cables

The cable’s QoS, or its reliability, can be deduced from various indications. For exam-
ple, the cable age, its type, and the type of cable joints might be the main driving factors
suggesting the cable’s remaining life expectancy. However, as was discussed in Section 2,
the PLC/BPL communication technology might also be an early indicator of cable deterio-
rating conditions. In the following subsections, the power line (and especially the power
cable) parameters that might be used for the detection of line deteriorating conditions will
be discussed (i.e., short remaining life expectancy and decreased line reliability with higher
risk of fault occurrence). The discussed parameters are:

• Distance between BPL modems/cable length,
• cable type,
• cable age,
• cable cross section,
• number of joints on the route,
• joint type installation,
• joint age,
• power loading of the cable,
• partial discharge measurement,
• cable sheath bonding.
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These parameters are the main factors that can affect the monitoring of cable health.
A detailed explanation of individual parameters is given in Sections 4.1–4.11.

4.1. Distance between BPL Modems/Cable Length

The distance that the BPL signal must travel is one of the most important param-
eters that will affect the resulting communication. According to simulation and real
measurements, BPL communication can be expected in tens of Mbps up to a distance
of 600 m [26,33,34] for underground MV power lines. The distances between distribution
transformer stations (DTS) are mostly in the range of tens of meters to the higher hun-
dreds of meters for power grids in the Czech Republic. As shown in Figure 1, the field
measurements of BPL throughput for point-to-point connection without repeaters has an ex-
ponential declining trend for underground MV power lines without branches. In the picture,
there are blue dots that are near the curve which, with their predispositions, correspond
with the approximate communication throughput concerning the given distance. However,
the dots marked in red are too far from the curve, so it is necessary to investigate why. This
could be, for example, due to a bad cable, a faulty cable cross section, or a cable joint with
pervaded moisture.
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Figure 1. The trend in transmission control protocol (TCP) throughput depending on communication
distances between BPL modems on MV lines.

The cable length also correlates with the cable failure probability. For example,
if the failure probability per unit length of the cable is X, and the cable is n times longer,
the likelihood that there will be a failure will be higher due to the unconditional nature
of this random process [35]. So, it is very reasonable to include the cable length in the pro-
posed coefficient of the cable condition.

4.2. Cable Type

Cables are basic elements of the electrical network. They ensure the interconnec-
tion of individual network elements such as transformer stations, electrical sources, and
the connection of end customers. High-voltage cables are most often placed in the ground
in built-up areas, in most cases to a depth of 80 cm. This is also due to regulations, but it
is still possible to meet with overhead power lines. Overhead lines have a wider protec-
tion zone for safety reasons, while they have a longer service life and lower construction
costs [36]. High voltage cables can be divided into two basic types in terms of the insulation
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used. The structurally older type of cable is PILC, with paper insulation impregnated with
oil. In contrast, newer types are cables with cross-linked polyethylene insulation, referred
to as XLPE. XLPE is gradually replacing older PILC cables. At voltage levels of 3 and 6 kV,
it is also possible to meet cables insulated with polyvinyl chloride (PVC) or polyethylene
(PE), or with cables that have combined insulation PVC with PE.

• PILC cables—on older cable routes, in some cases, high-voltage PILC cables still occur.
A tape of cable paper is wound on the surface of the core of the PILC cable, which can
reach a thickness of several millimeters to tens of millimeters. After winding, the layer
goes through a drying process and then the insulation is impregnated with cable
oil. As a result, this oil provides the cable with electrical strength. Impregnating oil
together with cellulose paper is the biggest weakness of these cables. Over time, the oil
begins to dry, which reduces the electrical strength of the fabric, thus deteriorating
the insulating and transmission properties of the cable. Another disadvantage of
the PILC cable is its higher weight due to the sheathing of the cable with a lead layer,
which results in a more complicated construction of the network [37].

• XLPE cables—cable with cross-linked polyethylene is a variant of linear polyethylene
linked polyethylene (LPE). Compared to LPE cables, XLPE cables excel in better
mechanical properties at higher thermal loads, usually at operating temperatures
up to 90 °C. LPE cross-linking can be achieved by two technologies, the first technology
is electron beam irradiation. The second technology is extrusion, in which a layer of
LPE is applied and then heated by pressure with added peroxides. This process then
results in the required cross-linking [37].

PLC communication will perform better on XLPE cables than on PILC cables. However,
it is also possible to use PLC communication for diagnostic purposes on PILC cables [16].
The utility provider has data on cables entered in the Global Information System (GIS), but
not everything is always correct. Some records may not be preserved. If BPL technology
were used on a cable route, it would be possible to estimate which type of cable it could
be according to the throughput speed. In this way, BPL technology can describe the cable
and, according to the methodology, also identify the health condition of the cable.

4.3. Cable Age

The service life of power lines can fluctuate significantly, mainly due to location
(overhead lines/underground lines), as well as due to the geographical characteristics
of the environment. The cable life will be different in dry or humid environments, as well
as in areas with constant temperature compared to areas with high temperature fluctuations.
Overhead lines have an expected service life between 40 and 60 years, while in the case of
underground lines, this service life is halved, from 25 to 35 years [38]. The results revealed
that the fault current level in the case of an overhead line is significantly smaller than
the fault current level in an underground cable.

4.4. Cable Cross Section

Power cables for MV are usually produced in a variety of different sizes, i.e., 50, 70,
95, 120, 150, 185, 240, . . . , 630 mm2. Cables with greater cross sections tend to also have
a thicker sheath and insulation layers. Therefore, it might take a slightly longer for a water
tree defect to evolve into a cable failure [35]. Thus, the cable cross section will be considered
for the cable condition coefficient.

4.5. Number of Joints on the Route

The power cable failure happens quite often in the cable transition zones, i.e., at the ca-
ble ends, or/and at the location of cable joints. Besides both cable ends, there might
be a number of cable joints on the cable due to past cable failures, or at installation conve-
nient points (junctions, obstacles etc.). Thus the growing number of junctions on the cable
route might increase the cable likelihood to failure. Furthermore, a higher number of cable
joints will increase the probability that the BPL communication will not be operational.
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Based on cooperation with utility providers, there are theoretical assumptions that cable
joints have a big influence on the life of the cable line and also on the communication
speed. According to real measurements, the BPL communication route was operational
with 16 connectors on one cable route. The total length of the cable was 910 m. If it were
a single solid cable, the throughput would be higher than the current lower units of Mbps.

4.6. Joint Type Installation

There is a large number of cable joint types, but they are divided into two main groups.
The first type is the plastic junction and the second type is the heat-shrinkable junction.
The process of replacing or installing a junction is a time-consuming operation in which
a mistake can be made very easily. If moisture gets into the insulation, the cable will
start to break very soon. The problem can be revealed only by a voltage test. As can be
seen in Section 6.2, the junction installation type parameter has a significant effect on the
resulting communication.

4.7. Junction Age

If there is a problem with the cable route, the utility provider must dig up the cable and
replace the problematic section with a new cable, connecting the new cable to the old cable
using a cable junction. These cable joints are subject to the effects of aging in the same way
as cables. Cable joints are prone to moisture ingress, which can shorten the overall life of
the cable route. From the point of view of PLC communication, wet cable joints can function
as high-frequency filters, which can prevent communication partially or completely. This
issue is described in Section 6.1.

4.8. Power Loading of The Cable

PLC communication is unstable over time, as different appliances are used at different
times, both in households and industrial companies. In cases where there is a large load on
the cable route, the capacity of the channel decreases, and thus the quality of the condition
of the transmission path deteriorates [39]. A further influence on the load can be caused
by the increasing number of branches that can be located on a given route [40].

The different cable loading can also impact the remaining life of the cable because of
the varying electrothermal stresses imposed on the cable insulation layers [41]. During
the cable nominal operation the cable temperature can increase by several degrees. The gen-
erated heat due to resistive and dielectric losses have to be dissipated into the neighboring
environment. However, it must be noted that most cables are operated well below their
rated loadings and thus they tend to live longer than their designed life.

4.9. Correlation of Topological Properties with BPL Communication Parameters

According to analysis of related works in Section 2, the existing methods for cable
monitoring or diagnostics are not considering measured communication parameters of BPL
networks for correlation with the topological parameters of underground power cables.
The BPL throughput and other communication parameters can only be considered where
BPL communication is already fully operational. If the communication is operational
and some devices are communicating, the throughput, latency, jitter and reliability on
the route can be detected or measured in real-time. Thanks to these measurements, these
parameters could be used for online autonomous diagnostics. After the installation of BPL,
a decrease in average throughput or communication outages can be noted for further
analysis. The network administrator can then evaluate that there is something wrong
with the route and propose countermeasures. The route can be measured using another
diagnostic tool, for example, the very low frequency (VLF) method to prevent possible
failure of the cable route. A similar method of evaluation is described in Section 6.

250



Sensors 2022, 22, 3019

4.10. Partial Discharge Measurement

Besides methods taking advantage of new PLC/modem communication monitoring
methods, there are still a lot of classical methods for investigating possible QoS of se-
lected lines/cables. Widely adopted methods by the utility companies are the partial
discharge and tangent delta measurement. These methods have been proven as a source
of information indicating technical condition of power cables.

One of the problems [42] with using these methods is that there is still an ongoing
investigation into how to properly read the measurement and extract maximum informa-
tion about possible improper cable conditions. Thus, the field of correct measurement
data interpretation retains a lot of attention and so new assessment frameworks are being
proposed [43]. Another problem of the partial discharge measurement is that the measured
cable needs to be put out of service and the measurement is usually conducted by the distri-
bution system company employees (i.e., measuring truck, etc.), making this measurement
by manpower expensive.

This measurement is therefore conducted quite scarcely, mainly for cables with indices
of problems, or as part of routine preventive maintenance. It is quite usual that not every
cable condition is assessed by this measurement very often and, for example, in the Czech
Republic DSO they are supposed to conduct this measurement only once every four years.
Thus, the partial discharge measurement as an early and online indicator of cables deterio-
rating conditions is not yet very favourable. A possible solution of using this measurement
as an early online cable condition indicator might be the adoption/installation of measure-
ment systems such as Smart Cable Guard [44]. The results of partial discharge and tangent
delta measurement will be not included in the condition coefficient in the current proposal,
however, in case of abundant data availability (like with Smart Cable Guard), it might
make the method much more reliable.

4.11. Cable Sheath Bonding

High voltage cables are made with sheaths that should increase the protection level
in case of failure as well as in case of normal operation. Although most of the concerns
with cable sheaths are focused on reducing the level of induced voltage, or the voltage
levels during faults, one of the problems with cable sheaths is the presence of circulating
currents (CC). The CC usually develop due to the presence of electromagnetic fields (e.g.,
from other parallel lines) or as potential difference at earthing nodes. The presence of CC
is in fact a non-desirable effect because they create additional thermal stress on the cable
due to increased power losses, and thus might have a slight effect on cable life expectancy.
On the other hand, making the cable sheath grounded on both ends, or even at multiple
points, might be beneficial from a PLC/BPL communication point of view, as the cable gets
closer to the ideal telegraph cable. From the possible cable bonding/grounding options
there are basically four options—no grounding at either end, single end grounding, both
ends grounding or multiple points grounding [45] (i.e., respectively no-bonding, single
bonding, both end bonding, cross bonding). The optimum case from both a thermal stress
and communication interference point of view can be expected for the cross bonding
variant. The optimum case for thermal stress alone would be the single end bonding, where
no bonding would be impractical and also hazardous, and both end bonding would lead
to increased thermal stress. The thermal stress can be further influenced by the fact that
some MV cables are still three core cables, or by another factor that is the effect of different
cable laying methods.

5. Methodology

BPL technology can be considered as an active on-line method of determining the tech-
nical health condition of the cable route. It is also possible to use this technology as a diag-
nostic tool. For this reason, it was possible to design a methodology and create a coefficient
for the MV network, which can clearly assess the condition of the cable route.
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Each parameter has already been described in Section 4 together with explanation
on why it is considered for the methodology. Table 2 indicates what values an individ-
ual parameter can take, what the interval of values used in the calculation is (as will be
discussed later), and also what the total share of the parameter in the final value of the coef-
ficient is. The parameter of partial discharge measurement is not considered here because
the Czech distribution system operator does not have sufficient data that can be used in
calculated examples.

Table 2. Rating of individual parameters of the cable health on the MV network.

Parameter Range of Values Interval Part of Coeff. Val.

Distance between BPL modems 1–1200 [m] 0–0.05 5%
Cable type 0 or 1 0 or 0.05 5%
Cable age 0–40 [year(s)] 0 or 0.15 15%

Number of cable joints 0–20 0–0.15 15%
Cable joint type installation 0 or 1 0 or 0.02 2%

Cable joint age 0–40 [year(s)] 0 or 0.05 5%
Load 0–100 [%] 0–0.035 3.5%

Bonding 0 or 1 0 or 0.01 1%
Cross section 50–630 [mm2] 0–0.035 3.5%

Average TCP throughput 0–50 [Mbps] 0–0.45 45%

Part of the coefficient value is set according to the needs of Czech utility providers.
These values can be adjusted as needed by the DSO. The concept of the coefficient is
designed so that it can be modified and freely used by others.

The total coefficient starts with number 1 and, by successively subtracting all the 10 sub-
coefficients, we get a value in the range 0.000–1.000. Some of the parameters (distance
between BPL modems/cable length, number of joints on the route, power loading of
the cable, and average TCP throughput) can take values within their intervals. To achieve
this, a generic linearization of the actual values to the range interval was used as

Coefficient =
Actual Value
Max Range

·Max Coeff Interval (1)

As the dependency in case of cable cross section and TCP throughput are reversed
(as lower the actual value as worse the conditions), the formula also needs to be reversed as

Coefficient =
Max Range−Actual Value
Max Range−Min Range

·Max Coeff Interval (2)

For further understanding of using these formulas, see the calculation example in
the following Section 5.1. Other parameters are evaluated according to the logical condition:
type of cable, whether the junction is heat-shrunk, whether it was installed before 2000,
and whether the cable is cross bonded. If the condition is true then the parameter value
takes either the upper or lower bound of the interval.

The higher the resulting value of the coefficient, the greater the presumption that
the given cable route is in good condition and its early replacement is not expected. If
the resulting value of the coefficient is too low, the utility provider should be alerted
and first measure the section using VLF methods (tan δ, and partial discharge). This
should lead to more frequent voltage tests. If the service life of the cable routes is 50 years,
and if we multiply the service life by a coefficient, the result should reduce the service
life. If we arrive to a value lower than 5 years, the utility provider should decide, based
on both measurements, whether to operate a high-risk cable route or to allocate funds for
the renewal of the cable route.

The parameters share on the total coefficient have been chosen so that there is high
emphasis on the measured TCP throughput, with this being the leading indicator. The rest
of the parameters are more likely connected to the topological properties of the cable,
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and so the percentage representation of topological and communication influence on
the resulting coefficient is set almost identical (45:50). However, it needs to be kept in
mind that the PLC/BPL communication is also dependent on some of the topological
parameters. The setting of the parameters share has been proposed empirically while
taking into account the experience with measurement in the Czech DSOs network and
also experience from cited articles of Sections 2 and 4. It ought to be noted that a more
detailed statistical investigation would be beneficial and might be used in future studies
to adjust the parameters share of the total coefficient. The current setting of parameters
share should avoid the method of falling into deadlock where only long and aging cables
would be visited regardless of bad communication performance.

5.1. Example of Coefficient Calculation

Thanks to cooperation with the Czech Distribution System Operator (DSO) E.ON,
it was possible to perform measurements on a circular topology in the Brno center area.
The topology is composed of a total of 26 stations, each station containing a headend and
a repeater. The measurement took place between two stations (point-to-point connection).
The physical and topological parameters of all measured routes were also provided from
the GIS system.

The BPL solution was based on IEEE 1901 OFDM (FFT Access) with a 2–30 MHz
frequency band. An example of how to calculate the coefficient for a particular route is
given below. Description of the communication route with all available parameters:

Route A: Substation—DTS1

Distance between BPL modems: 515.2 m
Cable type: AXEKCY, AXEKCEY, AXEKCEY, AXEKCY, AXEKCEY
Cable age: 1995, 1995, 1979, 1979, 1995
Number of cable joints: 4
Cable joint type installation: plastic
Cable joint age:
Load: unknown
Bonding: unknown
Cross section: 240 mm2

Average TCP throughput: 8.23 Mbps

Route A: CoefficientDistance =
515.2
1200

× 0.05 = 0.0215 (3)

Route A: CoefficientCable type = (cable not risky) = 0 (4)

Route A: CoefficientCable age =
(actual year− 1979)

40
× 0.15 = (older than 40 years) = 0.1500 (5)

Route A: CoefficientNumber of cable joints =
4

20
× 0.15 = 0.0300 (6)

Route A: CoefficientCable joint type = (plastic not risky, but unknown) = 0.0200 (7)

Route A: CoefficientCable joint age =
(actual year− 2000)

20
× 0.15 = (unknown) = 0.1500 (8)

Route A: CoefficientLoad =
load
100
× 0.035 = (unknown) = 0.0350 (9)

Route A: CoefficientBonding = (unknown) = 0.0100 (10)

Route A: CoefficientCross section =
240− 630
50− 630

× 0.05 = 0.0336 (11)
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Route A: CoefficientTCP throughput = 0.45− 8.23× 0.45
50

= 0.3750 (12)

Route A: CoefficientTOTAL = 1− 0.826 = 0.174 (13)

Route A shows medium performance, which is mainly influenced by the length of
the route itself, which is operated on an old section of cable with a medium number of cable
joints. These results correlate with the maximum achieved TCP throughput of slightly over
8 Mbps. The utility provider should regularly monitor this route to see if the maximum
throughput is decreasing. Reducing throughput could lead to the detection of a problematic
route and prevent cable breakage and subsequent power outages.

Route B: DTS2—DTS3

Distance between BPL modems: 118.8 m
Cable type: AXEKCY
Cable age: 1990
Number of cable joints: 0
Junction type installation: without junction
Junction age: without junction
Load: unknown
Bonding: unknown
Cross section: 240 mm2

Average TCP throughput: 36.7 Mbps

Route B: CoefficientDistance =
118.8
1200

× 0.05 = 0.0050 (14)

Route B: CoefficientCable type = (cable not risky) = 0 (15)

Route B: CoefficientCable age =
(actual year− 1979)

40
× 0.15 = 0.1163 (16)

Route B: CoefficientNumber of cable joints =
0

20
× 0.15 = 0 (17)

Route B: CoefficientCable joint type = (no cable joint) = 0 (18)

Route B: CoefficientCable joint age = (no cable joint) = 0 (19)

Route B: CoefficientLoad =
load
100
× 0.035 = (unknown) = 0.0350 (20)

Route B: CoefficientBonding = (unknown) = 0.0100 (21)

Route B: CoefficientCross section =
240− 630
50− 630

× 0.05 = 0.0336 (22)

Route B: CoefficientTCP throughput = 0.45− 36.7× 0.45
50

= 0.1197 (23)

Route B: CoefficientTOTAL = 1− 0.340 = 0.660 (24)

Route B shows almost no wear down. This route is relatively shorter and contains
only one undivided cable, so there is no junction on the route. Additionally, the maximum
TCP throughput is more than 28 Mbps. The utility provider does not have to supervise this
route regularly. The route should be able to operate without any restrictions.

If we compare routes A and B, the coefficient tells us that we need to pay more
attention to route A. The cable health is almost half, so the utility provider should monitor
the TCP throughput. If the throughput starts to decrease, the route should be measured
using the VLF method.

Interpretation of results:
Cable life varies with each DSO. Some may be 30 years, others up to 50 years. In our

case, we will state, for example, the service life of a cable line at 30 years. If the coefficient for
Route A was 0.174, then we multiply this value by the service life of the cables, so it will be
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5.22 years. During this time, we should make control measurements using the VLF method
at the latest. Route B has a final coefficient of 0.66, if we perform a similar calculation, the
final time of further measurement by the VLF method is approximately 20 years. These
status messages can help the DSO better alert you to early problem detection before a
fault occurs.

6. Experimental Measurements of BPL Parameters for Cable Health Monitoring

The VLF method belongs to experimental measurements that are used to determine
the service life of a given line. The VLF method uses loss factor measurements tan δ (TD)
and PD measurements, which are able to determine the state of the cable insulation.

The loss factor TD determines the degree of real power loss in the dielectric material,
and thus its losses. The loss factor is more suitable for determining the general condition of
the cable insulation, as a whole route. In modeling, the cable insulation system is repre-
sented by a simple equivalent circuit consisting of two elements: a resistor and a capacitor.
After applying a voltage to the cable, the total current I will consist of the capacitor current
IC and the resistance current IR. The loss factor is the ratio of the current of the resistor
and the current of the capacitor. the angle TD is the angle between the total current and
the charging current when displayed as phasors.

The measurement of partial discharges is closely related to the formation of WT.
By measuring PD with source location, it is possible to directly determine the activity
of PD in cable sections, connections, and terminals. The passage of the partial discharge
pulses depends on the damping in the cable. The measured level, therefore, depends on
the distance from the end of the source of PD. Only the time delay between the first and
the reflected pulse is important for locating the source of PD. PD inside the cable causes
a short-term breakdown of the cable insulation. The pulse-shaped charging current thus
generated is detected by means of a coupling capacitor above the measuring device and
converted into an equivalent voltage signal. Subsequently, this voltage signal is recorded
by the PD detection system and displayed as a pulse on the monitor.

6.1. Measurements of Partial Discharges

Experimental measurement with BPL technology was carried out on the distribution
territory of a Czech Republic utility provider. A BPL solution was based on IEEE 1901
OFDM (FTT Access) with a 2–30 MHz frequency band. The BPL infrastructure is made up
of one substation and 25 stations that are in circular topology. After installing the technology
and initial testing, it was found that communication cannot be established between two
particular stations. Furthermore, after a closer examination of this route, it was found that
the route is electrically connected and operable, although it cannot be communicated using
BPL modems. For this reason, a cable measuring car was called that can diagnose the cable.
The test includes a voltage test and measurement of partial discharges.

Over time, cables age and their insulation degrades. Thermal overload, humidity
ingress, or poorly processed cable joints and cable terminations also contribute to losses.
These processes take place over a long period of time. Measuring the loss factor tan δ
at a frequency of 0.1 Hz makes it possible, as an integral measuring method, to reliably
distinguish between new, weak, and heavily aged cables. The measurement of the tan δ is
an established method for integral diagnostics of the insulation condition on MV cable sys-
tems. During the measurement, the absolute limit values are compared with the reference
value tan δ. The measurement allows the definition of individual evaluation criteria and
creation of a reference database.

Figure 2 shows the analysis of TD trends, where the measurement takes place at three
voltage levels (12.7, 19.0 and 25.4 kV) and there is a gradual increase in the loss factor on all
three phases by almost more than twice the original value. A slight standard deviation is
evident between the individual phases. Low PD activity with a mild presence of WT is
also indicated.
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Figure 2. Measurement of tan δ using a measuring car.

Thanks to cooperation with the local DSO, data from GIS were analyzed. Based
on the analysis, routes with older cable sections or cable joints were identified, which
were then measured using a cable measuring car. Figure 3 shows the entire measured
route. The measurement took place from station DTS1 to DTS2. The figure shows a clear
description of the topological parameters of the route (cable type, cable age, junction type,
junction installation method). In the picture, PDs are visualized using a yellow flash,
including the distance from DTS1. These discharges indicate that the cable outer jacket is
damaged and the humidity has entered the cable core through the outer jacket. There are
also several cable joints on this route. The distance of the discharges from the beginning of
the measurement indicates that cable joints 1 and 2 are also affected by humidity. The wet
cable joint began to function as a high-frequency filter, making it impossible to communicate
using BPL technology. Because of this, part of the cable and the two problematic cable
joints are replaced.

DTS1 DTS2Junction 1 Junction 2 Junction 4 Junction 6 Junction 7Junction 5

AXEKCY
420.21 m

(1982)

NA2XS(F)2Y
38.68 m
(2007)

AXEKCY
81.70 m
(1979)

AXEKVCEY
42.75 m
(2006)

NA2XS(F)2Y
1.04 m
(1979)

CJH11
Heat

shrinkable

CJH11
Heat

shrinkable

POLJ
Heat

shrinkable

POLJ
Heat

shrinkable

Junction 3

POLJ
Heat

shrinkable

The whole route - 698.61 m

AXEKCY
114.23 m

(1979)

82.4 m 84 m 20 m 28 m
10.4 m

377.6 m

Figure 3. Measurement of the whole route showing cable types, junction types and measurements
indicating partial discharges.

After replacement of the problematic cable joints, the subsequent measurements of BPL
technology connectivity were made. The results showed the possibility of setting up a
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connection (communication was enabled), but the connection was not stable. A common
type of BPL modems were replaced by the Longhaul type, which operates in the frequency
range of 0.75–5 MHz. The disadvantage of Longhaul type BPL modems is low throughput
(the measurements show throughput of 7–8 Mbit/s). This set of events revealed another
use case of PLC technology. Thanks to the installation of this technology, a problematic
section was discovered, which could become inoperable at any time and the customer
would be without electricity. A situation where a customer is without electricity is often
sanctioned in some countries. Thanks to the early discovery, no customer was disconnected,
as the utility provider could prepare in advance for the planned outage and connect
the customer using another route.

6.2. Measurements of Communication Parameters

Based on the methodology described in Section 5, individual sections of the entire
topology of one substation and 25 transformer stations were measured (point-to-point mea-
surements). The goal was to find the bottleneck bandwidth—the lowest value of the band-
width of the entire measured route [4].

BPL communication can have very unexpected results. The distance between DTS
stations is not the only parameter that affects communication. Based on theoretical assump-
tions [46], throughput decreases with distance. Based on the measurement of the whole
topology, two sections were selected for comparison. These sections, named as the longest
and the worst, did not correspond to the theoretical assumptions, and the results of the value
of the measured throughput also stood out from the remaining sections.

Two routes were compared. Let us call the first route the worst. The route measures
519 m, contains four cable joints and five cables. Let us call the second route the longest. This
route measures 880 m, contains five cable joints and six cables. It can therefore be assumed
that the worst route will have higher throughput. However, the result is quite the opposite.
The communication throughput was approximately six times higher than the worst route
in the case of the longest route. The average throughput of the worst route was measured
at 5.35 Mbit/s and the longest route reached an average TCP throughput of 32.21 Mbit/s.
A comparison of the resulting worst and the longest route communication can be seen
in Table 3. The measurement was performed using the EXFO FTB–Pro testers, where the
RFC 6349 test methodology was used. The main advantage of the Internet Engineering Task
Force (IETF) method RFC 6349 is the fact that it uses the TCP protocol for the measurement
itself, which is now predominantly used for non-real-time communication on the internet.
This method is standardized for measuring network devices. The size of the TCP window
was used by the tester itself, as the most optimal size.

Table 3. TCP throughput the worst vs. the longest.

TCP Throughput [Mbps]
(TCP Window 43.8 Kbyte) Worst (519 m) Longest (880 m)

Average 5.35 32.21
Median 5.29 32.00

Standard deviation 1.35 1.18
Minimum 2.72 28.30
Maximum 8.89 35.70

Figures 4 and 5 show the entire measured routes using VLF methods. In both pictures
you can see the total length, number and type of cable joints, as well as the lengths and
types of individual cable sections. Not all data are always included in GIS data. According
to GIS, we know that the junction is located there, but no record of the junction type has
been preserved. For this reason, there will be an unknown. The places where the PD’s
were detected are marked with a yellow flash, the distance from the starting position is
also recorded.
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Figure 4. Measurement of the whole worst route showing cable types, junction types and measure-
ments indicating partial discharges.

DTS5 DTS6Junction 1 Junction 2 Junction 3 Junction 4

93-AS-220-1
Heat

shrinkable

SXSU
Heat

shrinkable

SJVC
Plastic

The whole route - 879.8 m

AXEKVCEY
54.12 m
(1999)

AXEKCEY
66.03 m
(1996)

AXEKCEY
29.27 m
(1996)

AXEKCEY
2.53 m
(1996)

AXEKCY
17.54 m
(1990)

102.6 m
12.2 m

Junction 5

AXEKCY
710.44 m

(2018)

SJVC
Plastic

SJVC
Plastic

1 m 865.3 m

Figure 5. Measurement of the whole longest route showing cable types, junction types and measure-
ments indicating partial discharges.

In Table 4, it is possible to clearly compare both measured routes. The table contains
an exact description of the topological parameters of the route, which can be found with
the GIS tool owned by each utility provider. Data from GIS systems may not always
correlate with reality. According to the data, it is not always possible to join two cables
with a specific junction. It is therefore necessary to examine the data to see whether they
are valid.
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Table 4. Comparison of the worst and the longest measured route.

Worst (519 m)

Cables Cable joints

No. Year Length [m] Type Model Year

1 2011 3.5
2 1979 19.1 Heat shrink. 93-AS-220-1 2011
3 1998 137.4 Heat shrink. POLJ 2008
4 2008 89.2 Unk. Unk. Unk.
5 1979 269.8 Heat shrink. POLJ 2008

Longest (880 m)

Cables Cable joints

No. Year Length [m] Type Model Year

1 1999 54.1
2 1996 66 Heat shrink. SXSU 1999
3 1996 29.3 Plastic SJVC 1996
4 1996 2.5 Plastic SJVC 1996
5 2018 710.4 Plastic SJVC 1996
6 1990 17.5 Plastic SJVC 1990

A closer look at the table shows that a substantial part of the cable section of the longest
route was replaced in 2018. This change of cable had a positive effect on the possible
throughput. Although there are several cable joints on the route, they are mostly the plastic
junction type that is not as prone to failure and humidity penetration as the heat-shrinkable
one. The worst route contains a substantial part of the cable, which was laid in 1979. This
cable is then connected to other parts of the cables using heat-shrinkable cable joints.

According to this experience, it can be said very clearly that throughput and QoS
parameters also determine the technical condition of the cable.

7. Discussion

The use of PLC/BPL modems designed for communication in smart grids as a tool for
monitoring the status of the cable is not a completely new idea. Even so, many researchers
do not devote themselves to this idea. Our proposed coefficient of the technical condition of
the cable route considers a total of 10 parameters that can significantly affect the communi-
cation, and thus detect the health of the route itself. The coefficient has a set weighting that
corresponds to a certain setting in the Czech distribution network. For the sake of accuracy,
it is possible that this weighting will change with an increasing amount of available data,
thus increasing the possibility of fault detection.

The data we have so far are only from the MV voltage level. Therefore, this coefficient
is focused only for medium voltage networks. Our goal is to expand the coefficient for LV
voltage levels and thus increase the possibility of fault detection on more types of lines and
make more appropriate use of the already installed BPL technology.

If we compare the current method of underground line diagnostics, it is necessary
to find out the main disadvantage. The main disadvantage is that the existing diagnostic
tools are mainly offline. This means that for the DSO, it is necessary to plan a shutdown, to
secure the supply of energy from other sources, if it is not possible to secure the supply of
energy, the affected customers must be informed. In the case of using online diagnostics, it
is not necessary to disconnect the measured route, but the measurement/detection of faults
takes place constantly. For this reason, the method is more appropriate, not expensive, and
if the PLC/BPL infrastructure is available, nothing extra is needed. The method proposed
by [21] is based on measuring the broadband impedance response of the power cable. The
goal was to create a faster and easier way to monitor cable status. The authors managed to
create a method and verify it on AMCMK and AXMK cable types. The cable was broken
during testing, so it was an offline method. The proposed algorithm was able to locate the
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fault within a distance of one meter, but the detection could only be between phases. Our
proposed method is independent of the cable type and uses the permeability of the cable
joint as one of the main parameters affecting the life of the cable. The proposed method
aims to monitor the life of cables, predict when a breakthrough may occur, and prevent this
breakdown by the timely and optimal dispatch of a cable measuring car, which used the
VLF method for fault localization, loss factor measurement, and partial discharge.

8. Conclusions and Future Work

The PLC/BPL technology is in decline due to the roll-out of wireless communications,
but where the technology is already installed, it would be a great pity not to use its
full potential. The article introduced the secondary use of PLC/BPL communication,
especially for cable health monitoring. The article proposed a method for evaluating the
condition of cables based on 10 parameters, where each parameter is weighted by its
significance. The weighting of the coefficient can be freely adjusted according to the needs
of the particular DSO’s. Furthermore, some parameters can be omitted or added according
to the needs of the DSO. Thanks to the cooperation with the Czech DSO, the method has
been validated in real conditions and the technical condition coefficients of the individual
routes were determined. The use of the coefficients can help to optimize the allocation of
funds in case of renewal of the power line infrastructure.

The future work will be focused on further measurements in real conditions. This
includes working with DSOs who have a PLC/BPL infrastructure. Data collection will be
used to refine the coefficient. Obtaining data from cable measurements could help to find a
closer connection with the emergence of WT and PD in correlation with the transmission
rate. The next step should include verification of the coefficient or adjustment of the
weighting of the coefficient. Data should also be collected on transmission parameters of
high current cables, such as SNR value, noise, and CFR.
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Abstract: The advent of the Internet of Things (IoT) has enabled millions of potential new uses for
consumers and businesses. However, with these new uses emerge some of the more pronounced risks
in the connected object domain. Finite fields play a crucial role in many public-key cryptographic
algorithms (PKCs), which are used extensively for the security and privacy of IoT devices, consumer
electronic equipment, and software systems. Given that inversion is the most sensitive and costly
finite field arithmetic operation in PKCs, this paper proposes a new, fast, constant-time inverter over
prime fields Fp based on the traditional Binary Extended Euclidean (BEE) algorithm. A modified BEE
algorithm (MBEEA) resistant to simple power analysis attacks (SPA) is presented, and the design
performance area-delay over Fp is explored. Furthermore, the BEE algorithm, modular addition, and
subtraction are revisited to optimize and balance the MBEEA signal flow and resource utilization
efficiency. The proposed MBEEA architecture was implemented and tested on Xilinx FPGA Virtex #5,
#6, and #7 devices. Our implementation over Fp (length of p = 256 bits) with 2035 slices achieved one
modular inversion in only 1.12 µs on Virtex-7. Finally, we conducted a thorough comparison and
performance analysis to demonstrate that the proposed design outperforms the competing designs,
i.e., has a lower area-delay product (ADP) than the reported inverters.
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1. Introduction

The IoT encompasses the idea that everyday objects can be connected to the Internet
and interfere with each other. Thus, these objects are capable of exchanging and storing
data. The concept of IoT is to create a link between the real world and the digital world.
However, several high-profile incidents have highlighted the vulnerability of IoT security
because a common device was used to penetrate a larger network.

Connected objects are being used more and more, especially with the new connected
cities projects. This increases the security risks of the IoT, especially when there is no
monitoring or management of the devices. For example, any security breach in medical
devices in healthcare applications (wearable or implantable ones) needs increasing attention
to protect patient privacy.

In an IoT environment, there are several challenges to securing devices and ensuring
end-to-end security. Additionally, since IoT is still an emerging market, many manufactur-
ers and designers are more concerned about launching their products to market than about
designing and building security at the beginning.
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One of the most frequently cited security concerns with IoT is the use of hard-coded
or default passwords.

Furthermore, since a large number of IoT devices are designed to be “set and forget”—
placed on a machine or the field and left at the end of their lifespans—they rarely receive
security or patch updates. Adding security upfront can be costly, slow development, and
prevent the device from working properly.

Another security challenge is connecting legacy assets that are not designed for IoT
connectivity. It would be prohibitively expensive to replace legacy infrastructure with
connected technologies. In spite of this, there are still some objects that probably have
never been updated or protected against modern threats. As a result, the potential attack
surface has grown.

There are also a limited number of industry-recognized standards for IoT security.
Despite the existence of several IoT security frameworks, there is no single framework that
has been agreed upon.

Security and privacy must be prioritized by product manufacturers and service
providers. For example, default encryption and authorization should be included.

Smart homes, connected cars, and manufacturing plants are all examples of environ-
ments that may experience IoT security breaches. For example, an attack that disables the
brakes on a connected car or on a connected healthcare device can have life-threatening
effects. Likewise, an attack on critical infrastructures—such as an oil well, energy grid, or
water supply—could have dire consequences. Therefore, relevant industries are adopting
procedures and implementing measures to ensure their safety. An analysis method that
processes the data generated from all security equipment, and a measure based on previous
attacks against control systems, have been developed [1].

The rise of IoT has sparked worries about the security of data transmitted between
IoT devices and the edge. Indeed, Kim et al. in 2019 [2] conducted a study to address the
security flaws of existing IoT devices such as sensor multi-platforms, and they proposed a
model that addressed their security vulnerability.

The Elliptic/Hyperelliptic Curve (ECC/HECC) has gained increased attention in
recent years because it provides shorter private key lengths with the same level of security
as other PKCs such as RSA [3]. At present, cryptosystems based on asymmetric algorithms
such as ECC/ECDSA are employed by many IoT devices to safeguard their data and
connections [4–6].

In the ECC/ECDSA algorithms, protecting the private and ephemeral keys (d, k) is
essential because, if an adversary obtains these keys, they could modify messages and
signatures, thus making the algorithms useless. Several physical attacks aim to retrieve
private and ephemeral keys (d, k) [7,8]. A side-channel attack (SCA) in cryptography is
used to extract cryptographic keys and other secret information from a device such as IoT
sensors, a smart card, and an integrated circuit.

The power consumption of an electronic device while processing secret data can reveal
some of those details. SPA, which uses the existence of visually recognizable power con-
sumption patterns that may expose the sequence of operations conducted by an algorithm,
is one of the approaches that can be used to recover hidden information [9,10]. Hence,
leakage power consumption is determined by tracking voltages of the device and then
dividing by the transition count leakage and Hamming weight, with the first reflecting the
number of 1-bit bits treated in time and the second reflecting the number of state variables
loaded at a time [11]. Thus, if a secret value is required for this sequence of operations, the
implementation is SPA-vulnerable.

Many state-of-the-art studies have examined the protection of the IoT environment
against power analysis attacks [12]. Through a bit-checking mechanism, Moon et al. [13]
proposed a side-channel attacks countermeasure for IoT systems. In order to eliminate
branching in modulus operations, bit checking was introduced. In 2021, a statistical
experimental design was proposed to optimize the power attack parameters of an IoT
transducer with a minimum cost [14].
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In the same year, against differential power analysis (DPA) attacks, two novel coun-
termeasures were proposed. The two methods are based on the back-gate bias technique
of fully depleted silicon on insulator (FD-SOI) technology [15]. Using the proposed coun-
termeasures, the required number of traces to recover the secret was increased, as demon-
strated by the experimental results.

Finally, SPA has been successfully implemented against a variety of cryptographic
algorithms. The ECC/ECDSA key generation technique in the IoT environment is one of
the algorithms that has been targeted by this type of attack.

Jérémy et al. [16] published a review on passive attacks on ECC scalar multiplication
algorithms in 2016, including leakage sources and frequent errors exploited to attack the
ECDSA system. This work described the link between lattice attacks and partial leakage to
show how tiny leaks affect ECDSA security. In the same year, Genkin et al. [17] investigated
the susceptibility of mobile devices’ ECC implementations to side-channel key extraction,
finding that these implementations are vulnerable to electromagnetic and power side-
channel assaults.

The authors demonstrated partial key leakage from OpenSSL running on Android
and from iOS’ CommonCrypto, and complete key extraction from OpenSSL running on
iOS devices. In 2018, to recover the ECDSA secret key to SM2 Digital Signature Algorithm
(SM2-DSA), Zhang et al. [18] extended the new lattice-based attack introduced by Later
Nguyen and Shparlinski. SM2-DSA is a Chinese version of ECDSA. They tested the security
of the SM2-DSA on the Atmega128 microcontroller using a lattice attack.

In 2019, Wunan et al. [19] published a threat analysis on the broken digital signature
of data transactions and an improved SPA against ECDSA. ECDSA’s private key can be
obtained by using the described attack method combined with a power trace. Moreover,
Wunan et al. proposed a side-channel attacks countermeasure for blockchain devices
by inserting empty operations into ECC-(point doubling/point addition) operations. In
2021, Thiebault et al. [20] presented a high-quality hardware ECDSA core and provided a
complete open-source ECDSA attack artifact. They demonstrated an effective PAA against
its FPGA implementation.

In ECC/ECDSA cryptosystems, the SPA leakage-based side-channel research concen-
trates on the modular-inversion process necessary to generate an ECC/ECDSA private key.
The conversion of coordinates in an ECC implementation from projective to affine based
on conventional modular inversion, for example, can lead to the disclosure of information,
and an adversary could obtain the secret key. Additionally, ECDSA inverts the per-message
random secret after scalar multiplication to generate a digital signature [21].

A challenge for cryptographic implementations is a modular inversion because it
is one of the most time-consuming field operations in ECC computations. Computing
modular inverses can be performed in a variety of ways. Using Fermat’s little (FLT) theorem,
the Extended Euclidean algorithm (EEA), or any binary variant based on Montgomery’s
Modular Inverse (MMI) algorithm, it is possible to compute the inverse function. Figure 1
shows the two popular methods, which are the FLT (its variation is the Itoh–Tsujii technique)
and the EEA (its variations are the Binary Inversion Algorithm, Left Shift Binary Algorithm,
Right Shift Binary Algorithm, and the Montgomery Inversion Algorithm) [22].
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Figure 1. Modular inversion methods in Fp.

A comparison between the FLT, EEA, and BEEA methods is presented in Table 1. It
shows that the BEEA binary version has high performance and efficiency, which meets the
requirements of electronic devices (smart cards, RFID tags, mobile phones, IoT devices, etc.).

Table 1. Comparison between FLT, EEA, and BEEA methods.

FLT EEA BEEA

• More complicated than EEA
• Higher complexity O

(
log3 n)

• Slower (consumes a lot of
time compared to EEA)

• Uses a large number of
repetitive multiplications

• Secure against SPA and
timing attack

• More efficient than FLT
• Less complexity O

(
log2 n)

• Very fast and commonly used
for large operands

• Suitable for hardware
implementation because it
replaced expensive divisions
with shift-right operations

• Faster than EEA
• Less complicated (uses only

ordinary additions and
subtractions)

• No need for multiplications
or divisions

The BEEA method is commonly favored to eliminate the divisions needed in the
EEA algorithm since it uses right-shift operations to replace multi-precision divisions.
This improvement results in high-performance software-hardware implementations. The
BEEA’s execution flow is heavily reliant on its inputs. This attribute was investigated in
an attempt to find side-channel vulnerabilities that could seriously affect the privacy of a
secret variable processed by BEEA.

It is possible to leak information as a result of a typical BEEA implementation. This is
because BEEA’s execution flow is heavily reliant on its inputs. Hence, the time required
to calculate the result is dependent on the inputs. As a countermeasure, one of the most
important elements is to ensure that the implementation has constant run-time (worst-case),
meaning that the implementation’s execution time is unaffected by the input. This is usually
accomplished by removing any data-dependent BEEA code branches. Hence, the main idea
of this work is to compute an inverse using the same number of constant-time iterations
each time. Figure 2 shows the class diagram of this work.
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Figure 2. UML class diagram of IoT/modular inversion/SPA.

In addition, a high-performance modular inverter is required to speed up the cal-
culation of a PKC system. However, key sizes grow as security levels increase, and this
becomes a limiting factor in inverter design over prime field Fp due to the carry propaga-
tion problem. As a result, adding two prime numbers (A and B) in Fp, where p is a prime of
length > 128 bits has a direct impact on the efficiency of calculations in hardware/software
(HW/SW) inverter implementations.

Over Fp, carry skip (CSK), carry select (CSL), carry-save (CSA), carry-lookahead
(CLA), and parallel prefix (PPF) adders are some of the fast binary adders proposed in the
literature [23]. The Kogge–Stone adder (KSA) is the fastest adder in the literature because it
has a lower fan-out at each stage, which then increases its performance, and is thus widely
considered as a standard adder in the industry for high-performance arithmetic circuits [24].
However, it takes more area to be implemented because it computes the carries in parallel.
Therefore, KSA performs parallel additions in microprocessors, DSPs, mobile devices, and
other high-speed applications.

Based on the above discussions, this paper proposes an alternative method for com-
puting modular inversion in constant time in order to prevent SPA attacks. We modify
the (non-constant-time) BEEA approach by removing the conditional instructions and
dividing the algorithm into four branches with sub-functions. Since the power traces will
be the same regardless of input changes, the adversary cannot distinguish the branch’s
computation. Therefore, a novel BEEA-based inverter over prime fields is proposed and
implemented (MBEEA).

The BEE algorithm, modular addition, and subtraction are revisited to perform MBEEA
concurrently, resulting in competitive time and area complexities. Since addition is an
essential operation in MBEEA, this paper introduces the generic G-KSA/S adder/subtractor
to be reused for any prime number length.

The remainder of the paper is structured as follows: The (modular inversion-SPA)
related works are introduced in Section 2. A brief description of BEEA is given in Section 3.
Section 4 develops the constant-time BEEA-based inverter. The MBEEA architecture design
is presented in Section 5. Section 6 contains the results and analysis of performance. The
conclusion is given in Section 7.
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2. Related Works

In the literature, several algorithms have been proposed for computing modular
inversion. Some works were interested in analyzing SPA leakages of modular inversion
implementation and their countermeasures. In 2014, to prevent combinational attacks (SPA
and lattice techniques), Joppe W. Bos [25] modified the non-constant-time approach form of
the Montgomery Inversion based on the EE greatest common divisor algorithm to compute
both the classical and the MMI in constant time. He demonstrated that when the modulus
has a special form, such as the Curve25519 (Elliptic curve with 256-bit key size offering
128-bit security), the FLT performance is comparable to the BEEA. However, the software
implementation is done on ARM 32-bit, and the results showed that the constant-time
almost inversion is much slower than the classic one.

The famous and easiest method to resist the leakage of information is the blinding
technique using simple multiplicative masking [26]. When Z is the z-coordinate in pro-
jective coordinates of a given point and u is a random element in Fp (unknown to the
attacker), the inversion will be performed for the product Zu instead of directly inverting
Z using the BEEA; finally, the result (Zu)−1 is multiplied by u to obtain Z−1. However,
this method requires two additional modular multiplication operations. Since the modular
inversion based on FLT is based on modular exponentiation, Xu et al. constructed, in 2017,
a secure and efficient modular exponentiation using Montgomery friend primes described
by NIST to obtain an efficient and constant-time modular inversion over Fp [27]. Their
improvement allows reducing the number of modular multiplications (a saving of 90%),
which are computed using only subtractions and shifts.

In [28], the power consumption traces of two different BEEA implementations are in-
vestigated in detail in order to extract the SPA leakages that the binary EEA implementation
may exhibit during the computation of the RSA key generation algorithm.

In 2018, Savaş et al. proposed two efficient constant-time Montgomery Inversion
Algorithms that can be used to counter SCA [29].

The first algorithm is based on the BEEA method, and the second uses Kaliski’s
method. The two algorithms have comparable performance. The number of iterations for
the Montgomery Inversion Algorithm based on BEEA was 2n (where n is the bit length
of modulo p) which is less than for the Montgomery Inversion Algorithm using Kaliski’s
method (2n + 1). Furthermore, to speed up (upper-bounded by 2) computation in the
software implementation of a multi-core processor, the author proposed a simple parallel
algorithm of Montgomery Inversion.

In 2019, Bernstein et al. introduced streamlined constant-time variants of Euclid’s
algorithm for polynomial and integer inputs [30]. They presented simple, fast, constant-
time “division steps” that work the same for integer and polynomial inputs. After applying
the main algorithm to GCD, they studied the software speed of modular inversion of
polynomials as part of a key generation in the NTRU cryptosystem.

In 2021, Awaludin et al. presented a high-speed ECC processor for arbitrary Weier-
strass curves over GF (p) [31]. The proposed processor works in constant time and is
suitable for applications that require high speed and SCA resistance. To preserve the
SCA-resistance, they used constant-time Fermat’s little theorem to perform field inver-
sion operations.

Similarly, Sarna et al. presented a constant-time modular inversion algorithm de-
velopment process capable of achieving a high level of security against timing and SPA
Attacks [32].

In their work, Aldaya et al. present a novel SPA of the BEEA algorithm that reveals
some exploitable power consumption-related leakages [33]. Using traces, they used the
ECDSA protocol to apply SPA to reveal standardized private key sizes. An investiga-
tion was conducted into three countermeasures for eliminating SPA leakages from BEEA
implementations.
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3. BEE Algorithm

Several cryptographic algorithms use modular inverses. The BEEA is one of the most
common ways to carry out the inversion operation. Given two integer numbers ‘a’ and ‘p’,
BEEA computes x and y such that ax + py = gcd(a, p). When gcd(a, p) = 1, the calculated
value for x refers to the multiplicative inverse of (a mod p).

The BEEA has been reported in a few different forms in the literature. The original
BEEA can be shortened when it is known in advance that the modulus p is a prime number,
as in ECDSA. Algorithm 1 illustrates the updated version of the BEEA.

According to Algorithm 1, ‘v-loop’ refers to the loop that divides ‘v’ by 2, while ‘u-loop’
refers to the loop that divides ‘u’ by 2.

Additionally, the term sub-step is associated with subtraction operations executed in
step 5.5 to update u and x and v and y, respectively.

According to Algorithm 1, in accordance with the least significant bit (LSB) of ‘a’, only
the u-loop during the first iteration can be executed since ‘v’ is equal to ‘p’ and ‘p’ is a
prime number. Additionally, for the rest of the iterations, due to the subtraction at step 5.5,
only one loop is executed per iteration. Hence, ‘u’ and ‘v’ are odd integers just before the
execution of the sub-step stage.

A BEEA side-channel analysis was presented in [33]. It concluded that a full recovery
of the algorithm’s inputs can be achieved when the adversary can collect Zi and SUBS[i]
for all iterations, where Zi is the number of times that an x-loop (x = u or v) is executed at
iteration ‘i’ and SUBS[i] is the output of the sub-step function of Algorithm 1 at iteration.
When u ≥ v, SUBS[i] = u, else SUBS[i] = v.

Algorithm 1: Pseudo-code of the BEE algorithm.
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By knowing only Zi, the authors were able to recover some SUBS[i] and to express a
certain number of bits from one of the BEEA inputs as a function of the other.

It is very interesting to consider this approach in the context of power-based side-
channel analysis since it appears very difficult to extract the SUBS[i] directly from power
traces, while it is easier to extract the Zi when the sub-step can be differentiated.

We can segment BEEA iterations into x-loops followed by sub-steps. Consequently, the
Zi is based on the duration between two consecutive sub-steps. Therefore, if an adversary
can distinguish between the sub-steps of the BEEA in the power trace, then he can exploit
the Zi.

Remarkably, Algorithm 1 is based on conditional instructions (loops while and if
statements). Therefore, the execution time of Algorithm 1 depends on ‘a’ and ‘p’ values.
Furthermore, the input ‘a’ presents the scalar multiplication algorithm results in affine
coordinates, and a modular inversion will convert it to projective coordinates. Hence, the
inversion should be secure against SPA attacks to prevent information leakage. For this
reason, our contribution is to ensure a countermeasure to prevent Algorithm 1 from a
specific SPA attack.

4. Constant-Time Modular Inversion

Input-dependent execution flows of the BEEA have prompted the development of anti-
side-channel measures. A modified version of BEEA that operates in constant time and is
resistant to SPAs is proposed in this section. As a countermeasure, we propose eliminating
the conditional branches in Algorithm 1 in order to reduce the data dependency.

Algorithm 1’s execution time depends on both ‘a’ and ‘p’. In such an algorithm, when
different inputs are used, the number of iterations in the while loop that have to be removed
at the end of the algorithm may vary significantly.

Algorithm 1 may be converted into a constant-time algorithm by meeting the follow-
ing conditions:

• The same amount of time is always taken to compute an iteration. In constant time,
this requires computing all four branches of Algorithm 1 and selecting the appropriate
values. As a result, the computed time of each iteration is independent of the branch
taken; however, it may be increased to (at most) that of the computation of the sum of
all the branches.

• The algorithm always has the same number of iterations. As a result, the worst-
case number of ‘K’ iterations should always be calculated. It can be achieved by
determining when Algorithm 1 terminates (when we reach v = 1 or u = 1).

The constant-time version of Algorithm 1 is described in Algorithm 2. The first two
branches are computed in every cycle (constant run-time) regardless of whether the values
of u and v are even or odd. Thus, the sequence of the parity computation deduced from the
power trace does not reveal any information about the inputs (the bits of a).

In Algorithm 2, the comments showing which branches from Algorithm 1 are being
computed are displayed after an ‘#’. As shown in Algorithm 2, the “while loops” of
Algorithm 1 are replaced by “for loops” whose higher bound is ‘K’. ‘K’ presents the cycle
number of the biggest number inverse in the finite field Fp, such that (a < p). Therefore, K
presents the worst case of iterations.

It is not difficult to determine the number of iterations (‘K’) in the worst-case scenario
of Algorithm 1. In every iteration, either ‘u’ or ‘v’ are reduced by at least a factor of two, so
the maximum number of iterations is 2log2(p), where p is a prime number of n-bit length.
It follows that the minimum number of iterations is log2(p). This reveals the bounds on the
exponent ‘k’ when the algorithm terminates. The functions presented in Algorithm 2 are:

• The shift-by-one function denoted by lshift1(z, x): this function shifts x by one position
to the left and stores the result in z.
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• The subtraction and addition functions are denoted respectively by sub (z, x, y) and
add (z, x, y)) computing z← x − y and z← x + y. Those two functions are computed
by the adder/subtractor G-KSA/S which is discussed in the next section.

For the function add (x1, x1,(p’ ∧ x1 (0)), we create a bitmask x1(0) since the LSB of
x1 determines the parity of x1 (1 indicates odd, 0 indicates even) in order to calculate the
iteration 5.1.2 in Algorithm 1.

add (x1 , x1,
(

p′ ∧ x1 (0)) =

{
i f x1 is even then x1 (0) = 0→ x1 = x1

2
i f x1 is odd then x1 (0) = 1→ x1 = x1

2 + p′
(1)

• The function memu and memv are used respectively to save the values of u and x1 if u
is even (memu = 0, RAM active 0), and the values of v and x2 if v is even (memv = 0,
RAM active 0). As the LUT area is 2n, we need four look-up tables to memorize u, x1,
v, and x2.

• The comparison function is denoted by comp (u, v). This function is used to compare
‘u’ and ‘v’ values.

{
i f u ≥ v and u 6= 1 then sel1 = 1, else sel1 = 0
i f v ≥ u and u 6= 1 then sel2 = 1, else sel2 = 0

(2)

• The function denoted memu(sel1)

{
i f sel1 = 1 then u and x1 alookuped in the look up tables
else no values are stored

(3)

• The occurrence function is denoted by occur (RAM, u, 1, i), which means the first
occurrence of 1 in RAM of u indicates the corresponding i, then:

{
I f i < j then b = x1
I f j > i then b = x2

(4)

Algorithm 2: Pseudo-code of the proposed modified BEE algorithm

1. Input: p and a ∈ Fp

2. Output: b = a−1 mod p
3. Define; u = a; v = p
4. Define; x1 = 1; x2 = 0
5. Define; p’ = Rshift(p,1)
Inversion steps
6. for (i = 1; i ≤ k ; i++) {
6.1. lshi f t1(u, u)
6.2. lshi f t1(x1, x1)
6.3. add(x1, x1,(p’ ∧ x1 (0))
6.4. memu (u(0))

# u← SHIFT(u, 1)
# x1 ← SHIFT(x1, 1)
# x1 ← SHIFT(ADD(x1, p), 1)

6.5. lshi f t1(v, v)
6.6. lshi f t1(x2, x2)
6.7. add(x2, x2,(p’ ∧ x2 (0))
6.8. memv (v(0))

# v← SHIFT(v, 1)
# x2 ← SHIFT(x2, 1)
# x2 ← SHIFT(ADD(x2, p), 1)

6.9. comp(u,v)
6.10. sub(u, u, v) ∧sel1
6.11. sub(x1, x1, x2) ∧ sel1

# If u ≥ v
# u← SUB (u, v)
# x1 ← SUB (x1, x2)

6.12. memu (sel1)
6.13. sub(v, v, u) ∧sel2
6.14. sub(x2, x2, x1) ∧ sel2
6.15. memv (sel2)

# v← SUB (v, u)
# x2 ← SUB (x2, x1)

6.16. occur(RAM, u, 1,i)
6.17. occur(RAM, v, 1,j)
6.18. return (i,j,x)
7. }

# Return x1 mod p if u equal 1
# Return x2 mod p if v equal 1
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Overall, Algorithm 2 in Fp has two specified inputs: an element ‘a’ and a prime
number ‘p’. The output of the algorithm is the multiplicative inverse of ‘a’, i.e., ba = 1 mod p.
Algorithm 2 employs three steps in total to produce the multiplicative inverse result p:

• The initial step: ‘a’ and ‘p’ are assigned to ‘u’ and ‘v’, respectively. Moreover, in this
step, ‘1′ and ‘0′ are assigned to x1 and x2, respectively.

• Updating step: u, v, x1, and x2 values are updated by three different operations: add,
sub, left shift (lshi f t), memu, and memv. The updating process is executed throughout
the entire loop ((1 < i < k) execution time) and managed by two signals: sel1 and sel2.
The new (u, v, x1, and x2) values are assigned according to sel1 and sel2, and these
control signals are updated in step 12.9 during each iteration of the “for loop”.

• Return ‘b’ after k iterations.

5. MBEEA Implementation

As shown in Algorithm 2, inversion is realized mainly by subtracting and shifting
operations. Additionally, shift operations are easily implemented in hardware at no cost.
We can therefore consider in our design a case that allows performing as many shifts as
possible in one clock cycle to reduce the number of clock cycles.

As seen in Algorithm 2, ‘Reg_u’, ‘Reg_v’, ‘Reg x1′, and ‘Regx2′ n-bit registers are
essential for implementing the hardware architecture of MBEEA over a prime field. By
applying this algorithm, the calculation of division, such as ‘u/2′, ‘v/2′, ‘x1/2′, and ‘y1/2′,
is based on comparisons of parity and magnitude. There are two multiplexers for selecting
‘u’, ‘v’, ‘x1′, and ‘x2′. However, exact comparisons can only be made through full n-bit
subtractions, and this has the effect of delaying decisions about the next calculation. To
perform the additions or subtractions, we used n-bit KSA. In the implemented design, all
possible ‘u’, ‘v’, ‘x1′, and ‘x2′ updated values are computed at once with multiplexers, and
the new values for ‘u’ and ‘v’ are selected.

Figure 3 depicts the proposed MBEEA inverter design, which is based on Algorithm 2
and includes the following units:

• Controller unit: This generates control signals for all the MBEEA architecture units and
the data flow in the inverter design, and the movement of data between the adder-
subtractor units, the memory units, the comparator unit, and the occurrence units.

• Adder/Subtractor (G-KSA/S): This performs the addition or the subtraction of two values
according to the controller decision.

• Memory unit (MU): The main purpose of this unit is to store different parameters such
as u, v, x1, and x2, and their intermediate results. It constitutes of four blocks of RAM
(RAMu, RAMv, RAMx1, and RAMx2) and multiplexers that are used to read operands
(u, v, x1, and x2) from the MU using the corresponding control signals.

• Comp unit: This is a comparator between u and v. It has a 3-bit output to indicate
whether u > v or u < v or u = v.

• Occur unit: This searches for u = 1 occurrence. Return x 1 mod p if u equal 1. Otherwise,
if v is 1, return x2 mod p.
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Figure 3. Proposed MBEEA architecture.

5.1. Kogge–Stone Adder/Subtractor Unit: Design and Implementation

Adders are widely recognized as the fundamental building blocks for more complex
arithmetic operators such as multipliers and inverters. Usually, subtraction and addition
are implemented using a single circuit. The addition of x, y, and 1 can be used to compute
the subtraction of x − y, where y is the bitwise complement of y. Therefore, hardware
addition can be used to support the subtraction function. To perform the addition and
subtraction in Algorithm 2, four adders/subtractors are needed. The data path of the adder
directly affects the delay of the arithmetic inversion data path. KSA is the fastest adder
and shows good hardware performance. Thus, KSA was selected for use in the MBEEA
architecture for performing addition and subtraction. A parallel prefix adder such as KSA is
suitable for additions with longer word lengths. The tree network of KSA allows reducing
the latency to O(log2n) where ‘n’ represents the number of bits.

The KSA algorithm is composed of three stages: preprocessing, parallel prefix network,
and post-processing. In the preprocessing stage, two signals are calculated simultaneously
for each input: Propagate (P) and Generate (G). The intermediate carries are then generated
using these signals in the parallel prefix network. Finally, in the post-processing, we
calculate the sum by XORing the intermediate carries and the propagate signals.

In the MBEEA design, a generic adder/subtractor based on the G-KSA/S algorithm
was developed. The bit-level version of the G-KSA/S algorithm is shown in Algorithm 3,
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which employs n-bit registers to compute three intermediate results P, G, and C. Overall,
Algorithm 3 has two specified inputs: A and B in Fp and a pre-computed vector S. The
pre-computed vector S is represented by a set of elements ‘si’= 2i where i ∈ [0, m− 1], and
m represents the stage number which depends on the length of the prime number p (n),
such that m = log2(n). Table 2 presents the ‘m’ and ‘S’ values for a prime number of lengths
n = 4, 8, 16, 32, 64, 128, and 256. Hence for m = 3, S = {s0, s1, s2} = {20, 21, 22}.

Table 2. Values of m and S for n = 4, 8, 16, 32, 64, 128, and 256 bits.

n m S

4 2 1,2

8 3 1,2,4
16 4 1,2,4,8
32 5 1,2,4,8,16
64 6 1,2,4,3,16,32

128 7 1,2,4,3,16,32,64
256 8 1,2,4,3,16,32,64,128

A and B in Fp, two n-bit inputs, are processed in the first stage bit-by-bit, to compute
the generation signals G0 and propagation signals P0 which are presented in steps 2.1 and
2.2 of Algorithm 3. To perform the subtraction, the carry_in and the input B are just XORed,
such as presented in step 1 in Algorithm 3.

Algorithm 3: G-KSA/S algorithm

Input: (A,B) ∈ Fp
Define: n; n = bit length of p
Pre-computed:S = [1,2,4,8,16,32,64,128], j←1, k← 1
Output: (Sum = (A + B)mod p; cout)
Preprocessing
Step 1: For (i = 0; i≤ to n − 1; i++) {
C(i) := cin⊕B(i);
};
Step 2: For (i = 0; i≤ n − 1; i++) {
2.1:P0(i) := A(i)⊕C(i);
2.2:G0(i) := A(i)⊗C(i);
};
Parallel Prefix Network
Step 3: For (i = 0; i≤ j-1; i++) {
3.1: Gk(i) := Gk−1(i),
3.2: Pk(i) := Pk−1(i)
};
Step 4: For (i = 0; i≤ n−j-1){
4.1:Gk(i + j) := (Pk−1(i + j)⊗ Gk−1(i))) ∨ Gk−1(i + j);
4.2: Pk(i + j) := (Pk−1(i + j)⊗; Pk−1(i));
};
k + +;j := S[k-1], T := m − 1;
IF(T > 0) go to step 3 ELSE go to step 5
Step 5: For (i = 0; i ≤ n-1; i++) {
5.1: C(i) := GNP−1(i)∨(cin ⊗ PNP−1(i));
};
Post-processing
Step 6: 6.1:sum(0) = P0(0) ⊕ cin;
6.2: For (i = 1; i ≤ n-1; i++){
6.2.1: sum(i) = P0(i)⊕C(i − 1);
};
Step 7: cout = C(N − 1);
Return Sum, cout
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Figure 4 presents the KSA process for 8 bits. As shown in Figure 3, the parallel prefix
network for G-KSA/S is composed of three levels. The carry propagation network is in
charge of transmitting the carry signal from the preceding bit lines. Pk and Gk are generated
via ‘carry propagation’ steps, steps 4.1.1 and 4.1.2, as shown in Algorithm 3. Finally, the
carry signal obtained in step 5 is used to calculate the sum in the last stage (step 6). The
output step performs the XOR operation between the previous bits of the ‘carry’ signal
(ci−1) and the current bits of the propagation signal (Pi), as shown in steps 6 and 7.

Figure 4. Eight-bit G-KSA/S data-path.

5.2. The Modular Reduction

The modular reduction in large values is a fundamental operation in the majority of
common PKs that involve intensive computations in prime fields. At the end of Algorithm 2,
the result will be reduced modulo the prime number ‘p’. The prime number should be
chosen carefully to ensure efficient reduction and high performance. The modular reduction
can be calculated in three ways:

• General module forms (i.e., Barrett and Montgomery algorithms), which are slower
and present an expansive part of the arithmetic operation.

• Based on the LUT method (which is based on pre-computed values); however, this
requires a large amount of memory.

• Modulo form of prime numbers, such as pseudo-Mersenne numbers. Their special
form makes them appropriate for modular reduction. The pseudo-Mersenne prime
number p is presented with the special form: p = 2α – c, where α = n (n represents
the security level) and ‘c’ is a positive integer that is relatively small compared to the
modulus. An integer 0 ≤ z < (2α − c)2 can be represented in radix-2α by spilling
z up into a lower part ZL and a higher part ZH : Z H2α + ZL. Then, using the fact
that 2α ≡ c mod p, we have ZH2α + ZL ≡ ZHc + ZL mod p where 0 ≤ ZHc + ZL <
(c + 1)2α. Hence, a multiplication of ZH by the constant c is needed and the final result
is obtained after the addition of ZL. For the three values of n (128, 192, and 256), the
resulting primes satisfy p ≡ 3 (mod 4).
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5.3. Controller Unit

The main component of the proposed inverter design is the control unit (CU), which
is in charge of all communications between all MBEEA units.

At the beginning of the algorithm, the start signal is equal to ‘1’, and initial values
‘a’, ‘p’, ‘1’, ‘0′, and ‘p/2’ are assigned to ‘u’, ‘v’, ‘x1’, ‘x2’, and ‘p’ registers, respectively, by
input multiplexers. The computed intermediate results are stored in the memory units.
The control unit activates the addition/subtraction chains after receiving the input data
(p and a) and the signals “CLK”, “Reset” = ‘1’, and “Start” = ‘1’. Hence KSA-start takes ‘1’
and Cf becomes ‘0’. If KSA completes the addition function (“KSA-done” = ‘1’), the control
unit sends signals of writing to the memory unit to update the ‘u’, ‘v’, ‘x1’, and ‘x2’ values.
The update process is controlled by five functions belonging to three blocks: addition
and subtraction functions (KSA block), left shifting function (shift registers), writing, and
reading functions (block memory). These new values are determined by two distinct control
signals: sel1 and sel2. These control signals are updated after the KSA block performs the
‘u-v’ function as shown in step 12.9 in Algorithm 2. Hence, the CU generates the signals for
the G-KSA/S components, and the read and write addresses for the memory units. The
MBEEA state machine describing the design data flow is presented in Figure 5.

Figure 5. MBEEA state machine.

To implement the MBEEA, FSM is made up of seven states: St#1 is a state of inactivity,
whereas during St#2 to St#7, necessary signals for updating ‘u’, ‘v’, ‘x1’, and ‘x2’ are
generated. Of these seven states, two states (S#2, S#3) are executed in parallel. Hence
two additions, four shifting operations, and four reading/writing operations are required.
Similarly, in states 4 and 5, two subtractions and two reading/writing operations are
needed. Finally, based on the output of the comparator unit, ‘u’ and ‘x1’ or ‘v’ and ‘x2’
are updated.

6. Results and Performance Analysis

The proposed MBEEA inverter and G-KSA/S designs were then developed for a
different prime field of lengths 8, 16, 32, 64, 128, and 256 bits. Modelsim was used to
validate the proposed designs, which were coded in VHDL. The G-KSA/S and MBEEA
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designs were then implemented on various devices (Spartan 3E, Virtex-E, Virtex-II, Virtex
5, Virtex 7) using Xilinx 14.7. Tables 3 and 4 show the obtained results after place and route,
which include the maximum frequency (Fmax, MHz), area usage (slices/CLB), latency (µs),
and ADP (ADP = #slices × Latency).

6.1. G-KSA/S Implementation Results

The G-KSA/S algorithm was successfully implemented for Fp (p is a prime number of
length 8, 16, 32 64, 128, 256 bits). Figure 6 presents the required logic gates (AND, OR, and
XOR) for the GKSA design (for G-KSA/S, we have to add one XOR gate for subtraction).
We can see that the number of required logic gates grows linearly.

Figure 6. Logic gates versus Fp.

For a fair comparison with related works, the G-KSA/S algorithm was implemented
on Spartan3E and Virtex-5, as shown in Table 3. As shown in Table 3, the proposed design
clearly outperforms the existing different prime field-length KSA implementations. We can
see from Table 3 that our proposed design is much smaller (almost 66% for Fp (p is a prime
of length 8, 16, and 32), and almost 41% for Fp (p is a prime of length 64, 128, and 256)) and
considerably faster than those of [34,35].

Furthermore, the G-KSA/S proposed design always achieves the best ADP value in
all the prime fields compared to the existing designs. For example, over Fp with a length of
p = 256 bits, compared with [35] on the Virtex-5 device, the ADP of the proposed design
has a 28.62% smaller ADP.
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Table 3. Comparison of the proposed and existing G-KSA/S designs for different prime field lengths.

Designs Platform n = Bit
Length of p

Area
(Slices) Delay (ns) ADP (10−9) Gain %

[34] Spartan-3E 8 83 5.776 479.408
G-KSA/S Spartan-3E 47 3.6 169.2 74.71%

[34] Spartan-3E 16 166 10.85 1801.1
G-KSA/S Spartan-3E 98 7.3 715.4 61.28%

[34] Spartan-3E 32 332 20.56 6825.92
G-KSA/S Spartan-3E 174 12.3 2140.2 68.65%

[35] Virtex-5 64 449 30.5 13,694.5
G-KSA/S Virtex-5 289 27.9 8063.1 41.13%

[35] Virtex-5 128 1111 57.3 63,660.3
G-KSA/S Virtex-5 641 64.4 41,280.4 35.16%

[35] Virtex-5 256 1345 106.7 143,511.5
G-KSA/S Virtex-5 737 139 102,443 28.62%

6.2. MBEEA Implementation Results

Table 4 summarizes the MBEEA hardware implementation results on a contemporary
Xilinx Virtex-7 (x7vx330t-2.g1157) FPGA. The proposed MBEEA generic architecture de-
signs were implemented over different prime field lengths (n (bit length of p) = 8, 16, 32,
64, 128, and 256 bits). In practice, 128- and 256-bit lengths for ECC/HECC and pairings
systems, over prime fields, are very useful for modern security applications. The post place
and route-static timing report was used to calculate the minimum clock period.

Table 4. FPGA implementation performance for the proposed MBEEA design in Virtex-7.

Design n = Bit Length of p Freq. (MHz) Area (Slices) Latency (µs)

8 530 545 0.179
16 480 770 0.27

MBEEA 32 420 1060 0.346
64 380 1237 0.428

128 310 1532 0.851
256 250 2035 1.24

In Table 5, we compare the corresponding FPGA implementation results with those
of reports available in the literature to additionally assess the actual performance of the
proposed inverter design over F256. Fp for a prime of length 256 bits is considered to be
the large prime field size. Table 5 lists all related performance metrics: area, frequency
(MHZ), latency (µs), and ADP. As an overall performance metric, we used ADP for all
related designs to ensure a fair comparison.

Table 5. Performance analysis of the proposed and the existing modular inversion designs over F256.

Ref. FPGA Device Freq
(MHz)

Time
(µs)

Area
(Slices)

ADP
(×10−9)

[36] Virtex-7 146.23 2.329 1480 3.44
[37] Kintex 7 142.38 2.33 1480 3.45
[38] Virtex-6 151 3.39 1190 4.04
[39] Virtex-6 146 3.52 1340 4.72
[40] Virtex-5 129 7.937 592 4.7
[41] Virtex-7 138.3 2.45 1577 3.87
[42] Virtex-II 55.70 6.2 5863 36.35
[43] Virtex-II 37 4.98 9213 45.88
[44] Virtex-II 68.17 11.60 2085 24.19
[10] Virtex-II 34 14.6 9146 133.53
[45] Virtex-II 40.68 15.22 14,844 225.26
[46] Virtex-II 50 6.4 5477 35

MBEEA Virtex-E 106 2.92 2830 8.26
MBEEA Virtex-II 175 1.77 2530 4.47
MBEEA Virtex-5 208 1.49 2318 3.45
MBEEA Virtex-6 240 1.29 2140 2.76
MBEEA Virtex-7 276 1.12 2035 2.28

Table 5 clearly shows that the proposed design outperforms the existing large prime
field-size modular inversion implementations.
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In terms of latency, on the Virtex-7 device, the proposed design is 51.2% and 54.29%
faster than those of [36,41], respectively. At the same time, on the Virtex-6 device, the
proposed design is 61% and 63.35% faster than the competing designs of [38,39], respectively.
On the Virtex-II, the proposed design remarkably outperforms all the existing designs
of [10,42–46] in terms of latency and area. For instance, the works presented in [43,46]
utilize 72.54% and 53.81%, respectively, more FPGA slices than this work.

At the same time, Table 5 shows that the proposed design ensures significantly lower
ADP than the existing designs. Compared with [36,37,41] on the Virtex-7 device, the ADP
of the proposed design has 23.81%, 23%, and 41.18% smaller ADP, respectively.

7. Conclusions

Securing the IoT is one of the major, if not the major, challenges for IT systems today.
If the IoT is not sufficiently protected, critical events can occur, such as water or power
outages, or worse, manipulated processes resulting in bacteria in water and faulty products
such as cars, etc., that pose security risks. This urgent need for security, combined with
the lack of security of IoT devices that are simultaneously connected to the Internet, which
has a high risk of threat, illustrates the importance of the topic. The data and connections
of many IoT devices are secured by cryptographic algorithms such as ECC and ECDSA.
ECC/ECDSA is one of the algorithms targeted by the SPA attack. The modular BEEA
inversion process used for generating an ECC/ECDSA private key is the focus of the
leakage-based side-channel study. During the execution of the cryptographic algorithm,
SPA can easily distinguish the conditional branches outcomes since a device consumes
power differently and the execution time is not constant.

A new version of the BEE inversion algorithm was proposed that works in constant
time by avoiding the data dependency of the classical BEEA. To ensure the traces are the
same, thus preventing an attacker from distinguishing the computation across branches,
the proposed method removes conditional instructions and divides the algorithm into
separate branches with sub-functions. The classical BEEA is secured against SPA attacks
due to the new countermeasure.

The new algorithm was designed so that the calculation of the modular inversion is
easy and efficient for hardware implementation. The algorithm complexity is suitable even
for a device having limited resources such as an IoT device. To achieve high performance
on an FPGA, a variety of optimization techniques, including algorithmic reformulation and
architectural optimization, are used. On a Xilinx Virtex-7 FPGA, our design can achieve
a maximum clock rate of 276 MHz and it takes only 1.12 µs to perform the 256-bit prime
modular inversion.

The proposed design for F256 provides an ADP figure of 2.28 on a Virtex-7, which is
less than the relevant state-of-the-art solutions. Furthermore, our architecture outperforms
others in terms of FPGA area (slices) and delay. Therefore, the proposed design is suitable
for constrained implementations of cryptographic primitives, such as IoT, wireless sensor
nodes, and RFID devices.
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Abstract: An ultra-low-cost RCL meter, aimed at IoT applications, was developed, and was used
to measure electrical components based on standard techniques without the need of additional
electronics beyond the AVR® micro-controller hardware itself and high-level routines. The models
and pseudo-routines required to measure admittance parameters are described, and a benchmark
between the ATmega328P and ATmega32U4 AVR® micro-controllers was performed to validate the
resistance and capacitance measurements. Both ATmega328P and ATmega32U4 micro-controllers
could measure isolated resistances from 0.5 Ω to 80 MΩ and capacitances from 100 fF to 4.7 mF.
Inductance measurements are estimated at between 0.2 mH to 1.5 H. The accuracy and range of
the measurements of series and parallel RC networks are demonstrated. The relative accuracy (ar)
and relative precision (pr) of the measurements were quantified. For the resistance measurements,
typically ar, pr < 10% in the interval 100 Ω–100 MΩ. For the capacitance, measured in one of the
modes (fast mode), ar < 20% and pr < 5% in the range 100 fF–10 nF, while for the other mode (transient
mode), typically ar < 20% in the range 10 nF–10 mF and pr < 5% for 100 pF–10 mF. ar falls below 5%
in some sub-ranges. The combination of the two capacitance modes allows for measurements in the
range 100 fF–10 mF (11 orders of magnitude) with ar < 20%. Possible applications include the sensing
of impedimetric sensor arrays targeted for wearable and in-body bioelectronics, smart agriculture,
and smart cities, while complying with small form factor and low cost.

Keywords: impedance meter; RCL-bridges; portable instrument; AVR® micro-controller; low-cost;
internet of things

1. Introduction

The Internet of Things (IoT) entails a network of physical objects—‘things’—that are
embedded with sensors, electronics, software, etc. for the purpose of communicating with
other devices over the Internet. Caused by the sheer number of things connected in this
way, these data-acquisition devices obviously need to be of low-cost and fulfill certain tasks:
sensing, electronic processing and connecting to the Internet. Impedimetric sensor arrays are
an emerging field of study that is concerned with sense, processing and casting the measured
data to the Internet [1–3]. Typical applications are wearable and in-body electronics [4–8]
and plants and smart agriculture [9–13]. A common aspect shared between different devices
is that the electronic interfaces for detection, processing and connection to the Internet are
mainly carried out by separate external systems specifically optimized for each of these
functions. While designing a system with specific units may often be advantageous to
enhance the overall performance of the device, it also leads to higher manufacturing cost.
For example, most biosensors feature a transduction mechanism to couple the physical
and/or chemical changes in the system under measurement to the electronic circuitry of
the measuring device. The latter is specifically optimized for the sensing interface and is
followed by an analog-to-digital conversion unit (ADC). In the most usual scenario, the end
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user has access to a plug-and-play instrument box. But even in this case, the transduction
mechanism may require finding signal conditioning strategies in order to maximize the
linear range of the analog signal and the corresponding measurement accuracy [14–17].

Furthermore, the measurement unit, which often replaces a benchtop instrument,
must be designed for small form factor devices and a low power profile, while maintaining
performance close to gold standard instruments. Application-specific integrated circuit
(ASIC) based devices fulfill these requirements, such as the ones developed to perform
online electrochemical impedance spectroscopy (EIS) for characterization of lithium-ion
battery packs [18–20]. This technology can be extended to other applications in areas
where size and power consumption are crucial. For instance, in our research we have been
developing technology for using admittance spectroscopy to determine the physical state
of plants [21]. However, this study relied on bulky and expensive lock-in detectors, not
appropriate for an IoT implementation. A cheaper solution developed by S. Grassini is to
use an Arduino-based electrochemical impedance spectroscopy (EIS) system [22] for in situ
corrosion monitoring of metallic works of art [23]. The Arduino-based EIS is already a huge
improvement over conventionally used RCL-bridges (resistance, capacitance, inductance)
and lock-in detectors. Similarly, the ASIC-based miniaturized system for Online-EIS
proposed by Manfredini [19] shows how versatile the ASIC device is, being capable of
measuring not only the impedance of commercial batteries, but also capacitive and resistive
sensors. The device is based on the SENSIPLUS, which is a System on a Chip (SoC) solution
that uses minimal external hardware, and shows performance on a par with gold standard
instruments. The Arduino has been also used as a platform to measure capacitances,
as explained, for example, by Campbell [24]. It has been used to deploy a digital LCR
meter [25] to measure single parameters (not combinations), although this depends on the
known nominal values of external components.

The current report describes a very-low-cost solution for an admittance meter, resulting
from an effort to lower the cost and the size of these instruments. Specifically, it uses a micro-
controller for directly measuring admittance without the need for any additional electronic
circuitry beyond the micro-controller hardware itself. The proposed implementation differs
from the instruments developed by [22,24] in two main features: (i) it is based on a time-domain
approach, since the measurements are performed with signal transients rather than with
sinusoidal signals; (ii) it avoids the need for external circuits, since all the signal generation and
detection are performed by the micro-controller. Moreover, when used in popular platforms
such as Arduino, full functionality is available, from sensing to communicating, for a price
that lies in the order of mere euros per unit, thus fulfilling the requirement of the Internet of
Things. Additionally, it paves the way to cheaper wearable and in-body bioelectronic sensors,
allowing a live feed of collected data from impedimetric sensor arrays to the IoT, constituting an
all-in-one solution: Sensing, Processing and Connection to the Internet. The technique that we
will describe here relies on determining the behavior after applying voltage steps, a standard
technique used in circuit analysis, which can readily measure resistances and capacitances,
either isolated or in series and parallel. It is based on the low-cost AVR® micro-controller series
commonly used in the Arduino® platform. The accuracy and precision of the measurements
are discussed based on the relative parameters of measurement uncertainty (ur), accuracy
(ar) and precision (pr). All the C++ codes for Arduino and the MATLAB scripts used in this
manuscript are available in the Supplementary Materials.

2. Materials and Methods

2.1. AVR® Micro-Controllers Based RCL-Meter

Two development boards manufactured by Arduino®, namely the Uno and Leonardo
boards, were used to develop the ultra-low-cost RCL-meter. The Arduino® Uno board
makes use of an ATmega328P micro-controller, and the Arduino® Leonardo uses an AT-
mega32U4. Figure 1e shows the block diagram of the proposed measurement system based
exclusively on the internal circuitry of the AVR® micro-controller. Both ATmega328P [26]
and ATmega32U4 [27] are low-power AVR® 8-bit micro-controllers that share similar fea-
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tures, namely equal clock frequency up to 16 MHz, operational voltage range between
2.7 to 5.5 V, 32 kB of flash memory (enough to store the firmware and processing code),
2 kB (ATmega328P)/2.5 kB (ATmega32U4) of static random-access memory (SRAM) (to
store the main variables and acquisition samples) and an analog-to-digital unit (ADC) with
10-bit resolution, the core of the system. Both the Uno and Leonardo boards were supplied
through the local-PC connection via USB interface, and the default settings were used,
meaning the reference voltage (VREF) is the internal voltage source of 5 V.
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Figure 1. Equivalent circuits for the four operation modes available to configure each analog in-
put/output (I/O) port. (a) mode 1, floating input. (b) mode 2, pull-up input. (c) mode 3, low output.
(d) mode 4, high output. Each equivalent circuit is adapted from the schematics provided in the
datasheets. (e) Block diagram of the proposed measurement system, including the serial commu-
nication and voltage source through USB interface to local PC, flash and SRAM memory, internal
voltage source, and internal circuitry to program I/O ports to digital or alternate functionalities.
(f) Equivalent circuit of two analog I/O ports bridged with a load impedance (ZLOAD).
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2.2. Analog I/O Operation Modes

The AVR® micro-controller family provides access to several digital and analog ports
with input and output (I/O) functionalities. Both digital and analog I/O ports share a
common control unit design, often called “General Digital I/O” [26,27]. In this work, the
digital I/O ports (PDN) are labeled by an alpha-numerical code, denoted by the letter “D”
proceeded by the port bit number “N”, while the analog I/O ports (PAN) are represented by
the letter “A”. The analog ports have exclusive access to the alternate functions, featuring
an I/O source-measuring unit (SMU) and an analog-to-digital converter (ADC) unit. By
default, PAN ports can be configured into four distinct operation modes: (mode 1) floating
input; (mode 2) pull-up input; (mode 3) low voltage output; (mode 4) high voltage output.
Each operation mode shares the same basic electrical structure, consisting of the supply
voltage source (VS), common ground (GND), a stray capacitance (Cpin) and location of
the I/O port (PAn) for the SMU and ADC unit. By default, vs. is equal to the reference
voltage (VREF). Figure 1 shows the equivalent circuit that describes each analog I/O port
operation mode and was adapted from references [26,27]. Operation modes 1 and 2, shown
in Figure 1a,b, respectively, share the same internal circuitry components to form a high-
impedance input port due to the presence of the analog input resistance (RAIN). Cpin is also
included in parallel with RAIN to account for the stray capacitance. The unique difference
between operation mode 1 and 2 is the state of the internal pull-up resistance (Rpu), which
is connected to an internal bias voltage. In the case of operating mode 1, the Rpu is inactive,
leading to a floating input configuration, while in the case of operation mode 2, the Rpu
sets a SMU configuration. This aspect will be further explored to implement the RCL-
meter. Operation modes 3 and 4, shown in Figure 1c,d, relate to the “General Digital I/O”
functions. Operation mode 3 consists of a floating and impedance low output configuration,
and the operation mode 4 consists of a voltage source (VS), thus forcing a high output
configuration. In the absence of load impedance connected to PAN, the configuration of
the operation mode 4 sinks current through the parallel RC network formed by the output
resistance (Rout) and Cpin. Table 1 shows the typical values of the internal components of
the I/O ports [26,27].

Table 1. Typical values of the operational voltage of the circuits (VS), the ADC unit, the internal
circuitry to each I/O port and the TTL unit to each AVR® micro-controller [26,27].

Voltage
Source

ADC
Unit

Internal Circuitry
Parameters

TTL Unit

ATmega328P ATmega32U4

VS
(V) n Nmax

(2n − 1)
RAIN
(MΩ)

Rout
(Ω)

Rpu
(kΩ)

Cpin
(pF)

VIL
(V)

VIH
(V)

VIL
(V)

VIH
(V)

5 10 1023 100 600 32 24 −0.5–1.5 3.0–5.5 −0.5–0.9 1.9–5.5

The Rpu and Cpin values listed in Table 1 are representative values. In case of the
Rpu, both micro-controller datasheets [26,27] characterize the range of Rpu between 20 kΩ
to 50 kΩ, and solely for the purpose of the ADC unit it refers a typical reference input
resistance (RREF) value of 32 kΩ. As for the Cpin, the micro-controller datasheets [26,27] do
not provide a typical value; only a conceptual component is shown in the equivalent circuits
of the analog input circuitry representing the overall stray capacitance (also named Cpin).
Therefore, the typical stray capacitance listed in Table 1 considers all capacitive sources
in the internal analog input circuitry, such as: (i) the sampling and holder capacitance
(CS/H), approximately equal to 14 pF and (ii) the input capacitance (Ci) of each I/O pin,
approximately equal to 10 pF. Both CS/H and Ci are grounded; therefore, it is assumed that
the parallel of both Ci ‖ CS/H is the minimum value of Cpin and is approximately equal to
Cpin ∼= Ci ‖ CS/H

∼= 24 pF.
In practical terms, the operation mode of each port available on an AVR® micro-

controller must be configured according to the pseudo-code described in Figure 1 through
a low-level instruction set, which is not a user-friendly environment. However, Arduino®
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has developed an integrated development environment (IDE) platform with support of
high-level C++ functions such as pinMode() and digitalWrite(), an easy and user-friendly
method to configure the ports. Figure 1 describes the C++ code required to properly
configure each operation mode. In the following sections, it will be shown how the four
different configurations for the ports may be used to build an RCL bridge. First, it is shown
how to measure isolated resistors, capacitors and inductors, and then how to measure
combinations of resistors and capacitors in series or parallel.

2.3. Recording Circuit

The recording circuit to measure resistances, capacitances and inductances, either
isolated or in series and parallel is composed of the same internal components by setting two
I/O ports with alternate functions, namely PA0 and PA1 ports configured for pull-up input
(mode 1) and low output (mode 3), respectively, and as described in Section 2.2. Figure 1f
shows the equivalent circuit resulting from the combination of the internal circuitry of
each I/O port bridged by a load impedance (ZLOAD). In the following Sections 2.4–2.8,
the equivalent circuit shown in Figure 1f is detailed by replacing ZLOAD with resistance,
capacitance and inductance, either isolated or in series and parallel.

2.4. Measurements of an Isolated Load Resistance (R–Meter)

Considering that in the equivalent circuit shown in Figure 1f, ZLOAD is composed of
an isolated load resistance (RLOAD), the pull-up resistor (Rpu) at port PA0 drives a current
source that will sink through the parallel resistance path (RP) formed by the analog input
resistance (RAIN) and the sum of the load and output resistances (RLOAD + Rout). Thus,
for circuit analysis purposes, in Figure 2a, a reduction of the entire equivalent circuit to
a voltage divider circuit is shown. In Figure 2a, the variable NA0 is introduced as the
digital counterpart of the analog variable VA0, where NA0 = bNmax·(VA0/VS)c. The stray
capacitances (Cpin) were neglected from the equivalent circuit, since on DC measurements,
the capacitances behave as open circuit. In addition, to avoid interference of any stray
capacitance, the procedure is to implement a reasonable delay time (say 1 ms) after setting
the port PA0 to operation mode 2 (pullup input). This procedure assures that the stray
capacitances are open circuit (t� τ = RTCpin). Using Cpin = 25 pF and Rpu = 32 kΩ, one
obtains τ < 1 µs.
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Figure 2. Set-up of a pure load resistance meter (R-meter). (a) Reduction of the equivalent circuit to a
voltage divider circuit. (b) Pseudo-code used to implement the resistance meter mode.

In Figure 2a, VA0 is the measured voltage at port PA0 and is given by:

VA0 = VS
Rp

Rpu + Rp
(1)

where RP is given by RAIN || (RLOAD + Rout), and vs. is equal to the reference voltage
source (VREF). Solving the voltage divider Equation (1), RLOAD is found as:

RLOAD =
RAINRout − K(RAIN + Rout)

K− RAIN
, K = Rpu

VA0

VS −VA0
(2)
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where K is an auxiliary variable used to shorten the length of Equation (2). All the pa-
rameters described in Equation (2) are known values, and are available on the datasheet
of the micro-controller. The pseudo-code for a routine to measure RLOAD is described in
Figure 2b.

2.5. Measurements of an Isolated Load Capacitance (C–Meter)

Two methodologies are reported in this section: (i) fast acquisition mode, which is
based on the immediate response of the CLOAD charging cycle, and (ii) transient acquisition
mode, based on measuring the charging time until a threshold voltage is reached. It is
essential that prior to initiating measurements of CLOAD, all capacitive components are fully
discharged. A typical procedure to discharge all capacitances is achieved by configuring
the operation mode of the two I/O ports in use to low output (mode 3) and waiting, for
example, a period of ∆t ≥ 1 ms.

2.5.1. Fast Acquisition Mode of an Isolated Load Capacitance

As an exception to all other methods presented in this manuscript, the fast acquisition
mode to measure an isolated load capacitance (CLOAD) uses a different internal circuitry.
Therefore, Figure 3a shows the equivalent circuit resulting from the combination of the
internal circuitry of two I/O ports, PA0 and PA1, bridged by a pure load capacitance
(CLOAD). Essentially, the port PA1 is set in high output (mode 4) and links the voltage
source (VS) to the CLOAD terminal behaving as an input current source (iS), and the port
PA0 is set to floating input (mode 1), consisting of a measuring unit that links the input
current to the ground through a high impedance resistor (RAIN). Both the PA1 and PA0
ports consider the leakage current path to the ground through a stray capacitance (Cpin).
However, the Cpin located at PA1 can be neglected, since the characteristic time constant
(τA1) of PA1 is τA1 = RoutCpin ∼= 15 ns, and therefore, because the fastest clock cycle (τclk)
of the micro-controllers in use are approximately equal to τclk ≈ 5τA1, after a single clock
cycle the voltage in port PA1 (VA1) is stationary.
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Figure 3. Set-up of a pure load capacitance meter (C-meter). (a) Equivalent circuit of two analog
I/O ports bridged with a load capacitance (CLOAD). (b) Reduction of the equivalent circuit to an
impedance divider. (c) Pseudo-code used to implement the fast acquisition mode.

For circuit analysis purposes, assuming all capacitances are fully discharged at the
instant t = 0, all capacitances are shorted and all currents flow through the capacitive path.
In these circumstances, the circuit analysis is simpler considering that at t = 0 the current
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path flow exclusively through the capacitive path (CT) formed by the load (CLOAD) and
stray (Cpin) capacitors in series, given by CT = CLOADCpin/(CLOAD + Cpin). This allows the
reduction of the entire equivalent circuit to a voltage divider, as shown in Figure 3b, and is
only valid for measuring the impulse response. Thus, VA0 must be read immediately after
defining PA0 to floating input and PA1 to high output.

One approach to find the load capacitance is through the analysis of the charge level
(Q) of the circuit. Since both CLOAD and Cpin are in series, the charge level must be equal in
both capacitances (QLOAD = Qpin), thus allowing the expression of VA0 as:

VA0 = VS
Cpin

Cpin + CLOAD
(3)

where the solution given by Equation (3) assumes QLOAD = CLOAD (VS − VA0) and Qpin =
CpinVA0. Rearranging (3), CLOAD is found as:

CLOAD = Cpin
VA0

VS −VA0
(4)

The size of Cpin is made available through the datasheet of the micro-controller, and
is typically 25 pF, while vs. is equal to the reference voltage source (VREF), and VA0 is
the measured voltage at port PA0. Thus, all parameters are known, and CLOAD can be
determined. Lastly, the fast acquisition mode methodology is limited by the size of the Cpin,
such that, if VA0 → Nmax, the maximum range of (4) is an asymptote with CLOAD → ∞.
Therefore, an approximation to determine the range of measurable CLOAD is:

Cpin

Nmax − 1
≤ CLOAD ≤ Cpin(Nmax − 1) (5)

where the total range is obtained for 1 ≤ NA0 < Nmax − 1. The pseudo-code for a routine to
measure CLOAD through the fast acquisition mode is described in Figure 3c.

2.5.2. Transient Acquisition Mode of an Isolated Load Capacitance

As pointed out before, the fast-acquisition mode methodology has limitations for
large capacitances, thus requiring a different measurement strategy, namely monitoring
the transient during the charging cycle of a CLOAD bridging the ports PA0 and PA1 in the
equivalent circuit shown in Figure 1f. The stray capacitances (Cpin) are not larger than some
tens of pico-Farads (pF) and can therefore be neglected.

The remaining circuit analysis is simpler and is preferably done using the impedance
analysis. Figure 4a shows the impedance representation of the equivalent circuit, where
Zin represents the impedance due to the pull-up resistance (Rpu) at the input port PA0,
and Zout is the output impedance formed by the parallel RC network between the analog
input resistance (RAIN) and the series RC network (ZLOAD + Rout). ZLOAD is the impedance
representation of the load capacitance (CLOAD). Therefore, an estimation of CLOAD is
obtained using the step response of the impedance divider circuit shown in Figure 4b,
which is given by:

VA0(t) = VS

(
1− e

−t
τ

)
, τ = RTCLOAD (6)

where RT is the total resistance path contributing for the potential difference on the capaci-
tance terminals given by RT = RAIN || Rpu + Rout. Thus, CLOAD can be found at any time t
by rearranging Equation (6) to:

CLOAD =
t

RT· ln
(

VS
VS−VA0(t)

) (7)

where t is the time since starting the charging of the capacitance. All parameters in
Equation (7) are known except for the time (t). Thus, to find the CLOAD value, the elapsed
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time (∆t) must be determined, since t = 0 until a threshold voltage (Vth) is reached. For
instance, solving Equation (6) with t = τ allows the definition of Vth = (1 − e−1)VS and
therefore solves Equation (7). The elegant procedure for testing Vth makes use of the built-in
transistor-transistor logic (TTL) unit to monitor VA0 by setting the TTL unit high voltage
threshold (VIH) to the Vth (Vth = VIH), allowing not only the avoidance of the computation
of the Vth, but also the enhancement of the accuracy of the measurement. In practical terms,
the elapsed time (∆t) since CLOAD initiates the charging cycle (t = 0) until the TTL unit
changes to the logical state high ‘1’ (VA1 ≥ VIH) must be measured, as well as proceeding
to the reading of VA0 using the ADC unit (NA0). Then, CLOAD is found by replacing VA0
and t by the measured values of NA0 and ∆t in Equation (7). Figure 4c depicts the voltage
step response of the impedance divider circuit. The highlighted region delimited between
the voltage level VIH and vs. represents the operation region where the TTL logic unit
changes of logic state low ‘0’ to high ‘1’. For reference, Table 1 includes the typical values
of VIH for the ATmega328P and ATmega32U4 micro-controllers.
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Pseudo-code:

Zout = ZAIN || (ZLOAD + Zout)

iS Zin = ZRpu

VS

VA0 NA0ADC

Time (t)
0

Vo
lta

ge
 (V

A
0)

VS
TTL 

High ‘1’VIH
VC ≈ VIH

Δt

(c)(b)

(a)

Figure 4. Set-up for recording a pure load capacitance (CLOAD) through the transient acquisition
mode. (a) Impedance representation of the reduced equivalent circuit. (b) Illustration of the step
response in voltage measured at the input terminal of CLOAD. VIH is defined in Table 1. (c) Pseudo-
code used to implement the transient acquisition mode.

Additionally, the transient acquisition mode methodology is limited by the character-
istic time constant (τ) of the circuit, such that if τ→ 0, the charging velocity (dv/dt) of the
CLOAD increases to proportions where high temporal resolution is required to measure the
NA0 accurately, since NA0 → Nmax just before the first reading is taken, causing the ADC
unit to overflow. An approximation of the ranging limits of the transient acquisition mode
is given by:

∆t
RT· ln(Nmax)

≤ CLOAD(t) ≤
∆t

RT· ln
(

Nmax
Nmax−1

) (8)

where in Equation (8) the lower and upper resolution of the ADC unit (NA0) are solved
assuming 1 ≤ NA0 ≤ Nmax − 1. Using the typical values provided in Table 1, the detection
limit of the interface assuming the fastest reading of the ADC unit could be achieved after
one clock-cycle (∆t = 62.5 ns). Then, the minimum range of the transient acquisition method
varies between 214 fF ≤ Cmin ≤ 392 fF with 22.4 kΩ ≤ Rpu ≤ 41.6 kΩ. Nevertheless, the
impact of the stray capacitances (Cpin) was neglected, and therefore such a range is merely
indicative, since Cpin � Cmin. As for the maximum range of the transient acquisition
method, the maximum ∆t is limited by the size of the unsigned long variables given by
∆t = (232 − 1) × 1 µs ∼= 4295 s. Thus, the maximum range corresponds to a battery-like
storage unit rather than a capacitor, as it is some hundreds of farads. The pseudo-code of a
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routine to perform the measurement of CLOAD through the transient acquisition mode is
described in Figure 4c.

2.6. Measurements of a Serial RC Network (RC–Meter Mode)

Considering that in the equivalent circuit shown in Figure 1f, ZLOAD is composed by
a series RC network, the strategy to extract CLOAD and RLOAD resembles the previously
described techniques to measure a pure resistor in Section 2.4 and a pure capacitor through
the transient acquisition mode in Section 2.5.2. However, the TTL-based technique used
to determine CLOAD cannot guarantee that a TTL transition will occur in the transient
response of the circuit, since the voltage VA0 might start at a value above the TTL threshold
(VIH). Instead, the monitoring process of the transient response must be carried out
exclusively using the analog functions available on the AVR® micro-controller ports. First,
the CLOAD must be completely discharged, which requires defining both ports PA0 and
PA1 to low output configuration for a reasonable time, and then defining PA0 to a high-
impedance SMU, while maintaining PA1 as low output. For the sake of simplicity, the stray
capacitances (Cpin) are neglected, which is allowed if they are not larger than some tens of
pico-farads (pF).

With CLOAD fully discharged, after setting the port PA0 to a high-impedance SMU
(t = 0), a voltage step is applied on the serial RC circuit. Since CLOAD is empty, it behaves as
a short-circuit, which results in an equivalent circuit, as shown in Figure 2a, thus allowing
the extraction of the RLOAD value through use of the technique described in Section 2.4
to measure a pure resistor (note that the port configuration is the same). The measured
voltage (VA0) at the instant t = 0 defines an offset voltage (VR). For any instant t > 0, CLOAD
starts to accumulate charge, and the same circuit analysis described in Section 2.5.2 applies
to determine the transient dynamics of the voltage step response. For t→ ∞, CLOAD is
fully charged and behaves as an open circuit, thus forcing the current to flow exclusively
through the analog input resistance (RAIN), as represented in Figure 1f by the current path
‘iR’. Thus, considering the influence of the charging current (iL) due to the series RLOAD, an
estimation of CLOAD is obtained using the step response of the equivalent circuit shown in
Figure 1f that is given by:

VA0(t) = VR + VREF

(
1− e

−t
τ

)
, VR =

VS

Rpu

(Rout + RLOAD)
(

RAIN ‖ Rpu
)

Rout + RLOAD + RAIN ‖ Rpu
, (9)

where VR is the offset voltage due to the series RLOAD, VREF is the new reference voltage of
the circuit given by VREF = vs. − VR, τ is the characteristic time constant of the equivalent
circuit given by the τ = RTCLOAD and RT is the total resistance path contributing to the
potential difference on the capacitance terminals given by RT = RAIN || Rpu + RLOAD +
Rout. Thus, CLOAD can be found at any time t by rearranging Equation (9) to:

CLOAD =
t

RT ln
(

VREF
VREF−VA0(t)

) (10)

where t is the time that takes charges to accumulate in the capacitance. Figure 5a illustrates
the transient response to a voltage step expressed by Equation (10), where the highlighted
region consists of the offset voltage (VR) due to the bridge of ports PA0 and PA1 with
the serial RC network. As for the reading capacitance voltage level (VC) it is determined
when t = τ = RTCLOAD, and is given by VC = VR + (1 − e−1)(VS − VR). Therefore, all
parameters in Equation (10) are known except for the time (t). To extract CLOAD, a routine
to determine the elapsed time (∆t) until the measured voltage (VA1) is greater than or equal
to VC (VA0 ≥ VC) must be implemented. Figure 5b depicts the pseudo-code of a routine to
implement the measurement of a serial RC network. In practical terms, CLOAD is found by
replacing in Equation (10) VR with the measured value of NA0 at t = 0 (NR), vs. with the
maximum resolution of the ADC unit (Nmax) and VA0 and t with the measured value of
NA0 and ∆t after VA0 ≥ VC, respectively.
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(a)

Set port PA0 and PA1 to LOW OUTPUT

Wait 1 millisecond: delay (1)

Set port PA0 to INPUT PULLUP

Sample port PA0: VR measures VA0
Read timer: TS measures microseconds

Define stop condition:

VTAU = VR + 0.6322 × (VS – VR)

do

Sample port PA0: VC measures VA0
while (VC <= VTAU)

Read timer: TE measures microseconds

Determine elapsed time (Δt): T = TE – TS

RLOAD is given by Eq.(2) : Replace VA0 by VR

CLOAD is given by Eq.(10): Replace VA0 by VC

t by T

Pseudo-code:

(b)

Time (t)
0

Vo
lta

ge
 (V

A
0)

VS

VR

τ

VC

RL VR = VA0|t=0

VC = VR+ (VS ‒VR)(1 ‒ e‒1)

CLRL

Figure 5. Set-up for recording a load impedance (ZLOAD) formed by a serial RC network. (a) Illustra-
tion of the transient response to a voltage step at the input terminal (PA0). (b) Pseudo-code used to
implement the measurement of a serial RC network.

2.7. Measurements of a Parallel RC Network (RC–Meter Mode)

Considering that in the equivalent circuit shown in Figure 1f, ZLOAD is composed of a
parallel RC network (CLOAD‖RLOAD), the strategy to extract CLOAD and RLOAD resembles
the previously described technique in Section 2.6, although it must be noted that the change
of the load capacitance (CLOAD) from serial mode to parallel mode causes RLOAD to saturate
at the reference voltage (VF = VR) level when t→ ∞ and the voltage offset is null at t = 0.
Thus, the step response of the equivalent circuit shown in Figure 1f is given by:

VA0(t) = VF

(
1− e

−t
τ

)
, (11)

where VF is given by the expression of VR that is defined in Equation (9), τ is the charac-
teristic time constant of the equivalent circuit given by τ = RTCLOAD and RT is the total
resistance path given by RT = (RAIN || Rpu) || (RLOAD + Rout). Figure 6a illustrates the
transient response to a voltage step expressed by Equation (11). For t → ∞, CLOAD is
fully charged and behaves as an open circuit, forcing the current (iL) represented in the
equivalent circuit shown in Figure 1f to flow exclusively through the RLOAD to the ground.
Therefore, the extraction of RLOAD is analytically indeterminate, unless an approximation
is made, such as, considering for any period (∆t) larger than five times the characteristic
time constant (τ) (∆t > 5τ), Equation (11) is approximately equal to VA0 = VF(1 − e−5)
≈ VF, where the term (1 − e−5) ≈ 0.993 shows that the approximation has a maximum
error of 0.7% when determining the RLOAD value. Thereby, assuming for any ∆t > 5τ the
plateau VA0 = VF is reached, the RLOAD value is obtained using the technique described in
Section 2.4 to measure a pure resistor, replacing in Equation (2) VA0 by VF, where VF is the
measured voltage for any instant ∆t > 5τ. The next step is to determine the CLOAD value
through the arrangement of Equation (11) with τ = RTCLOAD by:

CLOAD =
t

RT· ln
(

VF
VF−VA0(t)

) (12)

where t is any instant of the step-response and VA0 the correspondent measured voltage.
The determination of VF is critical to find both CLOAD and RLOAD values. The simplest
approach to find VF using the transient response to a voltage step is to define the maximum
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characteristic time constant (τmax) to measure. In these circumstances all parameters are
known, and both CLOAD and RLOAD values can be measured using Equations (2) and (10).
Figure 6b depicts the pseudo-code of a routine to implement the measurement of a parallel
RC network.
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Pseudo-code:
Define highest time constant (τ) to be 
measured: tau

Determine time (Δt) until threshold  
voltage (VF): T = 5 × tau

Set port PA0 and PA1 to LOW OUTPUT

Wait 1 millisecond: delay (1)

Set port PA1 to INPUT PULLUP

Wait until Δt = τ : delay (tau)

Sample port PA1: VC measures VA1
Wait until Δt = 5τ : delay (T ‒ tau)
Sample port PA1: VF measures VA1
RLOAD is given by Eq.(2) : Replace VA0 by VF

CLOAD is given by Eq.(12): Replace VA1 by VC

t by T
(a) (b)

5τ
Time (t)

0

Vo
lta

ge
 (V

A
0)

VS

VF

τ

VC = VF(1 ‒ e‒1)

RLOAD

Figure 6. Set-up for recording a load impedance (ZLOAD) formed by a parallel RC network. (a) Illustration
of the transient response to a voltage step at the input terminal (PA0). (b) Pseudo-code used to
implement the measurement of a parallel RC network.

2.8. Measurements of an Isolated Load Inductance (L–Meter Mode)

Considering that in the equivalent circuit shown in Figure 1f, ZLOAD is composed
of an isolated load inductance (LLOAD), and that for the sake of simplicity, the stray ca-
pacitances (Cpin) are neglected, which is allowed if they are not larger than some tens of
pico-farads (pF), the circuit analysis is simpler than and preferable to using the impedance
analysis. Figure 7a shows the impedance representation of the equivalent circuit, where
Zin represents the impedance due to the pull-up resistance (Rpu) at the input port PA1,
and Zout is the output impedance formed by the parallel RC network between the analog
input resistance (RAIN) and the series RC network (ZLOAD + Rout). ZLOAD is the impedance
representation of the load inductance (LLOAD), given by ZLOAD = jωLLOAD. Therefore, an
estimation of LLOAD is obtained using the step response of the impedance divider circuit
shown in Figure 7a, which is given by:

VA0(t) = VS

(
1− e

−t
τ

)
, τ = LLOAD/RT, (13)

where RT is the total resistance path contributing to the potential difference on the induc-
tance terminals given by RT = RAIN || Rpu + Rout. Thus, LLOAD can be found at any time t
by rearranging Equation (13) to:

LLOAD =
tRT

ln
(

VS
VS−VA0(t)

) , (14)

where t is the time that takes charges to accumulate in the inductance. Except for the time (t),
all parameters in Equation (14) are known and available in Table 1. Therefore, the strategy
to solve the time (t) of Equation (14) requires a similar approach, as previously described
for the measurement of an isolated capacitance through the transient response. In this
case, it must be monitored when the threshold voltage (Vth) over LLOAD is approximately
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equal to Vth = VS·(1 − e−1). As for the isolated capacitance measurement described in
Section 2.5.2, the elegant and simpler procedure for testing Vth, involves making use of
the built-in transistor-transistor logic (TTL) unit to monitor VA0 by setting the TTL unit
low voltage threshold (VIL) the Vth (Vth = VIL). In practical terms, the elapsed time (∆t)
since LLOAD initiates the cycle (t = 0) until the TTL unit changes to the logical state low
‘0’ (VA0 ≤ VIL) must be measured, proceeding afterwards to the reading of VA0 using the
ADC unit (NA0). Then, LLOAD is found by replacing VA0 and t with the measured values of
NA0 and ∆t in Equation (14). Figure 7b depicts the voltage step response of the impedance
divider circuit. The highlighted region delimited between the voltage level VIL and vs.
represents the operation region where the TTL logic unit changes of logic state high ‘1’ to
low ‘0’.
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Set port PA0 and PA1 to LOW OUTPUT

Wait 1 millisecond: delay (1)

Set port PA0 to INPUT PULLUP

Read timer: TS measures microseconds

do

Sample digital port PA0: NA1 measures VA0
while (NA0 == 1)

Read timer: TE measures microseconds

Sample port PA0: NA0 measures VA0
Determine elapsed time (Δt): T = TE – TS

LLOAD is given by Eq.(14): Replace VA0 by VC

t by T

Pseudo-code:

Zout = ZAIN || (ZLOAD + Zout)

iS Zin = ZRpu

VS

VA0 NA0ADC

Time (t)
0

Vo
lta

ge
 (V

A
0)

VS

TTL 
Low ‘0’

VIL
VA0 ≈ VIL

Δt

(c)(b)

(a)

Figure 7. Set-up for recording an isolated load inductance (LLOAD) through the transient acquisition
mode. (a) Impedance representation of the reduced equivalent circuit. (b) Illustration of the step
response in voltage measured at the input terminal of LLOAD. VIL is defined in Table 1. (c) Pseudo-
code used to implement the inductance transient acquisition mode.

The measurement range of the inductance is limited due to the ADC unit resolution,
where the technique described above to monitor the transient response to a voltage step
is limited by the characteristic time constant (τ) of the circuit, such that if τ → 0, the
charging current velocity (di/dt) of the LLOAD decreases to such proportions that accurately
measuring the NA0 requires high temporal resolution, since NA0 → 0 just before the first
reading is taken, causing the ADC unit to overflow. An approximation of the ranging limits
of the transient acquisition mode is given by:

∆t·RT

ln(Nmax)
≤ LLOAD(t) ≤

∆t·RT

ln
(

Nmax
Nmax−1

) (15)

where in Equation (15) the lower and upper resolution of the ADC unit (NA0) are solved
assuming 1 ≤ NA0 ≤ Nmax − 1. With the same values and assumptions used for the
transient C-method, the range of measurement will vary between 0.2 mH ≤ LLOAD ≤ 1.5 H
with Rpu = 22.4 kΩ, and 0.4 mH ≤ LLOAD ≤ 2.7 H with Rpu = 41.6 kΩ. These measurable
values of LLOAD are not very useful in real life applications, and for that reason in this
manuscript only the methodology is provided as proof of concept to perform measurements
with AVR® micro-controllers of an isolated inductance. In spite of this, the pseudo-code is
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provided in Figure 7c to implement the measurements of an isolated LLOAD through the
transient acquisition mode built-in AVR® micro-controllers.

2.9. Data Acquisition and Analysis

The open-source Arduino® IDE software was used to program and upload the scripts
on the AVR® micro-controllers. All routines that were programmed to perform the mea-
surements of the RCL-meter are based on the pseudo-codes previously described in each
method. The data acquisition was carried out with the serial interface made available on
the Arduino® IDE software. The collected data were handled with MATLAB® to perform
the data analysis. All measurements were performed at room temperature, about 25 ◦C.

2.10. Noise and Uncertainty of the Measurements

To achieve the highest measurement accuracy of the RCL parameters, the parasitic ca-
pacitances must be minimized by leaving a space of two analog pins between the measured
ports, e.g., ports PA0 and PA3, and shorten the connection cables to a minimum size.

Additionally, the impact of noise sources in the measurements must be considered.
This includes the thermal and 1/f contributions, which are not easily modelled, but are
included in the global noise measurements. The measured noise of the voltage source (∆Vn)
was 6.7 mV (with the Arduino board powered through the USB interface connected to a
local-PC), comparable to the digitalization uncertainty of the ADC (5 mV) described below.
This value permits an enhancement of the accuracy of the ADC unit by oversampling
techniques. This shows that the digitalization dominates over thermal and 1/f noise
contributions. Thus, in this analysis we only calculate the effect of digitalization uncertainty.
Using the default ADC sampling time of 100 µs, the digitalization uncertainty of a 10-bit
ADC unit relative to the reference voltage (VREF) of 5 V, the least significant bit (LSB) voltage
is 4.9 mV. To analyze the impact of this digitalization uncertainty, the relative uncertainty
(ur) associated with the analog to digital round off was determined as:

ur =
f (Nmeas+0.5)− f (Nmeas − 0.5)

f (Nmeas)
, (16)

where f (N) represents one of the previous Equations (2), (4), (7), (10), (12) and (14) used to
determine the RLOAD, CLOAD and LLOAD values. Then, the oversampling technique allow
for reducing the digitalization uncertainty (ur) by a factor of 1/N but limited by other
sources of uncertainty (noise).

2.11. Relative Accuracy and Precision of the Measurements

The errors associated with the accuracy and precision of the measurements were
analyzed through the relative accuracy (ar) and the relative precision (pr). The relative pre-
cision (pr) measures the dispersion of the measured impedance values (Zmeas) normalized
to their average (Zmeas) and was estimated by pr = SD(Zmeas)/Zmeas, where SD represents
the standard deviation of the measured values. The relative accuracy (ar) measures the
closeness of the measured Zmeas to the true or reference value, Znominal, and was estimated
by ar = |Zmeas − Znominal|/Znominal.

2.12. Linearization of the ADC Unit

Work was done to improve the linearization of the ADC unit output. By linearization
is here meant the maximization of the correlation between measured and nominal values,
which depends on the correct knowledge of the micro-controller’s parameters. Since all
methods presented previously to measure an unknown load impedance (ZLOAD) use the
same ports configuration (except for the measurements of an isolated load capacitance
using the fast acquisition mode), the simplest method to optimize the linearization of
the measurements is to replace ZLOAD with a pure known load resistance (RLOAD) and
use different resistor sizes to test and maximize the range and accuracy of the ADC unit.
Then, Equation (2) must be used as a fitting function, where the RLOAD values must be
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replaced by the nominal values provided by the manufacturer of the resistor, and VA0 and
vs. by the ADC unit values. Figure 8a shows the NA0 values collected with through-hole
resistors bridging two ports of the micro-controllers. All samples consist of an average of
100 consecutive measurements. The data were distributed in a logarithmic scale along the
horizontal axis according to the nominal resistance value provided by the manufacturer.
The red triangles represent the samples measured with the ATmega328P and the blue
circles represent the ATmega32U4. Ordinary Least Squares (OLS) were used to fit the
data shown in Figure 8a, but with a small twist, which consisted of applying the natural
logarithm (ln) to the OLS objective fit function and to the measured NA0 values. This
proved able to cope better with the large range of resistance values, encompassing several
orders of magnitude. Then, to extract the optimized values of RAIN, Rout and Rpu, the
user must provide a guess estimation and use a nonlinear programming solver to find the
minimum values of the OLS objective function around the estimated values, taken from
the manufacturer datasheets. Table 2 shows the extracted values of RAIN, Rout and Rpu for
both ATmega328P and ATmega32U4 AVR® micro-controllers used in the current work.
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Figure 8. Comparison between the ATmega328P and ATmega32U4 AVR® micro-controllers configured
to record an isolated load resistance (RLOAD). (a) Measured ADC unit discrete values at port PA0 (NA0).
Each sample consists of an average of 100 consecutive measurements. (b) Measured load resistance
(RLOAD) values according to Equation (2). The green dashed lines represent the theoretical lines.
(c) Relative accuracy (ar) and (d) relative precision (pr) of the measurements in function of Rnominal.
The black dashed line represents the relative uncertainty (ur) of the RLOAD measurements according
to Equation (16). The white and grey shading areas highlight the levels of ur, ar and pr better than 5%,
10% and 20%. A legend to describe the color scheme used in all plots of Figure 8 was included.

Figure 8a shows the ADC readings as a function of the nominal ADC values. Actual
values for both ATmega328P and ATmega32U4 micro-controllers are represented by sym-
bols, and the corresponding fitted lines from Equation (2) (overlapped) in dashed green.
The figure inset provides a closer view of the measured samples between 0.5 Ω to 10 Ω.
The fitted parameters allow a broad working range of about 8 orders of magnitude for
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the measured resistance. Otherwise, using typical values provided by the manufacturer
would result in a working range of only 2 orders of magnitude. This procedure was per-
formed only once and the values obtained for RAIN, Rout and Rpu were used in all the
subsequent measurements.

Table 2. Optimized values of the RAIN, Rout, Rpu and Cpin for both ATmega328P and ATmega32U4
AVR® micro-controllers.

ATmega328P ATmega32U4

RAIN
(MΩ)

Rpu
(kΩ)

Rout
(Ω)

Cpin
(pF)

RAIN
(MΩ)

Rpu
(kΩ)

Rout
(Ω)

Cpin
(pF)

3.537 36.89 565.8 23.48 5.451 36.66 542.2 25.5

Likewise, the same fitting analysis previously described was used to optimize the
value of Cpin, which is required to perform measurements of an isolated load capacitance
through the fast acquisition mode. In this case, through-hole capacitors of different sizes
were used to bridge two I/O ports of the micro-controller, and Equation (4) was used as
a fitting function for the measurements of the NA0 values shown in the Figure 9a. The
Cpin values extracted for each micro-controller are shown in Table 2. The MATLAB scripts
written to perform the OLS fitting are available in the Supplementary Materials.
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Figure 9. Comparison between the ATmega328P and ATmega32U4 AVR® micro-controllers config-
ured to record an isolated load capacitance (CLOAD) through the fast acquisition mode. (a) Measured
ADC values at port PA0 (NA0). Each ADC sample consists of an average of 100 consecutive mea-
surements. (b) Measured load capacitance (CLOAD) given by Equation (4). The green dashed lines
represent the theoretical lines. (c) Relative accuracy (ar) and (d) relative precision (pr) of the measure-
ments in function of Cnominal. The black dashed line represents the relative uncertainty (ur) of the
CLOAD measurements according to Equation (16). The white and grey shading areas highlight the
levels of ur, ar and pr better than 5%, 10% and 20%. A legend to describe the color scheme used in all
plots of Figure 9 was included.
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3. Results

Commercial through-hole resistors and capacitors in the ranges 0.5 Ω–80 MΩ and
100 Ff–4.7 mF (±5%), respectively, were used to perform measurements of either isolated
or in series and parallel electrical components with the AVR® micro-controllers. The
capacitances in the fF range were of SMD type (Kyocera AVX, Fountain Inn, SC, USA),
and all capacitances above 1 µF were aluminum electrolyte capacitor type. The validations
were made by comparing the measurements results with the components’ nominal values.
In all cases, each data point corresponds to the average of 100 measurements performed in
a continuous loop.

3.1. Characterization of Isolated Resistance Measurements

The resistance measurements were performed with a set of resistors independent
of those used to linearize the ADC. Using the methodology described in Section 2.4, the
voltages at port PA0 (VA0) were recorded with the ADC unit (NA0), and the measurements
were inserted in Equation (2), to obtain the RLOAD values shown in Figure 8b. This figure
also includes the same resistances measurements recorded with a commercial instrument,
the Fluke 8840A multimeter (Fluke Corporation, Everett, WA, USA), for reference and
validation. These are excellent results for a low-cost technique. However, it is important to
keep in mind that each individual point is the average of 100 consecutive measurements,
performed in a loop. Table 3 provides numeric detail on the data shown in Figure 8b.

Table 3. Comparison of the ATmega328P, ATmega32U4 and Fluke 8840A measured load resistance
(RLOAD) values ± standard deviation (SD).

Rnominal
ATmega328P ATmega32U4 Fluke 8840A ATmega328P ATmega32U4 Fluke 8840A

RLOAD ± SD Rnominal RLOAD ± SD

0.5 Ω 0.6 ± 0.4 0.62 ± 0.4 0.548 ± 0.001 5.6 kΩ 5.679 ± 0.001 5.7261 ± 0.0006 5.5390 ± 0.0002

1 Ω 1.2 ± 0.2 0.86 ± 0.2 1.044 ± 0.001 8.2 kΩ 8.539 ± 0.009 8.6078 ± 0.0009 8.1837 ± 0.0002

2.2 Ω 1.6 ± 0.3 2.30 ± 0.5 2.247 ± 0.001 10 kΩ 10.101 ± 0.002 10.1772 ± 0.0008 9.9313 ± 0.0002

5.6 Ω 5.7 ± 0.4 5.70 ± 0.6 5.645 ± 0.001 22 kΩ 21.9 ± 0.3 22.1858 ± 0.0008 21.846 ± 0.0000

8.2 Ω 9.1 ± 0.2 7.72 ± 0.6 8.251 ± 0.001 56 kΩ 55.0 ± 0.1 55.789 ± 0.002 55.8529 ± 0.0003

10 Ω 10.5 ± 0.3 8.77 ± 0.5 10.031 ± 0.005 82 kΩ 80.8 ± 0.1 81.891 ± 0.002 81.914 ± 0.002

22 Ω 22.4 ± 0.4 20.1 ± 0.5 21.901 ± 0.002 100 kΩ 97.3 ± 0.2 98.812 ± 0.003 98.622 ± 0.008

56 Ω 59.7 ± 0.4 55.7 ± 0.5 56.023 ± 0.004 220 kΩ 211.9 ± 0.4 217.55 ± 0.01 219.267 ± 0.007

82 Ω 83.3 ± 0.3 83.1 ± 0.4 82.532 ± 0.0014 560 kΩ 535 ± 5 549.7 ± 0.1 561.045 ± 0.009

100 Ω 102.2 ± 0.3 101.9 ± 0.4 99.44 ± 0.02 820 kΩ 777 ± 7 811.4 ± 0.2 824.71 ± 0.01

220 Ω 224.3 ± 0.3 224.2 ± 0.4 220.560 ± 0.004 1 MΩ 0.906 ± 0.007 0.9894 ± 0.0002 1.0140 ± 0.00004

560 Ω 576.9 ± 0.4 573.6 ± 0.8 556.14 ± 0.01 2.2 MΩ 2.14 ± 0.05 2.193 ± 0.004 2.2171 ± 0.0002

820 Ω 835.8 ± 0.6 833.840 ± 0.0001 817.19 ± 0.03 6.8 MΩ 6.3 ± 0.3 6.89 ± 0.01 6.986 ± 0.002

1 kΩ 1.0348 ± 0.0006 1.0331 ± 0.0004 0.9945 ± 0.0001 8.2 MΩ 8.8 ± 0.3 7.87 ± 0.05 8.2066 ± 0.0001

2.2 kΩ 2.242 ± 0.001 2.2596 ± 0.0005 2.1955 ± 0.0001 10 MΩ 10.3 ± 0.2 9.60 ± 0.03 10.129 ± 0.008

Figure 8c shows the relative accuracy (ar) of the measurements as a function of the
nominal resistance, as defined in Section 2.11. Figure 8d shows their relative precision, pr,
also defined in Section 2.11 (data points), and the estimated upper limit for the relative
uncertainty caused by the digitalization round-off error, ur, defined in Equation (16) and
represented by the dashed line. Note that the standard deviations are calculated on samples
that are already averages of 100 points, which means that ur should be divided by 10,
for a correct comparison with pr. Both plots include white and grey shading regions to
highlight the levels of ar and pr better than 5%, 10% and 20%. The two plots show better
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performance of the method in the intermediate resistance range and its degradation in the
regime of very low or very high resistances. This is because the lower and upper limits for
RLOAD correspond to NA0 tending to the higher (Nmax) and lower (≈0) values of the digital
output, respectively, where the roundoff errors introduced by digitalization become more
important, affecting both precision and accuracy.

Most of the data points lay below the ur curve. This is because ur is merely an upper
limit for the digitalization noise, which is actually lower. In any case, the plot indicates that
the main uncertainty source in the determination of resistance is the digitalization roundoff.

In terms of performance, the ATmega32U4 delivers better results. The range defined
by pr < 5% is approximately 10 Ω–10 MΩ for the ATmega328P and 10 Ω–80 MΩ for the
ATmega32U4, while the range defined by ar < 5% is 100 Ω–100 kΩ for the ATmega328P
and 100 Ω–10 MΩ for the ATmega32U4.

The sensitivity of the R-meter (minimum detectable increment in resistance) was
assessed at a representative value of 1 kΩ, as well at increments of 0.5, 1 and 4.7 Ω.
50 measurements were acquired at each resistance value. The average of the 50 ADC
counts were plotted against the resistance values and a local slope ADC counts/Ω was
determined. The standard deviations of the 4 measurements were also calculated and
averaged to get a typical value. A conservative estimative of the sensitivity was then
performed by calculating the increase in resistance needed to shift the ADC count by two
standard deviations, which was about 1.2 Ω or 0.1% of the nominal value. Additionally, a
student t-test analysis was performed by comparing all the 4 datasets of 50 measurements
against each other to conclude that they were all different (p < 0.05). This suggested that
even an increment of 0.5 Ω is enough to change the output of the R-meter, which is about
2 times less than the previous conservative estimate.

3.2. Characterization of Isolated Capacitance Measurements: Fast Acquisition Method

Using the methodology described in Section 2.5.1 with different commercial capacitors
varying from 100 fF to 100 nF, measurements of the voltage at port PA0 (VA0) were recorded
with the ADC unit (NA0) and shown in Figure 9a. Figure 9a also includes a green dashed
line that represents the theoretical lines for the two micro-controllers (overlapped), obtained
from Equation (3) with the fitted Cpin values shown in Table 2. The measured NA0 and
fitted Cpin values were replaced in Equation (4) to determine the load capacitance (CLOAD),
shown in Figure 9b. At the end of Section 3.2, Table 4 was included, providing numeric
detail on the data shown in Figure 9b. For reference and validation, this plot also includes
the measurements recorded with two commercial instruments, the BK Precision 890C
capacitance meter (B&K Precision Corporation, Yorba Linda, CA, USA) and the Fluke
PM6304 impedance meter (Fluke Corporation, Everett, WA, USA) at the lowest frequency
available (f = 50 Hz). The green dashed line is CLOAD = Cnominal, showing that the CLOAD
values determined by both micro-controllers match the target values within the range
100 Ff–10 nF, thus achieving a range of about 5 orders of magnitude.

Figure 9c,d allow a more detailed view of the quality of this match and display ar, pr
and ur (in the same way as in Figure 8c,d). The accuracy ar drops significantly above 10 nF
because the voltage drop at the load capacitance tends towards the circuit voltage source
(NA0 → Nmax), as predicted by Equation (5), inducing large errors in the determination
of CLOAD.

This is evidenced in the ur curve represented (black dashed line in Figure 9d), showing
the same V-shaped distribution ur, as described in Figure 8d, for the resistance measurement.
The overlap between ur and pr means that the main source of variability is the digitalization
noise, to which the fast C-meter adds almost no contribution.
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Table 4. Comparison of the ATmega328P, ATmega32U4 and Fluke 8840A measured load capacitance
(CLOAD) values ± standard deviation (SD) through the fast acquisition mode.

Cnominal
ATmega-328P ATmega-

32U4
Fluke

PM6304
BK

890C
ATmega-

328P ATmega-32U4 Fluke
PM6304

BK
890C

CLOAD ± SD Cnominal CLOAD ± SD

1 pF 1.126 ± 0.004 1.050 ± 0.005 12 ± 8 1.3 ± 0.6 560 pF 550.0 ± 0.8 510.89 ± 0.05 526 ± 3 531 ± 3

1.5 pF 1.640 ± 0.002 1.541 ± 0.003 16 ± 18 1.9 ± 0.3 680 pF 644 ± 1 600.30 ± 0.05 678 ± 5 677 ± 7

2.7 pF 2.834 ± 0.003 2.782 ± 0.004 14 ± 8 3.3 ± 0.6 1 nF 1.012 ± 0.003 0.93558 ± 0.00004 0.999 ± 0.009 1.008 ± 0.004

3.9 pF 4.101 ± 0.003 3.998 ± 0.004 12 ± 5 8 ± 1 1.5 nF 1.445 ± 0.007 1.34302 ± 0.00003 1.493 ± 0.005 1.517 ± 0.002

5.8 pF 5.860 ± 0.002 5.709 ± 0.003 17 ± 19 7 ± 3 2.2 nF 2.08 ± 0.01 1.88744 ± 0.00004 2.185 ± 0.005 2.24 ± 0.01

8.2 pF 8.527 ± 0.003 8.278 ± 0.003 17 ± 5 9.3 ± 0.4 3.3 nF 3.29 ± 0.03 2.93701 ± 0.00003 3.314 ± 0.006 3.401 ± 0.003

10 pF 10.231 ± 0.002 9.900 ± 0.002 18 ± 5 11.2 ± 0.3 6.8 nF 7.4 ± 0.2 6.58318 ± 0.00003 7.096 ± 0.02 7.13 ± 0.06

20 pF 20.711 ± 0.003 19.672 ± 0.002 25 ± 4 22.300 ± 0.000 7.5 nF 9.0 ± 0.2 7.98201 ± 0.00004 7.56 ± 0.05 7.7540 ± 0.0004

47 pF 46.934 ± 0.009 46.59 ± 0.04 49 ± 7 49.3 ± 0.5 10 nF 12.0 ± 0.4 9.51585 ± 0.00003 10.15 ± 0.07 9.668 ± 0.001

82 pF 80.88 ± 0.02 81.01 ± 0.02 89 ± 7 83.4 ± 0.5 15 nF 20 ± 1 17.8541 ± 0.00004 15.44 ± 0.06 15.570 ± 0.0000

100 pF 99.56 ± 0.04 100.87 ± 0.03 99 ± 5 103.183 ± 0.04 22 nF 27 ± 1 28.6855 ± 0.00003 21.623 ± 0.007 22 ± 1

180 pF 179.1 ± 0.1 178.6 ± 0.2 187 ± 1 185 ± 1 56 nF 46 ± 5 70.0663 ± 0.00002 57.21 ± 0.04 57.2 ± 0.9

220 pF 210.7 ± 0.2 208.5 ± 0.2 221 ± 12 217.6 ± 0.5 68 nF 47 ± 5 75.7749 ± 0.00002 68.39 ± 0.07 69 ± 2

470 pF 440.0 ± 0.7 409.77 ± 0.05 469 ± 6 449.9 ± 0.8 100 nF 55 ± 5 96.2257 ± 0.00003 101.3 ± 0.02 101.536 ± 0.005

The sensitivity estimates were performed according to the same lines described in
Section 3.1, this time for the representative values of 18 pF and 22 pF, with small increments
of 1, 1.2 and 1.5 pF. The sensitivity was estimated to be about 10–20 fF in both cases. The
student t-test analysis also concluded that all the capacitance measurement datasets were
different from each other (p < 0.05).

3.3. Characterization of Isolated Capacitance Measurements: Transient Acquisition Method

The capacitance meter in the transient mode was tested according to the methodology
described in Section 2.5.2 with different commercial capacitors ranging from 100 pF to
4.7 mF. The transient acquisition mode requires waiting until the TTL logic unit returns ‘1’
and the elapsed time (∆t) until that transition. The measurements of port PA0 (NA0), taken
at the transition and the corresponding elapsed time (∆t) are shown in Figure 10a.

The upper graph shows NA0 as symbols. Note that by definition these NA0 readings
correspond to TTL parameter VIH—High-Level Input Voltage (because they are acquired
at the transition). The same graph shows that the lower the capacitance, the higher the
VIH of the TTL unit. This aspect is consistent with the expected operation mode of the
TTL unit. In fact, the TTL unit uses the output high-level current (iHL) as a test condition,
thence, as CLOAD → Cpin, the more leakage current flows through CLOAD, leading to a
non-constant VIH. It should be remarked that the inconstancy of the threshold does not
represent a problem for the application of Equation (7), since it only requires a given time
and the associated reading VA0.

VIH stabilizes above 22 nF because in that range iHL remains essentially undisturbed.
This allows the estimation of the “basal” VIH (∆NA0) averaging the values of NA0 at the
transition for all samples above 22 nF, specifically ∆NA0 ∼= 536 for the ATmega328P and
∆NA0 ∼= 331 for the ATmega32U4, which are represented by the green dashed lines. The
measured values of ∆NA0 are consistent with the typical values described in Table 1.
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Figure 10. Comparison between the ATmega328P and ATmega32U4 AVR® micro-controllers con-
figured to record an isolated load capacitance (CLOAD) through the transient acquisition mode.
(a) Measured ADC value and time (∆t) until the TTL unit changes to digital state high, logic ‘1’ at
port PA0 (NA0). Each ADC and ∆t sample consist of an average of 100 consecutive measurements.
(b) Measured load capacitance (CLOAD) given by Equation (7). The green dashed lines represent
the theoretical lines. (c) Relative accuracy (ar) and (d) relative precision (pr) of the measurements
in function of Cnominal. The black dashed line represents the relative uncertainty (ur) of the CLOAD

measurements according to Equation (16). The white and grey shading areas highlight the levels of
ur, ar and pr better than 5%, 10% and 20%. A legend to describe the color scheme used in all plots of
Figure 10 was included.

The measured elapsed time (∆t) shown in the bottom graph of Figure 10a closely matches
the green dashed line, which represents the characteristic time constant τ = RTCLOAD, where
RT = RAIN || Rpu + Rout. The linearity still holds in spite of a non-constant VIH due to
the role of iHL, since the leakage current is also determined by the RC constant of the
circuit. The RT values differ only slightly for the two micro-controllers (RT ∼= 35 kΩ for
ATmega328P and RT ∼= 37 kΩ for ATmega32U4), causing overlap of the corresponding
time constant lines.

For the smallest capacitances (CLOAD < 1 nF), ∆t tends toward a plateau (∆tmin) given
by 12.5 µs for both micro-controllers, because CLOAD → Cpin. Thus, the CLOAD values
determined with Equation (7), and shown in Figure 10b, are affected by larger errors in the
low capacitance range. This is not very apparent in this figure, where the data points seem
very close to the green dashed line (CLOAD = Cnominal) because of the logarithmic scale. Still,
at the end of Section 3.3, Table 5 provides numeric detail on the data shown in Figure 10b.
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Table 5. Comparison of the ATmega328P, ATmega32U4 and Fluke 8840A measured load capacitance
(CLOAD) values ± standard deviation (SD) through the transient acquisition mode.

Cnominal

ATmega-
328P

ATmega-
32U4

Fluke
PM6304

BK
890C

ATmega-
328P

ATmega-
32U4

Fluke
PM6304

BK
890C

CLOAD ± SD Cnominal CLOAD ± SD

100 pF 111 ± 4 72 ± 1 99 ± 5 101.41 ± 0.04 2.2 µF 2.259 ± 0.007 2.158 ± 0.006 2.2742 ± 0.0004 2.292 ± 0.005

1 nF 0.703 ± 0.008 0.49 ± 0.01 0.999 ± 0.009 1.008 ± 0.004 4.7 µF 4.933 ± 0.008 4.883 ± 0.009 4.24 ± 0.04 4.5010 ± 0.0006

2.2 nF 1.591 ± 0.009 1.22 ± 0.01 2.185 ± 0.005 2.24 ± 0.01 6.8 µF 6.92 ± 0.01 6.71 ± 0.02 7.1687 ± 0.0001 7.1870 ± 0.0001

4.7 nF 3.99 ± 0.02 3.26 ± 0.02 4.77 ± 0.03 4.90 ± 0.03 10 µF 10.31 ± 0.02 10.204 ± 0.009 9.76 ± 0.01 9.998 ± 0.02

6.8 nF 6.10 ± 0.02 5.01 ± 0.05 7.10 ± 0.02 7.13 ± 0.06 22 µF 23.01 ± 0.02 23.06 ± 0.04 20.98 ± 0.03 21.29 ± 0.03

10 nF 9.43 ± 0.02 7.85 ± 0.04 10.15 ± 0.07 9.667 ± 0.001 47 µF 49.10 ± 0.09 47.12 ± 0.09 42.69 ± 0.04 43.0 ± 0.5

22 nF 22.10 ± 0.04 19.66 ± 0.04 21.623 ± 0.007 22 ± 1 68 µF 70.6 ± 0.1 70.8 ± 0.2 66.39 ± 0.02 68.68 ± 0.06

56 nF 56.89 ± 0.09 53.03 ± 0.06 57.21 ± 0.04 57.2 ± 0.9 100 µF 104.2 ± 0.2 101.0 ± 0.3 98.14 ± 0.04 102.30 ± 0.08

68 nF 67.22 ± 0.06 65.52 ± 0.05 68.39 ± 0.07 69 ± 2 220 µF 225.6 ± 0.4 226.5 ± 0.8 200.29 ± 0.08 206.7 ± 2

100 nF 97.2 ± 0.1 95.9 ± 0.2 101.34 ± 0.02 101.536 ± 0.005 470 µF 491.9 ± 0.6 446.6 ± 0.8 455.7 ± 0.2 472.6 ± 3

220 nF 228.3 ± 0.4 212.2 ± 0.2 221.79 ± 0.03 221.900 ± 0.000 1 mF 1.006 ± 0.003 0.981 ± 0.004 0.9608 ± 0.0006 0.994 ± 0.006

470 nF 480 ± 1 456 ± 1 468.54 ± 0.05 469.800 ± 0.000 2.2 mF 2.240 ± 0.007 2.250 ± 0.007 2.1667 ± 0.0005 2.1987 ± 0.0000

680 nF 692 ± 1 669 ± 2 665.67 ± 0.2 680.000 ± 0.000 3.3 mF 3.62 ± 0.02 3.631 ± 0.009 3.1891 ± 0.0007 3.441 ± 0.002

1 µF 1.047 ± 0.003 0.972 ± 0.003 0.983 ± 0.001 0.989 ± 0.007 4.7 mF 4.85 ± 0.01 4.91 ± 0.01 4.6754 ± 0.0005 4.935 ± 0.003

The plots of ar in Figure 10c illustrate better the difficulties in the low capacitance
ranges. The relative accuracy drops significantly (worse than 5%) below 70 nF for the
ATmega32U4 and below 10 nF for the ATmega328P. However, both remain, at least, on a 5%
accuracy level above those critical values, representing a linear response of the instrument
across 6 decades.

Figure 10d shows pr (points) and ur (dashed lines). Contrary to the fast C-meter case,
here the ur and pr lines are clearly above ur, which means that the method introduces
sources of noise other than digitalization. This is probably because variations of some ADC
units in the threshold level impact much more the measurement than one ADC unit only,
related to the digitalization error. These variations may be caused by the internal noise of
the micro-processors. The performance degradation in the low capacitance regime is also
evident from this figure.

The sensitivity estimates were performed according to the same lines described in
Section 3.1, for the representative value of 1 µF, with small increments of 1.8, 2.2, 2.7, 3.3,
3.9 and 4.7 nF. The sensitivity was estimated to be about 10–20 fF in both cases. The student
t-test analysis also concluded that all the capacitance measurement datasets were different
from each other (p < 0.05).

3.4. Characterization of Measurements for Serial RC Networks

Using different sets of commercial resistors varying in factors of 10, from 10 Ω to
10 MΩ, and capacitors with 2 samples per order of magnitude, from 100 pF to 4.7 mF, seven
trials were made to test the methodology described in Section 2.6. Each trial consisted of
keeping the RLOAD constant and varying the CLOAD. Figure 11 compiles a total of 14 trials
carried out with the two micro-controllers. The white points with red edges represent the
data measured with the ATmega328P, and the blue points represent the ATmega32U4. They
are mostly overlapped.
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Figure 11. Comparison between the ATmega328P and ATmega32U4 AVR® micro-controllers config-
ured to measure a serial RC network. (a) Measured ADC value at t = 0. (b) Measured ADC value and
time (∆t) until VA1 ≥ VC. (c,d) Obtained RLOAD and CLOAD values according to Equations (2) and
(10), respectively. A legend to describe the color scheme used in all plots of Figure 11 was included.
The black dashed lines always represent the theoretical lines.

The method implies measurement of the port PA0 voltage level (VA0) at t = 0 to find
the offset voltage (VR) and at t = ∆t ≥ τ, to find the voltage level VC (defined in Section 2.6).

Figure 11a,b show the measured discrete values (NA0) at the instants t = 0 and t ≥ τ,
respectively, with both micro-controllers. Figure 11b also includes in the bottom graph the
measured elapsed time (∆t) until VA1 ≥ VC, together with the theoretical time constants,
τ = RTCLOAD. Note that, from Equation (9), NA0(t = 0) = VR, which is independent of
CLOAD. This means that all the curves in Figure 11a should be horizontal lines. However,
the minimum available acquisition time (ca. 3 µs) is insufficient to capture the initial curve
values for CLOAD < 1 µF. Thus, the captured NA0 values at t = 0 tend to Nmax in the limit of
very small capacitances. This explains why the (ideal) straight lines become distorted in
Figure 11a, especially for lower RLOAD. Likewise, the plateau NA0 (t ≥ τ) = VC is reached
for any CLOAD > 100 nF, which hampers the measurements of NA0 after t ≥ τ in this range
and induces the same type of distortion in Figure 11b, top.

RLOAD and CLOAD were determined through the use of Equations (2) and (10), with
the results shown in Figure 11c,d, respectively. The horizontal lines in Figure 11c represent
the ideal result, Rmeasured = RLOAD. The measured RLOAD values are unreliable within a
domain in the R-C plane approximately defined by Rnominal Cnominal < 10−4 s.

As discussed above, the system loses accuracy for smaller values of RLOAD. In fact, when
RLOAD � (RAIN || Rpu) + Rout, then RT = (RAIN || Rpu) + RLOAD + Rout ≈ Rpu + Rout, and
the information about RLOAD is lost. For this reason, the higher the RLOAD, the better
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the accuracy. This observation is valid for both micro-controllers, except for the trials
performed with a RLOAD of 10 MΩ since NA0 → Nmax at t = 0.

The measurements of the elapsed time (∆t), after VA0 ≥VC, shown in the bottom graph
of Figure 11b, exhibit a relative shift in the vertical axis due to the different RLOAD values.
Deviations from the straight line are consequence of the excess digitalization uncertainty.
This aspect is evidenced after determination of the CLOAD values using Equation (10) and
shown in Figure 11d, where the deviations from the black dashed line (CLOAD = Cnominal)
relate to the excess digitalization uncertainty.

Overall, there is a trade-off between the RLOAD and CLOAD ranges for best accuracy.
There are three extreme regimes: (case 1) RLOAD is large (>1 MΩ), irrespective of the
CLOAD value: the accuracy of the measurements is good for the resistance and poor for the
capacitance; (case 2) small RLOAD (<100 kΩ) and large CLOAD (>1 nF): measurements with
poor accuracy for the resistance, good for the capacitance; (case 3) small RLOAD (<100 kΩ)
and small CLOAD (<0.1 nF): measurements with very poor accuracy for the resistance, poor
for the capacitance. Outside these extreme regimes, the accuracy is at least acceptable for
RLOAD and CLOAD simultaneously.

3.5. Characterization of Measurements for Parallel RC Networks

The experimental procedures to perform the characterization of measurements for
parallel RC networks were the same as those of the previous section.

For the parallel RC, the saturation voltage (VF) lies below VS, and it is necessary
to determine both VF and τ from the data. There are simple and computationally light
algorithms allowing the identification of a stationary plateau, such as that occurring at VF.
These have been tested and verified, but including here the description of such methods
would increase the length of this report. Thus, the subsequent analysis assumes that τ is
already known. No generality is lost with this assumption.

Therefore, to each combination of a parallel RC network (RLOAD || CLOAD) that was
measured, the time constant τ was directly assumed as RTCLOAD. The total acquisition
time was set to 10τ, VF was read from VA0 at t = 5τ and VC was read from VA0 at t = τ.

Figure 12 aligns the results in two columns. The left column [(a) and (c)] refers to the
measurements of RLOAD values and the right one [(b) and (d)] refers to the measurements
of CLOAD values. The NA0 values at the instants t = 5τ and t = τ are shown in Figure 12a,b,
respectively. Figure 12c,d show the RLOAD and CLOAD values, which were obtained from
Equations (2) and (12), respectively.

The RLOAD values are generally in line with the measurements carried on with isolated
resistors shown in Figure 8b, but with few deviations to linearity (at 10 Ω and any CLOAD,
for the ATmega328P; at 1 MΩ and CLOAD > 1 µF, for both micro-controllers).

As discussed before, in Section 3.4, a too large minimal acquisition time and/or
the excess of digitalization noise are the reason the collected samples deviate from the
theoretical lines represented by the horizontal black dashed lines. Similarly, the CLOAD
values are in line with the measurements carried on with isolated capacitors shown in
Figure 9b. However, the accuracy of the measurements is variable, for the same reasons
mentioned above.

Overall, there is a trade-off between the RLOAD and CLOAD ranges for best accuracy.
There are two extreme regimes: (case 1) CLOAD is small (<1 µF), and RLOAD is large (<1 kΩ):
the accuracy of the measurements is good for the resistance and poor for the capacitance;
(case 2) large RLOAD (>1 MΩ) and small CLOAD (<1 µF): measurements with very poor
accuracy for the capacitance, and poor for the resistance. Outside these extreme regimes,
the accuracy is at least acceptable for RLOAD and CLOAD simultaneously.
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Figure 12. Comparison between the ATmega328P and ATmega32U4 AVR® micro-controllers config-
ured to measure a parallel RC network. (a) Measured ADC value at t = 5τ. (b) Measured ADC value
at t = τ. (c,d) Obtained RLOAD and CLOAD values according to Equations (2) and (12), respectively. A
legend to describe the color scheme used in all plots of Figure 12 was included. The black dashed
lines always represent the theoretical lines.

4. Discussion and Conclusions

This work described and characterized methods to accurately measure impedance
using Arduino® boards with built-in AVR® micro-controllers. This is highly remarkable
considering the ultra-low cost of the hardware. The measurement method allows the
extraction of the resistance (R) and capacitance (C) values of either isolated or series and
parallel configuration. Furthermore, inductance (L) measurements can be also performed,
yet the range of measurable values is not very useful.

To check the cross-platform applicability of our proposed RCL-meter, two differ-
ent AVR® micro-controllers assembled on Arduino® boards were selected, namely the
ATmega328P assembled on an Arduino® Uno and the ATmega32U4 assembled on an
Arduino® Leonardo. A benchmark was made to test the performance of micro-processors.

As for the measurements of isolated resistances and capacitances, the ATmega32U4
outperforms the ATmega328P, and some specific differences were identified. For instance,
the ATmega32U4 was revealed to be more efficient in terms of acquisition time, providing
a significant improvement when recording long-term transients. In the worst-case scenario,
when recording an isolated capacitance (CLOAD = 4.7 mF) through the transient acquisition
mode, the ATmega32U4 performs two times faster than the ATmega328P. In addition,
when measuring both CLOAD and RLOAD values of in-series or parallel RC networks, the
ATmega32U4 takes a slight advantage over the ATmega328P for larger values of RLOAD,
while, conversely, the ATmega32U4 performs better for larger values of CLOAD.
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The noise profiles of the direct measurements (R-meter and fast C-meter) are essentially
defined by the digitalization noise, while the transient C-meter brings an important extra
noise source from the variability in the determination of instants of time required to perform
the calculations.

The fast and transient C-meter methods complement each other, since the fast method
is best for low capacitances and the transient method best for high capacitances. Operated
together, they are able to deliver a relative accuracy equal to or better than 20% in the range
100 fF–10 mF, that is, across 11 orders of magnitude. Furthermore, the accuracy is equal to
or better than 5% in the ranges 100 fF–100 pF and 100 nF–10 mF. The series and parallel RC
combinations are also able to deliver good measurements of R and C in specific domains of
the R-C plane.

Additional investigations were made to analyze the performance of both Arduino®

boards supplied via a large power bank (Litionite Tanker 90 W/50,000 mAh) and using a
data logger shield (RobotDynTM, Zhuhai, China) to store the measurements in a local micro-
SD card. This work led to the conclusion that no substantial improvements are achieved
by using a low-noise and low-uncertainty voltage supply, and therefore all presented data
considers the typical noise and uncertainty from a common USB interface voltage supply
source. However, the voltage supply unit determines the overall measurement quality in
regions close to the ADC unit threshold values (N) for N < 20 or N > 1000.

Additionally, measurements of the same RLOAD and CLOAD values were made with
commercial instruments and presented in the manuscript to provide insight on the over-
all performance of the ATmega328P and ATmega32U4 micro-controllers as a low-cost
alternative to more expensive and sophisticated instruments.

Moreover, the concept proposed in this work, based on AVR® micro-controllers, may
possibly be extended to other microcontrollers such as the STM32 family based on ARM
architecture. The latter have more or improved integrated hardware features relative to
the former, such as more flash memory, higher resolution ADC drive and faster clocks. On
the other hand, using more sophisticated microcontrollers brings the disadvantage of idle
but power-consuming internal hardware, for example, the digital-to-analog unit (DAC),
which is not required in the present work. In any case, the inherent specificities of each
architecture imply different implementations, difficult to cover in a single report.

The work carried out in the investigation of an ultra-low-cost RCL meter was mainly
targeted towards impedimetric biosensor measurements, in order to facilitate the integra-
tion of the sensing and processing layers to the IoT. Its simplicity opens new possibilities
for the improvement of ongoing and future projects in the field of smart sensing. The
long-term goal of this work is to integrate the control of the sensing and processing layers
into the Web of Things (WoT), which is an upper layer of interaction between devices that
may be managed by artificial intelligence.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/s22062227/s1, C++ code A.1: High-level routine to measure
isolated resistances; C++ code A.2: High-level routine to measure isolated capacitances through the
fast acquisition mode; C++ code A.3: High-level routine to measure isolated capacitances through the
transient acquisition mode; C++ code A.4: High-level routine to measure a series RC-network; C++
code A.5: High-level routine to measure a parallel RC-network; C++ code A.6: High-level routine to
measure an isolated inductance; MATLAB code B.1: High-level routine for fitting the Ordinary Least
Squares (OLS) function to the resistance values; MATLAB code B.2: High-level routine for fitting the
Ordinary Least Squares (OLS) function to the capacitance values.
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Abstract: This paper proposes a blockchain-based node authentication model for the Internet of
sensor things (IoST). The nodes in the network are authenticated based on their credentials to make
the network free from malicious nodes. In IoST, sensor nodes gather the information from the
environment and send it to the cluster heads (CHs) for additional processing. CHs aggregate the
sensed information. Therefore, their energy rapidly depletes due to extra workload. To solve this
issue, we proposed distance, degree, and residual energy-based low-energy adaptive clustering
hierarchy (DDR-LEACH) protocol. DDR-LEACH is used to replace CHs with the ordinary nodes
based on maximum residual energy, degree, and minimum distance from BS. Furthermore, storing a
huge amount of data in the blockchain is very costly. To tackle this issue, an external data storage,
named as interplanetary file system (IPFS), is used. Furthermore, for ensuring data security in IPFS,
AES 128-bit is used, which performs better than the existing encryption schemes. Moreover, a huge
computational cost is required using a proof of work consensus mechanism to validate transactions.
To solve this issue, proof of authority (PoA) consensus mechanism is used in the proposed model.
The simulation results are carried out, which show the efficiency and effectiveness of the proposed
system model. The DDR-LEACH is compared with LEACH and the simulation results show that
DDR-LEACH outperforms LEACH in terms of energy consumption, throughput, and improvement
in network lifetime with CH selection mechanism. Moreover, transaction cost is computed, which
is reduced by PoA during data storage on IPFS and service provisioning. Furthermore, the time
is calculated in the comparison of AES 128-bit scheme with existing scheme. The formal security
analysis is performed to check the effectiveness of smart contract against attacks. Additionally, two
different attacks, MITM and Sybil, are induced in our system to show our system model’s resilience
against cyber attacks.

Keywords: blockchain; clustering; authentication; malicious node detection; LEACH protocol; service
provisioning; interplanetary file system; security

1. Introduction

The wireless sensors networks (WSNs) play an important part in the Internet of sensors
things (IoST) [1]. IoST is useful in sensing data from the environment and is used in the
field of energy trading, surveillance, smart grids, etc., [2,3]. It connects with the Internet and
automates the monitoring system without any involvement from a third party. The IoST
network consists of sensor nodes that perform environmental monitoring [4]. However, the
sensor nodes in the WSNs face the issue of non-repudiation, limited resources, presence
of malicious nodes, etc., [5–7]. Many studies are proposed to solve these aforementioned
issues [8–10]. However, these studies have issues of single point of failure (SPOF) and
performance bottlenecks due to their centralized architecture.
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To overcome these aforementioned issues, many researchers provide different mecha-
nisms to remove third parties by introducing blockchain in the WSNs. Blockchain is a secure
and decentralized protocol that solves many issues such as SPOF, a third party involvement,
etc., [11]. Moreover, the distributed and tamper-proof ledger in blockchain solves trust
issues between unknown entities. The transactions that are performed by entities in the
network are confirmed by the miners. These transactions are validated by the miners using
various consensus mechanisms, such as proof of work (PoW) [12], proof of authority (PoA),
proof of stake, etc., [13]. In the PoW mechanism, all the nodes participate in solving the
mathematical puzzle. The node that solves it first validates the transactions. The blockchain
is created by validating and storing the transactions. Moreover, a smart contract is used in
blockchain in which all the terms and conditions are finalized. Additionally, it eliminates
the third party. Moreover, blockchain provides security in the network by malicious nodes’
detection through Merkle tree [14,15] and also through different techniques, such as trust
evaluation of nodes, etc., [16–18].

Many blockchain-based schemes are proposed to solve the issues of single point of
failure, huge monetary cost, and performance bottlenecks [19–22]. However, the data of
all these networks are stored on blockchain, which is very costly. When 1MB of data are
stored on blockchain, it costs USD 14151.68 [23]. Moreover, PoW consensus algorithm is
used in [21,22], which is not suitable for resource constrained environment.

In IoST networks, routing is an important aspect in which nodes communicate and
transmit data from source to the destination. The transmitted data are controlled by
different nodes in IoST that are sensor nodes, CHs and base stations (BSs). In [19], the data
are processed by CHs and are forwarded to the BSs. However, authentication of network
nodes is not performed. Therefore, any node can enter the network and behave maliciously.
Moreover, in [19], no cost-effective data storage mechanism is proposed, which leads to
expensive data storage in blockchain. As data are permanently stored on blockchain then
the issues of limited storage arises. Additionally, in an IoST network, CHs fail due to high
energy depletion, which affects the whole network’s performance. In [21], no mechanism is
proposed for the selection of new CHs. Furthermore, in PoW, the miners solve the puzzle for
validating the transactions and adding the blocks into the blockchain [17,22]. This mining
process takes considerable time due to puzzle’s complexity, which ultimately increases
network’s computational cost. This paper is the extension of [24] and the contributions in
the proposed work are as follows:

• The identity authentication of nodes is performed to remove the external unauthenti-
cated nodes;

• CHs are selected from ordinary nodes using the proposed minimum distance, highest
degree, and highest residual energy (DDR) based LEACH protocol;

• IPFS is used to provide distributed storage for IoST;
• A payment method is proposed to motivate IPFS for long term data storage;
• A blockchain based secure service provisioning mechanism is proposed;
• An advanced symmetric encryption algorithm (AES) 128-bit is used for the integrity

of data;
• Comparison of DDR-LEACH is performed with the LEACH protocol;
• Formal security analysis is performed for the smart contract to check its effectiveness;
• Man in the middle (MITM) and Sybil attacks are induced in the network, which show

that our proposed system is resilient against these attacks.

The rest of the paper is organized as follows. The related work is discussed in Section 2
and Table 1. The proposed system model is presented in Section 3. The simulation results
and the validation of system model are discussed in Section 4. The formal security analysis
is discussed in Section 5. Section 6 contains the conclusion of the proposed work and
future work.
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Table 1. Related work.

Limitations Already Addressed Contributions Already Provided Validations Already Done Limitations to be Addressed

Data security and data privacy,
huge energy consumption of re-
sources, low computation power
of resources, nodes’ authentication,
trust issue [13]

Decentralized blockchain, public key
infrastructure for resolving trust is-
sue, nodes’ authentication

Reputation level Authors will evaluate all parts of
authentication process

Malicious nodes’ detection, mali-
cious nodes’ traceability [17]

Trust mechanism, consortium
blockchain

Sensor nodes’ data input and out-
put parameters, credit of sensors

PoW uses more computational
power, no reward for sink nodes

Mobile nodes’ management, data
protection [19]

Uncertainty principle, Voronoi cell
architecture, Blockchain

Network lifetime, energy con-
sumption, average end-to-end
delay, packet delivery ratio

No storage mechanism, no regis-
tration and authentication

No encryption and certificate
scheme, nodes’ authentication [20]

Blockchain, SHA 64-bit algorithm,
crypto based authentication Security analysis Node battery issue, storage issue

Node authentication, security is-
sue, centralized system [21]

Hybrid structure is performed,
Keccak hash function, consortium
blockchain

Security analysis PoA should be used for each val-
idation and private blockchain

Data latency, limited data band-
width, data security [22] Blockchain based SDN, PoA, Argan2 Transactions per second, average

time per block, latency
PoW consumes more computa-
tional power

Trust issue, central authority, gray
hole and black hole attacks in an
untrusted network [25]

Blockchain based routing protocol
for route establishment, reward to
minimize selfish behavior

Route overhead, packet delivery
ratio, gray hole attack, black hole
attack

Proposed solution must be used
for ad-hoc network

Data privacy, untrusted nodes [26] Decentralized blockchain based au-
thentication scheme Energy consumption N/A

PoW takes more computational
power [27]

Blockchain incentive mechanism,
SHA-256

Pairing is performed by the hy-
per elliptic curve for the finite
field

Proof of retrievability is used for
recovering data in less time

Computationally extensive PoW-
based mining [28] Computation offloading mechanism Net revenue of computing, aver-

age delay
Try different consensus mecha-
nisms

Single point of failure, data stor-
age [29] Block offloading filter, blockchain Comparison of PoW and syner-

gistic multiple proof N/A

Data storage, slow information val-
idation in blockchain [30]

Blockchain distributed ledger, Tangle
based technology to minimize com-
putational time

Age of information vs sampling
interval, processing power vs
sampling interval

N/A

Data transparency [31] Decentralized blockchain

Probability of attack detection
by system, falsification attack,
authentication delay and proba-
bilistic scenario

No routing path is defined in or-
der to reach the manager

No data privacy protection [32] Blockchain-based privacy protection
mechanism, double SHA-256 Data about noise

Scaled experimental data will be
collected for better and complete
judgment, algorithm will be im-
proved for better result

Data privacy and data security [33]
Information centric network, public
key cryptographic scheme, two-tier
structure, SHA-1

Processing time, response time Scheme should be used as practi-
cal implementation

Localization, network security [34] Decentralized blockchain-based trust
management model

Energy consumption, localiza-
tion error, average error ratio Dynamic behavior of nodes

Nonrepudiation [35] Nonrepudiation mechanism, homo-
morphic hash function

Transaction latency, throughput,
gas consumption

No user authentication, double
spending

Malicious nodes’ detection, data se-
curity [36] Trust aware routing algorithm Time complexity, throughput No authentication mechanism

2. Related Work

The studies related to the blockchain integrated with WSNs are discussed in this
section. The studies are categorized based on the limitations they have addressed.
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2.1. Nodes’ Authentication

The sensor nodes perform an important role in performing many tasks in IoT networks
and nodes’ identities authentication is one of them. The nodes in the IoT network work
together and provide the services to the buyers. However, the nodes’ identities authentica-
tion is not performed in [13,21], which leads to malicious nodes becoming the part of the
network and affecting its performance.

Authentication is required to restrict unauthenticated nodes from entering the network.
The unauthenticated nodes behave maliciously by tampering data during routing, as well
as refusing to forward data packets toward the destination. Therefore, in [20], the authors
propose a lightweight authentication mechanism for WSNs. The sensor nodes use unique
sequence numbers during data transmission based on the concept of a Merkle tree. Secure
hashing algorithm 1 (SHA-1) is used to authenticate the nodes. Although in [25], the
network nodes are authenticated using routing protocol. However, due to centralized
authority, a trust issue is created. In [26], the wireless body area network is comprised of
sensor nodes, which collect the information of human body parts and publicly forward it
to the local node. Health is a very critical and sensitive matter, and the malicious nodes can
enter in the network and misuse the data. However, these nodes are not authenticated in
the network.

2.2. Lack of Data Storage

The authors in [27] propose an incentive based data storage mechanism. Each node
stores data in the blockchain; however, computational cost increases due to the usage of
PoW consensus mechanism. Although, in [29], mining is performed using PoW. The PoW
increases the computational cost. Therefore, a lightweight blockchain network is proposed
to reduce blockchain storage and computational requirements in IoST environment. The
blockchain is merged with IoTs in [30] to aggregate the blocks’ header information and
transmit it to the IoT nodes. However, keeping a copy of data in a resource constrained
network is not appropriate.

2.3. Lack of Data Privacy

In [19], no technique is proposed to prevent the network data from being stolen by
malicious nodes. Additionally, in [31], the products are controlled and monitored by
workers in the industry. However, the issue of data transparency is created. The important
information of the products may be stolen by the workers. In addition, the misuse of
important products’ record is also possible. Additionally, in the WSNs, the security of data
and its privacy is compromised [13]. In [32], the authors state that collecting the information
from crowdsensing is essential for the network nodes. However, privacy protection of the
data is not considered.

Whereas, in [33], the data-driven network is converged with WSN and the reserving
information is copied for sharing it in the network. However, the security of data is
being compromised by the malicious nodes. Moreover, in [22], the growth of IoT in the
smart city creates data latency, scalability, and huge bandwidth issues. Therefore, hybrid
blockchain network is proposed and SDN controllers are used as an interface between
the IoT. Additionally, digital signatures are used for the data security in the network. The
sensor nodes transmit the data to IoT nodes in [37]; however, no mechanism for data
security is proposed, which causes data security issue.

2.4. Lack of Resources

In [27], the chances of malicious nodes’ existence are high in the network, which do
not allow the legitimate nodes to participate in the network. Additionally, blockchain
technology is used for different purposes, such as content caching in [28]. Moreover,
in [27,28], the authors use PoW consensus mechanism, in which high computational power
is required. The blockchain is integrated with IoT for secure routing in [30]. However,
the nodes in the network have very low storage capability and these resource constrained
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nodes cannot keep the copied records in them. Whereas, in [38], PoW is replaced with
Tangle based technology to provide fast and secure information. However, the frequency
of transaction is very low. Moreover, the IoT sensor nodes’ energy depletes very fast due
to the high computational overhead. Low computational power of IoT nodes hinders the
validation of transactions.

2.5. Malicious Nodes’ Existence

Obtaining the exact location of sensor nodes in the network is an emerging domain
nowadays. However, malicious behavior of sensor nodes lead to the broadcast of wrong
location information. Due to this, the security of the network is compromised [34]. Addi-
tionally, in [17], no mechanism is proposed to detect the malicious nodes in the network.
Different fields, such as manufacturing products and healthcare use IoT [35]. However,
still some challenges are faced by provisioning process, such as provision of malicious ser-
vices. Furthermore, the client can behave maliciously by repudiating on behalf of services.
In [36], the sensor nodes find the shortest path for communication. However, there is no
mechanism to secure the data and to find the malicious nodes.

2.6. Single Point of Failure Issue

The network performance is affected when the identity authentication of nodes is
compromised. In [21], the nodes’ identity depends on central authority servers that become
the reason for SPOF. Whereas, in [39], the authors integrate the software-defined networking
and blockchain to detect attacks without any involvement of a third party. The data are sent
directly to the centralized cloud. However, bandwidth and latency issues arise. The smart
contracts in the blockchain system share the trained classifiers with the cloud layer for
fusion. However, SPOF issue arises due to central authority. In [25], a centralized authority
is used to authenticate the routing nodes. Due to the central authority used in the system,
SPOF issue arises. In [40], the data are stored in the network by a centralized system, which
leads to SPOF issue.

Table 2 presents problems identified in existing literature, their proposed solutions
and their validations. An authentication scheme is proposed to prevent from the unau-
thenticated nodes, so that only authenticated nodes are allowed to perform an action. In
DDR-LEACH protocol, motivated from [41], the highest degree node is selected, which
solves the node battery issue. Moreover, IPFS is used to solve the costly data storage issue
of the blockchain. IPFS stores the data cost-effectively and distributively. Additionally, the
issue of high computational cost is resolved using PoA consensus mechanism.

Table 2. Mapping between limitations, solutions, and validations.

Limitations Identified Solutions Proposed Validations Done

L1. Nodes are not authenticated [19].
L2. No mechanism for malicious nodes’
detection [19]

S1. Authentication mecha-
nism

V1. Message size, as shown in Figure 3
V2. Transaction cost, as depicted in Figure 4

L3. Inefficient energy consumption [21]

S2. CHs’ selection consid-
ering nodes’ residual en-
ergy, minimum distance
from BS and degree

V3. Energy consumption, as depicted in
Figure 5
V4. Throughput, as shown in Figure 6
V5. Network lifetime, as shown in Figure 7

L4. High computational cost [17,22] S3. PoA V6. Average transaction cost, as shown in Figure 8

L5. Costly data storage [19] S4. IPFS V7. Average transaction cost, as shown in Figure 9
V8. Encryption time, as depicted in Figure 10

3. Proposed System Model

In this section, the assumptions, components and work flow of the proposed system
model are discussed.
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3.1. Assumptions

The system model is based on following assumptions:

• BSs are considered legitimate. As they are peers of blockchain; therefore, they provide
secure services to buyers;

• Symmetric keys are exchanged securely in the network.

3.2. System Components

In this section, the components of the proposed system model are discussed as depicted
in Figure 1. The components include IoST, buyers, IPFS, and blockchain.
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Figure 1. Blockchain based nodes’ authentication and CHs’ selection in IoST.

Internet of sensor things: The IoST is an emerging technology, which consists of sensor
nodes deployed for collecting the environmental data [32]. The sensor nodes sense the
surrounding information such as the data of humidity, pressure, and temperature, etc., [42].
In the proposed system model, the IoST consists of sensor nodes, CHs, and BSs. Their
working is described in Section 3.3.

Buyers: To prevent the network from malicious activities, the buyes are registered and
authenticated in the blockchain network. For that purpose, registration and authentication
schemes are used, motivated from [21].

Interplanetary file system: It is a distributed platform where data are stored in the form
of chunks. Whenever the data are stored on IPFS, a hash is generated. IPFS generates the
32-bit hash in result of data storage, which is stored on the blockchain as a record.
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3.3. Workflow of the System Model

The system model is discussed in the steps given below.
Step 1. Initialization: The blockchain technology introduces a smart contract, which is

a digital agreement that works without the involvement of any third party. It is deployed
on BSs that handle the network transactions. The blockchain is used for registering sensor
nodes in the network by storing their credentials for authentication. Credentials are sent in
the form of a message shown in following equation.

(IDNode, MACAddrNode, ReputationNode)Packet = Message (1)

In the registration and authentication process, MAC address, ID, and Reputation of
nodes are used as credentials. ReputationNode is the reputation value given to a specific
node on the basis of its previous history of interaction with the network. If the node
provides accurate data to the network, its reputation increases; otherwise, it decreases.
The credentials are stored in the blockchain using a asymmetric scheme. The blockchain
also keeps their addresses to prevent the network free from malicious activities. Therefore,
during authentication process, the credentials are matched with already stored data. If
the credentials are not matched with already stored data, then the node is considered as a
malicious node.

Step 2. CH selection: The IoST network consists of sensor nodes, CHs, and BSs. The
sensor nodes collect the data from the environment and send it to CHs for performing
computation. CHs receive data from sensor nodes, process the data, and send it to BSs.
BS requests IPFS for storing data; IPFS calculates hash value of the data and sends it to
BS. In processing and storing the data, the energy of CHs depletes rapidly. To solve this
issue, our proposed model provides a mechanism that selects CHs from ordinary nodes
using DDR-LEACH. The CHs are selected based on three parameters: residual energy,
minimum distance from BSs, and maximum degree of a node. If a node satisfies the criteria
mentioned earlier, then it is selected as CH. CH aggregates the data packet and transmits it
to the destination, as given in Algorithm 1. If more than one nodes meet the criteria, then
CH is randomly selected.

Algorithm 1: CH selection.

1 Inputs: Deployment of N nodes, BSs and CHs
2 Outputs: CHselection
3 /*Er is the residual energy of a node
4 Select maximum energy node from set N
5 Select the node having minimum distance from BS
6 Select maximum degree node from set N
7 for i=1:1:N do
8 Select (Max (S(i).Er), Max (S(i).Degree) and Min (S(i).Distance))
9 if New selected CH = Max(Degree, Er) and Min(Distance) then

10 Selected node is CH
11 end
12 Check next node
13 end

Step 3. Nodes′ authentication: In this step, sensor nodes are authenticated in the
blockchain. The sensor nodes’ authentication is important to revoke malicious nodes from
the network and provide the secure services. The messages are exchanged between the
WSN nodes and the distributed ledger, i.e., blockchain, after being encrypted using asym-
metric encryption. The encryption is performed over the registration data for providing
more security. The node encrypts the data with the public key of the BS (known to everyone
in the network) and then BS decrypts the encrypted data with its private key (known
to BS only) and stores data in the blockchain. Moreover, the solution for providing the
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keys for encryption and decryption remains the same because the keys can neither be
invalidated nor can be changed. Additionally, whenever any node performs any activity in
the network, its credentials are verified by the BS. Therefore, this solution is sufficient to
provide the security to the overall network. There are many papers that are based on nodes’
authentication, i.e., [43,44]. As in [43], the nodes’ identity authentication is performed using
an encryption scheme. However, due to centralized authority, the SPOF and performance
bottleneck issues arise. Although, in [44], a lightweight authentication scheme is used.
However, due to centralized authority, the SPOF issue occurs. Few authentication-based
papers are mentioned in the related work, i.e., [20,21]. As in [20], authentication of nodes is
performed by their acknowledgment to the sink node. The nodes acknowledge the sink
node based on their provided sequence numbers. However, during nodes’ authentication,
the PoW consensus mechanism is used, which incurs high computational cost. Although,
in [21], hybrid blockchain-based nodes’ authentication is performed. However, PoA is
used, which incurs high computational cost. Moreover, data storage in blockchain is very
costly. In our proposed system model, we have used nodes’ identity authentication using a
PoA consensus mechanism, which reduces computational cost. We do not claim that this
authentication model is the novel work. We have embedded this authentication model
with an efficient CH selection and secure storage of sensors’ data. This integration of au-
thentication model is a novel combination, as authentication mechanism is used in different
scenarios [20,21,44]. Moreover, a distributed IPFS data storage mechanism is used to reduce
overall monetary cost of the network. The authentication is performed by matching the
credentials of nodes that are already stored in the blockchain.

When a node is taken over by a malicious node, then malicious node can transmit
these data in the network to perform malicious activities. As we know, all legitimate nodes
are registered with BSs and their credentials are already stored in the blockchain. When
any malicious node transmits the data, it can be easily detected in authentication process
because its credentials are not stored in the blockchain. In this way, the malicious node
cannot perform malicious activities in our network by taking over any node. Moreover,
when a malicious node is removed from the network, it is revoked from transmitting any
kind of data in the network. The malicious node is removed and revoked by BSs because
blockchain is deployed on them and they are responsible for validating the transactions. In
the proposed model, PoA is used as the consensus mechanism for mining the transactions.
It incurs less computational cost as compared to the traditional PoW consensus mechanism.
Additionally, the miners are pre-selected nodes in PoA. The registered nodes are authenti-
cated after the authentication request. The request contains IDNode, MACAddrNode, and
ReputationNode, which are already stored on the blockchain. Blockchain checks whether the
credentials provided by nodes are matched with the credentials already stored or not in the
blockchain. If the credentials match the provided information, the nodes become authentic
and are broadcasted as legitimate nodes. Otherwise, they are broadcasted as malicious or
unauthentic nodes. The step-wise process is according to Algorithm 2.

Step 4. Data storage: Storing the large amount of data on the blockchain is not suitable
because the storage cost is high on the blockchain. The cost of storing 1 MB data on the
blockchain is approximately USD 14151.68 [23]. Therefore, BSs send data to IPFS and keep
its hash values and the credential of registered nodes in the blockchain. In the blockchain,
the transaction of each entity is stored in a ledger. This ledger is distributed to all entities
of the network. All entities act as a foundation of the network. When any transaction is
performed, the ledgers of all entities are updated simultaneously. When malicious node
tries to manipulate the transaction record in a ledger of any entity, then it can easily be
detected because this ledger is not matched with already stored ledger. The data are stored
on IPFS in the form of chunks. IPFS does not store the data for long time. Therefore, we
propose a payment method for long time data storage of IPFS. The IPFS is incentivized
in order to motivate the peer nodes for storing the data. The hashes are stored on the
blockchain. Only authenticated nodes obtain data using the provided hash. However, the
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data storage on IPFS is temporary. Therefore, we propose an incentive method for IPFS to
store a huge amount of data for a long time.

Algorithm 2: Nodes’ authentication process.

1 Inputs: IDNode, MACAddrNode, ReputationNode
2 Outputs: Nodes authentication message
3 Registration← Input (IDNode, MACAddrNode, ReputationNode)
4 Authentication
5 if IDNode and MACAddrNode, ReputationNodeare stored in blockchain then
6 The Node is authenticated;
7 if IDNode and MACAddrNode, ReputationNode are not stored in blockchain then
8 The node is unauthenticated
9 end

10 Recommend for registration
11 end

Step 5. Service provisioning: We use a private blockchain, deployed on BSs, to register
and authenticate the nodes. In the beginning, the blockchain receives the registration
request from the buyers. Then, the nodes are checked by the blockchain whether they
are already registered or not. If a buyer is already registered, it discards the request.
Otherwise, it allows the node for registration. Algorithm 2 shows how the authentication
process works.

The already stored credentials in the blockchain are used to authenticate the buyers. A
buyer must first provide its credentials for verification in the blockchain. The blockchain
checks the credentials to confirm whether the node’s credentials exist in the blockchain or
not. If the provided credentials match with the stored one, it is considered as an authentic
user; otherwise, it is considered a malicious node, which is immediately removed from the
network. Afterward, if the buyer is authenticated, then the ethers are checked according to
the threshold. If ethers are enough to buy the data, the hash of the requested data is sent to
the buyer; otherwise, request will be rejected. After the authentication process, the buyer
receives services from the network. Whenever a buyer requests the service, BS encrypts the
service with buyer’s secret key and sends the cypher text to the buyer.

The buyer receives the encrypted data and then decrypts it with the private Figure 2.

IPFS
Encrypted data

Figure 2. Interaction of buyers with IPFS.

We use AES 128-bit encryption for ensuring data security in the network. Moreover,
SHA-256 is used with AES encryption to ensure data integrity. Initially, the BS calculates
the hash by the SHA-256 hashing algorithm and then uploads this hash on the blockchain.
After this, the BS encrypts the data with a secret key and sends these encrypted data to
a client. The buyer receives the data and decrypts it with the secret key provided by the
sender. After decryption of data, the buyer calculates the hash by itself using SHA-256
algorithm and compares this hash with the hash already stored in blockchain. In this way,
the SHA-256 hashing technique together with the AES encryption technique ensures data
security and data integrity. Moreover, we have used the AES 128-bit encryption technique
in our scenario because our primary goal is to provide real time data to buyers and AES
128-bit encryption consumes a very small amount of time in encryption and decryption of
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data. Furthermore, the efficiency of the AES 128-bit encryption scheme in terms of time is
shown in Figure 10 in the simulation section.

In the proposed system model, 5% of the buying amount is given to IPFS as an
incentive. The service provisioning mechanism is shown in Algorithm 3.

Algorithm 3: Service provisioning.

1 Inputs: senseddata, dataindex, buyeraddr
2 Outputs: Buyandsellservices
3 senseddata temperature, pressure, humidity;
4 Function datainIPFS Input(dataindex, senseddata)
5 IPFS generates hash
6 Store blockchain←hash
7 function Getservices Input(dataindex, buyerAddr)
8 if buyingamount is less than threshold then
9 “low Amount”

10 else
11 if dataindex = index.temperature then
12 PushRequestvalue in temperatureArray
13 buydata=temperature[temperatureindex]x5%
14 sendpaymenttoIPFS
15 buyingamounttemperatureindex− payIPFS
16 else
17 if dataindex = index.pressure then
18 PushRequestvalue in pressureArray
19 buydata=pressure [pressureindex]x5%
20 sendpaymenttoIPFS
21 buyingamountpressureindex− payIPFS
22 end
23 if dataindex = index.humidity then
24 PushRequestvalue in humidityArray
25 buydata= humidity[humidityindex]x5%
26 sendpaymenttoIPFS
27 buyingamounthumidityindex− payIPFS
28 end
29 end
30 end

In Table 2, the mapping between limitations, proposed solutions and their validations
is provided. The limitations L1 and L2 represent the unauthenticated and the malicious
activities of nodes in the network, which are solved by S1. The parameter that is used to
validate the nodes’ authentication is message size, which is evaluated by transaction cost.
The message size indicates that how many bytes it takes to authenticate a node while the
transaction cost means the cost required for nodes’ authentication. The third limitation
L3 is the inefficient energy consumption of CHs. In S2, CHs are selected based on nodes’
residual energy, minimum distance from BS and degree. If these conditions are satisfied
for a node, then it becomes a CH. The network lifetime, packet delivery ratio and energy
consumption are used as validation parameters. L4 indicates the high computational cost
when using PoW consensus mechanism. In S3, PoA consensus mechanism is used to solve
this issue, which consumes less computational resources as compared to PoW. The cost
incurred when using PoA is depicted by the average transaction cost. The limitation L5
shows that the data storage on the blockchain is very costly. Therefore, a large amount of
data are stored in the IPFS in S4. The average transaction cost and encryption time are taken
as validation parameters. The average transaction cost shows the cost used to store data on
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IPFS. At the same time, encryption time shows the time, which is used in encryption and
decryption of data during service provisioning.

4. Simulation Results and Discussion

In this section, the performance evaluation of the proposed model is described. The
specifications for the simulation setup include an Intel(R) Core (TM) i5-2520M CPU @
2.50 GHz processor, 64-bit operating system, x64-based processor, and 8 GB RAM. Remix
IDE is used to develop a smart contract, whereas, Ganache is used to manage the transac-
tions. Although MetaMask is used for providing virtual currency to perform transactions.
Moreover, for simulating our WSN, MATLAB is used. The use of a cryptographic scheme
is simulated in Visual Studio using Python.

In the network, three types of nodes are considered for the simulations: 100 sensor
nodes, 4 CHs, and 2 BSs in the network area of 100 × 100 m2. Moreover, there are three
input data in our system model: sensed data, data index, and buyer’s address. The data are
sensed by sensor nodes in the network. They send the sensed data to CHs for processing.
The CHs after processing the data send it to BSs for further processing. The BS stores the
data with data index. The sensed data with data index are provided by BSs. Furthermore,
the buyer’s address is the Ethereum address that is provided to each buyer when it joins
the network. Initially, the nodes are registered and authenticated to provide malicious
nodes free network. The simulation parameters are mentioned in Table 3.

Table 3. Simulation parameters.

Parameters Value of Parameters

Sensing area 100 × 100 m2

Deployment Random

Total nodes 100

CHs 4

BSs 2

Network interface Wireless

Figure 3 illustrates the message size of network nodes. During the registration phase,
unknown nodes request to become a part of the network. For the registration process, a new
node first registered in the blockchain network before its participation. The nodes send their
credentials to the blockchain. BS stores its credentials, and perform authentication process.
The message size is large during the registration phase as compared to authentication
phase because in registration phases, more resources are required to store the data on the
blockchain. Whereas, in authentication phase, BS only matches the nodes’ credentials with
the already stored credentials, which incurs less resources.
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Figure 3. Message size.
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Figure 4 shows the transaction cost incurred during registration and authentication
phases. When smart contracts are deployed, then transaction cost is incurred. The results
show that the transaction cost increases with the increase in the number of packets. Simi-
lar behavior is observed for authentication and registration phases in Figure 4 as that of
Figure 3. The transaction cost increases with the increased number of nodes. The authenti-
cation process takes less transaction cost because already stored registration information
has to be verified.
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Figure 4. Transaction cost during registration and authentication of nodes.

Figure 5 shows the energy consumption against the number of rounds. The compari-
son of LEACH protocol with DDR-LEACH is performed in terms of energy consumption.
In the DDR-LEACH, energy is consumed by the nodes till 1400 rounds. Whereas, in the
LEACH, the energy is consumed by the nodes till 1000 rounds. The energy consumption
is high in LEACH because random CHs’ selection is performed. The sensor nodes near
to the BS may not participate in the network and may not be selected as CHs. Therefore,
maximum energy is utilized by any of the nodes to send the data packets from source to
destination. As compared to LEACH, the maximum energy is consumed by the nodes till
1400 rounds. The DDR-LEACH considers the three parameters that are maximum degree,
minimum distance, and minimum energy consumption to select the CHs. The energy usage
is efficient in the starting rounds because CHs are alive and working. CHs aggregate data
and send it to BS. Therefore, energy consumption is decreased, as shown in Figure 5.
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Figure 5. Energy consumption.

Figure 6 depicts that the network throughput of both schemes is zero at the start.
The reason is that no data packet is sent at initials rounds. It continues to increasing
with the number of rounds because large amount of packets are sent at these rounds. In
DDR-LEACH, the amount of data sent from ordinary nodes to BSs is increased gradually
because all the nodes are participating in the network. It gradually decreases at 1500th
round, trend becomes constant. The throughput is maximum because CHs are selected
using DDR-LEACH and maximum nodes are alive to send the data packets. The data
packets are increased with the decrease in the number of rounds. Whereas, in LEACH, the
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nodes are randomly selected and if the CHs are selected that are away from BSs, then nodes
have to utilize more energy. Additionally, in DDR-LEACH, the selection of CHs is based
on three parameters. Whereas, in LEACH, the randomly selected CHs die because these
parameters are not considered in the CHs’ selection process. Therefore, nodes inefficiently
perform operations in the network and minimum data packets are sent from source to
destination.
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Figure 6. Network throughput.

Figure 7 depicts the network lifetime of nodes. The DDR-LEACH is compared with
LEACH in terms of network lifetime. In LEACH, the nodes die at an early stage like the
first node dies at 600th round. Although, the 10th node dies at 750th round. All the nodes
in LEACH die at 1000th round. The nodes die early in the LEACH because these nodes con-
sume more energy and there is no mechanism for efficient CH selection. Therefore, random
selection of CHs makes the network inefficient and it affects the networks’ performance.
In the comparison of LEACH, the total number of rounds is 2000 in which the network
nodes operate. The energy of the first node depletes at an early stage. Whereas, the 10th
node dies at 1150th round. Although, all nodes die at the 1500th round. It shows that the
network has a good lifetime as it operates for a large number of rounds.
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Figure 7. Network lifetime.

Figures 8 and 9 illustrate the comparison of PoW and PoA consensus mechanism in
service provisioning and data storage, respectively. In the proposed system model, PoA
consensus mechanism is used that incurs less computational cost because in the proposed
system model, private blockchain is used. Whereas, the PoW works efficiently in the
public blockchain. Both consensus mechanisms are compared and their computational
cost is evaluated in terms of Gwei. In the comparison of both consensus mechanisms, PoA
performs better than PoW. It is because, in PoA, no mathematical puzzle is being solved by
the mining nodes. In PoA, the miners are pre-selected and are responsible for validating the
transactions. It is the reason that PoW incurs a large computational cost as compared to PoA.
In Figure 8, when the buyers request blockchain for services, a smart contract is deployed
in which PoA consensus mechanism is used. PoA, in terms of service provisioning, is
compared with PoW and it is observed that PoA consumes less computational cost than

321



Sensors 2022, 22, 1972

PoW. On the other side, in Figure 9, when data are stored in IPFS, its average transaction
cost is calculated. As discussed above, the average transaction cost of PoW is more than
the average transaction cost of PoA.
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Figure 8. Average transaction cost for service provisioning.
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Figure 9. Average transaction cost for data storage in IPFS.

In the proposed system model, AES 128-bit symmetric encryption and decryption
scheme is used for service provisioning. Figure 10 depicts the encryption and decryption
time comparison using AES 128-bit and rivest shamir adleman (RSA) schemes. AES 128-bit
scheme is compared with RSA to show that AES 128-bit works efficiently in terms of time
complexity. Decryption time is less than encryption times of AES, which indicates that AES
performs efficiently during encryption and decryption processes. In both 256-bit and 192-bit
schemes, the last rounds are asymmetric due to the absence of a mix column layer. An AES
128-bit scheme takes input data and uses a 128-bit length key KPr to encrypt the plain text.
The key size varies according to different key lengths in AES. Other AES schemes have
different key lengths, such as 256-bit, 192-bit, etc. This paper uses AES 128-bit encryption
because it takes a short time for encryption and decryption as compared to AES 192-bit
and AES 256-bit [45]. In AES 256-bit scheme, there are 14 rounds while there are 12 rounds
in AES 192-bit scheme to meet the encryption and decryption processes [46,47]. Moreover,
the symmetric technique takes less time to encrypt the data as compared to asymmetric
encryption. Additionally, for normal security purposes, AES 128-bit is enough while AES
192-bit and AES 256-bit are made to resist against the quantum computing based brute
force attack, which is usually used in military based critical matters. When buyers request
for the services, they are provided with the services in an encrypted form. The reason to
encrypt the services is to prevent the data from unauthorized access.
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Figure 10. Comparison of execution time for AES and RSA.

5. Formal Security Analysis

The formal security analysis is performed to detect the malicious nodes in the network.
The authentication mechanism is used specifically for the malicious nodes’ detection. The
Sybil and MITM attacks are induced in the network to check the robustness of the network.
Moreover, the identity information of the network nodes is stored on the blockchain and is
analyzed using Oyente tool. The attacks’ analyses are given below.

Sybil attack: The authentication mechanism is used to make the network free from ma-
licious nodes. In the authentication mechanism, the nodes are registered and authenticated
in the network before any task is performed by them. The nodes’ information is stored in
the blockchain network. A unique identity is provided to every node and its credentials
are also stored in the blockchain. Therefore, this attack is not possible in this system model
because nodes are mutually authenticated before performing any task.

MITM attack: The MITM attack is induced in the DDR-LEACH protocol, which inter-
rupts the existing conversion in the network. To make the network free from these types of
attacks, nodes’ authentication mechanism is used. Only those nodes take part in the net-
work whose credentials are stored in the blockchain network. Before communication, these
nodes have to be authenticated first. When the attacker intercepts during the registration
process, the node is validated with the provided information. In the registration process,
the node is provided with a unique key that is used during the authentication process.
The provided key is already stored in the blockchain network. Whenever, an attacker
wants to become a part of the network, it first needs to provide the exact information as
the legitimate node has, which is not possible in this scenario. Therefore, attacker node
is detected during the registration phase. Additionally, in the authentication phase, the
attacker node needs the unique identity that is stored in the blockchain. Therefore, attacker
must be verify its information using the blockchain provided key.

Figure 11 shows that the attacker intercepts during the communication and tamper the
data packets. In the MITM attack, the attacker performs the malicious activity by sending
the wrong information or tampering the data packet. When the data are sent from sensor
nodes to CHs and CHs to BSs, due to malicious activities, the original packet is not received
at the destination. The attackers send the malicious packets again and again towards the
destination. Therefore, the nodes are provided with unique key identities. Every node in
the network is authenticated before it communicates with any other legitimate node. Addi-
tionally, in the Sybil attack, the attacker node makes multiple identities and manipulates
the whole network. When the attacks are induced in the network, its throughput decreases
because only malicious packets are sent to the destination point. After the detection of
attackers through mutual registration and authentication, the network performance is
improved. The throughput increases when the network is free from the attackers.
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Figure 11. Security analysis of attacks with the proposed solution in terms of energy consumption.

In Figure 12, when the attackers are present in the network, the energy consumption
is maximum. The attackers send the malicious packets to the destination point, due to
which much energy is consumed. Whereas, after the nodes’ registration and authentication,
only legitimate nodes become the of the network. Therefore, their energy consumption is
minimum as compared to the energy consumed in the presence of attackers.
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Figure 12. Security analysis of attacks with the proposed solution in terms of throughput.

Figure 13 illustrates the network lifetime in the presence of attackers and without their
presence. When the attackers are present in the network, they only send the malicious data
packets in the network. Additionally, they consume high energy. Therefore, the data packets
sent by the legitimate nodes do not reach the destination. When the nodes’ authentication
is performed, the malicious nodes are removed from the network. Therefore, the energy
consumed by the legitimate nodes is less and the nodes do not die early. Whereas, in the
attacker model, when the malicious nodes are present in the network, the nodes die early
because their energy depletes in sending the wrong data packets to disturb the traffic.
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Figure 13. Security analysis of attacks with the proposed solution in terms of network lifetime.
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Smart Contract Analysis

To register and authenticate the network nodes, a smart contract is written in the
solidity language. Additionally, service provisioning mechanism is used for providing the
services to the buyers. The security analysis is performed on the smart contract to check
its vulnerability. The tool that is used for the security analysis is Oyente. It is an open
source tool that checks the possible vulnerabilities in the smart contract. The reason to
perform the security analysis is the bad programming practices. Therefore, attacks are
also performed such as DAO [48]. Additionally, all the business rules of our network are
stored on smart contract. All sellers and buyers communicate with each other by following
these business rules. Moreover, all the conditions for detecting and revoking malicious
nodes in the network are also stored in the smart contract. The smart contracts provide
basic infrastructure for our blockchain-based authentication and CH selection scheme.
Therefore, we have provided the formal security analysis of our smart contract because
it is responsible for managing every single transaction of our network. Furthermore, in
blockchain based schemes, the security analysis of entire solution is performed by formal
analysis of smart contact, as performed in [49–51]. The attacks that are possible on the
smart contract are discussed below.

Figure 14 explains the security analysis of nodes’ registration and authentication smart
contract using the Oyente tool. It shows that the smart contract is resilient against the
attacks that are shown in the figure. The result shows that the mentioned attacks in the
figure are not possible on this smart contract. However, some attacks that are very close to
vulnerabilities for the smart contract are discussed below.

Re-entrancy attack: When a function runs in the smart contract, the malicious node in
the network calls the external function and stops the working of actual function. In our
smart contract, this attack is not possible because all nodes in the network are authenticated
before performing any task. The IDs of legitimate nodes are stored on the blockchain.
Therefore, when nodes are not authenticated due to wrong information, then they are
removed from the network.

Figure 14. Security analysis of smart contract during registration and authentication of nodes.

No double spending: In our system model, the buyers are authenticated using the secret
key that is provided to them. Therefore, no malicious node can obtain the data and perform
any malicious activity in the network.

Denial of service attack: The denial of service attack is not possible in our system model
because the buyers are authenticated by providing the secret keys for communication and
they have to exchange the keys before receiving data.

Single point of failure: In our system model, IPFS is used for storage, which is a
distributed network. Whereas, in the centralized storage system, the system is not able to
give responses frequently. In our proposed system, due to distributed use IPFS, this attack
is not possible. The system quickly responds to data storage and data provisioning.

6. Conclusions and Future Work

This paper presents a blockchain and IoST based network to minimize malicious
activities and incur less computational cost. Nodes’ authorization is ensured using au-
thentication scheme. Only authorized nodes are allowed to take part in the network and
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send data to CHs for further operations. CHs aggregate the data due to which their energy
depletes rapidly and they die. In that case, we propose a DDR-LEACH protocol in which
CHs are selected from the ordinary nodes based on their maximum degree, minimum
distance from BS and maximum residual energy. CHs with low energy are replaced with
nodes that satisfy the above criteria. Moreover, the aggregated data are stored in the IPFS.
For long-term storage, blockchain gives incentives to IPFS. The services are provided in an
encrypted form using AES 128-bit encryption scheme. The simulation results show that
less computational cost is incurred during data storage and service provisioning. Moreover,
low transaction cost is incurred during the registration and authentication phases. The
average transaction costs incurred by PoW and PoA during data storage and service provi-
sioning are compared and it is observed that PoA outperforms PoW. Furthermore, efficient
energy consumption, network lifetime and throughput are shown in the results that are
conducted by comparing LEACH with DDR-LEACH. The results show that DDR-LEACH
DDR-LEACH outperforms LEACH. The encryption scheme AES 128-bit used in the pro-
posed work shows better performance than RSA in terms of execution time. The formal
security analysis is performed to check the effectiveness of smart contract against attacks.
Two attacks, MITM and Sybil, are also induced in the proposed network to show the its
resilience against cyber attacks. In the future work, efficient machine learning technique
will be used for the malicious nodes’ detection in the network.
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Abbreviations
Notation Description
AES Advance encryption standard
BSs Base stations
CHs Cluster heads
DDR Distance degree and residual energy
IoT Internet of things
IoST Internet of sensor things
IPFS Interplanetary file system
LEACH Low energy adaptive clustering hierarchy
MITM Man in the middle
PoA Proof of authority
PoW Proof of work
RSA Rivest shamir adleman
SHA Secure hashing algorithm
SPOF Single point of failure
WSNs Wireless sensors networks
KPr Private key
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Abstract: The seamless operation of inter-connected smart devices in Internet of Things (IoT) wireless
sensor networks (WSNs) requires consistently available end-to-end routes. However, the sensor
nodes that rely on a very limited power source tend to cause disconnection in multi-hop routes due to
power shortages in the WSNs, which eventually results in the inefficiency of the overall IoT network.
In addition, the density of the available sensor nodes affects the existence of feasible routes and the
level of path multiplicity in the WSNs. Therefore, an efficient routing mechanism is expected to
extend the lifetime of the WSNs by adaptively selecting the best routes for the data transfer between
interconnected IoT devices. In this work, we propose a novel routing mechanism to balance the
energy consumption among all the nodes and elongate the WSN lifetime, which introduces a score
value assigned to each node along a path as the combination of evaluation metrics. Specifically,
the scoring scheme considers the information of the node density at a certain area and the node
energy levels in order to represent the importance of individual nodes in the routes. Furthermore,
our routing mechanism allows for incorporating non-cooperative nodes. The simulation results show
that the proposed work gives comparatively better results than some other experimented protocols.

Keywords: IoT; WSN; routing; load balancing; energy efficiency

1. Introduction

The Internet of Things (IoT) [1] was recently made practical with the adoption of
some state-of-the-art technologies, such as wireless sensor networks [2] and intelligent
sensing [3]. The applications of IoT include health care, inventory tracking, smart grid
networks, security systems, and maintainable transportation. The interconnected smart
objects with embedded sensors in the IoT network cooperate and coordinate with one
another to send the collected data to a gateway sink. For IoT-based applications, such as
industrial control, environmental sensing, smart homes, and logistics management, the
wireless sensor network (WSN) is an essential part of the infrastructure [1]. The WSN
can be represented as a graph of multiple interconnected sensor nodes, where each node
senses some data from the environment and transfers them to an ultimate station. The
infrastructure of IoT-based WSNs can be autonomously organized without any complicated
time-consuming installation and configuration compared to typical wired networks for a
variety of purposes [2].

In WSNs, nodes operate with limited powered batteries and cannot be recharged or
replaced in a short period since the sensor nodes are typically unattended. The various
applications of WSNs in IoT environments suffer from this limitation. Accordingly, most of
the previous research works have focused on the extension of the lifetime of the nodes while
achieving peak throughput [4]. In WSNs, data transmission is done through the nodes
cooperating with one another since most of the nodes may not have a direct connection to
a sink node; the nodes use other nodes as relays for transferring their sensed data, which
is known as multi-hop communication. For multi-hop communication in a WSN, a node
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probably has multiple options to select a path towards a destination. Many researchers
have proposed various routing schemes considering routing parameters such as the nodes’
energy levels, transmission rate, security, and so forth [5].

In IoT-based WSNs, the energy consumption of sensors is a major concern. Therefore,
the effects on energy consumption have been investigated in most of the legacy routing pro-
tocols. Moreover, many routing schemes are designed with particular focus on the energy
preservation and elongation of the network lifetime [6]. The goal of energy management is
to ensure that the sensors perform for longer periods of time and all the sensors consume
their energies equally [7]. Different techniques have been developed to balance the load
and energy consumption among the nodes [8]. However, it is unavoidable that some nodes
in the network do not cooperate for the sake of saving their energies. Such non-cooperative
nodes behave selfishly either temporarily or forever. These selfish nodes severely degrade
the overall network performance. In most of the legacy mechanisms, therefore, the selfish
nodes are either isolated or blocked [9].

For energy-efficient routing, various mechanisms have been proposed [10]. Sleep
scheduling approaches are of recent special interest to the scientific community, as they
allow for some nodes to be idle for a particular period of time [11]. In most sleep scheduling
mechanisms, the density of the nodes at various locations in a network is considered. In [12],
the authors proposed the usage of some approaches combined in a genetic algorithm
to formulate a discrete particle swarm optimization algorithm. The main objective of
such mechanisms is to preserve the idle nodes for future operations that are redundantly
deployed in the network. Moreover, it was shown that the sleeping nodes cause no negative
impact on the overall performance of the network. Thus, the sleep scheduling mechanisms
are very efficient for energy optimization in WSNs. However, these mechanisms purely
rely on the density of nodes and become ineffective when there are no redundant nodes in
the network. Moreover, some nodes that die over time also reduce the redundancy and
degrade the impact of the sleeping scheduling.

In some proposed mechanisms [13], it is assumed that the nodes cooperate with each
other while conducting a common routing protocol. However, in ad hoc and IoT networks,
the smartness of nodes is very common. Therefore, this aspect must be properly addressed
in such types of networks while designing an energy-efficient scheme. Many schemes
focus on the individual contribution of each node towards energy efficiency by adapting
a routing protocol [13], sleep behavior [11], coordination mechanism, data aggregation
procedure [7], hop division [9], and cluster divisions [14], and so forth. The nodes may
intelligently coordinate with each other considering each node’s status. The nature of the
deployment of the nodes also has a significant impact on the performance and lifetime of
the networks. The energy efficiency techniques should adequately utilize the density or
redundancy of the nodes in such types of networks [15]. There should be sufficient space in
the mechanism to consider as many parameters as possible for designing an energy-efficient
routing in a WSN-based IoT network. The parameters can be the selfishness of the node,
neighborhood, connectivity through hop levels, density of the nodes, redundancy of nodes,
energies, distances, and surrogate values such as points, score, or credit values for nodes,
and so forth.

In this work, we propose the node status and score-based route optimization protocol
(NSSROP), where each node keeps some additional data to balance the routing load among
all the nodes. In an IoT setup, a sensor node may have the shortest available route towards
a sink. However, it should wisely choose a route that balances the load and elongates the
life of the entire network. Some nodes may be placed at a location where they may get a
higher rate of relaying requests compared to other nodes. This situation can highly degrade
the network performance by unbalancing the load among the nodes. For this purpose, each
node calculates some values for itself that are referred to as scores. Unlike other typical
routing protocols, the proposed mechanism addresses various parameters associated with
the routing and energy optimization in the network. These parameters are used for the
calculation of the scores. During the selection of a route by the source node towards the
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central control, each forwarding node builds the route by considering these scores of the
relay nodes. Modified route request (RREQ) and route reply (RREP) packets are used to
exchange the variations in these scores.

The remainder of this paper is ordered as follows: In Section 2, related works are
described. In Section 3, the preliminary formations are described and the whole mechanism
is explained. In Section 4, the simulation results are discussed. Lastly, Section 5 includes
the conclusion and future work.

2. Related Work

The routing in IoT sensor-based networks is one of the most remarkable research areas
in communication networks. There are lots of research articles related to this field. There
are various parameters in the network that can be used to optimize the routing, for example,
optimization with load balancing (traffic load distribution), as discussed in [16].

A proactive tree-based routing protocol, the routing protocol for low-power and lossy
networks (RPL), is defined by RoLL [17]. RPL is a standard protocol that operates on an
IPv6-based IoT network. It brought an opportunity to develop WSNs on a very large scale.
Routing and message control are the RPL’s most important mechanisms for establishing
and maintaining an effective and stable network. Despite its standing as the standard
routing protocol for IoT networks, RPL has had various flaws since its inception, and other
approaches have emerged to address them [18]. Among these, routing loops are critical.

Most of the recent studies that have aimed at energy efficiency and load balancing
in WSNs and WSN-based IoT networks preferred the cluster-based approach. In [14], the
authors proposed the integration of the bat algorithm and low-energy adaptive clustering
hierarchy (LEACH) for the efficient cluster head selection to reduce energy consumption
and balance load among the network nodes. The nodes are also bound to follow a schedule
for the transmission of their data packets. This mechanism primarily focuses on the cluster
head selection by considering the nodes’ energy levels. Each cluster head is bound to have
a particular number of connected cluster members. However, unlike this mechanism, the
distribution of nodes in a network can be random, which makes it difficult to specify the
number of nodes for each cluster.

Turgut and Altan [19] introduced a fully distributed energy-aware multi-level (FDEAM)
routing and clustering mechanism for WSN-based IoT networks. The two-level and multi-
level inter-cluster transmission methods are represented in this work. In the second level,
the communication and transmission strength are determined by considering the distance
between the nodes and the base station (BS). The clusters are statically distributed over
the entire network. However, the option for re-clustering the network is also defined.
Self-arranged nodes elect the limits for clustering, and cluster heads are selected by exe-
cuting the FDEAM method. However, this method is inappropriate for non-uniform node
distribution and has the shortcoming of being reliant on a dominant source.

The authors of [20] presented an energy-efficient architecture of a self-sustaining WSN
based on an energy-collecting BS and a mobile charger considering the cost of deployment.
They conducted extensive simulations and demonstrated the efficacy of their proposed
strategy by showing that it maximizes the expected network lifetime while minimizing
deployment costs. The main idea is focused on the usage of mobile chargers and the energy-
harvesting BS. However, the work did not primarily deal with energy-efficient routing.

The position responsive routing protocol (PRRP) was proposed in [21]. The main
objective of this proposed work was to minimize energy consumption by incorporating the
global positioning system (GPS) into the nodes. The network is divided into equally sized
grids with a static or dynamically distributed number of nodes. The nodes can adjust their
transmission power by using GPSs while communicating with each other.

To balance energy consumption within each cluster, Wang et al. [22] suggested uneven
cluster generation and distributed cluster head rotation based on residual energy and
relative location. The authors also designed a routing path updating system to prevent
node energy depletion. The selection of the cluster head is based on the level of residual
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energy of the nodes. The routing paths are dynamic and also associated with the nodes’
energy levels.

An energy-efficient regional source routing protocol was proposed in [23], which
balances the network’s energy usage by dynamically picking cluster heads with the most
remaining energy among the WSN nodes. Furthermore, the ant colony algorithm based on
distance is employed to determine the global ideal transmission path for each node, which
reduces data transmission distance and energy consumption. The experiment results show
that the proposed approach outperformed the compared approaches in terms of network
lifetime and throughput.

The authors of [24] proposed open vehicle routing (OVR) based on fundamental WSNs
parameters, in which a data collection protocol called EAL improves the energy efficiency
by balancing the lifetime of the network nodes while considering latency.

Han et al. [25] proposed a cross-layer routing protocol for optimizing the routing
in geographic node disjoint multi-paths. The routing layer performs according to the
underlying energy demand of the network nodes while the physical layer adjusts the
transmission power according to the energy levels. The authors also applied sleep and
awake states for energy saving. In [26], the higher level of traffic generated by several
source nodes in an IoT environment was considered. Three factors are used to determine
optimal routes by taking the next hop nodes. These factors include (1) the signal to
interference and noise ratio, and (2) the survivability factor and congestion level of the
preferred forwarding node.

The Path Operator Calculus Centrality (POCC) routing protocol was proposed in [27].
POCC is used to determine the nodes’ centrality scores, which are further used for path
determination. The approximation of the centrality score uses the operator calculus method
based on the topology of the network. The authors argue that this technique provides
optimal paths towards the BS. The article [28] proposed a directional transmission-based
energy-aware routing protocol (PDORP) to find energy-efficient routes. The DSR protocol
is used as a base protocol in this mechanism. Moreover, a hybrid of bacterial foraging
optimization and a genetic algorithm is used to efficiently collect node information. The
authors presented comparatively better results for energy consumption, bit error rate,
delays, and throughput from their experiments. The objective of this work was to attain
a better quality of service and extend the network life. The predicted remaining delivery
(PRD) protocol, based on the path weighting technique, was proposed in [29]. PRD
considers the fundamental parameters, such as route quality, residual energy, end-to-end
delays, and inter-node distance for designing the weightage system.

A well-known approach for selfish node management was introduced in the watchdog
and pathrater method [30]. In this work, the watchdog detects the non-cooperative behavior
of the nodes and the pathrater blocks the selfish nodes from being part of the routes. The
presence of non-malicious selfishness is potentially higher in unlicensed entities in an IoT
infrastructure. Therefore, it is critical to block the unwanted nodes in such a network.

Many research works have described mechanisms for determining and utilizing nodes’
individual importance in a network. Sun et al. [31] proposed an important assessment
mechanism for a particular node with respect to the energy field. They determined key
nodes based on the average length and density of nodes for the stability of a network.
For this, the authors used graph theory for the properties and correlation of the nodes
with the energy field. In another work [15], an evaluation index was introduced based on
the topology of the network, which eventually determines the nodes’ locations within a
network. Additionally, supernodes are designated to manage multiple key nodes within
the network.

In a mechanism proposed in [32], the selection of relay nodes is made by a concept
of “equivalent nodes” based on a proposed energy consumption model. The network
life can be lengthened by applying a probabilistic dissemination algorithm among those
relay nodes.
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Some fuzzy logic-related articles have also been proposed to improve the energy
efficiency in WSNs. Sheriba et al. [33] proposed a fuzzy logic and black widow optimiza-
tion clustering protocol. However, the black widow optimization’s ideal performance is
modest. Later, the authors proposed a strategy for designing the optimal interval type
2 fuzzy logic by involving the evolutionary algorithms [34]. This solution technique is
suitable for WSNs with limited energy since it helps to extend the network’s lifespan. In
reference [35], a trust-aware energy-saving stable clustering algorithm based on the fuzzy
type-2 algorithm was devised to solve the constraint of the shortening lives of the cluster
heads in clustering algorithms.

Various studies have proposed game-theoretic approaches for the establishment of a
tradeoff between the desired signal-to-noise ratio (SNR) and energy consumption [36,37].
These approaches focus on optimal route selection while considering communication
quality. The game-theoretic approach is effective in the sense of getting a payoff for
individual nodes. However, the entire network’s performance cannot be optimized by
these approaches. Moreover, the nodes are self-focused in such approaches, and these
do not give any length to the network life. The node selection mechanisms such as those
in [27,38] were also proposed for choosing the best nodes among others for energy optimal
efficiency in the network.

Various nodes and network scoring mechanisms have been proposed by many articles
mainly focused on energy efficiency, node behavior, and security. The GoNe scheme,
proposed in [39], was designed for enforcing data security and privacy in WSNs. Nodes
are given some scores based on their reputation in the network. These reputation scores are
managed by CHs, which are later used to manipulate the behavior of nodes. In another
score-based load management scheme [40], the authors proposed a mechanism to compress
the data through CHs to reduce the load on the nodes with low scores. The best nodes are
chosen based on their remaining energy and distance from the BS. The CHs use compressive
sensing to compress data and then forward information towards the sink through the best
nodes. The authors claim that in this way, the load is balanced among all the nodes. The
SBRR protocol [41] considers many factors to score paths for nodes. The parameters are the
hop count, the remaining energy of nodes, link quality, and the buffer sizes on the nodes.
All the parameters are integrated to form the path score. The main focus of the work was to
reduce the pack loss in the transmission. Still, there is space for load balancing and energy
efficiency in the work.

3. The Proposed Mechanism

Unlike RPL and other existing routing protocols, the proposed mechanism addresses
various parameters associated with routing and energy optimization in the network. A
node scoring mechanism is introduced based on the nodes’ existence in the network. The
neighborhood of a node is further classified as closed or identical neighbors. Some of
the procedures in this study were influenced by our previous work on reward-based
mechanisms (RwBMs) [9]. The RwBM is a game-based approach that uses the Rubinstein
bargaining game for the management of virtual currencies which are referred to as scores.
Our previous work deals with the management of selfish nodes in WSNs using the RwBM
mechanism. In this study, we proposed a novel scoring scheme to select the best relay nodes
while choosing a path. Herein, the key algorithm for the score manipulation and calculation,
which involves entirely different procedures, is distinguishable from the RwBM.

This section is divided into two major subsections. In Section 3.1, the preliminaries are
discussed, and in Section 3.2, the entire mechanism is explained in detail.

3.1. Preliminary Formation for the Proposed Work

This section presents the basic details of the main mechanism of the NSSROP. Each
node in the network contains the following information:
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3.1.1. Hop Level

The networks are divided into a hierarchical format of interconnected nodes. The
intermediate nodes with a direct connection to a sink are denoted as having a hop level of
one, while the nodes at the end boundaries have the maximum level values. Each node
keeps its own hop level to determine its distance from the sink. The hop level can be used
to define the number of nodes in a route towards the sink. Equation (1) shows the hop level
for a node within a network of n nodes, as follows:

1 ≤ HLi ≤ n (1)

3.1.2. Neighbors

In multi-hop communication, the presence of neighboring nodes plays a vital role. A
higher number of neighbors leads to a higher availability of routes towards the sink. Each
node in the network keeps a list of all possible nodes that are in the transmission range.
The neighbors can be classified as upward, downward, or sibling nodes. Upward nodes
are neighbor nodes one hop level up. Downward nodes are the neighbors with a lower
hop level, while the siblings are the nodes with the same hop level. A node with HL equal
to HLmax indicates that this node is at the very bottom of the network. Such nodes do not
have downward nodes so they only transmit data through forwarding or sibling nodes.

3.1.3. Closed Neighbors

Among the neighboring nodes, some nodes are relatively placed closer than other
neighbors. Such nodes can be considered as closed neighbors. However, it is more ap-
propriate to consider this distance based on the received signal strength indicator (RSSI)
mechanism than the physical distance. An RSSI-based distance value is calculated by
Equation (2) and is used to determine the set of neighbor nodes [42].

DSTi,j = P−1
i,j (d), Pi,j(d) =

pi Gi Gj Λ2

(4π)2 d2
(2)

where pi denotes the transmission power, and Gi and Gj denote the antenna gains of nodes
I and j, respectively. Nodes i and j are the transmitter and receiver, respectively. Λ indicates
the wavelength (meter) of the transmission signal. pi,j is the receiving power at the node j
when the inter-node distance is d . In a constrained situation where the sensor nodes are
deployed in a controlled environment, the Pythagoras two-dimensional distance formula
can also be used for creating the set of CNs. Moreover, if nodes are deployed in irregular,
unaligned, or not plane areas, then the same can be converted into the three-dimension
distance formula.

Each node keeps a separate set of closed neighbors (CNs) with their estimated location
and energy information. If a node has a frequent number of CNs, then it means that
the node has less opportunity to become a forwarder of other nodes. Nodes with a fewer
number of CNs are vital and can perform more than others. The set of CNs can be calculated
as follows:

CNi =
{

j : DSTi,j ≤ DSTtr} (3)

CNi are all the nodes that are located within a distance value DSTtr with a specified
RSS threshold from node i.

In Algorithm 1, the distance of the inputted node is compared with all the nodes from
1 to n. In each iteration, the computed RSSI-based distance is checked for whether it is less
than a predefined threshold distance for the CNs. Stack memory is used to store all the
nodes that are at a concerning distance with the inputted node, that is, equal or less than
the threshold distance. In case no CN of a node exists, this function returns 0.
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Algorithm 1. Calculation of CNs for a given node (node_ID).

CALCULATE_CN(node ID)
1. for i = 1 to n
2. StackCNs.Top = 0
3. if (ID 6= i) //case of a sin gle node

4. DSTi,ID = Pi,ID(d) =
pi Gi GID Λ2

(4π)2 d2

5. if 0 < DSTi,ID < DSTtr

6. PushIi to StackCNs.Top
7. StackCNs.Top = StackCNs.Top + 1
8. end if
9. end if
10. end for
11. Return StackCNs

DSTtr is a threshold value used to limit the succeeding nodes to being CNs with a
specific node. This value can be wisely defined by the consideration of the total number of
nodes, nodes’ placements, and the transmission range of the nodes. If the number of nodes
is higher in a particular field, then we can assume that the nodes are more densely located.
Similarly, the nodes with lower transmission power will make most of the nodes directly
unreachable to each other. The value of DSTtr should be less than the maximum RSSI value
in the network; otherwise, the parameters of the CNs will have no or an erroneous impact
on the mechanism. Moreover, if we use a very small DSTtr value, then it will return none or
a smaller number of CNs. The proposed work uses the CNs for the network optimization;
therefore, the reasonable number of CNs has a greater impact on the overall performance
of our proposed work. In our work, for the experiments, we kept this value as half of the
maximum possible RSSIs.

3.1.4. Identical CNs

It is probable that at some particular locations in the sensor field, some nodes reside at
a very near distance to some other nodes. Such closely located sensor nodes generally sense
data in parallel and get RREQs from the same source nodes. Two or more closely deployed
nodes with the same connections to other nodes can be denoted as identical to each other.
Such nodes will have relatively similar sensed data and similar RREQ from other nodes. It
is feasible to utilize such nodes by assigning them more load compared to other nodes. For
closely related nodes, an appropriate distance must be configured. A higher distance leads
to a larger number of identical nodes, which may cause a negative impact. Contrarily, a
lower value reduces the sets of identical nodes, making the proposed work ineffective. In
our experiments, we assumed that the nodes with a distance of a quarter of the maximum
transmission range of the nodes were identical CNs.

In Figure 1, nodes a and b are CNs of each other and also have similar connections to
other nodes, while node c is alone and has a similar hop level. In case one of the identical
nodes exhausts its energy completely, the effect is limited compared to a stand-alone node.
Therefore, it is wise to utilize nodes a and b more frequently than node c.

Figure 1. Identical CNs (a and b).
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3.1.5. Energies of Neighbors

The main concern is energy optimization in the IoT sensors. Therefore, each node
keeps its own as well as its neighbors’ energy information. The energy of node i can be
denoted as Ei. The values of Ei can be determined as follows:

0 ≤ Ei ≤ Emax (4)

The nodes with energy levels equal to 0 are considered dead nodes. Such nodes are
automatically omitted from the network. The features of the dead nodes cannot be used in
the formation of scores for routing. Each node keeps track of its neighbors and deletes the
dead nodes from the neighbors’ lists.

3.1.6. Scores

In the network, each node governs a routing table that is used for sending its data.
For each source to its destination, a sequence of nodes is kept in this table. The routing
table keeps the sequence of nodes in each possible route for a destination. A set, R, can be
defined to show all the possible routes for node i via the presence of intermediate nodes.
Each route can be denoted by r with a sequence of nodes.

Ri =
{

r1, r2, r3, . . . , rj
}

(5)

The nodes present in the routes can be distinguished by their importance using a
scoring mechanism. The routes can be determined by evaluating the scores of the nodes.

The efficiency of a route can be calculated by considering the nodes’ density, that is, the
number of CNs and their energies at each hop level towards the sink. Each transmission of
the data packets from a source consumes the energies of all involved nodes. The deduction
of energies induces a variation in the scores of nodes. The score of each node i can be
calculated by its energy level, the sum of the energies of its CNs, and their size m at time t.
The score of node i at time t can be derived by Equation (6) as follows:

λt
i =

Et
i

Emax + ∑m
j=1 Et

CNj
× (m + 1) (6)

The high level of energy of node i and/or a higher number of CNs leads to a higher
value of λ. Additionally, CNs’ energies also influence this value. The higher-level CN
energies reduce the value of λ. For an exceptional case in which a node does not have any
connected or dead CNs, λ is calculated by dividing the energy of node i by the maximum
level of energy, as follows:

λt
i =

Et
i

Emax (7)

Since each route may have multiple nodes, the λ of relay nodes is considered at each
level. The main aim of considering the node density is to reduce the load on single or
scarce nodes. Once the system starts putting the load on the densely located nodes, it is
obvious that at some following stages, some of the nodes will exhaust their energies and
will ultimately no longer operate. The load is finally diverted to other nodes.

Algorithm 2 is used to calculate the λ values for the nodes. This algorithm uses a
subroutine, CALCULATE_CN(ID), to get the list of all the CNs for a specific node. The
number of all CNs is retrieved and then according to Equation (6), these CNs are processed
using a simple loop.
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Algorithm 2. Calculation of λ for each node in the network.

LAMBDA(node ID)
1. ID.CNs = CALCULATECN(ID)

2. λD = MAXEnergy
3. TotalCNs = Size (ID.CNs) //0 is assigned if no CN exits
4. if (TotalCNs 6= 0)
5. for i = 1 to TotalCNs
6. TempCN = ID.CNs(i)
7. λD = λD + TemptCN.Energy
8. λN = (TotalCNs + 1)∗ID.Energy
9. λ = λN/λD
10. Return λ

3.1.7. The Reputation of Hop Level Neighbors

Some nodes may not cooperate due to their selfish behavior. Such nodes are enlisted
during the data transmission by a source node. If a node does not reply to a route request,
then it is considered a selfish node. The selfish nodes are not served by other relay nodes
for data transfer requests. In detail, if a node continues non-cooperative behavior for a long
period of time T, then it is black-listed. In addition, the blacklisted nodes are not requested
for relaying services. A counter Cr is used when the source node declares a node as a
blacklisted one after being selfish. A list of selfish and blacklisted nodes is broadcasted
among the neighbors so that they might be contacted adaptively by all neighbor nodes. The
states of selfish and blacklisted nodes can revert to normal after a specified period of time.

Due to the existence of selfish nodes in the WSN, unfavorable situations may exist.
For instance, it is possible that a node may not be able to communicate or transfer its
data to the sink due to the presence of one or more selfish nodes along the route. In
the worst case, a node can meet relay nodes that are all selfish. In such cases, these
nodes cannot communicate with their destinations [9]. Such nodes typically attempt to
retransmit data repeatedly during a particular period of time. In this study, we assumed
that multiple alternate paths for transmissions were available in order to cope with such
network partition by selfish nodes. Due to the fact that node intelligence encourages selfish
behavior, a node must be able to select only the reliable ones among multiple relays to
prevent excessive packet drops.

3.1.8. Routing Information Formats

The format of the modified DSR route table is given in Figure 2. This table demon-
strates the format of a single entry for a destination node i. In the routing cache, an
additional 2-byte Lambda (λ) value is concatenated with each address. Nodes can easily
update these according to their own knowledge. Each node transmits its own λ field
through the routing and topology control messages.

Figure 2. Modified routing table format.

Figures 3 and 4 show the RREQ and RREP formats in this work. An additional 1-byte
field for the Lambda Option is added in the header. The presence of this field specifies the
addition of λ values with each address. Usually, the Lambda Option is kept as null in the
RREQ to avoid any additional bandwidth and energy. In the RREP, we used the modified
addresses fields. Accordingly, each relay node adds its own address with its λ score for
the RREP.
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Figure 3. Modified DSR RREQ format.

Figure 4. Modified DSR RREP format.

Most of the time, the nodes estimate their neighbors’ locations and energies by ana-
lyzing the sequence of the involved nodes in the flow of data transmission from a source
towards a sink. However, sometimes nodes may require an update for these values after a
specified period of time. OLSR topology control messages are used to get the neighbors’
locations and their energies. For this, we modified the OLSR topology control message as
shown in Figure 5, where each address is combined with the nodes’ energies for the sake of
information sharing.

Figure 5. Information exchange through modified OLSR topology control message.

An unsigned integer 2 bytes in size is used to represent the value of L. According
to Equation (6), the value of Lambda must be a decimal ranging from 0 to the maximum
number of nodes. The possible value range for 2 bytes is from 0 to 6.5535. To adjust the
decimal values into an integer of 2 bytes, the value of Lis rounded to 4 decimal points
and then multiplied by 1000. After applying this procedure, the mechanism can use the
maximum value of Lup to 6.5535. However, there is the possibility that this value will be
near the total number of nodes in the network. When we used an appropriate value for
calculating the set of CNs, there was a much lower chance of this value being greater than
2 in most of the experimental cases. For example, a sample of calculated values can be seen
in the next section of Simulation Results. A value greater than normal will have the same
impact no matter how much greater it is. So, during the process, we assumed that any
value of Lgreater than 6.5535 must be considered 6.5535.

338



Sensors 2022, 22, 1673

3.2. Proposed Mechanism

The flowchart for the entire process of our algorithm is depicted in Figure 6. Our
proposed mechanism is divided into sub-parts of the initial configuration, the selection of
relay nodes, handling the selfish nodes, and the information exchange.

Figure 6. Flowchart of the proposed mechanism.

3.2.1. Initial Configuration

After the deployment of the network, initially, each node broadcasts control packets
to determine its location, neighbors, and CNs and their energy levels. After learning the
values of other connected nodes, each node builds its routing table with routes towards a
sink through the relay nodes. Since the main concern is to select the optimal route towards
the sink, each node i calculates its λ at time t. This value is then shared with the neighbors.
The initial configuration can be seen in Figure 7, where two sample nodes are shown with
their recorded parameter values.
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Figure 7. Initial self-configuration of nodes.

3.2.2. Selection of Relay Nodes

While selecting a route, the source node sends RREQs to an upper-hop node that has
the highest λ value. Upon receiving the RREQ, the relay node then further requests its
ascendant node, which has a higher λ value. This process is repeated by all forwarders
until the intermediate nodes with a hop level of one receive the RREQ. The last-mile node
in the route, as the nearest node to the sink, then replies the RREPs to the requested nodes.
Subsequently, the RREP is acknowledged to the source node by the forwarders along the
reverse route. In Figure 8, the possible connections are shown, among which a route has
been selected based on the calculated λ scores.

Figure 8. Selection of relay nodes.

3.2.3. Selfish Node Management

It is possible that a node with the highest λ does not respond to an RREQ during
n number of attempts. The source node then marks such a node as a selfish node and
recalculates the value of λ by considering the remaining nodes. Moreover, the source node
piggybacks the address of the selfish node with its RREQ to let the other nodes know about
it. The nodes stop entertaining the selfish nodes once they get their information. However,
selfish nodes can still be requested for the route. If the selfish node entertains an RREQ,
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then the source node announces it as a normal node again. In case a node does not respond
to an s number of RREQs, it is then broadcasted as a blacklisted node. The network nodes
omit the blacklisted nodes from their connected nodes’ lists for a specified period of time
t. The features and capabilities of nodes in terms of their cooperation levels are indicated
with blue, yellow, and red in Figure 9.

Figure 9. Stages for managing non-cooperative nodes.

3.2.4. Information Exchange

Upon each data transmission, the involved nodes consume their energies. These nodes
update their λ values according to their knowledge. Using the DSR protocol [43] as a
base protocol, each involved node can get the list of all the relay nodes. They update the
values of the involved nodes in their routing tables. However, to avoid further energy
consumption, these nodes do not broadcast their updated values. The nodes update their
routing tables with approximate values by predicting the energy consumption and the
number of transmitted packets.

If a node has not received any updated information about other nodes in a possible
route, it selectively sends a route confirmation to a preferred forwarder according to its
knowledge. The source node does not proactively update the values, the λ of the relay
node, which may be changed due to previous data transmissions. Therefore, the relay node
selectively forwards the RREQ of the source node to its sibling neighbor node with the
highest λ as shown in Figure 10.

Figure 10. Updating statistics through RREP.

The node also sends additional information with the RREQ that reflects the values of
the nodes involved in previous data transmissions. The nodes in such a case search out the
route by contacting upper-hop nodes with an RREQ along with the additional information.
In this mechanism, the fundamental DSR-based technique of the RREQ broadcast is not
used. The source and relay nodes selectively send the RREQ to the preferred nodes in the
upper or similar hops.

Sometimes the source node does not receive acknowledgment of a selfish node after
several attempts. In such a case, the source node either broadcasts the RREQ to its neighbors
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or selects another node according to its λ score. Each entry in the routing table is associated
with a time stamp. This decision is made according to the time stamp attached to the next
node’s stored λ score in the routing table. Each entry in the routing table is updated along
with the current time.

4. Simulation Results

The proposed work was simulated using MATLAB 2018a. The list of simulation
parameters is given in Table 1. The associations of the λ values in the first experiment are
shown with the targeted parameters.

Table 1. List of simulation parameters.

Parameter Value

Number of nodes 50 to 250
Area 500 × 500, 750 × 750, and 1000 × 1000 m2

Max propagation 100 meters
Max RSSI 100

CN threshold 50
Distance for identical nodes 25

Location of sink 250, 250
Energy max 100 J

Base protocols DSR, OLSR
Node distribution Random

Rx power 0.6 W
Tx power 0.6 W

Movement trace Off
Comparisons LEACH, DSR, PDORP, PRRP, NSSROP

The placements of 100 nodes can be seen in Figure 11. All the nodes were distributed
evenly, while the location of the sink, labeled as BS, was kept at the center of the simulation
space. We observed that the nodes were densely deployed in some places, while some
nodes had low neighbor density according to their location. The nodes’ placements highly
affected the network throughput, especially the availability and lifetime of the routes.

In the experiment scenario of Figure 11, the λ values for a sample of 12 nodes were
derived, as shown in Table 2. The node that had an ID = 10 with a higher number of CNs
had a comparatively higher λ value. This is because nodes with multiple CNs will get more
route requests than others. Since their elimination from the network will not affect much
due to the presence of multiple CNs, such nodes will be frequently utilized. Moreover, a
node that had multiple CNs but less energy compared to its CNs had a lower value. For
such cases, the node ID = 6 can be compared with the node ID = 7. Both had an equal
number of CNs but different levels of energy. Therefore, different λ values were assigned
to ID = 6 and ID = 7. Figure 12 shows a clear relationship among the nodes’ energies, their
CNs’ energies, and the computed values of λ.

This work was further compared with some other protocols such as the PDORP, PRRP,
DSR, and LEACH [44]. Experiments were performed to check the energy consumption,
network life, throughput, and delays.

Figure 13 shows the comparative results for energy consumption in all the experi-
mented protocols. LEACH is not very sophisticated compared to modern protocols, but it
is very famous for creating a baseline for other protocols. Many studies adopt LEACH as
a base protocol for designing and comparing their work. In our results, its performance
decreased with the increased number of nodes. The PDORP and PRRP obtained consistent
results in terms of energy efficiency. The authors who developed the PDORP claimed to
obtain encouraging results by using the genetic algorithm with a modified DSR. The PRRP
was better than the DSR and LEACH but could not compete with the others. The key reason
for this is the incorporation of a typical GPS in the nodes. The proposed mechanism did
not perform well with a lower number of nodes, such as 50, because the NSSROP operates
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on the scores that are based on the nodes’ neighborhoods and densities. In the case of a
smaller number of nodes, there were fewer or no CNs and identical CNs. Therefore, the
proposed mechanism failed to obtain distinctive features from its key parameters with a
lower number of nodes. However, a WSN-based IoT network mostly consists of a large
number of devices. In such a dense network, therefore, the NSSROP worked much better
than the other protocols; the NSSROP outperformed the other protocols with a number of
nodes greater than 100.

Figure 11. Placement of 100 nodes in an area of 500 m × 500 m.

Table 2. λ scores influenced by other parameters.

ID Energy CNs CNs
Energy

CN Energy
Sum λ

1 62.7347 0 0 0 0.6273
2 02.1650 41 94.5579 94.5579 0.0223
3 91.0570 0 0 0 0.9106
4 80.0559 35 10.6942 10.6942 1.4464
5 74.5847 25 68.3839 68.3839 0.8859

6 81.3113 7
44

38.3306
76.6831 115.0137 1.1345

7 38.3306 6
44

81.3113
76.6831 157.9944 0.4457

8 61.7279 0 0 0 0.6173
9 57.5495 50 52.7847 52.7847 0.7533

10 53.0052

12
13
32
47

24.8629
45.1639
21.7802
24.4165

116.2235 1.2257
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Table 2. Cont.

11 27.5070 0 0 0 0.2751

12 24.8629
10
13
32

53.0052
45.1639
21.7802

119.9493 0.4522

Figure 12. λ values according to nodes’ energies and CNs’ energies.

Figure 13. Average energy consumption by 5 protocols with a varying number of nodes.
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The results for the ratio of dead nodes against five pause times can be seen in Figure 14.
These results were reflected by the previous experiment on energy consumption. The NSS-
ROP also outperformed in this test. Due to the equal load balancing, our protocol allowed
all the nodes to equally participate in the network. Moreover, the blacklisting mechanism
was also effective by not letting other nodes waste their energies on contacting them.

Figure 14. Number of dead nodes with different pause times.

Figure 15 shows the comparative results for the throughput of the experimented
protocols. The PDROP and PRRP somehow obtained similar results. The DSR and LEACH
had very poor throughput in the experiment. The PRRP has a mechanism that operates
on fixed-sized grids and does not rely on the time duration; therefore, it had a relatively
consistent level of throughput. The PDORP initially took time to implement its hybrid
mechanism of a genetic algorithm and bacterial foraging optimization. As shown in the
figure, the NSSRP achieved a comparatively higher throughput than the others. The main
reason for this is the implementation of modified control packets, that is, RREQ, RREP,
and OLSR-based topology control messages. With these modifications and incorporation
of scoring, the packet drops decreased, and the exchange of data increased, causing a
higher throughput.

An experiment to check the impact of the density of nodes was carried out by varying
the area up to 1000 m2 with a set of 250 nodes. The results in Figure 16 show that the
performance of all the protocols degraded with an increased area size. This is because
the scattered nodes may not have been able to gain multiple routes due to longer inter-
node distances. The NSSROP obtained almost similar results to the PDORP for 1000 m2.
However, due to the utilization of the density aspect, the performance of the NSSROP was
much better for 500 m2 against the PDORP. Such a higher density increased the number of
CNs and subsequently caused equal load distribution among the nodes and better selection
among multiple routes.
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Figure 15. Throughput (packets per second) at time intervals.

Figure 16. Average energy consumption with varying area size.

In Figure 17, the end-to-end delays are shown. The DSR and LEACH had the worst
results due to their outdated routing procedures. DSR uses the typical route discovery
mechanism that has a drawback of higher delays. The PRRP had moderate values for this
experiment. The PDORP and NSSROP had almost similar results for end-to-end delays.
The main reason for this is the incorporation of modified routing tables and the exchange
of periodic topology control messages along with on-demand route discoveries. Moreover,
the selection of appropriate routes also had a significant impact on the end-to-end delays.
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Figure 17. Average end-to-end delays with time pauses.

5. Conclusions and Future Work

In this work, we proposed a new routing protocol, the NSSROP, which balances the
load efficiently among the nodes in a WSN-based IoT environment. We implemented
the NSSROP on top of two base protocols, the DSR and OLSR, with the novel scoring
mechanism for path selection. Each node is scored considering its energy and CNs to
indicate the nodes’ densities. In addition, the blacklisting mechanism is defined to deal with
non-cooperating nodes in the WSN. In the experiment, the NSSROP showed outstanding
results in terms of average energy consumption, throughput, and end-to-end delay.

This work can be further expanded by incorporating game theory and using clusters
or groups in the network. A Stackelberg or evolutionary game can be incorporated into
the mechanism for cluster formation and cluster head selection processes. Moreover, the
same mechanism can be modified to design a scheme for the development of trusted routes
while considering selfish nodes in the network. Many trust management systems have been
proposed. The existing trust management systems, focusing on trust development from
node to node, can be extended to the trust development for entire routes in the network.
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Abstract: In this paper, we present the design, development and implementation of an integrated
system for the management of COVID-19 patient, using the LoRaWAN communication infrastructure.
Our system offers certain advantages when compared to other similar solutions, allowing remote
symptom and health monitoring that can be applied to isolated or quarantined people, without any
external interaction with the patient. The IoT wearable device can monitor parameters of health
condition like pulse, blood oxygen saturation, and body temperature, as well as the current location.
To test the performance of the proposed system, two persons under quarantine were monitored, for a
complete 14-day standard quarantine time interval. Based on the data transmitted to the monitoring
center, the medical staff decided, after several days of monitoring, when the measured values were
outside of the normal parameters, to do an RT-PCR test for one of the two persons, confirming the
SARS-CoV2 virus infection. We have to emphasize the high degree of scalability of the proposed
solution that can oversee a large number of patients at the same time, thanks to the LoRaWAN
communication protocol used. This solution can be successfully implemented by local authorities to
increase monitoring capabilities, also saving lives.

Keywords: Internet of Things; COVID-19 sensors; remote healthcare; telemedicine; quarantine
monitoring; IoT wearable device

1. Introduction

In recent years, we have witnessed continuous discussions about the IoT (Internet of
Things) concept, which involves the connection of various objects that surround us in our
everyday life to the Internet. The main purpose of the IoT concept is closely related to the
smart city topic, enabling an increase in quality of life by contributing to the efficient use of
resources and environment protection.

IoT technologies are sufficiently enhanced to enable the development of integrated
solutions for the challenges humankind is facing today. All this knowledge and techno-
logical progress does not seem to have prepared us enough for the current context of the
pandemic we are experiencing. Considering the pandemic context, all of these IoT devices
that surround us in our daily life are powerless in the face of the spread of the SARS-CoV2
virus infection. Until the start of the pandemic, there was not a strong connection between
the IoT and the healthcare industry. This aspect must change and allow for the integration
of healthcare services in current existing IoT infrastructure; this change is also forced by
the current pandemic situation. Thus, it is our responsibility, as a research community, to
develop new systems and find solutions to current problems.

The COVID-19 disease, which is a severe acute respiratory syndrome generated by
the SARS-CoV2 virus, is an ongoing pandemic [1]. This has led to an immense public
health concern in the international community, as the World Health Organization (WHO)
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has stated, that the outbreak was a public health emergency. International concern led
to declaring the COVID-19 outbreak a global pandemic on the 11th of March 2020 [2].
Since then, things have progressed quite rapidly, with the number of infections growing
exponentially. Globally, as of 8th December 2021, there have been approximately 300 million
confirmed cases of COVID-19, including more than 5 million deaths, reported to WHO [3].

In this paper, we present the design, development, and implementation of an inte-
grated system for COVID-19 illness management that is associated with the SARS-CoV2
virus infection. The urgent need for this system is related to the fact that the architecture
can enable local authorities to reduce the pressure on the medical system by integrating
telemedicine facilities allowing for remote monitoring of patients. Thus, the health status
of patients is closely monitored by medical staff and depending on the current load on the
medical system, suspect patients, quarantine, isolated patients and even mild cases can be
remotely monitored while at home.

The proposed system integrates an IoT multi-sensor approach that offers the possi-
bility of monitoring different vital signs of the patient. The patient-monitoring node is
integrated in a wearable device that is easy to wear and fully reconfigurable, allowing
further development by integrating other sensor types. Thus, the proposed system can be
seen as a powerful IoT multi-sensor platform. The implemented and tested novel architec-
ture allows for the integration of a high number of wearable devices, in an effective and
cost-efficient manner. The system also monitors the persons that are quarantined due to
infection or suspicion of infection with the SARS-CoV2 virus.

The paper is organized as follows: first, a brief introduction related to the state-of-
the-art technology, followed by Section 2, where the main IoT challenges regarding the
SARS-CoV2 pandemic are presented. The IoT communication protocols, and challenges
for pandemic control are discussed in Section 3. In Section 4, the IoT wearable multi-
sensor architecture for remote patient monitoring is presented and discussed in detail.
The final section of the paper is represented by the conclusions and the overall performance
discussion of the system. From the analysis conducted in this paper and the obtained
results, we can see that the proposed system ensures a high-level of performance and can
be easily developed and implemented by the local authorities to scale up the remote patient
monitoring capabilities, ultimately saving lives.

The main contributions and originality of this paper are the following:

(1) The design of an in-depth analysis of IoT challenges regarding the SARS-CoV2 pan-
demic;

(2) The performance evaluation of the communications protocol that can be integrated in
the patient monitoring architecture distributed over a large geographical area;

(3) The design, development, and implementation of a novel integrated system for
COVID-19 illness management;

(4) The patient monitoring IoT multi-sensor platform integration in a wearable device
that is easy to wear and fully reconfigurable;

(5) The multi-sensor IoT wearable device can monitor the health condition related pa-
rameters like pulse, blood oxygen saturation and body temperature, as well as the
patient’s current location increasing the monitoring capabilities of the local authorities
and saving lives.

2. SARS-CoV2 and IoT Integration

The SARS-CoV2 virus infection can be the cause of a potentially fatal disease that
currently threatens humanity as a global public health issue. The rapid person-to-person
transmission of COVID-19 infection is extremely concerning. It is precisely this aspect that
led to many people being isolated or quarantined. Thus, extensive measures to reduce
person-to-person transmission have been implemented to control the current outbreak.
Special attention and significant efforts to protect or reduce transmission must be applied
in sensitive populations, including children, healthcare providers, older people, and people
with serious health issues.
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The new B.1.1.529 or Omicron variations of SARS-CoV2 may be more transmissible
than other variants and are partially resistant to existing vaccines. According to Markets and
Markets, the Internet of Medical Things (IoMT) market is currently worth USD 26.5 billion
and is expected to reach USD 94.2 billion by 2026 with a CAGR (Compound Annual Growth
Rate) of 28.9% [4]. The major challenges in using the IoT concept are most often related
to ensuring a high autonomy (obtaining the lowest possible energy consumption), the
possibility of integrating as many wireless sensors as possible, scalability, and ensuring the
highest possible communication range.

Another aspect that should not be neglected is that of communication system deploy-
ment costs, that should be kept to a minimum. Thus, it would be ideal for the sensors to be
able to transmit data within an unlicensed frequency spectrum, avoiding additional costs
required by cellular data subscriptions. Nowadays, IoT technologies are mature enough
to be integrated into healthcare diagnostic systems that can contribute effectively to the
fight against this unseen enemy named COVID-19. All these aspects have generated a
series of new problems that we have never faced before. Thus, it is our duty to identify
new solutions that contribute to increasing the patient’s medical care by providing support
to local government authorities.

Worldwide, there are several applications that use machine learning (ML) technologies
into real-time healthcare decisions, contributing a great deal to saving lives. Improving the
efficiency and quality of hospital care services has proved to be an important and critical
challenge during the pandemic. Machine learning is also included in the informational
technology family along with artificial intelligence (AI) [5–8], as well as AI prediction [9]
and it can be integrated within the diagnostic process, contributing to the rapid detection
of the SARS-CoV2 infection [10,11]. These mechanisms can also help reduce misdiagnosis,
reduce the diagnosis time and ultimately save patients’ lives. All these techniques along
with the above-mentioned mechanisms must help in the context of the pandemic and
contribute to slow down the spread of infection and make the diagnosis process more
efficient. Figure 1 presents the main identified advantages of using IoT devices to fight
against the current COVID-19 pandemic. The advantages that can contribute to saving lives
are related to the increase in treatment quality [12], remote monitoring of the patients [13],
quarantine control systems [14], telemedicine [15], new enhanced diagnosis techniques and
improving the virus detection techniques [16].
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During the pandemic, local authorities also faced situations where people violate the
imposed quarantine or isolation conditions. Thus, the designed system proposed in this
paper allows for the active monitoring of the patient’s position while also monitoring the
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health condition. The main advantages are to limit the spread of the disease and avoid
serious complications by administering the optimal treatment on time.

3. Communication Protocols, and IoT Challenges for Pandemic Control

The current situation demands a deep analysis for a better understanding of hu-
mankind’s preparation level in facing the SARS-CoV2 virus. This analysis was performed
taking into account the informational technologies that can be used and integrated into
applications and systems which will allow the flattening of the pandemic evolution curve
and can even help eradicate it. Humankind has invested enormously in a variety of tech-
nologies that surround us in our daily life, contributing to the increase in its quality, but it
seems that in the face of such an enemy we are powerless.

The introduction of communication capabilities to simple objects involves the de-
velopment and implementation of large-scale, high-density complex network topologies.
Usually, the wireless sensor devices are distributed over a large geographical area so spe-
cialized communication protocols are needed to integrate a large number of devices in the
same network. All these protocols must also ensure a high level of performance and be
cost efficient.

The first challenge when a large-scale patient monitoring system is developed is related
to the selection of the communication protocol. Thus, to select the best candidate for the
communication protocol, functional requirements of the system must be correlated with the
current available technologies. The second step is related to the design and development
of a wearable IoT multi-sensor platform that can integrate a multi-sensor approach in a
flexible manner, while also considering the power efficiency of the design.

Currently, there are all sorts of standards, protocols, and communication mechanisms
that promise to solve the main problems raised by the IoT concept like SigFox [17], NB-
IoT [18], Symphony Link [19], IEEE 802.15.4 [20], Z-Wave [21], IEEE 802.15.1 [22] and
cellular technologies [23]. Table 1 contains a comparison of the main IoT communication
protocols that can be implemented in the IoT patient monitoring system.

Table 1. IoT communication protocols that can be implemented in patient monitoring system.

Application
Requirements SigFox NB-IoT Symphony

Link
IEEE

802.15.4 Z-Wave IEEE
802.15.1

Cellular
Technologies LoRaWAN

Communication
range ~4 km ~1 km ~5 km ~150 m ~100 m ~100 m ~1 km ~5–10 km

Large-scale
scalability 3 3 3 - - - 3 3

Popularity 3 3 - - 3 3 3 3
Frequency band Unlicensed Licensed Unlicensed Unlicensed Unlicensed Unlicensed Licensed Unlicensed

Carrier
independent - - 3 3 3 3 - 3

Power
consumption

Efficiency
Low Medium Low Low Low Low High Low

Fast deployment - - - 3 3 3 - 3
Cost-effective

solution - - - - - 3 - 3

Resistance to
interferences 3 - - - - 3 3 3

The particularity of the patient monitoring system involves the integration of many
sensors that can communicate and are distributed over a large geographical area. The chal-
lenges are great considering the small communication distance due to the limited access
resources of sensors like processing capabilities, available data storage or limited power
sources. At the same time, to ensure the highest possible level of performance, as well as
the integration of multiple sensors, it is mandatory that we improve and try to enhance
the communication mechanism through intense research while constantly evaluating the
possibilities it offers in stopping the current pandemic context.
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To summarize, the communication protocol that can be integrated in the patient
monitoring architecture has to meet the following characteristics:

â Ensure a long communication distance and a high-level of performance within a
city-specific architecture;

â Have the possibility to integrate wireless sensors distributed over a large geographical
area;

â Be suitable for non-LoS (line of sight) urban specific conditions;
â Have resistance to radio interference;
â Confirm the technology is already available and implemented by many municipalities;
â Facilitate massive deployment within a low complexity, communication architecture,

with a short implementation time;
â Contribute to the active monitoring of the patient’s health condition;
â Have low-power consumption to allow the integration in a wearable multi-sensor

smart device;
â Provide a high level of performance as a cost-effective solution.

From the previously presented information we can conclude that the LoRaWAN
communication protocol ensures a high level of performance and can be integrated in
development of the patient monitoring system.

LoRaWAN is a communication protocol for media access control (MAC) designed for
IoT applications and wide area networks that use LoRa modulation. LoRa modulation uses
orthogonal spreading factors (SF) for individual wireless nodes to increase the communica-
tion range by reducing the data rate. LoRa modulation uses communication channels with
fixed bandwidths of 125 kHz or 250 kHz for uplink channels and 500 kHz for downlink
radio channels [24]. The SF can be varied from 7 to 12. The higher the SF, the higher
the value of the packet time on air (ToA) will be, lowering the data rate and increasing
the communication range by lowering the sensitivity level of the radio transceiver, from
−123 dBm for using SF7 to −137 dBm when SF12 is used, respectively [25]. Thus, LoRa
wireless nodes that are located in the proximity of the gateway will use SF7 and nodes
located at longer distances will use SF12. The SF allocation is defined by the LoRaWAN
specifications [26] in an adaptive data rate (ADR) algorithm where the SF is increased if the
communication link budget is high meanwhile the SF is reduced if the communication link
budget is low. The ADR and SF particularity of the LoRaWAN communication protocol
offers a real advantage in urban environmental conditions, achieving long communication
distances and is ideal for the patient monitoring system.

The increase in COVID-19 infected people brought along with it a general overload
of the medical system. In many regions the hospitals are overwhelmed with severe cases,
leaving no room for the mild cases. Taking this into consideration, recently we have seen
great interest in remote patient monitoring devices and in telemedicine, as is discussed
in the previous section. In the scientific literature, multiple approaches are presented for
remote patient monitoring, each one with unique features, advantages or disadvantages
that must be overcome in future iterations.

Zhang et al. [27] present a device for COVID-19 prevention that monitors and records
the daily activity of a patient. The main monitored parameters are the movement of the
body recorded with a 3-axis accelerometer and the body temperature recorded with a
CMOS analog temperature sensor. The device is attached to the subject’s wrist with two
elastic bands to ensure constant contact of the temperature sensor. The data are transmitted
to a PC using a BLE (Bluetooth low energy) module. The system also integrates an AI
approach as to detect patterns of human activities. One disadvantage of the system is
the short range of the communication transceiver, covering only approximately 10 m.
The developed architecture is not scalable due to the BLE integration thus, long-distance
communication was not considered.

Ullah et al. [28] propose a patient quarantine monitoring system based on multiple
sensors approach. The sensors used in the application (temperature, respiratory, accelerom-
eter, pulse, SpO2 and GPS—global positioning system) are distributed on the patient’s
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body. The communication with the main microcontroller unit (MCU) is achieved using
a BLE communication link, same as the above related solution. The MCU forwards the
measurement information to a local server through an Internet connection. The system
provides a solution for the indoor GPS signal limitation by measuring the RSSI (receive
signal strength indicator) of the Wi-Fi signal between the sensor device and the locally
deployed server. Alerts and notifications are sent to the local authorities if the quarantine
conditions are violated. This system is presented as being able to monitor multiple patients,
but the capability is reduced due to the low coverage area of the Wi-Fi communication.
Another disadvantage is the high complexity of the system on the sensor level, as the
sensors are distributed on different areas of the body being mostly a proof-of-concept
system, unavailable as an integrated wearable device.

Mukhtar et al. [29] present an IoT enabled solution for patient monitoring, using a
rule-based approach for determining the current state of the patient health. As with the
previous presented system [28], the sensors are distributed on the patient’s body to collect
data, regarding the pulse, SpO2, temperature and cough rate. The measurements are sent
to the cloud by an 802.11n communication protocol (Wi-Fi), where they are processed and
analyzed. The authors define four patient classes, each patient being attributed a class
through a rule-based classification process. The classes are summarized in Table 2.

Table 2. COVID-19 symptom classes.

Patient Class SpO2 Cough Rate Heartbeat Temperature

Non-symptomatic ≥95% No cough ≤90 bpm ≤37.2 ◦C
Mild symptoms ≥95% ≤5/min ≤100 bpm 36 ◦C ≤ T ≤ 38 ◦C

Moderate clinical
symptoms 93% ≤ SpO2 ≤ 94% 5/min≤ Cough Rate < 30/min >100 bpm ≥38 ◦C

Serious clinical symptoms ≤92% ≥30/min >120 bpm >38 ◦C

A similar patient monitoring system is presented in [30]. The system uses an ac-
celerometer sensor and two temperature sensors (a contact one and an IR—infrared sensor)
for movement and body temperature measurement, respectively. Additionally, the system
includes an ambient temperature and a humidity sensor to detect and warn the patient if
the room parameters are off the limits. The measurements are sent to the web-based appli-
cation via MQTT (message queue telemetry transport) using a BLE connection. The whole
system is implemented into a M5stickC device, being an off-the-shelf embedded solution
for a multi-application fast prototyping system.

Some published works propose COVID-19 tracing applications using Bluetooth low
energy in order to track and monitor the spread of the virus [31,32]. These applications
enhanced with ML capabilities can determine persons that are at risk of being infected
because they were in the proximity of a confirmed infected person.

During our evaluation regarding the literature survey, three major disadvantages
have been identified, one being related to the communication protocol used for patient
monitoring systems. In this category, the lack of scalability due to the low communication
range of the technology used to send the sensor data to the monitoring center, is a serious
problem, which is not available when LoRaWAN protocol is used. Another disadvantage is
related to the lack of energy efficiency of the proposed systems because they use a constant
communication link, that drains the battery of the monitoring device very fast. The last
major disadvantage is related to the hardware architecture modularity. Few monitoring
systems use sensors in a wearable device that are comfortable and easy to wear. Thus,
most of the solutions are related as a proof-of-concept design, being impossible to add new
sensors to extend their functionality.

4. IoT Multi-Sensor System for Remote Patient Monitoring

This section presents the design of an IoT multi-sensor patient monitoring system
that uses and integrates information technologies related to the IoT domain. The function-
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alities of the system are also described in detail. Figure 2 presents the main COVID-
19 symptoms [33,34]. To ensure a high level of performance, these main symptoms
must be monitored remotely so that the lives of quarantined patients are not endan-
gered. The sooner a patient receives treatment, the lower the risk of developing severe
life-threatening complications.
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According to the CDC (Centers for Disease Control and Prevention), the main symp-
toms may appear on average 2–14 days after the exposure (based on the incubation period
of MERS-CoV viruses), the symptoms being fever, cough [33], and shortness of breath
due to impaired lung capacity [34]. Figure 3 shows some of the symptoms caused by the
SARS-CoV2 virus. The latest studies show that the incubation period is about 5.2 days, so
quarantine monitoring is crucial [35,36].
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4.1. Patient Monitoring System

Considering the previously identified communication protocol requirements, the
LoRaWAN protocol [37,38] meets performance criteria such as high coverage radius, low
costs, the possibility of integrating a large number of nodes, and developing a scalable
system that can comply with the requirements of high-density wireless sensor network
scenario suitable for urban non-LoS conditions.

Figure 4 presents the proposed system architecture, which includes, the LoRaWAN
gateway (GW), the sensors installed in the wearable device that monitors the patient’s vital
signs and the network server (NS) that acts as a relay between the LoRaWAN network
and the local monitoring center. All the collected data are stored at the monitoring center
where medical staff oversee the health status of the patients. The information is conveyed
through the LoRa modulation technology for long communication distances between the

357



Sensors 2022, 22, 503

GW and the patient’s wearable device using IP-based technologies for the data transmission
between multiple GWs and the NS.
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The LoRaWAN architecture consists of LoRa transceivers installed in the IoT multi-
sensor wearable devices and GW modules that are communicating directly with the NS.
The integrated IoT multi-sensors send management and configuration commands to the
LoRa transceiver whose main purpose is to transmit the message to the connected GW
module. Since the communication protocol is an aloha-type wireless sensor network,
end-devices are allowed to transmit arbitrarily [39]. The transceiver integrated in the IoT
multi-sensor device is of class A type, meaning the communication is initiated only from
the multi-sensor node side. This ensures that the energy consumption of the multi-sensor
node is the lowest possible from all LoRaWAN communication classes available, allowing
for long-term operation.

The main compromise of the LoRaWAN communication protocol is the limited time
intervals in which the node can receive messages from the application server, but this
mechanism is not an issue. Thus, after a message is sent to the NS, the node listens for any
server messages only for a limited time interval. This disadvantage does not reduce the
level of performance for the designed architecture.

Many local municipalities worldwide have already installed or have access to the city
developed infrastructures so the wearable devices can be easily enrolled and added as an
extension to the existing configuration with no supplementary costs. The medical staff
can easily monitor many patients, and if a patient’s condition worsens, rapid intervention
is possible. If the LoRaWAN communication protocol is used, then the system has no
additional licensing costs or monthly fees like other communication protocols presented in
Table 1, so the maintenance cost for the proposed system is low.

The system can be used both in institutionalized quarantine areas and in the case of
people who are in solitary confinement at home. By setting up automatic alerts, a very large
number of people can be monitored by a small number of medical staff in a centralized
manner. Thus, we provide smart usage of the limited resources available in the pandemic
context, contributing to saving as many lives as possible.

4.2. Wearable IoT Multi-Sensor Device for Patient Monitoring

Figure 5 presents the block diagram of the wearable device that includes an OLED
display, the GPS sensor of Neo-6M type, the MAX30102 vital signs measurement sensor
and the SX1276 LoRaWAN transceiver that allows for the collected data to be transmitted
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at the monitoring center. The wearable IoT device can monitor health conditions related
parameters like pulse, blood oxygen saturation and body temperature as well as the
patient’s current location. At the center of our wearable IoT multi-sensor device we have
the ATmega328p microcontroller unit that processes the information collected from different
sensors linked with I2C, SPI or UART busses.

Sensors 2022, 21, x FOR PEER REVIEW 9 of 16 
 

 

tralized manner. Thus, we provide smart usage of the limited resources available in the 
pandemic context, contributing to saving as many lives as possible. 

4.2. Wearable IoT Multi-Sensor Device for Patient Monitoring 
Figure 5 presents the block diagram of the wearable device that includes an OLED 

display, the GPS sensor of Neo-6M type, the MAX30102 vital signs measurement sensor 
and the SX1276 LoRaWAN transceiver that allows for the collected data to be transmitted 
at the monitoring center. The wearable IoT device can monitor health conditions related 
parameters like pulse, blood oxygen saturation and body temperature as well as the pa-
tient’s current location. At the center of our wearable IoT multi-sensor device we have the 
ATmega328p microcontroller unit that processes the information collected from different 
sensors linked with I2C, SPI or UART busses. 

I2C 

I2C SPI

UART

OLED DISPLAY

MAX30102 SX1276 LoRaWAN 
Transceiver

NEO-6M GPS
ATmega

328p

Communication 
interfaces  

Figure 5. Wearable device block diagram of the multi-sensor approach. 

For the health-related measurements, the MAX30102 [40] sensor was used as it offers 
an integrated solution for all three body parameters: pulse, blood oxygen saturation and 
body temperature, respectively. The sensor is based on the principle of spectrophotome-
try, which means that it detects the pulse and the blood oxygen saturation by measuring 
the amount of red and infrared light absorbed by the deoxygenated and oxygenated 
blood using photodiodes. The body temperature is measured using the temperature 
sensor integrated into the MAX30102. The signal provided by the MAX30102 is sent to 
the MCU via the I2C (Inter-Integrated Circuit) communication bus to be processed. The 
acquisition rate may be adjusted from the monitoring center based on the patient’s health 
status. Different patient classes can be implemented as presented in Table 2. 

Monitoring the patient’s GPS position is also mandatory since maintaining a quar-
antine period involves isolation. Thus, a GPS module, named NEO-6M, is integrated into 
the sensor’s architecture, being connected to the MCU via the UART (universal asyn-
chronous receiver-transmitter) communication interface. The location data are sampled 
at random time intervals as to obtain energy efficiency. By monitoring the patient’s cur-
rent position, the authorities can be alerted in the eventuality that the patient does not 
comply with the quarantine conditions. If the current GPS position changes, the authori-
ties are notified by a standard alert message transmitted to the monitoring center.  

The wireless transceiver used for long-range communication and LoRa modulation 
is SX1276 from Semtech [41]. The SF is adjustable using the ADR mechanism provided by 
LoRaWAN specifications, thus, a high-level of performance and power consumption op-
timization is obtained. Another feature of the wearable device is an OLED display used 
only for local parameter checks or a debug option in the testing scenarios. The monitor-
ing platform is implemented in a compact wearable form factor case that can be attached 
to the patient’s wrist and is easily worn. Using a Li-Po power cell of 400 mA, the designed 
wearable device can operate for up to 20 days without recharging the battery, so the pa-

Figure 5. Wearable device block diagram of the multi-sensor approach.

For the health-related measurements, the MAX30102 [40] sensor was used as it offers
an integrated solution for all three body parameters: pulse, blood oxygen saturation and
body temperature, respectively. The sensor is based on the principle of spectrophotometry,
which means that it detects the pulse and the blood oxygen saturation by measuring the
amount of red and infrared light absorbed by the deoxygenated and oxygenated blood
using photodiodes. The body temperature is measured using the temperature sensor
integrated into the MAX30102. The signal provided by the MAX30102 is sent to the MCU
via the I2C (Inter-Integrated Circuit) communication bus to be processed. The acquisition
rate may be adjusted from the monitoring center based on the patient’s health status.
Different patient classes can be implemented as presented in Table 2.

Monitoring the patient’s GPS position is also mandatory since maintaining a quaran-
tine period involves isolation. Thus, a GPS module, named NEO-6M, is integrated into the
sensor’s architecture, being connected to the MCU via the UART (universal asynchronous
receiver-transmitter) communication interface. The location data are sampled at random
time intervals as to obtain energy efficiency. By monitoring the patient’s current position,
the authorities can be alerted in the eventuality that the patient does not comply with the
quarantine conditions. If the current GPS position changes, the authorities are notified by a
standard alert message transmitted to the monitoring center.

The wireless transceiver used for long-range communication and LoRa modulation
is SX1276 from Semtech [41]. The SF is adjustable using the ADR mechanism provided
by LoRaWAN specifications, thus, a high-level of performance and power consumption
optimization is obtained. Another feature of the wearable device is an OLED display used
only for local parameter checks or a debug option in the testing scenarios. The monitoring
platform is implemented in a compact wearable form factor case that can be attached to
the patient’s wrist and is easily worn. Using a Li-Po power cell of 400 mA, the designed
wearable device can operate for up to 20 days without recharging the battery, so the patient
can wear the device during the 14-day quarantine period without power loss issues. This is
possible by using a power management algorithm integrated into the MCU. The following
rule can be used; for COVID-19 confirmed patients the time between measurements can be
lower and offer more in-depth information about the evolution of the case. The physical
implementation of the IoT multi-sensor wearable is presented in Figure 6.
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Figure 6. Physical implementation of the wearable device. (a) IoT multi sensor configuration. (b) IoT
wearable device installed on patient.

Depending on the monitored case, by using the application from the monitoring center
the local authorities can set a minimum predefined period per day for the wearable device
to be worn. Thus, the proposed wearable multi-sensor device can be removed by the patient
for short intervals. The developed system triggers alerts when the health of the person
in quarantine deteriorates. Thus, the onset of symptoms should be closely monitored so
that treatment is administered as soon as possible. The medical staff can adjust, from the
monitoring application, different threshold values that can be applied individually per each
monitored vital sign. These threshold values of monitored parameters allow the system
to generate only relevant alarms and notifications, excluding false triggers. Additionally,
the monitored person can make an emergency call for urgent medical services in case of
rapid deterioration of their health status. This is achieved by simply pressing the panic
button on the device worn by the patient. After the IoT wearable device joins the network,
it starts monitoring the parameters: GPS location, heart rate, oxygen saturation level, and
temperature of the patient.

4.3. LoRaWAN Gateway Placement and Field Tests

The LoRaWAN gateway module (GW) allows for the connection of a very large
number of wireless sensors. This is one of the main advantages that determined the
selection of LoRa technology as being at the center of the proposed system and used as
the communication protocol. The optimal placement of the GW module is very important
and has an impact on the global performance of the patient monitoring system. In order
to determine the optimal position of the GW, RadioPlanner [42] software was used with
the propagation models presented in [43]. The developed model included the urban
geographical area that we wanted to monitor, the terrain configuration, building positions,
heights, and other interferences including vegetation path losses.

From the obtained data depicted in Figure 7, the optimal placement of the GW module
for the field measurement tests is on the roof top of Suceava County Hospital (GW04 from
the Figure 4), at a height of 360 m above sea level. In this configuration, a single GW will
cover about 5 km2 in the urban environment, so with a small number of GWs the surface
of an entire city may be covered. RadioPlanner can be used by LoRaWAN integrators to
determine the optimal placement of the GW modules, thus will reduce the implementation
costs and the performance level of the wireless sensor networks.
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Figure 7. Field coverage measurements—single GW configuration.

The next step was to perform field measurements as to validate the simulated coverage
measurements. In this test setup, a RakWireless 7249 gateway [44] was used with an
omnidirectional antenna having gain of 12 dBi. Figure 8 presents the obtained results.
One can see that the recorded values are very close to the values obtained from our radio
propagation model.
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Suceava Hospital.

If the IoT multi-sensor system is to be extended to cover Suceava town entirely, we
need to place multiple gateways. Thus, we evaluated the scenario to find out the number
of LoRaWAN gateways needed to cover the entire area. As seen in Figure 9, the highest
level of performance is obtained when using three gateways: GW01, GW02 and GW03.
The distance between the gateways is approximately 5 km and can ensure a coverage area
of approximately 20 km2, including the neighboring villages.
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Figure 9. Field coverage measurements—multiple GW configuration.

The GW used in the field tests of the system runs ChirpStack Gateway OS [45],
which has the capabilities to decode, store and forward the LoRaWAN packets to external
applications under JSON application format. Figure 10 presents the monitoring and control
application user interface of the application dashboard. The application is developed as an
interactive map that can be easily displayed to the medical staff. The information shown
includes the GPS location of each individual patient, his/her vital signals in a build-in
graph window, the battery level of the device, the isolation period for each patient and
specific alarms based on the threshold setup by the medical staff in the configuration
settings of the integrated system.
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Figure 11 presents the information acquired by the wearable IoT device for two
different patients under quarantine. The measurements were acquired for the whole 14-day
standard quarantine time. For the first patient, Patient A (Figure 11a,b), the measurements
were within normal defined boundaries, while the second patient, Patient B (Figure 11c,d),
showed an increase in body temperature and a slight drop in SpO2 level, which is associated
with a mild form of COVID-19 illness. Further tests and examinations performed on Patient
B showed that he was positive for SARS-CoV2 virus infection.
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5. Conclusions

COVID-19 is caused by the infection of the SARS-CoV2 virus and can be a potentially
fatal disease that currently threatens humanity as a global public health issue. The rapid
person-to-person transmission of the infection is extremely concerning; thus, a collective
effort is needed to find new innovative solutions that can save lives and stop the spread
of the disease. Nowadays, the IoT ecosystem has become an extension of the Internet, its
impact on how humanity approaches the current problems will be huge in the years to
come. This paper presents the design, development, and implementation of an integrated
system for COVID-19 illness management. The increase in the number of COVID-19
infected people brought along with it a general overload of the medical system. In many

363



Sensors 2022, 22, 503

world regions, the hospitals are overwhelmed with severe infection cases, leaving no room
for the mild cases or other common diseases.

The paper also analyzes the main IoT challenges regarding the SARS-CoV2 pandemic
and presents an in-depth performance evaluation of the IoT communication protocols that
can be used for pandemic control. The designed IoT wearable device can monitor the health
condition-related parameters like pulse, blood oxygen saturation and body temperature, as
well as the patient’s current location. The system can offer great advantages, allowing for
remote monitoring of COVID-19 symptoms.

For testing the proposed system performance, two persons under quarantine were
monitored, for a complete 14-day standard quarantine time interval. Based on the data
transmitted to the monitoring center, the medical staff decided, after several days of
monitoring, when the measured values were out of the normal range, to do an RT-PCR
test for one of the two persons, confirming the SARS-CoV2 virus infection. The field
tests evaluated scenarios also took into account the optimum placement of the LoRaWAN
gateway to obtain the highest level of performance.

The proposed solution that uses the LoRaWAN communication protocol is scalable
and can oversee a large number of patients. Table 3 contains a summary comparison of
our proposed IoT multi-sensor approach and other systems presented in the scientific
literature [27–30]. The wearable device uses an IoT multi-sensor approach that is easily
reconfigurable, offering a flexible and cost-efficient solution for local authorities in the fight
against COVID-19 pandemic. The data collected using the developed IoT wearable device
can help us to fully understand the spread of the SARS-CoV2 virus.

Table 3. Performance evaluation of the developed system compared with other solutions.

Application
Parameters Zhang et al. [27] Ullah et al. [28] Mukhtar et al. [29] Hoang et al. [30] Our Proposed

Approach

SpO2 - 3 3 - 3
Pulse - 3 3 - 3

Temperature 3 3 3 3 3
Location - 3 - - 3

Scalability of the
system - - - - 3

High coverage area - - - - 3
Modular architecture - - - - 3

Wearable device
integration - - - 3 3

IoT communication
technology BLE BLE/802.11n 802.11 BLE/802.11n LoRaWAN
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Abstract: Electric power infrastructure has revolutionized our world and our way of living has
completely changed. The necessary amount of energy is increasing faster than we realize. In these
conditions, the grid is forced to run against its limitations, resulting in more frequent blackouts.
Thus, urgent solutions need to be found to meet this greater and greater energy demand. By using
the internet of things infrastructure, we can remotely manage distribution points, receiving data
that can predict any future failure points on the grid. In this work, we present the design of a
fully reconfigurable wireless sensor node that can sense the smart grid environment. The proposed
prototype uses a modular developed hardware platform that can be easily integrated into the smart
grid concept in a scalable manner and collects data using the LoRaWAN communication protocol.
The designed architecture was tested for a period of 6 months, revealing the feasibility and scalability
of the system, and opening new directions in the remote failure prediction of low voltage/medium
voltage switchgears on the electric grid.

Keywords: smart grid; LoRaWAN; partial discharge; predictive maintenance; scalability

1. Introduction

Electric power infrastructure has revolutionized our world. With the advent of elec-
tricity, our way of living completely changed. But, as our energy needs increase faster
than we realize, our energy sources depleted at a similar rate. Our grid is running against
its limitations and blackout conditions are more frequently met. Due to the increase of
greenhouse gas emission, our carbon footprint is also increasing, which is leading to climate
change and numerous associated problems [1]. Therefore, a solution is needed to tackle all
these problems. A solution is required for using electricity in a sustainable manner. We
can use information technology to overhaul the electric grid and to monitor it [2]. With the
ever-increasing demand of electrical vehicles, the real time monitoring and measurement
of the power grid is mandatory [3]. Thus, urgent solutions need to be found as to meet this
higher and higher energy demand.

The conventional grid consists of electromechanical components which cannot be con-
trolled in real time. However, the smart grid comes into the picture when ICT (information
and communication technology), electrical, and power systems are used collectively. In
the existing grid, communication is one way; information goes from power generating
units and utilities to the consumer, but almost never from the consumer to the utilities.
The smart grid concept allows two-way communications with all stakeholders, so that
information can be shared in a productive way. Utility companies may understand the
consumption patterns of consumers and decide the price per electricity unit depending on
peak loads and usage time.

The conventional grid does not integrate many sensors in its network, due to which
it is considered blind, being unable to self-monitor and self-heal. That is why, much of
the time, utility companies are not aware of failures or blackouts and cannot predict them
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so as to prepare for consequence to the end users. Testing and restoration tasks are also
usually not automatic, involving human presence in multiple remote locations. On the
other hand, in a smart grid framework, a few sensors are attached throughout the network,
which enable it to self-monitor. By extending the concept, utility companies will be able to
pick-up information from the network remotely and the network will have the capability
to even self-heal in an automatic manner [4,5].

Analyzing the demands from the abovementioned, we can say that the main contri-
bution of this work is the design of a fully reconfigurable wireless sensor node that can
sense the smart grid environment. The proposed prototype can be easily integrated into the
smart grid concept in a scalable manner, using a modular hardware platform developed by
the authors.

In the specialized literature, there are a series of scientific papers which describe
various smart grid architectures. This paper comes to fill in the gap by implementing and
designing a smart grid architecture based a multi-sensor wireless node that uses state of the
art technologies for sensing the environment. The designed concept allows the integration
of a high-density of sensors distributed over a large-scale geographical area. This is possible
by using LPWAN (Low-Power Wide-Area Network) technologies. Some of the most used
technologies are SigFox, LoRaWAN, or NB-IoT. Of these, LoRaWAN is the most suitable for
our scenario, due to its numerous advantages compared with the others, such as unlicensed
spectrum transmitting, easy deployment by any hardware/software developer for both
components, nodes, and gateways. SigFox is a technology that is only available in selected
countries, being a mobile carrier supported solution, and requires subscription fees to
register new nodes in the network. Furthermore, several message transmission restrictions
are in place. Thus, only 140 messages of 12 bytes are possible for the uplink, and only four
messages of eight bytes are possible for the downlink. These aspects limit the applicability
of the SigFox communication protocol in different geographical regions. Meanwhile, NB-
IoT operates in the license spectrum and is mostly driven by leading telecommunication
companies around the world, so flexibility for the end-user is limited. Furthermore, to
transmit messages, each node must be registered on the network, generating additional
costs for each installed node.

The paper is organized as follows: first, a brief introduction related to the state-of-
the-art, followed by Section 2, where the main challenges of the smart grid concept are
presented. The LoRa modulation and the LoRaWAN communication protocol are discussed
in Section 3. In Section 4, the smart grid architecture design is presented and analyzed with
emphasis on the developed multi-sensor measurement node. The experimental results and
discussion of them are presented in Section 5. The final section of the paper represents
the conclusions and the overall performance evaluation of the proposed multi-sensor
monitoring node.

2. Smart Grid Challenges and Solutions

The concepts of cyber-physical systems (CPS) [6] or the internet of things (IoT), which
have been around for more than a decade now, are currently creating a great deal of buzz
in the marketplace and media, with promises to enhance the way we live, travel and work.
There are three major areas of IoT applications: in the consumer, industrial, and public
sectors. Recent interest has mainly focused on the consumer side, including consumer
appliances, home area networks, and other small office applications. Industrial applications
promise to improve business outcomes for many sectors, including manufacturing, asset
management, and healthcare. In the case of public sector applications, the internet of things
is a major enabling concept to accelerate the development and deployment of smart city
solutions, including electric vehicles charging stations [7–9], utilities monitoring, or public
transport fleet management [10].

In the smart city concept, the most important element is represented by the electric
grid, which basically transports electricity to each consumer. The electric grid parameters
can be monitored using wired or wireless communication systems.
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For wired communication, PLCs (power line communications) are the best option due
to the working principle and use of the existing grid infrastructure. They are efficient if
they are used in a small architecture configuration. In cases where two communication
points are located between a transformer, PLC systems are useless due to the galvanic
isolation between primary and secondary windings. Thus, to optimize communication,
some hybrid solutions exist, where low-range wireless communications are attached to each
transformer side PLC system to ensure data transmission. Other solutions are based on
PLC and cellular technologies, extending the communication range between isolated power
nodes, or using it to increase coverage of the non-signal or poor-signal areas encountered
in on-site implementation [11–13]. These solutions have a monthly fee and are dependent
on cellular coverage.

Below, some wireless communication solutions are briefly listed from the scientific
literature, with applications for smart city and smart grid concepts.

In [14], the authors propose a method to detect the partial discharge that may occur
into a switchgear by using a synchronization mechanism between multiple switchgears in
a row with LoRa (long-range) technology and TEV (transient earth voltage) sensors. This
method uses the attenuation principle in the process of electromagnetic wave propagation,
so by comparing measured amplitude values received at each switchgear from the same
discharge source, it can detect the faulty switchgear from a row. Thus, LoRa technology is
used only to detect which switchgear is faulty or not, the information being transmitted
and processed locally.

Gao et al. [15] use LPWAN technologies to transmit any grid issue that may occur in the
medium voltage (MV) distribution power network. In the paper presented, an IoT-based
HFCT (high frequency current transformer) sensor with LoRa and NB-IoT capabilities
transmits any partial discharge issue from the MV cables.

Another hybrid approach is made in [16], where LoRa and SigFox technologies are
used to communicate in a smart grid infrastructure. The authors propose a general ar-
chitecture for a local implemented project called MAIGE. Several sensors are attached to
some key points (high voltage/medium voltage switchgears or transformation centers)
that transmit information regarding electrical discharge, grounding problems, or battery
electrolyte levels to a SCADA (supervisory control and data acquisition) monitoring center.

The hybrid communication approach is tackled in other papers [17–21], combining the
well-known and used LPWAN, ZigBee, or 5G communication systems to transmit smart
grid issues to a control and command center.

Figure 1 centralizes the main communication protocols that can be integrated in the
smart grid: PLC, 5G, LoRa, ZigBee, LPWAN, NB-IoT, and LoRaWAN (Long-Range Wide
Area Network) in a cost effective and scalable manner.
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In this paper we present the design implementations and testing of a standalone smart
WSN (wireless sensor node), called the multi-sensor measuring node (MSMN), that can
be used to monitor different parameters from an electric grid, where remote monitoring
of failures or blackouts in low voltage/medium voltage (LV/MV) switchgears is needed
for grid efficiency management, This monitoring multisensory node can be integrated into
a smart grid architecture using LoRa technology and can oversee power lines, detecting
the eventual failure of the LV/MV switchgears in crowded cities. The proposed solution
is called “multi-sensor” due to the use of different sensors for data acquisition, such as
temperature, humidity, air pressure or ozone concentration, that are integrated into a
modular hardware platform developed by the authors. Those sensors cannot be integrated
into a single sensor type, so for our goal, we use more than one sensor, connected through
different communication busses in the hardware platform. The obtained node has the main
advantage of being flexible and easy to use, allowing the end user to add new sensors
depending on the monitored environment. This reconfigurability and modularity of the
proposed MSMN node entails cost efficiency and must be considered when evaluating its
performance level. The high level of performance of the developed node is possible only
by using the integrated acquisition algorithm, presented in detail in Section 4, where each
individual sensor is controlled separately.

3. LoRa Technology Overview

LoRa is a wireless transmitting technology that used chirp spread spectrum (CSS)
modulation, ensuring long-range communication links between modules. This type of
modulation offers robustness against interferences and a very low signal-to-noise ratio
(SNR) for the receiver to be able to demodulate the received signal. For wirelessly transmit-
ting the information, LoRa uses the unlicensed radio spectrum with the ISM (Industrial,
Scientific, Medical) or SRD (Short-Range Devices) band, using 433 MHz, 868 MHz, or
915 MHz as the main frequencies.

LoRa is a long-range technology [22] that has a communication range up to 10 km
and 50 km in urban or rural areas, respectively, depending upon the spreading factor
(SF) used. It is a low-power consumer (can use a few mA to hundreds of mA when
transmitting) [23,24], is scalable (can be reconfigured remotely, depending on the infras-
tructure) [25,26], and does not generate costs during its lifetime. LoRa is thus a suitable
solution for applications that require a very long battery lifetime and reduced cost.

Due to its unique modulation technique that implies CSS, LoRa technology allows
users to negotiate between data rate and the maximum range by varying the spreading
factor of the transmitter. The standard bandwidth is 125 kHz for the European region and
250 kHz for the US region.

Compared to other existing LPWAN technologies, LoRa uses the same phase between
two chirp symbols. Thus, the synchronization mechanism between the node and the
gateway is improved, resulting in a cheaper hardware for the gateway. Some related LoRa
specifications are in Table 1, considering the 125 kHz bandwidth.

Table 1. Chirp length for each SF used in the LoRa modulation.

Spreading Factor Chirp Length (bits) Throughput (bps)

7 128 5469
8 256 3125
9 512 1758
10 1024 997
11 2048 537
12 4096 293

LoRa is the modulation technique used in the LoRaWAN systems. LoRaWAN uses
long-range star architecture in which gateways are used to relay messages between the
end nodes and a central core network, being a protocol for medium access control (MAC)
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designed for internet of things (IoT) applications. In a LoRaWAN architecture, the transmit-
ters (nodes) are not associated with a specific gateway, their transmissions being received by
all the gateways available in the communication range. Furthermore, LoRaWAN uses some
specific communication algorithms that imply adaptive data rate (ADR) in coding rate (CR)
and spreading factor estimations. Although it uses a free radio frequency band, some limi-
tations are required in transmitting duty cycle, being imposed by the current international
laws governed by the ETSI (European Telecommunications Standards Institute-Sophia-
Antipolis, France) and FCC (Federal Communications Commission—Washington, DC,
USA). Thus, a duty cycle less or equal than 1% is allowed for all European sub-channels.

4. Smart Grid Monitoring System
4.1. Monitoring Architecture

The proposed monitoring architecture from this paper uses the LoRaWAN specifica-
tion. LoRaWAN is the communication protocol defined by the LoRa Alliance. Figure 2
presents the LoRaWAN communication stack. The physical layer of the protocol uses
the LoRa modulation, discussed in the previous section, combined with a DSSS (direct
sequence spread spectrum) techniques inspired from radar communication systems. The
frequency band used belongs to ISM or SRD—thus, no license fees are needed—and it
entails a cost reduction, which is a major advantage that LoRaWAN technology offers.
The MAC (medium access control) layer of the LoRaWAN protocol defines three classes
of sensors named class A, B, and C that determine different communication constraints
regarding transmission time and transmission mode. Most of the sensor architectures for
the smart grid concept use class C of the LoRaWAN sensor due to the existing electric-
ity in the monitored center, which means continuous reception and a bidirectional link
between the monitored point and the LoRaWAN gateway. In our proposed architecture,
the multi-sensor node will be powered from a battery with a renewable energy source
backup and the selected communication class will be A, to obtain energy efficiency for the
whole system.
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The LoRaWAN gateway acts as a relay between the smart grid and the internet
network on which the information is transmitted. The information is stored and processed
on a web server with the ability to display different reports and statistics. The main
advantage of the proposed monitoring architecture is the decentralized data collection
process with the ability of integrating an exceptionally large number of monitoring points.

Figure 3 presents the proposed smart grid architecture. The architecture is distributed
over a large geographical area specific to urban non-LoS (line-of-sight) communication
conditions. We can observe that the monitoring nodes that are located at the edge of the
network are communicating using an SF set to 12. To increase the number of integrated
measuring nodes, the star network topology is used, in which the sink node is represented
by the LoRaWAN gateway.
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The optimal placement of the sink node will be addressed in the next section of
the paper using some measurements and with some simulation scenarios based on the
RadioPlanner simulator.

Each multi sensor measuring node (MSMN) can sense the monitoring environment.
Advantages of the MSMN node:

− Modular platform with multi sensors integration capabilities: any type of analogue,
digital, or I2C interfaced sensor;

− High reconfigurability of the developed platform, which means that new sensors can
be easily added to the developed platform;

− The MSMN can be placed without any previous configuration in an area with Lo-
RaWAN coverage and will automatically connect to the network;

− The MSMN node can function as standalone wireless module for a long period of
time without any maintenance due to renewable energy integration;

− The MSMN node can be customized with other communication protocols based on
the usability scenario.

When the MSMN node sends measurement data, the information is transmitted to the
closest LoRaWAN gateway and can be processed by a monitoring center.

4.2. Multi-Sensor Monitoring Node

The monitoring architecture uses the LoRaWAN specification. The general architecture
of the proposed LoRaWAN node is listed in Figure 4.
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The MSMN uses the platform proposed in [27] as the main board. This platform
has a LoRa communication module to provide a long-distance communication and to
cover the areas where other communication types like GSM/GPRS have a poor coverage.
The MSMS also has a NEO-6G GPS module for location estimation. This module has a
particular feature: a very low-power consumption of only 72 mW at a 1.8 V voltage rating.
microcontroller, a ATmega88A is used, and the clock is set to 1 MHz; it works with a
power supply from 1.8 V to a maximum of 3 V. All the external features of the platform
are programmed to work in sleep mode. Thus, all the system architecture is low-power
consumption, only demanding approximately 63 mA in active mode when SF7 is used or
172 mA when SF12 is used. In sleep mode, the entire platform drains only 10 µA.

The solution proposed in [27] is a modular one. Thus, miscellaneous sensors for
data acquisition can be integrated on the main board. Environmental data acquisition
sensors like air temperature, air humidity, air pressure, air quality (BME680 connected
using I2C bus), and ozone (MQ-131 connected using A0 analogic input) are available in
the architecture from the MSMN node. These sensors are required for the LV/MV (low
voltage/medium voltage) switchgear monitoring, to avoid problems caused by malfunction
of these electric energy distribution cells. According to some scientific papers [28–30], the
main cause of electrical grid malfunction is the interruption of the power supply, due to
damage that may occur in the LV/MV switchgear cells (which supply household users).
These problems occur due to improper administration of the MV switchgear cells because
in most of the cases they are not supervised, being mounted in the open field with different
atmospheric conditions. Variable temperature and humidity can cause changes in the
insulation of the conductors over time, which can lead to the corrosion of metal elements
or even the appearance of the corona effect. If certain compartments in a switchgear are
monitored, faults can be predicted, thus avoiding the problems mentioned above. Corona
effect, which can be found as corona discharges, can be easily monitored because it is an
electrical discharge caused by the ionization of a fluid such as air surrounding a conductor
carrying a high voltage. In many high voltage applications, like MV switchgears where
high voltages pass through electric wires, corona is an unwanted side effect. In the air,
coronas generate gases such as ozone (O3) and nitric oxide (NO), and in turn, nitrogen
dioxide (NO2) and thus nitric acid (HNO3) if water vapor is present. These gases are
corrosive and can degrade and embrittle nearby materials such as the switchgear high
voltage conductor’s isolation or even the metal case.

Water vapor can occur due to sudden changes in temperature and high humidity
conditions. If a sensor is used to monitor the mentioned parameters, the value of the dew
point can be determined exactly and thus the appearance of water vapor in a switchgear,
which can cause corona discharge for instance, can be anticipated. In this case, the BME680
sensor is used, which through an I2C connection can transmit information related to
temperature, humidity, air quality, and atmospheric pressure.

Thus, the sensors mentioned in the MSMN node can transmit data from the field, and
decisions can be made at a monitoring center, history files can be created, or alarms can be
set for the prevention of problems and the optimal management of LV/MV cells.

The power supply of the node is a rechargeable Li-Po battery with a capacity of
1000 mAh. This battery capacity is necessary mainly due to the ozone measuring sensor,
MQ-131. According to the datasheet, the sensor is a metal oxide semiconductor (MOS)
type gas sensor also known as a chemiresistor, because detection is based on the change of
resistance of the sensing material when the gas encounters the material. Using a simple
voltage divider network, the gas concentration can be easily detected. Thus, for good
operation, the sensor heater resistance needs approximately 900 mW, consuming the most
battery capacity.

To optimize the energy consumption of the node, the algorithm proposed in [27] is
used. Firstly, the MCU, the BME680, and the MQ-131 sensors are woken up. To obtain the
correct values, the MQ-131 heater resistance needs to preheat at least 2 min before obtaining
the measurements. During this time, the BME680 sensor values are read and stored in
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the MCU internal EEPROM memory. The next step is to put the BM680 sensor in sleep
mode and verify the NEO-6G GPS coordinates. For this to happen, an internal counter is
checked to verify if a 24-h interval has elapsed from the last GPS fix measurement. If this
condition is fulfilled, the GPS module is powered-up, otherwise this step is passed over.
This process may take up to 26 s (according to the GPS datasheet) only once a day. After the
GPS location coordinates are collected and saved, the GPS module is deactivated. The next
step is acquiring the ozone values from the MQ-131 sensor and storing them in the same
EEPROM memory. After that, all the integrated sensors are deactivated and at the same
time the LoRa communication module is woken-up to transmit the saved information to
the monitoring center through the LoRaWAN gateway.

During the day, a charging circuit can be used from a photovoltaic panel mounted in
the system, supplementing the energy requirements of the system for a longer lifetime. The
whole system is designed for autonomous functionality, being able to be moved or reused
for other monitoring areas without the need for interruptions from the power supply in
case the power supply would be used directly from the switchgear. Using the GPS module,
we can easily determine the position of the node and possibly assign new limits for the
monitored parameters, changes that can be made from the control center.

The hardware platform from [27] with the new features added will need approximately
243 mA in active mode with SF7 and 352 mA with SF12. These consumption values are
given for the worst-case scenario, when all the components from the platform are active at
the same time.

For programming the platform, an open-source IDE programming environment is
used. This is an easy way of integrating already existing functions and using existing
libraries to perform communication within LoRaWAN protocol.

The hardware development of the node can be seen in Figure 5.
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4.3. Communication Coverage of the Proposed Architecture

Given that this paper proposes a monitoring architecture for the smart grid concept,
the proposed node must cover a large area for LoRaWAN communication. For proper
communication, the gateways must cover the areas where switchgears for monitoring
purpose are mounted. Thus, some tests are performed to ensure gateway communication
and optimize the functionality parameters. The communication architecture is listed in
Figure 6.
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For this test, the node was programmed with a test code, with the communication
spreading factor manually chosen with the use of some external hardware jumpers. Each
time the packet was received, the message appeared in the TheThingsNetwork cloud IoT
platform interface (TTN GUI). The used gateway was the one discussed in detail in [31],
with an omnidirectional antenna from Taoglas with a 12 dBi gain and was placed in the
Stefan cel Mare University Campus.

From the obtained results depicted in Figure 7, we can see that the communication
range in the tested zone, which is an urban one, is strongly affected by the spreading factor,
covering only approximately 2 km2 when all variations of the spreading factor are linked,
from 7 to 12. Thus, to deploy a large-scale LoRaWAN network for the smart grid concept,
we need to choose the gateways’ locations on the required infrastructure. The easiest
method for this step is to use a wireless communication emulator. This network emulator
must ensure the option for attenuation losses due to the geographical terrain variation,
because LoRaWAN can be deployed for more than 10 km in the urban areas or more than
50 km in rural areas, where terrain variation with buildings and vegetation is available.
Such a simulator is RadioPlanner [32] and it was used in this paper for the LoRaWAN
coverage simulation. This software framework can deploy large-scale architectures using
long-range communications like LoRa, GSM, LTE, UHF, or VHF.
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To ensure the simulation validation and calibration process, we chose the values
measured with the test setup mentioned earlier. All the parameters were changed for the
transmitter (the LoRaWAN node) and for the receiver (the LoRaWAN gateway), choosing
the antenna pattern, gain, cable loss, beam tilt and the height where is mounted from the
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ground point. Also, for accurate results, some attenuation loss parameters were considered
with the specifications from the ITU-R P.1812-4 report [33], which represents a path-specific
propagation prediction method for point-to-area terrestrial services in the VHF and UHF
bands. The simulated results are depicted in Figure 8.
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5. Results and Discussion

To ensure the feasibility of the proposed sensor node, we chose some LV/MV switchgears
from our regional electric distribution network, located in a neighborhood in the Suceava
town. The monitored area is around 5 km2, it has 18 monitoring points, and it is an ur-
ban area where there are buildings and other steel/concrete structures, forest trees, and
different elevations.

The first step was to locate the best position of the LoRaWAN gateway. Taking the
optimized parameters for the simulator, we made some gateway location estimates. The
first scenario was placing the gateway in the middle of the monitored area (point IT242),
with the results obtained in Figure 9.
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From the first simulation, we can see that not all the LoRaWAN nodes were communi-
cating with the gateway, even if the gateway was in the middle of the monitored area. This
is due to the geographical terrain variation, which causes diffraction, free space, or clutter
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losses. A result from IT242 (the gateway location) and IT33 (one uncovered node location)
is depicted in Figure 10.
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The next scenario was made using other locations from the monitored area, but not
linked directly to a LV/MV switchgear point. If we take the elevation parameter when
making the simulation, we can find the best point for the gateway to be located (Figure 11).
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Here we can see that all the monitored points are covered by the gateway, even if
the distance between each monitored point and the gateway is greater than the previous
scenario, covering a much larger area than the Scenario 1. Figure 12 reveals the elevation
between the gateway location and the IT150 (the node location), with a LoS (line-of-sight)
distance of 3.5 km. Even if the free space losses are greater than the previous scenario, the
node can transmit data to the gateway using SF12 due to the elevation difference between
the measuring points.
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Once the gateway location is set, we can place the sensor nodes on the LV/MV
switchgears for monitoring the environmental parameters.

For testing purpose, we chose a faulty LV switchgear that needed maintenance on the
cable side so that the transmitted values were accurate to the switchgear issues (appearance
of the partial discharge inside), marked IT131 on the coverage map. The measurements
were performed during a 6-month period, from May to October (Figure 13).
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All the parameters mentioned in Section 4 were transmitted using the LoRaWAN
communication protocol. The GPS coordinates were used to place the exact position of the
nodes in the Google Maps view, so that each node can be easily identified. The temperature
and the humidity were transmitted to obtain the dew point value inside the switchgear, to
make an estimation regarding an eventual rising of its value that can cause partial discharge
and degrade the conductor isolation. In technical terms, the dew point is the temperature
at which the water vapor in a sample of air at constant barometric pressure condenses into
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liquid water at the same rate at which it evaporates. At temperatures below the dew point,
the rate of condensation will be greater than that of evaporation, forming more liquid
water. To obtain the exact value, some calculations are made using the equations from [34]
as reference:

td ≈ t−
(

100− RH
5

)
, (1)

where td is the dew point temperature measured in Celsius, t is the air temperature
measured in Celsius, and RH is the relative air humidity in percentage. Listed below are
the transmitted values and the dew point calculation according to Equation (1).

Some issues regarding the switchgear can be noticed from the proposed MSMN node
and this is the corona discharge effect, discussed in Section 4.2 of the paper. This is possible
with the help of ozone values received from the node. In some periods, because of the
increased relative humidity value, the dew point exceeds the air temperature, so water
vapor condenses on the cable isolators. Thus, locally partial discharges occur for short
periods, causing the increase of ozone levels. The obtained results received from the
monitored switchgear can be seen in Figure 14.
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The node was programmed to transmit the data three times a day (in the morning, in
the afternoon, and in the evening); the rest of the time the node was in sleep mode, waking
up only to sample the measurement parameters. This decision for transmitting the data
was taken for power optimization, resulting an autonomous functionality node that does
not need a continuous power supply, being a standalone LoRaWAN node. In the daytime,
the solar panel will charge the node battery to increase power efficiency.

6. Conclusions

The maintenance of switchgear parameters from an electric grid is essential to avoid
failures or blackouts. At present, the population is demanding of electricity, so it is
necessary to find monitoring solutions for the distribution points.

The ever-increasing demand for electrical energy is also sustained by aggressive
electrical vehicle technology integration to meet green energy certifications and carbon free
emissions, according to EU regulations.

By using the internet of things infrastructure, we can remotely manage the electricity
distribution points, receiving data that can predict any future failure points of the grid.
By extending the concept, utility companies will be able to pick-up information from
the network remotely and the network will even have the capability to self-heal in a
cost-effective automatic manner.

In this paper, we present a smart grid monitoring architecture with a multi-sensor
monitoring node from which we can collect data with the LoRaWAN communication
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protocol. The designed architecture was tested for a period of 6 months, revealing the
feasibility and scalability of the system, and opening new directions in the remote prediction
of failures and blackouts of the LV/MV switchgears on the electric grid. Furthermore,
the monitoring solution is still transmitting data and we will continue to analyze its
functionality in the cold wintertime. The measurements have been made during a period
including the rainiest months in our region, May, and June. During these intervals, solar
radiation was at an average compared to that of the sunniest days, which are in August.
As per our laboratory tests with variable exposure to light, the sensor will operate with a
minimum of 5 days per month of solar radiation.

This novel architecture can be integrated successfully into the smart city concept
with smart grid applicability. Monitoring some normal environment parameters like air
humidity and air temperature, we can obtain important information related to the condition
of the network, allowing the evaluation of the performance level of the smart grid.

The novel designed multi-sensor monitoring node uses a modular platform with a
high degree of reconfigurability that is also able to function in a standalone mode using state
of the art communication protocols like LoRaWAN suitable for crowded city topologies.

Author Contributions: Conceptualization, A.I.P., E.C. and A.L.; methodology, A.I.P. and E.C.; soft-
ware, A.I.P.; validation, A.I.P., E.C. and A.L.; formal analysis, A.I.P. and A.L.; investigation, A.I.P.;
resources, A.I.P. and E.C.; data curation, A.I.P. and A.L.; writing—original draft preparation, A.I.P.,
E.C. and A.L.; writing—review and editing, A.I.P., E.C. and A.L.; visualization, A.I.P., E.C. and A.L.;
supervision, E.C.; project administration, A.I.P. and E.C.; funding acquisition, A.I.P. and E.C. All
authors have read and agreed to the published version of the manuscript.

Funding: This paper was made using the infrastructure from the project “Integrated Center for
research, development and innovation in Advanced Materials, Nanotechnologies, and Distributed
Systems for fabrication and control (MANSiD)”, Contract No. 671/09.04.2015, Sectoral Operational
Program for Increase of the Economic Competitiveness co-funded from the European Regional
Development Fund, and was supported by a grant of the Romanian Ministry of Research and
Innovation, CCCDI-UEFISCDI, project number PN-III-P2-2.1-PTE-2019-0642, within PNCDI III.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

Abbreviations

ICT Information and communication technology
LPWAN Low-power wide area network
LoRaWAN Long-range wide area network
NB-IoT Narrowband-internet of things
CPS Cyber-physical system
IoT Internet of things
PLC Power line communication
TEV Transient earth voltage
LV/MV Low voltage/medium voltage
HFCT High frequency current transformer
SCADA Supervisory control and data acquisition
WSN Wireless sensor network
CSS Chirp spread spectrum
SNR Signal to noise ratio
ISM Industrial, scientific, medical
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SRD Short-range devices
SF Spreading factor
MAC Medium access control
ADR Adaptive data rate
CR Coding rate
ETSI European telecommunications standards institute
FCC Federal communications commission
DSSS Direct sequence spread spectrum
LoS Line-of-sight
MSMN Multi-sensor measuring node
GSM/GPRS Global system for mobile communications/general packet radio service
GPS Global positioning system
MOS Metal oxide semiconductor
MCU Micro controller unit
LTE Long-term evolution
UHF Ultra-high frequency
VHF Very-high frequency
MHz Megahertz
kHz Kilohertz
bps Bits per second
mW Milliwatt
mA Milliampere
µA Microampere
I2C Inter-integrated circuit
mAh Milliampere hour
td Dew point temperature
t Air temperature
RH Air humidity
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Abstract: We propose a deep neural network (DNN) to determine the matching circuit parameters
for antenna impedance matching. The DNN determines the element values of the matching circuit
without requiring a mathematical description of matching methods, and it approximates feasible
solutions even for unimplementable inputs. For matching, the magnitude and phase of impedance
should be known in general. In contrast, the element values of the matching circuit can be determined
only using the impedance magnitude using the proposed DNN. A gamma-matching circuit consisting
of a series capacitor and a parallel capacitor was applied to a conventional inverted-F antenna
for impedance matching. For learning, the magnitude of input impedance S11 of the antenna was
extracted according to the element values of the matching circuit. A total of 377 training samples and
66 validation samples were obtained. The DNN was then constructed considering the magnitude
of impedance S11 as the input and the element values of the matching circuit as the output. During
training, the loss converged as the number of epochs increased. In addition, the desired matching
values for unlearned square and triangular waves were obtained during testing.

Keywords: antenna impedance matching; artificial neural network; deep learning; input impedance (S11)

1. Introduction

The most recent electronic devices support wireless communication, for which an an-
tenna operating at a specific frequency band must be used. As the resonant frequency
of an antenna is affected by its shape and surrounding materials in a device, the antenna
must be modified whenever the device design is changed. To avoid antenna redesign,
commercial communication devices can be used. However, such devices often include
bulky external dipole antennas. In addition, the required operation frequency may not
be available because commercial devices are intended for predefined frequencies, such as
the ISM (industrial, scientific, and medical) band. If an antenna with a fixed shape could
automatically operate at the desired frequency, the development time of wireless devices
could be notably reduced along with the development cost of antennas.

Antennas used to tune the resonant frequency can be divided into reconfigurable and
tunable antennas. Reconfigurable antennas [1–5] adjust the resonant frequency by changing
their shape through a switch. Thus, small antennas or multiband antennas should often be
reconfigurable given the difficulty to obtain a wide bandwidth. For instance, the tuning
of the resonant frequency while reducing the size of a slot loop antenna has been achieved
by using varactor diodes [3]. In addition, selection of the LTE (Long Term Evolution) band
of 1.8 or 2.6 GHz has been achieved by inserting a PIN diode at the end of a loop antenna [4].
A reconfigurable antenna can change its radiation pattern by modifying its structure,
providing high radiation efficiency depending on its shape. However, reconfigurable
antennas are generally difficult to design given their complex structure.

On the other hand, tunable antennas operate at various frequency bands by changing
the element values in the matching circuit [6–12]. As their structure is fixed and only the ele-
ment values in the matching circuit change to obtain a resonant frequency, tunable antennas
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are simple to design. By applying a tunable matching circuit to an ultrawideband antenna,
resonant frequencies from 1.8 to 2.8 GHz have been set at applied voltages from 0 to 23 V [9].
In addition, a tunable matching circuit has been applied to provide the required service
frequency bandwidths for small antennas [12]. However, tunable antennas deliver sub-
optimal efficiency due to losses in the matching elements at any operating frequency [10].
To improve performance and properly tune the resonant frequency, the magnitude and
phase of the antenna impedance should be accurately determined. In addition, the factor
causing the change in the resonant frequency over the range of element values should be
identified. Despite their simple structure, tunable antennas must be carefully designed
by considering the antenna characteristics for the matching circuit.

Recently, machine learning has been applied to optimize antenna performance [13–19]
and implement impedance matching [20–22]. A machine learning method can determine
the element values without requiring a mathematical description of the matching cir-
cuit. In wireless power transmission, a neural network has recently been used to achieve
the maximum efficiency [20,21]. Specifically, the matching element value according to
the impedance of a wireless power transfer (WPT) coil was learned, and matching was per-
formed automatically based on the measured impedance. The efficiency can be maximized
by automatically compensating the matching value according to the distance between
WPT coils. To date, however, no machine learning method has been devised for antenna
impedance matching.

We propose a deep learning method that determines the element values of the match-
ing circuit for a given magnitude of input impedance S11. The input is only the impedance
magnitude, and the output is the corresponding element values of the matching circuit. Un-
like the conventional approach, the proposed method determines the appropriate matching
element values, and it can solve even unimplementable input impedances.

The remainder of this paper is organized as follows. Section 2 presents the an-
tenna structure and matching circuit used in this study. Section 3 describes the method
for acquiring input impedance S11 according to the capacitor values of the matching cir-
cuit. In Section 4, we introduce the proposed deep neural network (DNN) for antenna
impedance matching. Section 5 reports the deep learning results and presents the corre-
sponding discussion. Finally, we draw conclusions in Section 6.

2. Antenna and Matching Circuit

Figure 1 shows the antenna structure to simulate the matching circuit effect. The basic
structure is an inverted-F antenna, which is the most common type for mobile devices.
The resonant frequency of the inverted-F antenna is determined by the length of the
antenna, and the matching of the antenna is determined by the distance between the feeding
point and the shorting stub. In general, the inverted F antenna is designed in the form
of a meander line to include the length of the antenna in a narrow space in order to
lower the resonant frequency. However, if there is not enough space for metal patterning,
a matching circuit should be used to adjust the resonance frequency. The antenna is
patterned on an FR4 substrate with a dielectric constant of 4.3 and a thickness of 1 mm.
The obtained inverted-F antenna has a length of 28 mm and a height of 10 mm from
the ground. The line width is 1 mm, and the shorting stub at the left end is connected
to the ground. The feeding point is 2 mm from the shorting stub. The matching circuit
is directly connected to the feeding point. The dimensions of the antenna are arbitrary.
If there is no matching circuit, the antenna resonates at 1.9 GHz. The resonant frequency
of the antenna can be tuned from 0.9 to 1.4 GHz using a matching circuit.
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Figure 1. Antenna structure for impedance simulation.

We performed simulations using Ansys HFSS (3D high-frequency simulation soft-
ware). Figure 2 shows input impedance S11 of the antenna without a matching circuit on
the Smith chart and the real part and imaginary part of the impedance for the frequency
range of 0.8–1.5 GHz. As can be seen from Figure 2b, the imaginary part has values higher
than 50 ohm as positive values. This means that in order to make resonance, the imaginary
part should be compensationed through capacitors. The antenna impedances at the lowest
and highest frequencies are located in the upper-right corner of the Smith chart. Therefore,
the impedance can be matched by combining a series capacitor and a parallel capacitor,
as shown in the gamma-matching circuit of Figure 3. Impedance matching is possible
at the designed frequencies according to the capacitor values. Specifically, we used a series
capacitor CS of 0.9–3.3 pF and parallel capacitor CP of 1–15 pF.
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Figure 3. Gamma-matching circuit.

Matching should be applied for the capacitor values to match at the lowest and
highest resonant frequencies of 0.9 and 1.4 GHz, respectively. For resonance at 1.4 GHz,
the values of the series (CS) and parallel (CP) capacitors should be 0.9 and 3 pF, respectively.
For resonance at 0.9 GHz, the respective values should be 3 and 20 pF. These values
for the matching circuit were determined by mathematical calculations based on accurate
information about the real and imaginary parts of the antenna impedance.

Although it is possible to measure S11 including its real and imaginary parts by using
a network analyzer, expensive equipment is required. Instead, we propose a method for de-
termining the matching element values using the S11 magnitude in a DNN. As the magni-
tude does not include phase information, an accurate matching value cannot be determined
mathematically. However, through learning, the proposed method determines the match-
ing element values solely from the input impedance magnitude.

3. Data Acquisition

The effectiveness of machine learning depends on the availability of large amounts
of data. However, manually obtaining input impedance S11 according to the matching
element values is time-consuming. Therefore, automated data acquisition should be
performed. To this end, we linked MathWorks MATLAB and Ansys HFSS. In MATLAB,
series capacitor CS and parallel capacitor CP were set as variables, and these values were
linked with HFSS. According to the matching element values, the S11 magnitude was
extracted as a text file. The matching element values for training are listed in Table 1,
and those for validation are listed in Table 2. The magnitude of input impedance S11 is
a scalar value ranging from 0 to 1 over 401 datapoints, corresponding to a frequency range
from 0.8 to 1.5 GHz. For the training data, as 13 series capacitors and 29 parallel capacitors
were used, 13 × 29 = 377 samples were obtained. In addition, the validation samples
were 11 × 10 = 110. The postprocessing time to obtain S11 per setting of matching element
values was 12 s, taking approximately 90 min to obtain all the training and validation
samples. Figure 4 shows the S11 magnitude for all the training (Figure 4a) and validation
(Figure 4b) samples. It is important to match the antenna impedance at the designed
resonant frequency. The reason for graphing all samples in Figure 4 is to indicate that
the resonant frequency of validation samples is different from the resonant frequency
of the training samples. This is to investigate how well the DNN learns for these different
resonant frequencies.

Table 1. Capacitor values in matching circuit for training.

Element Values (pF) No. Cases

Series capacitor CS 0.9, 1.1, 1.3, 1.5, 1.7, 1.9, 2.1, 2.3, 2.5, 2.7, 2.9, 3.1, 3.3 13

Parallel capacitor CP
1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 8, 8.5, 9,

9.5, 10, 10.5, 11, 11.5, 12, 12.5, 13, 13.5, 14, 14.5, 15 29
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Table 2. Capacitor values in matching circuit for validation.

Element Values (pF) No. Cases

Series capacitor CS 1, 1.2, 1.4, 1.6, 1.8, 2, 2.2, 2.4, 2.6, 2.8, 3 11
Parallel capacitor CP 1.1, 1.7, 2.3, 3.7, 5.5, 7.5, 9.5, 11.5, 13.5, 16 10
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Figure 4. Magnitude of input impedance S11 for (a) all training and (b) all validation samples
according to the combination of series capacitor CS and parallel capacitor CP.

4. DNN Modeling and Training

Deep learning allows us to obtain the correct output for both learned data and previ-
ously unseen data. We used high-level Keras API in TensorFlow 2.0 to construct a DNN
using Python. Figure 5 shows the structure of the proposed DNN. The input for deep
learning is S11, whose magnitude is generally expressed in decibels. For implementation,
the S11 magnitude was converted into a scalar value to normalize the input. In this study,
the number of input samples was 401, with values ranging from 0 to 1 corresponding to
frequencies from 0.8 to 1.5 GHz. The DNN output is given by the values of the series and
parallel capacitors. As these values influence each other in the matching circuit, we con-
sidered two branches followed by addition (ADD layer) to reflect the influence, as shown
in Figure 5. Each output value of the DNN for the corresponding capacitor value was
obtained from one layer. As the DNN output should also be normalized, each capacitor
value should be weighted. Input impedance S11 is highly sensitive to small values of the
series capacitor. Therefore, we use the reciprocal of the series capacitor value as output.
On the other hand, the value of the parallel capacitor was weighted by 0.1, as a larger
value has a greater influence on the impedance. As a result, the weighted values of the two
capacitors for training ranged from 0 to 1.5. The activation function of the output layer
was linear, and the remaining layers used rectified linear unit (ReLU) activation to prevent
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the vanishing gradient problem. Each stage in the DNN implements a dense layer that
fully connects the input and output neurons. As processing through the layers proceeded,
the number of output neurons decreased. The number of neurons is expressed as a number
in parentheses under the layer in Figure 5. The ADD layer functions to add two input
values. RMSProp was used as the optimizer for learning DNN. The RMSProp does not
simply accumulate gradients, but uses an exponentially weighted moving average to reflect
the latest gradients larger. The loss function for DNN training was based on the mean
squared error to perform optimization via root mean square propagation. The learning
rate was set to 0.00005. For the DNN, 377 samples (Table 1) were used for training, and
110 samples (Table 2) were used for validation. Training proceeded for 2000 epochs with
a batch size of 10.
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Figure 5. Architecture of the proposed DNN for antenna impedance matching.

The loss throughout training is shown in Figure 6. As training proceeds, the loss
values converged at 0.0010 for training and 0.013 for validation. In this study, it took
approximately 10.5 min to train the DNN in a computer equipped with an Intel(R) Xeon(R)
processor at 2.30 GHz and 16 GB memory.
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5. Simulation Results and Discussion

To validate the proposed DNN, two test sets with ground truths (i.e., calculated values)
were considered. The selected capacitor values in the matching circuit are listed in Table 3.
Samples with S11 magnitude up to 0.3 were selected, as antenna design requires S11 to be
small. The S11 magnitudes from the test sets were used as input for the proposed DNN to
obtain the corresponding capacitor values as outputs, as listed in Table 3. The capacitor
values obtained from the DNN have some errors with respect to the calculated values.
To analyze the effect of this error on antenna impedance matching, we conducted a simu-
lation using the output capacitor values in HFSS. Figure 7 shows the comparison of S11
between the ground truths and DNN predictions, which are very similar.

Table 3. Capacitor values in matching circuit for validation.

Ground Truth DNN Output Sample

CS = 1.2 pF CS = 1.2191441 pF
14CP = 5.5 pF CP = 5.201703 pF

CS = 1.8 pF CS = 1.8085649 pF
45CP = 7.5 pF CP = 7.569376 pF
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Using the trained DNN, the output was derived using ideal S11 patterns that cannot
be implemented in practice as inputs. Table 4 lists the DNN outputs for three ideal patterns.
The first ideal pattern is a square wave with S11 having magnitudes of 0.3 in 0.9–1.0 GHz
and 0.97 in the other frequencies. The second ideal pattern is a triangular wave with the S11
magnitude decreasing linearly from 1.1 GHz until a minimum value of 0.3 at 1.15 GHz and
then increasing linearly up to 1.2 GHz with a magnitude of 0.99. The third ideal pattern is
also a square wave, but in a frequency range of 1.3–1.4 GHz. Figure 8 shows the comparison
between the ideal S11 patterns and the simulated S11 patterns that use the output matching
values obtained from the DNN. The DNN provides appropriate matching values for an
ideal input. For the first, second, and third ideal patterns, the resonant frequencies were 0.95,
1.16, and 1.34 GHz, respectively. However, a completely consistent solution is infeasible
because ideal patterns cannot be implemented in practice. Nevertheless, the DNN manages
to determine the matching element values that approximate the desired S11 waveform.
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Table 4. Capacitor values obtained from DNN for ideal inputs.

Ideal Waveform DNN Output Sample Number

Square (0.9–1.0 GHz) CS = 2.74568 pF
CP = 13.05057 pF 1

Triangular (1.1–1.2 GHz) CS = 1.5721719 pF
CP = 13.184719 pF 2

Square (1.3–1.4 GHz) CS = 1.0054374 pF
CP = 7.1495605 pF 3
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Machine learning has been applied for impedance matching using neural networks,
as listed in Table 5. However, those applications consider frequencies in the order of mega-
hertz, which is relatively lower than the gigahertz band required for antenna impedance
matching. Moreover, those applications are limited to implementable impedance patterns.
On the other hand, the proposed DNN can perform antenna impedance matching in the
gigahertz frequency band. Unlike conventional methods, it uses only the magnitude
instead of the complex impedance value to learn antenna matching values. Moreover,
reasonable capacitor values for antenna impedance matching can be obtained even for S11
magnitudes that cannot be implemented in practice. In reference papers [20,21], matching
values for ideal inputs were not presented.

Table 5. Comparison of machine learning methods for impedance matching.

Study Method Array
Geometry

Neural
Network Size Application Network

Type

[20]
Back-

propagation
neural network

1D 5 (3 hidden
layers)

Wireless
power

transfer

Gamma
matching

[21] Feedforward
neural network 1D 12 (10 hidden

layers)

Wireless
power

transfer

Three
cascading

L-type stages

This
study DNN 1D 12 Antenna Gamma

matching

This study applied deep learning to antenna matching through simulation. For ex-
perimental verification, it is necessary to implement the tunable matching network with
a control circuit including a DNN, and the magnitude of the S11 should be measured
at the rear end of the matching circuit using a device that can measure the reflection co-
efficient. Using the switching value of tunable matching circuit and magnitude of the
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measured impedance, the applicability of the proposed DNN can be verified experimen-
tally. It is also necessary to research whether the matching value is properly found when
there is noise in the impedance data. The practical performance of the deep learning
method in selecting the value of the matching circuit element is an interesting future work.

6. Conclusions

We proposed a DNN to determine the capacitor values in the circuit for antenna
impedance matching. The matching circuit consists of a series capacitor and a parallel
capacitor and is intended for an inverted-F antenna, which is often used in small wireless
devices. S11 data were acquired by simulating the antenna structure for various capacitor
values. Then, the DNN was constructed using the S11 magnitude as input and the capacitor
values of the matching circuit as outputs. After training on 377 training samples and
64 validation samples, the DNN achieved a loss of 0.001. The trained DNN was then applied
to S11 magnitudes of ideal square and triangular waves. The simulated S11 obtained from
DNN outputs shows the desired resonant frequency even for physically impossible patterns,
suggesting that deep learning can be used for robust antenna impedance matching.
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