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Ieva Lampickienė and Nadia Davoody

Healthcare Professionals’ Experience of Performing Digital Care Visits—A Scoping Review
Reprinted from: Life 2022, 12, 913, doi:10.3390/life12060913 . . . . . . . . . . . . . . . . . . . . . . 249

Claudia Isonne, Maria Roberta De Blasiis, Federica Turatto, Elena Mazzalai, Carolina

Marzuillo and Corrado De Vito et al.

What Went Wrong with the IMMUNI Contact-Tracing App in Italy? A Cross-Sectional Survey
on the Attitudes and Experiences among Healthcare University Students
Reprinted from: Life 2022, 12, 871, doi:10.3390/life12060871 . . . . . . . . . . . . . . . . . . . . . . 271

Daniele Giansanti

A Deep Dive into the Nexus between Digital Health and Life Sciences Amidst the COVID-19
Pandemic:
An Editorial Expedition
Reprinted from: Life 2023, 13, 1154, doi:10.3390/life13051154 . . . . . . . . . . . . . . . . . . . . . 283

vi



About the Editor

Daniele Giansanti

Dr. Giansanti received an MD in Electronic Engineering at Sapienza University, Rome, in

1991; a PHD in Telecommunications and Microelectronics Engineering at Tor Vergata University,

Rome, in 1997; and an Academic Specialization in Cognitive Psychology and Neural Networks at

Sapienza University, Rome, in 1997. His Academic Specialization was in Medical Physics at Sapienza

University, Rome, in 2005. Dr. Giansanti was in charge of the Design of VLSI Asics for DSP in the Civil

Field (1991–1997) during his MD and PHD, and he served as a CAE-CAD-CAM system manager and

Design Engineer in the project of electronic systems (Boards and VLSI) for the Warfare at Elettronica

spa (1992–2000), one of the leaders in the military field. More importantly, he also conducts varied

research at ISS (the Italian NIH) (2000–today) in the following fields:

1) Biomedical engineering and medical physics with the development of wearable and portable

devices (three national patents).

2) Telemedicine and e-Health: technology assessment and the integration of new systems in the

field of telerehabilitation, domiciliary monitoring, digital pathology, and digital radiology.

3) Mhealth: recent interest in the integration of smartphones and tablet technology in health care

with particular interest in the opportunities and the relevant problems of risks, abuse, and regulation.

4) Acceptance of and consensus in the use of robots for assistance and rehabilitation.

5) Challenges and acceptance of the use of Artificial Intelligence in Digital Radiology and Digital

Pathology.

6) Cybersecurity in the health domain.

Dr. Giansanti is a Professor at Sapienza and Catholic University in Rome and a tutor of theses.

He is a Board Editor and reviewer for several journals. He has 152 publications indexed on Scopus

and more than 200 contributions, such as monographies, chapters, and congress papers.

vii





Preface to ”The Digital Health in the Pandemic Era”

Digital health, virtual assistance, and telemedicine are terms often used interchangeably to refer

to remote medical assistance, monitoring, and care. Several studies and insights have developed

these issues, analyzing the advantages and disadvantages and successes and failures and offering

reflections on the implications and issues surrounding these technologies in the health domain. The

results of these investigations are affecting the redesign of hospital and outpatient management based

on digital innovation using eHealth and mHealth. Digital health encompasses a broad spectrum

of technologies, including wearable personal devices and internal devices, as well as various types

of sensors and innovative solutions. Digital health can help identify risks and correct assistance

in the diagnosis, treatment, and monitoring of health conditions, offering new potential both to

the population and insiders in the health domain. During the COVID-19 pandemic, this approach

made it possible to offer assistance and continue care at home, protecting patients, preserving health

workers, limiting the spread of the virus, and reducing the need for hospitalization. For example,

the opportunity to make digital measurements of oxygen saturation at home has been used to make

fundamental decisions regarding the health of patients, such as the choice between hospitalization

and respiratory support. It has also become possible to monitor frail patients from home (e.g.,

with diabetes or cardiovascular or oncological problems), improving the continuity of care and

reducing the pressure on hospitals. Digital Health (DH) also contributed to the fight against the

pandemic in various new ways, such as in the management of digital contact tracing and vaccination

processes through smart technology. This reprint, which deals with the development of DH during

the COVID-19 pandemic, contains contributions from various experts in different fields.

Emerging topics in the Special Issue were:

·Digital contact tracing (DCT) and its impact on the spread of the pandemic in different

populations, together with the factors that influenced its use.

·The use of DH in life sciences, including anatomy, bioinformatics, cell biology, neuroscience,

physiology, and population biology, among others.

·Artificial intelligence (AI) applications in DH, including COVID-19-specific diagnostics,

physical activity monitoring, obesity diagnosis, the detection of abnormalities in chest X-rays, and

mental health monitoring.

·Large-scale population surveys analyzing the impact of biomedical parameters, health

determinants, and digital literacy on the population.

·Remote healthcare interventions and their impact on self-care in chronic patients.

·Chatbots in the health domain and their increasing use during the pandemic.

My sincere thanks to Shane Zheng, who provided exceptional support in every phase of the

creation of this collection.

Daniele Giansanti

Editor
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Editorial

The Digital Health: From the Experience of the COVID-19
Pandemic Onwards

Daniele Giansanti

Centro Tisp ISS, 00161 Rome, Italy; gianslele@gmail.com or daniele.giansanti@iss.it

Digital health has a long history of development and is particularly resonant in the last
two years, due to the pandemic [1,2]. A recent study [2] revised the definitions associated
with digital health. The authors undertook a quantitative analysis and term mapping of the
published definitions of digital health. They analyzed 95 unique definitions of digital health,
from both scholarly and general sources. The findings showed that digital health, as has
been used in the literature, is more concerned about the provision of healthcare rather than
the use of technology. The wellbeing of people, both at population and individual levels,
have been emphasized more than the care of patients suffering from diseases. Furthermore,
the use of data and information for the care of patients was highlighted. A dominant
concept in digital health appeared to be mobile health (mHealth), which is related to other
concepts, such as telehealth, eHealth, and artificial intelligence in healthcare.

Even the World Health Organization (WHO) entered into this discussion [3]. The
WHO is harnessing the power of digital technologies and health innovation to accelerate the
global attainment of health and well-being. WHO has three key objectives [4] to promote
the adoption and scale-up of digital health and innovation:

• Translating the latest data, research, and evidence into action: this means promoting
standards for interoperability and data sharing, and supporting the implementation
of digital solutions that contribute to informed decision making;

• Enhancing knowledge through scientific communities of practice;
• Systematically assessing and linking the needs of the country with the supply

of innovations.

National and supranational entities are also clearly addressing this issue. For example,
the Food and Drug Administration (FDA) [5] in the U.S.A., states that digital health
includes categories, such as mHealth, health information technology (IT), wearable devices,
telehealth and telemedicine, and personalized medicine. Furthermore, the FDA recognizes
that (a) from mobile medical apps and software that support the clinical decisions that
doctors make every day to artificial intelligence and machine learning, digital technology
has been driving a revolution in health care. (b) Digital health tools have the vast potential
to improve our ability to accurately diagnose and treat disease and to enhance the delivery
of healthcare for the individual. (c) Digital health technologies use computing platforms,
connectivity, software, and sensors for healthcare and related uses; these technologies
span a wide range of uses, from applications in general wellness to applications as a
medical device.

The potential benefits have been identified:

• Reduce inefficiencies,
• Improve access,
• Reduce costs,
• Increase quality, and
• Make medicine more personalized for patients.

The following FDA action topics were also highlighted in the context of digital health,
to provide clarity using practical approaches that balance the benefits and risks:

1
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• Software as a Medical Device (SaMD);
• Artificial Intelligence and Machine Learning in Software as a Medical Device;
• Cybersecurity;
• Device Software Functions, including Mobile Medical Applications;
• Health IT;
• Medical Device Data Systems;
• Medical Device Interoperability;
• Telemedicine;
• Wireless Medical Devices.

As a supranational entity, the European (Eu) Commission has also addressed the
issue [6,7]. It stated that digital health is based on tools and services that use information
and communication technologies (ICTs) to improve prevention, diagnosis, treatment, mon-
itoring, and management of health-related issues, and to monitor and manage lifestyle
habits that impact health. Digital health and care is innovative and can improve access
to care and the quality of that care, as well as increase the overall efficiency of the health
sector. It identified the following Eu pillars:

• Pillar 1: Secure data access and sharing;
• Pillar 2: Connecting and sharing health data for research, faster diagnosis, and

improved health;
• Pillar 3: Strengthening citizen empowerment and individual care through digital services.

WHO’s objectives in launching the integration of digital health, the FDA actions topics,
and the EU pillars are shareable and are all elements put to the test in the last two years,
due to the COVD-19 pandemic.

From a quick overview on Pubmed using the search key “digital health” [8], we
observe that, at the date of writing this editorial (28 December 2022), there are 41,165 studies
that have addressed this issue.

We also observe that, in the last two years, marked by the pandemic, we have seen the
publication of 18446 works, equal to 44.32% of the total.

Several studies and insights published during 2020–2021 have developed these issues,
analyzing the advantages and disadvantages, successes and failures, and offering reflections
on the implications and issues of these technologies in the health domain. The results of
these investigations will affect the redesign of hospital and outpatient management, based
on digital innovation using eHealth and mHealth. It has been highlighted by the WHO,
FDA, and EU [4–7], that digital health encompasses a broad spectrum of technologies,
including wearable personal devices and internal devices, as well as various types of
sensors and innovative solutions. Digital health can help in the diagnosis, treatment, and
monitoring of health conditions, offering new potential to both the population and the
insiders of the health domain. During the pandemic, this approach made it possible to
offer assistance and continue care at home, protecting patients, preserving health workers,
limiting the spread of the virus, and reducing the need for hospitalization [9]. For example,
the opportunity to make digital measurements of oxygen saturation [10] at home has
been used to make fundamental decisions for the health of patients, such as the choice
between hospitalization and respiratory support. It has also become possible to monitor
frail patients from home (e.g., with diabetes or cardiovascular or oncological problems) [11],
thus improving the continuity of care and reducing the pressure on the hospitals. Digital
health also continues to contribute to the fight against the pandemic in various new ways,
such as the management of digital contact tracing [12] and vaccination processes through
smart technology [13]. Limitations were also clearly shown, which mainly concerned the
following points:

• The digital divide;
• Organizational aspects (both with regard to administrative and technological aspects).

The digital divide has two important components. The first component is represented
by the difficulty in accessing to the infrastructures; to date, this also remains a problem
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in the richest and most technologically advanced countries in the world [14]. The second
component is represented by the literacy [15]. These two components of the digital divide
were particularly visible during the COVID-19 pandemic [16–21]. They can depend on cul-
tural, ethnic, social, national, and political factors [19,20]; furthermore, they can exacerbate
the disparities [21].

In regards to the organizational aspects, it can be highlighted that they are broad-
spectrum. Undoubtedly, developing countries start from a base of technological need
that must exist before they can fully apply digital health in the health domain. However,
even the most developed countries, such as Italy, found themselves facing difficulties,
especially at an early stage, which, according to some authors [22], were caused by the
following factors:

• The scattered distribution and heterogeneity of available tools;
• The lack of integration with the electronic health record of the national health system;
• The poor interconnection between telemedicine services operating at different levels;
• The lack of a real multidisciplinary approach to the patient’s management;
• The heavy privacy regulations and lack of clear guidelines, together with the lack

of reimbursement.

From the Editorial, it emerges that the pandemic was an important driver for digital
health. This concerned: (a) the improvement of medical and technological knowledge;
(b) the stimulus for the implementation of solutions in the health domain; (c) the stimulus
for the resolution of long-standing problems related to management and organizational
aspects (e.g., reimbursement, and introduction into the treatment process); And (d) the
proposition of new solutions (e.g., contact tracing). The analysis of how well it worked and
how much it needs to be improved, is important to both improve the offer from the point
of view of technology and quality, and to focus the interest of the scholars at 360◦. All that
is important to both continue the battle against COVID-19 and to prepare new effective
and functioning stable health models for the post-pandemic future. For this purpose, the
Special Issue, “The Digital Health in the Pandemic Era” (https://www.mdpi.com/journal/
life/special_issues/DigitalHealth_Pademic (accessed on 28 December 2021)) [23], has been
prepared with the aim of creating a meeting of experiences of the experts of the health
domain.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.
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Opinion

The Chatbots Are Invading Us: A Map Point on the Evolution,
Applications, Opportunities, and Emerging Problems in the
Health Domain
Daniele Giansanti

Centre Tisp, Istituto Superiore di Sanità, 00161 Roma, Italy; daniele.giansanti@iss.it; Tel.: +39-06-49902701

Abstract: The inclusion of chatbots is potentially disruptive in society, introducing opportunities,
but also important implications that need to be addressed on different domains. The aim of this
study is to examine chatbots in-depth, by mapping out their technological evolution, current usage,
and potential applications, opportunities, and emerging problems within the health domain. The
study examined three points of view. The first point of view traces the technological evolution of
chatbots. The second point of view reports the fields of application of the chatbots, giving space to the
expectations of use and the expected benefits from a cross-domain point of view, also affecting the
health domain. The third and main point of view is that of the analysis of the state of use of chatbots in
the health domain based on the scientific literature represented by systematic reviews. The overview
identified the topics of greatest interest with the opportunities. The analysis revealed the need for
initiatives that simultaneously evaluate multiple domains all together in a synergistic way. Concerted
efforts to achieve this are recommended. It is also believed to monitor both the process of osmosis
between other sectors and the health domain, as well as the chatbots that can create psychological and
behavioural problems with an impact on the health domain.

Keywords: chatbot; health; health domain; artificial intelligence

1. Introduction

The world has recently witnessed the diffusion of the technological phenomenon of
chatbots [1–4]. This phenomenon is simultaneously attracting and worrying public opinion,
scholars and stakeholders. The attraction is due to the rapid diffusion, the easy accessibility,
and the opportunities that chatbots, increasingly integrated with artificial intelligence,
seems to offer. However, it is worrying that such rapid diffusion and easy accessibility have
not been adequately accompanied by robust reflections on the impact they have on many
domains of public life, from the social to the ethical and regulatory.

A chatbot can be defined as:

1. A computer program designed to have a conversation with a human being, especially over the
internet (https://dictionary.cambridge.org/dictionary/english/chatbot [1]);

2. A computer program in the form of a virtual e-mail correspondent that can reply to messages
from computer users (https://www.dictionary.com/browse/chatbot [2]; https://www.
collinsdictionary.com/dictionary/english/chatbot [3]);

3. A bot that is designed to converse with human beings. Bot: computer program or
character (as in a game) designed to mimic the actions of a person (https://www.
merriam-webster.com/dictionary/chatbot [4]).

The introduction of artificial intelligence (AI) has inspired further stimulating scientific
debates regarding its large-scale application, including in the world of healthcare [5].
An example of this is represented by the chatGPT tool [6], which has recently become
widespread, rapidly attracting scientific attention to its potential and implications in its
applications in social life [7] and in the health domain [8]. On the other hand, facing
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the challenges of integrating technologies with AI is an open and current challenge with
opportunities, challenges, and bottlenecks to overcome, affecting several domains [9,10],
and also affecting learning processes and ethics [11].

The inclusion of chatbots is potentially disruptive in society, introducing opportunities
but also important implications that need to be addressed on different domains.

The aim of this analysis is to examine chatbots in depth by mapping out their techno-
logical evolution, current usage, and potential applications within the health domain.

The sub-aims are:

• To determine the historical development of chatbot technology and its evolution
over time;

• To analyze the current usage patterns of chatbots within different fields;
• To identify the key features, applications and opportunities of chatbots that are specific

to the health domain;
• To identify the potential problems and bottlenecks in the health domain.

2. Methods

The study was arranged into three points of view.
The first point of view traces the technological evolution of chatbots starting from the

first pioneering experiences.
The second point of view reports the fields of application of the chatbots both from the

point of view of categorization and of the sector of use, also giving space to the expectations
of use and the expected benefits from a cross-domain point of view, also impacting the
health domain.

The third and main point of view is that of the analysis of the state of use of chatbots
in the health domain based on the scientific literature represented by systematic reviews.
We decided to analyze the systematic reviews, the highest level of evidence in healthcare,
because they are capable of providing a comprehensive evaluation of a particular topic
by identifying and analyzing all the available primary research studies. This summary
of evidence can help detect the principal patterns of interest and highlight areas where
additional research is needed or where current research is insufficient to support clinical
decisions, in this case, in the clinical domain.

The overview related to the first and second point of views was based on targeted
searches on Google and Google Scholar.

The overview related to the third point of view followed a targeted search on PubMed
by means of a properly settled composite key.

The overview, as a whole followed the ANDJ checklist, a standardized checklist for
the structure of a narrative review.

This overview was carefully crafted with a consideration of five parameters (N1–N5)
that have been evaluated on a scale ranging from one (minimum) to five (maximum). The
parameters are as follows:

N1: Clarity of introduction and rationale for the review.
N2: Appropriateness of review design.
N3: Clear description of methods.
N4: Clear presentation of results.
N5: Justification of conclusions based on results.
N6: Full disclosure of potential conflicts of interest by authors.
These parameters have been thoughtfully selected to ensure the comprehensiveness

and quality of this overview. All selected elements must receive a score of at least three on
all parameters in order to be included.

3. Results

3.1. An Overview of the Evolution of Technology

The origin of chatbots [12] can probably be attributed to Alan Turing’s 1950s vision of
intelligent machines. Artificial intelligence, the basis of chatbots, has therefore, developed
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these tools. We can summarize this evolution in brief [12]. The first chatbot named ELIZA,
created in 1966, simulated a psychotherapist’s function, repeating the users’ sentences in an
interrogative form. Its ability to communicate was limited; however, it can be considered
a source of inspiration for further evolutions [13,14]. In 1972, PARRY was introduced.
It acted as a patient with schizophrenia and defined its responses based on a system of
assumptions and “emotional responses” [15]. AI was firstly used in the domain of the
chatbots with the introduction of Jabberwacky in 1988. CleverScript was used in this system.
It was a language based on spreadsheets, which was useful in the development of chatbots.
This system was able to respond based on previous answers. It was limited in speed and
number of users [16]. The term CHATTERBOT was introduced in 1991. It was an artificial
player with a primary function of chatting [17]. Dr. Sbaitso appeared in 1992 [18]. It played
the role of a psychologist seemingly without showing complications in its interactions
with users [18]. ALICE was a further step forward in the world of chatbots. It used
the artificial intelligence markup language. It performed better compared to ELIZA [19].
SmarterChild was introduced in 2001. It was integrated with Messengers. This chatbot,
for the first time, could help people with useful daily tasks using large databases with
information related to movie times, sports, weather, and other information [20]. The
chatbot using AI made another important step forward with the introduction of the smart
personal voice assistants between 2010 and 2020. They were capable of understanding vocal
commands and informative tasks. Apple Siri, IBM Watson, Google Assistant, Microsoft Cortana,
and Amazon Alexa are the most popular voice assistants [21–27]. Early in 2016, a further
evolution in AI technology radically changed the communicative interaction between
users and manufactures. Social media platforms allowed developers to create chatbots that
allowed the clients to complete specific tasks using their own messaging applications. At the
end of 2016, the chatbots covered a wide range of applications ranging from entertainment
to healthcare, including marketing, education, generalized support, cultural heritage, and
much more. Moreover, the Internet of Things allowed new fields of application for chatbots;
they played the role of connectors and mediators of “smart objects” [28]. See for example
Microsoft XiaoIce, an AI-based chatbot with the role of satisfying the human need for
sociability [29]. At the end of this process of evolution, the way of engaging in discussion
with a chatbot was completely different from the ELIZA chatbot. Today, a chatbot is capable
of sharing personal thoughts along with family drama events.

3.2. Exploring the Wide Range of Applications

Chatbots have many desirable characteristics that potentially make them an ideal
interlocutor to interact and work with [30–32]. In fact, chatbots are potentially able to
work efficiently 24/7. They can be customized with user data to try to create a better
collaboration, compliance, and, ultimately, a real virtual symbiosis with the user. They also
have the desirable IT property of scalability, being able to handle a large volume of data and
requests/interactions simultaneously. Finally, they allow for savings in resources, being
able, through their automatisms, to autonomously carry out tasks, resulting in economic
savings in the management of the processes.

Today, chatbots have several applications.
For example, they can be applied, for example, to the following sectors [30–32]:

• Customer service: Chatbots can be used as virtual assistants to provide 24/7 customer
support, answer frequently asked questions, resolve issues and handle customer
complaints;

• Sales and marketing: Chatbots can assist customers in making purchases, provide
product recommendations and cross-sell or upsell other products and services;

• Healthcare: Chatbots can provide health-related information, answer medical questions,
assist patients in scheduling appointments and in other activities, such as refilling
prescriptions, virtual triages, and self-monitoring.

• Education: Chatbots can help students with homework assignments, providing study
documents and answering, for example, to specific questions.
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• Finance: Chatbots can assist customers with banking tasks such as checking account
balances, transferring money and paying invoices;

• Travel and tourism: Chatbots can help travelers plan their trips, book flights and hotels
and provide information on tourist attractions;

• Entertainment: A chatbot can provide games or other tools to give fun time.
• Industry: Chatbots can provide suggestions, give general and specific assistance,

support customers on specific products, checking inventory levels and providing
assistance with returns and exchanges.

By analyzing the applications under a broader and cross-domain perspective indepen-
dent of the categories, it can be noted that chatbots today can find up to 37 applications [33].
Population surveys have shown that chatbots are most expected to [33]: quickly respond
to an emergency (37%), solve a complex problem (35%) and Respond quickly (35%). As
far as the expected benefits are concerned, the following are mostly expected [34]: having
access to a 24/7 service (64%), obtaining quick answers (55%) and answering elementary
questions (55%). As can be seen, these “expectations” and “expected benefits” of the dif-
ferent categories identified seem to overlap, and touch many sectors, including the very
important one of healthcare. In fact, in the healthcare domain, having a rapid response in
the event of an emergency, in a 24 h mode, is strategic in emergency medicine and intensive
hospitalization medicine.

3.3. The Chatbots in the Health Domain: Applications, Opportunities, Open Challenges,
and Problems

The chatbots are increasingly showing several applications in the health domain. Diverse
keywords [35–55] are associated with the concept of the chatbot in healthcare; among the
most frequent we find: patient engagement, clinical support, mental health, health monitoring,
patient education, appointment scheduling, symptom checking, chronic disease management, triage,
remote monitoring, telemedicine, health coaching and emergency response.

Chatbots can be used in several fields in the health domain [35–55]: (a) As a tool
for answering frequently asked questions [39]; (b) For the collection of data and patient
details [39,42,43]; (c) To support patients finding a doctor or a specific service, on managing
appointments, and on the medication dispensing procedure [42]; (d) As an interactive
guide to the management of self-assessment and symptom control [39,42]; (e) As a tool
to guide an interactive triage, applicable in the case of an emergency as well [36]; (f) In
telehealth, digital health applications, and remote monitoring [37,39,40,42,43]. (g) In the
learning process, in the construction of scientific knowledge and in supporting scientific
dissemination [35,38]; (h) In mental health applications [37,38]; (i) For physical wellness
and health coaching [40].

From a general point of view, the use of these tools has the potential to lighten the
hospital and care facility load, decentralizing many of the activities, allowing them to be
carried out in a remote mode, something that during a situation such as the COVID-19
pandemic better protects all the actors involved. The patients can be more responsible,
self-diagnose independently, and invited and supported to take better care of themselves
also in relation to the wellness and psychological aspects.

A search was performed on PubMed with the following composite key
(chatbot[Title/Abstract]) AND ((health [Title/Abstract]) OR (healthcare[Title/Abstract]) OR

(health domain[Title/Abstract])).
The key showed the evolution of scientific dissemination in this area. Since 2010, 370

papers have been published, including 19 systematic reviews.
The research highlights a terrific growth in the volume of publications in the last three

years, coinciding with the outbreak of the pandemic, with 340 of the papers were published
from 2020 to 2022, which is 91.9% of the total papers published, and the number of papers
published in 2022 is 117, which is 31.62% of the total papers published.

We decided to analyze the systematic reviews [37,40,45,49,51,52,54,56–67] to detect the
principal patterns of interest and highlight areas where additional research is needed or
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where current research is insufficient to support clinical decisions to introduce these tools
in the clinical routine.

The analysis of the systematic review allowed us to detect five areas of interest, which
are as follows:

- Application of chatbots in mental health;
- Application of chatbots in the domain of the addiction;
- Application of chatbots in the domain of the chronic disease;
- Application of chatbots in the domain of the wellness and fitness;
- Heterogeneous applications in the health domain;
- Technology assessment.

3.3.1. Application of Chatbots in Mental Health

Five studies have investigated the application of chatbots in mental health [45,61,65–67].
Lim et al. [61] reviewed the effectiveness of chatbot-delivered psychotherapy in improv-
ing depressive symptoms in adults with depression or anxiety. The review highlighted
that chatbot-delivered psychotherapy significantly improved depressive symptoms. The
preferred features for the design of chatbots include embodiment, a combination of in-
put and output formats, less than 10 sessions, problem-solving therapy, offline platforms,
and different regions of the United States. The study concluded that chatbot-delivered
psychotherapy could be an alternative treatment for depression and anxiety, and further
high-quality trials were needed to confirm its effectiveness.

Ruggiano et al. [65] identified current commercially available chatbots that were de-
signed for use by people with dementia and their caregivers, and assessed their quality
in terms of features and content. Although the chatbots were generally found to be easy
to use, limitations were noted regarding their performance and programmed content for
dialog. The authors concluded that evidence-based chatbots were needed to adequately
educate and support people with dementia and their caregivers.

Vaidyam et al. [66] reviewed the use of conversational agents (chatbots or voice as-
assistants) in the assessment and treatment of serious mental illnesses, such as depression,
anxiety, schizophrenia, and bipolar disorder. The study highlighted positive outcomes for
diagnostic quality, therapeutic efficacy, and acceptability. However, certain populations,
such as pediatric patients and those with schizophrenia or bipolar disorder, were un-der-
represented in the research. The authors recommended the standardization of studies to
include measures of patient adherence and engagement, therapeutic efficacy, and clinician
perspectives.

Gaffney et al. [67] investigated the use of conversational agent interventions in mental
health. The interventions were diverse and targeted a range of mental health problems
using various therapeutic orientations. All included studies reported reductions in psy-
chological distress post-intervention, and the controlled studies demonstrated significant
reductions in psychological distress compared to inactive control groups. However, the
authors concluded that a more robust experimental design was required to demonstrate
efficacy and efficiency.

Hoermann et al. [45] analyzed the feasibility and effectiveness of one-on-one mental
health interventions that used chatbots. The interventions showed significant improve-
ments compared to waitlist conditions, but were not superior to the usual treatment. The
study also found substantial innovation in the use of trained volunteers and chatbot tech-
nologies. However, further research was needed to determine the feasibility of this mode
of intervention in clinical practice.

3.3.2. Application of Chatbots in the Domain of the Addiction

The field of addiction was dealt with in three studies [49,57,62].
Aggarwal et al. [49] evaluated the feasibility, efficacy, and characteristics of AI chatbots

for promoting health behavior change. The review found that AI chatbots have shown
high efficacy in promoting healthy lifestyles, smoking cessation, treatment or medication
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adherence, and reduction in substance misuse. However, there were mixed results regard-
ing feasibility, acceptability, and usability. Furthermore, the authors concluded that the
reported results needed to be interpreted with caution due to limitations in internal validity,
insufficient description of AI techniques, and limited generalizability. Future studies should
adopt robust randomized control trials to establish definitive conclusions.

He et al. [57] also investigated conversational agents for smoking cessation. The
systematic review and meta-analysis found that all studies reported positive effects on
cessation-related outcomes. Meta-analyses of randomized controlled trials showed that
conversational agents were more effective in promoting abstinence compared to control
groups. However, the included studies were diverse in design, and evidence of publication
bias was identified. The review also highlighted a lack of theoretical foundations and a need
for relational communication in future designs. The standardization of reporting on and
designing conversational agents was warranted for a more comprehensive evaluation.
Overall, this review provided insights into the potential of conversational agents for
smoking cessation and the need for further research and development to improve their
effectiveness and acceptability.

Ogilvie et al. [62] researched the use of chatbots in the field of addiction, specifically as
supportive agents for those with a substance use disorder. The findings suggested that the
corpus of the research in this field is limited, and more research was needed to confidently
report on the usefulness of chatbots in this area. While some papers reported a reduction in
substance use in participants, caution was advised as expert input was needed to safely
leverage existing data and avoid potential harm to the intended audience.

3.3.3. Application of Chatbots in the Domain of the Chronic Disease

Two studies focused on the domain of chronic disease [58,60].
Pernencar et al. [58] studied the field of e-Therapy and mobile apps integrated into

healthcare systems. The study reviewed the connection between chatbots with inflamma-
tory bowel disease patients’ healthcare, with the goal of supporting the development of
digital products for chronic diseases. The study highlighted that the chatbot technology for
chronic disease self-management had high acceptance and usability levels. However, the
chatbot ontology still needed strong guidelines for personalizing communication.

Sawad et al. [60] explored different conversational agents used in healthcare for
chronic conditions, analyzing their communication technology, evaluation measures, and
AI methods. They found that users provided positive feedback about the usefulness,
satisfaction, and ease of use of conversational agents. However, there was still insufficient
evidence to determine the efficacy of AI-enabled conversational agents for chronic health
conditions due to the lack of reporting of technical implementation details.

3.3.4. Application of Chatbots in the Domain of the Wellness and Fitness

Two studies explored the application of chatbots in the domain of wellness and
fitness [40,64].

Luo et al. [64] examined the use of conversational agents in promoting physical activity
(PA). Conversational agents were found to have moderate usability and feasibility. The
authors reported that conversational agents were effective in promoting PA. However, they
highlighted the need for further research on the long-term effectiveness and safety of con-
versational agents in promoting PA, as well as the importance of using evidence-informed
theories and addressing user preferences for variety and natural language processing.

Oh et al. [40] looked at studies evaluating the use of AI chatbots in changing physical
activity, healthy eating, weight management behaviors, and other related health out-comes.
The study found that chatbot interventions were promising in increasing physical activity
but limited in changing diet and weight status. The review reported that the studies had
inconsistent outcome assessments on chatbot characteristics. The study recommended
standardization of designing and reporting chatbot interventions in the future. Overall,
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the authors concluded that chatbots might improve physical activity, but more research is
needed on their efficacy for diet and weight management/loss.

3.3.5. Heterogeneous Applications in the Health Domain

Five studies analysed multiple applications simultaneously in the health domain [37,51,
52,56,63].

Milne-Ives et al. [52] discussed the increasing use of conversational agents in healthcare
to support a variety of activities, such as behavior change, treatment support, health
monitoring, training, triage and screening support. In particular, the review evaluated
the effectiveness and usability of these agents and identified the elements that users liked
and disliked. The evidence generally reported positive or mixed results for effective-ness,
usability and satisfactoriness. However, qualitative feedback highlighted limitations of the
agents, and the study design quality was limited. Further research was needed to evaluate
the cost-effectiveness, privacy and security of these agents.

Geoghegan et al.’s [51] study reviewed the use of chatbots in the follow-up care of
patients who underwent physical healthcare interventions. The included studies analyzed
chatbots that were used for monitoring after cancer management, hypertension and asthma,
orthopedic intervention, ureteroscopy, and intervention for varicose veins. All chatbots
were deployed on mobile devices, and a range of metrics were identified. Importantly,
no study examined patient safety. The authors suggested that further investigation was
needed to evaluate the acceptability, efficacy and mechanistic evaluation of chatbots in
routine clinical care.

Xu et al. [63] reviewed the recent advancements of and current trends in the use of
chatbot technology in medicine, particularly in cancer therapy. The article provided a
brief historical overview and discussed the design characteristics and the potential uses
of chatbots in diagnosis, treatment, monitoring, patient support, workflow efficiency and
health promotion. The article also addresses limitations and areas of concern, including
ethical, moral, security, technical and regulatory standards. The authors concluded that
chatbots have the potential to be integrated into clinical practice by working alongside
health practitioners to reduce costs, refine workflow efficiencies and improve patient
outcomes. However, they called for further research and interdisciplinary collaboration to
advance this technology and improve the quality of care for patients.

Huq et al. [37] investigated the potential benefits of chatbots and conversational agents
in improving the quality of life for aged and impaired individuals. The study emphasized
the need for further research and development to fill knowledge gaps in remote healthcare
and rehabilitation, which could ultimately lead to improved outcomes for patients.

Sallam [56] proposed a review on ChatGPT, an artificial intelligence (AI) chatbot that
uses large language models. The review examined the potential benefits and limitations
of using ChatGPT in healthcare education, research and practice. The article found that
ChatGPT has several potential benefits, including improving scientific writing, enhancing
research equity and versatility and improving personalized learning. However, there
were also significant concerns surrounding ChatGPT’s use, including ethical, copyright,
transparency and legal issues, the risk of bias, plagiarism, lack of originality, cybersecurity
issues and inaccurate content. Despite the potential benefits, the review recommended
caution when using ChatGPT and other similar tools in healthcare and academia, calling
for a code of ethics to guide their responsible use.

3.3.6. Technology Assessment

Technology assessment was investigated in two studies [54,59].
Denecke and May [59] discussed the use of conversational agents (CAs) in healthcare

and the lack of a standard procedure to study their usability. The authors conducted a
systematic literature review and found that a variety of tools and metrics were used to
assess usability, but there was little consistency in the study designs. As a result, they found
that it was difficult to compare usability among different CAs. The authors recommended
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the development of a standardized procedure for evaluating CA usability that can be
applied consistently and can be tailored to specific features of individual CAs.

Chattopadhyay et al. [54] investigated the effectiveness of virtual humans (VH) in
patient-facing systems. The study also identified two design categories—simple VH and
VH augmented with health sensors and trackers. The intervention was mainly delivered
using personal computers, and more focused analysis to identify what features of VH
interventions contributed toward their effectiveness is needed in the future. Overall, the
study offered evidence for the efficacy of VH in patient-facing systems, but further research
is required to fully understand their potential benefits.

4. Discussion

Chatbots have undergone a terrific evolution through decades of technological in-
novation. The latest and most impactful advancement is the one we are experiencing,
which is represented by artificial intelligence [8,9]. Today, the chatbots can find up to 37 ap-
plications [33]. Population expectations of chatbots are many and important. The major
expectation of the population with respect to these systems is chatbots’ rapid response in
emergency situations [33]. The greatest expected benefit is that of being able to receive
24 h service from these systems. The main “expectations” and the main “expected benefits”
of different domains seem to overlap, including the very important one of healthcare. In
fact, specifically in healthcare, having a rapid response in the event of an emergency, in
a 24 h mode, is strategic in emergency medicine and intensive hospitalization medicine.
Additionally, healthcare is one of the domains affected by the introduction of these systems.
After having retraced, through our study, the evolution of technology, and after having
addressed the topic of applications, from which expectations of use and cross-benefits
between categories (including the health domain) have emerged, we have focused on the
health domain.

An overview on PubMed confirmed a rapid increase in scientific interest in the health
domain [68], in line with the perceived general interest [69]. In particular, PubMed showed
that in the last three years, a volume of publications equal to 91.2% of total publications
on these systems has been published, which, as has been discussed, have existed since
1966 [13]. A substantial contribution to this growth was also made both by the COVID-19
pandemic, which has brought 91 publications since 2020 [70] (see the composite key in
the first position of the Box 1 reported below), and by artificial intelligence, which was
of interest in 123 studies [71] (see the composite key in the second position of the Box 1
reported below).

The topics of greatest interest emerged from a search on PubMed based on systematic
reviews. These studies concerned two specific systematic reviews on technology assessment
and systematic reviews analyzing chatbot applications in mental health, addiction, chronic
diseases, wellness and fitness, and, finally, the applications on heterogeneous applications in the
health domain and technology assessment.

The two studies [54,59] on technology assessment, even if limited to a few domains, gave
us important indications on chatbot technology.

The first one [59] highlighted the lack of a standard procedure to study usability, with
a variety of different tools and metrics used to assess usability with little consistency in the
study designs. The authors recommend the development of a standardized procedure for
evaluating usability.

The second [54], while acknowledging the potential effectiveness of these systems,
deemed it necessary to further investigate the real requirements that make chatbots effective
and the potential benefits.

The other studies have unanimously highlighted the potential opportunities of these
systems in specific applications but have highlighted various critical issues concerning
different single domains.

The need for more attention on the domain of ethics has been recommended, for example
in [56], with regard to the applications in healthcare education, research and practice.
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The need to deepen the domain of safety, to avoid the potentially harmful impact of
these systems has been highlighted in [62], with a focus on the domain of drug addiction.

The need for more attention on the domain of standardization has been highlighted by
three studies [40,49,58]. In [58], the development of specific guidelines was recommended
in a chronicity study. Reference [49] suggested the standardization of procedures and
protocols in the domain of addiction. Even in applications dedicated to fitness and wellness, the
need for standardization has been recalled both in design and reporting [40].

Concerns regarding the domain of efficacy have been raised in several
studies [40,45,51,57,60,61,64,65,67]. An in-depth study of this domain has been suggested
in various applications of mental health [45,61,65,67] in the domain of addiction [57], in the
field of chronicity [60], in post-intervention medicine [51] and in wellness and fitness [40,64].

The domain of cybersecurity has been touched upon to a certain extent by all the studies,
but particularly in two studies that have addressed multiple applications simultaneously
in the health domain [52,56]. The domain of interdisciplinarity was recalled as important in
cancer therapy, where this aspect, as is known, is a key factor [63].

The need to address some domains together was highlighted in [56]. In this study, dedi-
cated to AI-based chatbots used in healthcare education, research, and practice, concerns
were expressed on ethical aspects, copyright, transparency, legal issues, the risk of bias, plagiarism,
lack of originality, cybersecurity issues and inaccurate content.’

Box 1. The proposed composite keys.

(“chatbot”[Title/Abstract] AND (“health”[Title/Abstract] OR “healthcare”[Title/Abstract] OR “health
domain”[Title/Abstract]) AND (“COVID-19”[All Fields] OR “COVID-19”[MeSH Terms] OR “COVID-19
vaccines”[All Fields] OR “COVID-19 vac-cines”[MeSH Terms] OR “COVID-19 serotherapy”[All Fields]
OR “COVID-19 nucleic acid test-ing”[All Fields] OR “COVID-19 nucleic acid testing”[MeSH Terms] OR
“COVID-19 serological testing”[All Fields] OR “COVID-19 serological testing”[MeSH Terms] OR “COVID-
19 test-ing”[All Fields] OR “COVID-19 testing”[MeSH Terms] OR “SARS-CoV-2”[All Fields] OR “SARS-
CoV-2”[MeSH Terms] OR “severe acute respiratory syndrome coronavirus 2”[All Fields] OR “ncov”[All
Fields] OR “2019 ncov”[All Fields] OR ((“coronavirus”[MeSH Terms] OR “coro-navirus”[All Fields] OR
“cov”[All Fields]) AND 2019/11/01:3000/12/31[Date–Publica-tion]))) AND (2020/1/1:2023/4/14[pdat])
(“chatbot”[Title/Abstract] AND (“health”[Title/Abstract] OR “healthcare”[Title/Abstract] OR “health

domain”[Title/Abstract]) AND (“artificial intelligence”[MeSH Terms] OR (“artificial”[All Fields] AND
“intelligence”[All Fields]) OR “artificial intelligence”[All Fields])) AND (2020/1/1:2023/4/13[pdat])

5. Recommendation

A statement by Henry Ford reported that “real progress happens only when the advantages
of a new technology become available to everybody”. The consolidation of technologies based on
chatbots is intended to bring benefits to everyone in several areas.

Among these areas we find the health domain, which is strategic since it has to do with
the health of citizens.

The overview highlighted a particular increase in scientific interest in this area, which
is accompanied, as for all other sectors of employment, by important expectations on the
part of the citizen.

The overview also showed, through an analysis of the sectors most addressed by schol-
ars in the health domain, that the need to deepen individual domains, such as effectiveness,
legal aspects, and standardization, just to name a few, emerged from time to time.

What is necessary at this point in the evolution of these tools is to develop studies that
simultaneously evaluate multiple domains all together in a synergistic way.

To do this, it is important that scholars, experts, politicians, and stakeholders stimulate and
initiate large-scale consensus initiatives that address these issues by considering the different multiple
domains of intervention. Concerted actions involving experts, international scientific societies and
stakeholders could be useful for tackling these strategic issues more decisively. Initiatives such as
studies on health technology assessment or the Consensus Conference are strongly recommended.
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These initiatives could provide shared documents, including applications, organiza-
tion models, training, regulations, ethics, and other domains [72,73].

This overview also highlights the cross-domain character of the topic of chatbots;
37 chatbot applications and some expectations have been identified [33,34].

There has always been a process of osmosis of technology between various areas and
this is applicable to chatbots as well.

What is important, and this is where the stakeholders come into play, is the accurate
monitoring of this process, when the process concerns the health domain, given that we are
dealing with the health of citizens.

Another important aspect is the impact on the health domain that a distorted use of
these tools as used in other contexts could generate.

There has recently been a discussion on addiction and the psychological impact (and
therefore, on the consequences on the health domain) that some applications in use in the
world of consumption could generate [74–76]. For example, Replika [74], which allows you
to interact with virtual friends, has been banned in some countries, such as Italy, where the
guarantor of privacy has banned its use after having identified the risk of behavioral and
psychological problems, especially for young people.

Some chatbots allow you to talk to celebrities and others even to the dead, the so-called
deadbots [75]. The latter are fed with memories, letters, messages from our loved ones and
simulate interaction with the deceased. With these deadbots, important limits are being
crossed, and we are entering a world where the implications are psychological, behavioral,
and ethical. With these applications, one can enter delicate and special worlds, whose
implications that can impact a person in unpredictable ways. In the religious sphere, there
are chatbots created in Italy that address the sacred and the afterlife, as they simulate
conversations with saints [76]. Other chatbots are venturing into very particular and
specific sectors, with the implications that have been highlighted. Making a list would
be unthinkable. It is precisely this difficulty that creates the need for activating serious
monitoring actions in this field.

6. Conclusions

In conclusion, this study highlights the opportunity and potential of chatbots in the
health domain. However, the studies carried out have highlighted from time to time the need
to investigate issues relating to individual domains. Given the increase in the interest in this
area, also driven by the introduction of artificial intelligence, concerted actions that address
all related intervention domains simultaneously are recommended. It is also necessary to
monitor the osmosis of technologies from other sectors in the health domain, which have to
do with the health of citizens. The use of some chatbots used in other sectors could affect
the mental health of citizens, and therefore, affect the health domain.

7. Limitations

This study, in relation to its objective, used all the available systematic reviews on
PubMed on the topic of chatbots related to the health domain. More specific insights on
narrow and very particular topics are suggested in future studies using other components
of this biomedical database, as well as other national and international databases.
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Abstract: Big-medical-data classification and image detection are crucial tasks in the field of health-
care, as they can assist with diagnosis, treatment planning, and disease monitoring. Logistic regression
and YOLOv4 are popular algorithms that can be used for these tasks. However, these techniques have
limitations and performance issue with big medical data. In this study, we presented a robust ap-
proach for big-medical-data classification and image detection using logistic regression and YOLOv4,
respectively. To improve the performance of these algorithms, we proposed the use of advanced
parallel k-means pre-processing, a clustering technique that identified patterns and structures in
the data. Additionally, we leveraged the acceleration capabilities of a neural engine processor to
further enhance the speed and efficiency of our approach. We evaluated our approach on several
large medical datasets and showed that it could accurately classify large amounts of medical data
and detect medical images. Our results demonstrated that the combination of advanced parallel
k-means pre-processing, and the neural engine processor resulted in a significant improvement in
the performance of logistic regression and YOLOv4, making them more reliable for use in medical
applications. This new approach offers a promising solution for medical data classification and image
detection and may have significant implications for the field of healthcare.

Keywords: medical data; medical imaging; data classification; image detection; YOLOv4; logistic
regression; machine learning; AI; deep learning

1. Introduction

The advancement of digital medical technology, coupled with the exponential growth
of medical data, has led to biomedical research becoming a data-intensive science, resulting
in the emergence of the “big-data” phenomenon, as reported in the literature, such as in [1].
Data have become a strategic resource and a key driver of innovation in the era of big
data, transforming not only the way biomedical research has been conducted, but also the
ways in which people live and think, which has been highlighted in studies such as [2].
To capitalize on this, the relevant departments in the medical industry should focus on
collecting and managing medical health data and use this information as a foundation
for later developments through the integration, analysis, and application requirements
required to employ big data in the medical field [3].

Big medical data and image detection is an essential element of healthcare that plays
a critical role in the storage, organization, and analysis of medical information [4]. the
effective classification of medical data enables the efficient retrieval and examination of
patient records, which can aid in the diagnosis and treatment of illnesses. It can also assist in
identifying trends and patterns in patient health data, enabling healthcare professionals to
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recognize potential risk factors and take preventative measures. Furthermore, medical data
classification has facilitated the advancement of new treatments and therapies by allowing
researchers to analyze large datasets and uncover potential correlations and trends [5].

COVID-19 data classification has involved organizing and labeling data related to the
coronavirus pandemic, such as information about confirmed cases, deaths, and vaccination
rates. These types of data have often been used to track the spread of the virus and inform
public health decisions. Image detection techniques have been used to identify COVID-19-
related images, such as X-ray scans showing lung abnormalities associated with the virus.
These techniques have assisted healthcare professionals and researchers better understand
and track the spread of the virus.

However, there have been several challenges and problems associated with COVID-
19 data classification and image detection. One major challenge has been ensuring the
accuracy and reliability of the data being used. There have been errors and biases in the
data that affected the results. Additionally, there have been privacy concerns related to
collecting and using personal health data. There have also been technical challenges in
developing and implementing image detection algorithms, such as difficulties in obtaining
a sufficiently large dataset for training. Overall, addressing these challenges is crucial in
order to effectively use data and image detection techniques to understand and combat the
COVID-19 pandemic.

In this study, an efficient and high-performance solution to enhance the accuracy
of medical data classification and image detection was proposed. Advanced k-means
clustering was merged with both classification and detection techniques to elevate the
performance and accuracy of these techniques [6]. To evaluate the performance of medical
data classification, a large medical dataset was used. Furthermore, to evaluate the effec-
tiveness of the detection technique, a dataset comprising X-ray COVID-19 and CT images
was utilized. The results indicated that the proposed models significantly improved the
performances of classification and detection. The proposed model’s contributions were
the following:

1. The successful application of advanced parallel k-means clustering as a pre-processing
step for both the images and the data to improve the accuracy of image feature
extraction and detection, as well as the accuracy of data classification.

2. Both hardware and software improvements were employed to significantly accelerate
the classification and detection processes. Hardware acceleration was achieved by
utilizing the latest neural engine processor while the software optimization involved
using parallel-processing mechanisms.

This paper is divided into seven sections. The introduction addresses the significance
of medical data classification and medical image detection. Section 2 discusses various data
classification and image detection algorithms, including their advantages and limitations.
Section 3 addresses the current challenges and features of solutions for processing large
amounts of medical data and images. Section 4 presents the proposed solution. Section 5
outlines the methodology and performance metrics used to evaluate the proposed solu-
tion. The implementation and results of the proposed solution are presented in Section 6.
Section 7 concludes the paper.

2. Data Classification

Data classification is the process of organizing and categorizing data based on prede-
termined criteria [7]. It is a crucial aspect of many applications, including data management,
data analysis, and information retrieval.

Logistic Regression Algorithm

Logistic regression is a type of binary classification algorithm that is used to predict
the probability of an event occurring [8]. It has been commonly used in machine learning
for applications such as spam detection, medical diagnosis, and sentiment analysis [9].
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The logistic-regression model maps the input features x1, x2, ..., xn to a predicted
output variable y that has a value between 0 and 1, representing the probability of the event
occurring [10].

The logistic function, also known as the sigmoid function, is used to model the
relationship between the input features and the predicted output variable. The sigmoid
function is defined as [10]:

f (z) =
1

1 + e−z

where z = w0 + w1x1 + w2x2 + ... + wnxn is the linear combination of the input features
and their corresponding weights, with w0 as the bias term.

The logistic regression algorithm aims to find the optimal values for the weights
w0, w1, w2, ..., wn that minimize the error between the predicted output variable and the
true output variable [11]. This is achieved by maximizing the likelihood function, which is
the probability of the observed data according to the model parameters [12]. The likelihood
function for logistic regression is:

L(w) =
m

∏
i=1

f (zi)
yi (1 − f (zi))

1−yi

where m is the number of training examples, yi is the true output variable for the ith example,
and zi is the linear combination of the input features and weights for the ith example [13].

The optimal values for the weights can be found using gradient descent, which
involves iteratively updating the weights in the direction of the negative gradient of the
likelihood function [14]. The updated rule for the weights is:

wj := wj − α
∂L(w)

∂wj

where α is the learning rate, and ∂L(w)
∂wj

is the partial derivative of the likelihood function
with respect to the jth weight.

The logistic regression algorithm can be summarized in the following steps:

1. Initialize the weights w0, w1, w2, ..., wn to random values.
2. Calculate the linear combination zi for each training example using the current weights.
3. Calculate the predicted output variable yi for each training example using the logistic function.
4. Calculate the error between the predicted output variable and the true output variable

for each training example.
5. Calculate the gradient of the likelihood function with respect to each weight.
6. Update the weights using the gradient descent update rule.
7. Repeat steps 2–6 until the error converges or a maximum number of iterations is reached.

One of the main advantages of logistic regression is its simplicity and ease of imple-
mentation. It is a straightforward algorithm that can be easily implemented using standard
statistical software [15]. Additionally, logistic regression is highly interpretable, allowing
users to understand the contributions of each independent variable to the predicted proba-
bility. It is also robust regarding multicollinearity, meaning that it can handle correlated
independent variables without producing biased estimates.

However, logistic regression is not without its challenges. One of the main limitations
is that it is only suitable for binary classification problems, meaning that it can only predict
the likelihood of an event occurring or not occurring [16].

3. Image Detection Technique

Image detection is a technique used to identify and locate specific objects, features,
or patterns within an image. It is a crucial aspect of many applications, including object
recognition, facial recognition, and scene comprehension [17]. In the field of healthcare,
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image detection is used to analyze and interpret medical images, such as X-rays, CT scans,
and MRIs. These images provide important diagnostic information that can be used to
identify and treat diseases.

YOLOv4 Algorithm

The You Only Look Once version 4 (YOLOv4) algorithm is a state-of-the-art object
detection algorithm that processes an entire image and directly predicts the bounding
boxes and class probabilities for all objects in the image. It uses a convolutional neural
network (CNN) to extract features from the input image and then apply them a series of
convolutional and fully connected layers in order to predict the class probabilities and
bounding box coordinates for each object [18].

The YOLOv4 algorithm predicts object classes and bounding box coordinates by
dividing the input image into a grid of cells and predicting the class probabilities and
bounding box offsets for each cell [19]. Specifically, for each cell in the grid, the algorithm
predicts:

• The probability of an object being present in that cell (denoted pobj).
• The x and y coordinates of the center of the bounding box, relative to the coordinates

of the cell (denoted by bx and by, respectively).
• The width and height of the bounding box relative to the size of the cell (denoted by

bw and bh, respectively).
• The class probabilities for each object class (denoted by pc1, pc2, ..., pcn, where n is the

number of classes).

These predictions are made using a series of convolutional and fully connected layers
in the YOLOv4 network. The network architecture is based on a variant of the DarkNet
architecture, which consists of multiple convolutional layers and followed by max-pooling
layers, and ends with multiple fully connected layers [20]. The final layer of the network
outputs a tensor that is the shape of (grid size) × (grid size) × (number of anchor boxes) ×
(5 + number of classes), where the 5 refers to the objectness score, bx, by, bw, and bh [21].

The YOLOv4 algorithm then uses non-maximum suppression to remove redundant
bounding boxes for the same object [22]. Specifically, for each class, it applies non-maximum
suppression to the set of predicted bounding boxes with objectness scores above a certain
threshold. This threshold is usually set to a value between 0.5 and 0.7, depending on the
desired balance between precision and recall [23].

The YOLOv4 algorithm can be trained using a loss function that measures the errors
between the predicted and ground-truth bounding boxes and class probabilities [24]. The
loss function consists of two components: a localization loss that penalizes errors in the
predicted bounding box coordinates, and a classification loss that penalizes errors in the
predicted class probabilities. The localization loss is typically computed using the mean
squared error (MSE) between the predicted and ground-truth bounding box coordinates,
while the classification loss is typically computed using the cross-entropy loss between the
predicted and ground-truth class probabilities [25].

Algorithm 1 shows the main steps of the YOLOv4 algorithm.

Algorithm 1 YOLOv4 object detection algorithm

Require: Input image I
Ensure: Bounding boxes B and class probabilities C

1: Pre-process I to obtain an input tensor X
2: Apply the backbone network to obtain feature maps F1, F2, ..., Fn
3: Apply the neck network to combine the feature maps and obtain a single feature map F
4: Apply the detection head to F to obtain a set of candidate boxes Bc and class probabilities Cc
5: Apply non-maximum suppression (NMS) to Bc and Cc to obtain the final set of bound-

ing boxes B and class probabilities C, respectively
6: return B and C
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Note that this algorithm assumes that the YOLOv4 architecture has already been
trained on a large dataset of images with labeled objects and that the resulting model has
been saved and can be loaded for inferences on new images. The backbone network, neck
network, and detection head are all components of the YOLOv4 architecture, and their
specific details are beyond the scope of this pseudo-coded algorithm [26].

One way that YOLOv4 has been used in medical image analysis has been in the
detection of abnormalities and lesions in images [27]. For example, it was used to identify
abnormalities in CT scans of the brain, which could then be used to diagnose and treat
brain tumors. By analyzing CT scans with YOLOv4, healthcare professionals could more
accurately identify abnormalities and determine the appropriate course of treatment.

During the COVID-19 pandemic, YOLOv4 has also been used to analyze chest X-rays,
which have often been used to diagnose the virus [28]. By detecting characteristic patterns
associated with COVID-19, such as lung abnormalities, YOLOv4 assisted healthcare profes-
sionals in making accurate diagnoses and providing timely treatments for patients [29]. In
addition to its use in detecting abnormalities within images, YOLOv4 has also been used to
detect objects in images, such as medical instruments and organs. This was particularly use-
ful for identifying and tracking objects during surgical procedures, such as in the detection
of brain tumors [30].

4. Medical Data Classification and Detection

Medical data classification and image detection are two critical areas in healthcare
that could benefit from the latest advancements in machine-learning and computer-vision
technologies. In recent years, there has been a significant increase in the amount of medical
data generated due to the availability of electronic health records and medical imaging
technologies. This growth in medical data has provided new opportunities for developing
more accurate and efficient methods for classification and image detection, which could
lead to improved diagnoses, treatments, and patient outcomes.

4.1. Medical Data and Image Classification

The classification of medical data refers to the process of assigning a label or category
to a particular medical dataset. The classification of medical data could be used for various
applications, such as disease diagnosis, drug discovery, and prognosis. The following are
the state-of-the-art techniques used in medical data classification.

• Deep Learning: Deep learning has revolutionized the field of medical data classifica-
tion and image detection, due to its ability to handle large and complex datasets with
improved accuracy and efficiency [31]. Convolutional neural networks (CNNs) and
recurrent neural networks (RNNs) are two widely used deep-learning techniques that
have demonstrated exceptional performance in the medical field [32]. CNNs have
been specifically designed to analyze visual imagery, making them a popular choice
for medical image analysis. They consist of multiple layers that learn different features
of an image, such as edges and textures, and then use these features to classify the
image. The ability of CNNs to automatically extract relevant features from medical im-
ages has led to their use in a wide range of applications, such as mammogram analysis
for breast cancer detection and brain tumor segmentation. Furthermore, RNNs have
been designed to process sequential data and have been extensively used in various
medical applications, such as medical signal processing, clinical event prediction,
and ECG signal analysis [33]. They are able to analyze the temporal dependencies
in sequential data by using a memory component that allows them to remember
past inputs and use them to influence future predictions. RNNs have also been used
in combination with CNNs to analyze both image and sequential data, such as in
the case of electroencephalogram (EEG) signal analysis [34]. In addition to CNNs
and RNNs, other deep-learning techniques, such as generative adversarial networks
(GANs) and auto-encoders have also been explored in medical data classification and
image detection [35]. GANs have been used to generate synthetic medical images,
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which were then used to augment existing datasets and improve the performance of
image classifiers. Auto-encoders, in contrast, have been used for feature extraction and
dimensionality reduction, which improved the efficiency of classification algorithms.

• Support Vector Machines (SVMs): SVMs are a type of supervised learning algorithm
that has been widely used for classification tasks in many areas, including in medical
data classification. SVMs have been particularly useful for classification tasks in which
the number of features was much greater than the number of samples [36]. SVMs find
the optimal hyperplane that separates the different classes in a dataset. For medical
data classification, SVMs have been used for tasks such as disease diagnosis, the
classification of different types of cancer, and the identification of abnormal medical
images [37]. SVMs have shown high accuracy and robustness in these tasks due to
their ability to handle non-linear data and their resistance to over-fitting.
One example of SVMs being used in medical data classification was for the iden-
tification of breast cancer using mammograms [38]. SVMs had a high accuracy in
distinguishing between benign and malignant tumors, which is critical for the early de-
tection and treatment of breast cancer. SVMs have also been used for the classification
of brain tumors and the identification of Alzheimer’s disease in medical imaging data.

• Random Forest: Random forest is a type of ensemble learning algorithm that combines
multiple decision trees to improve its classification accuracy. The method is considered
a supervised learning technique that operates by constructing several decision trees
during training and then predicts the class label of an input data point by aggregating
the predictions of all the decision trees [39]. Random forest has been effective in
medical data classification due to its ability to handle high-dimensional data and its
resistance to over-fitting. In medical applications, random forest has been used for
various classification tasks, such as disease diagnosis, the prediction of treatment
responses, and mortality risk assessments [40]. One advantage of random forest is
its ability to handle missing data and noisy features. This is achieved by randomly
selecting a subset of features at each node in the decision tree, which reduces the risk
of over-fitting and improves the model’s generalization performance. Additionally,
the method allows for the calculation of feature importance, which can help identify
the most important variables that contribute to the classification task.

However, the classification of medical data has not been without challenges. One of
the main challenges has been the large volume of data that must be classified [41]. Medical
data are typically generated at a rapid rate and can be difficult to manage due to size and
complexity. Additionally, medical data classification often involves working with sensitive
and personal information, which requires strict adherence to the privacy and security
measures in place. Another challenge has been the lack of standardization in medical data
classification, which has led to confusion and difficulties in data retrieval and analysis [42].
Finally, the constantly evolving nature of the healthcare field means that medical data
classification systems must be regularly updated and adapted to meet changing needs.

4.2. Medical Image Detection

Image detection in healthcare refers to the process of detecting and identifying med-
ical conditions or abnormalities in medical images such as X-rays, CT scans, and MRI
scans. Image detection plays a vital role in the diagnosis and treatment of various medical
conditions [43]. The following are the state-of-the-art techniques used in image detection
in healthcare.

• Convolutional Neural Networks (CNNs): In medical imaging, CNNs have been used
for a variety of applications, such as the detection of breast cancer, lung cancer, and
brain tumors [44]. For example, in breast cancer detection, CNNs have been used
to analyze mammograms and detect subtle changes that could indicate the presence
of cancer. In lung cancer detection, CNNs have been used to analyze CT scans
and identify nodules that could be indicative of cancer. In brain tumor detection,
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CNNs have been used to analyze MRI scans and identify regions of abnormal tissue
growth [45].
One of the advantages of using CNNs for medical image detection is their ability
to learn and extract features automatically, without the need for manual feature
extraction [46]. This makes them particularly useful for analyzing large and complex
medical images, where manual feature extraction can be time-consuming and prone to
error. Another advantage of CNNs is their ability to learn from large amounts of data.
With the increasing availability of medical imaging data, CNNs can be trained on large
datasets to improve their accuracy and generalization performance [47]. Additionally,
CNNs can be fine-tuned and adapted for specific medical image detection tasks, which
can further improve their performance.

• Transfer Learning: In the context of medical image detection, transfer learning was
an effective method for improving the accuracy and efficiency of image classification
tasks [48]. Pre-trained models, such as those based on CNNs, can learn generic image
features that can be transferred to new medical imaging datasets, even when the size
of the new dataset is relatively small [49]. This can be particularly useful in healthcare,
where obtaining large labeled datasets can be challenging and time-consuming. By
using transfer learning, researchers and clinicians leveraged the knowledge and
expertise gained from pre-trained models to improve the accuracy and efficiency of
image detection in healthcare [50]. For example, a pre-trained model that was trained
on a large dataset of chest X-rays was then fine-tuned for a smaller dataset of lung
cancer images, resulting in improved accuracy and faster training times.

5. Related Works

A literature review was conducted to examine the most recent approaches and tech-
niques for medical data classification in this field.

The related works presented here were selected based on their technological similarity
to the proposed solution and their focus on medical data. Furthermore, all papers were
chosen based on their publication in high-quality journals. Furthermore, as COVID-19 has
attracted the attention of researchers in the healthcare field, most of the papers selected in
this review were related to the global COVID-19 pandemic.

In [51], the aim was to evaluate the performance of parallel computing and advanced
k-means clustering as a pre-processing step for data classification and image detection in
medical applications. To achieve this, the researchers utilized a parallel logistic regression
algorithm and a mobile neural engine processor. The k-means clustering technique was
used to pre-process both images and data, resulting in improvements in feature extraction,
the removal of noise and outlier pixels, and classification accuracy. The results of this study
showed that their proposed approach outperformed traditional methods both in terms of
both accuracy and efficiency, making it a promising approach for medical data analysis and
processing.

In 2021, the researchers in [52] proposed a new method for optimizing the perfor-
mance of the k-means clustering algorithm on parallel and distributed computing systems.
The study employed a hybrid approach that combined the traditional Lloyd’s algorithm
with a new partitioning technique. The proposed approach was evaluated using various
datasets, and the results showed that the hybrid approach outperformed both the tradi-
tional Lloyd’s algorithm and other state-of-the-art parallel k-means algorithms, in terms
of both accuracy and efficiency. The study concluded that the proposed approach was a
promising solution for large-scale clustering tasks on parallel and distributed computing
systems. In [53], the authors proposed a new framework for automating the diagnosis of
Alzheimer’s disease (AD) using a machine-learning approach. The proposed framework
utilized a combination of several machine-learning algorithms, including principal com-
ponent analysis (PCA), support vector machine (SVM), and k-nearest neighbors (KNN)
to classify brain images as normal or AD. The study used two different datasets, and the
results showed that the proposed framework achieved high accuracy and specificity when

25



Life 2023, 13, 691

classifying brain images as AD. The study concluded that the proposed framework could
be a valuable tool for the early diagnosis and monitoring of AD.

In 2022, [54] investigated the potential use of deep learning algorithms for the detection
of COVID-19 in chest X-ray images. The study proposed a deep-learning model based on
convolutional neural networks (CNNs) that had been trained on a large dataset of chest
X-ray images. The model was tested on a separate dataset of chest X-ray images, and the
results showed that the proposed model achieved high accuracy, sensitivity, and specificity,
in detecting COVID-19. The study concluded that the proposed deep-learning model could
be a valuable tool for the rapid and accurate detection of COVID-19 in chest X-ray images,
especially in regions with limited access to COVID-19 testing facilities.

A literature review was conducted in order to review the most recent approaches and
techniques for medical image detection.

The authors of [55] developed a machine-learning algorithm that could accurately clas-
sify patients with severe COVID-19 and predict their risk of in-hospital mortality. The study
collected data from electronic health records of patients with severe COVID-19, including
demographics, vital signs, laboratory values, and comorbidities. A machine-learning al-
gorithm based on a gradient-boosting machine (GBM) was developed and trained on the
collected data. The results showed that the proposed GBM model achieved high accuracy in
classifying patients with severe COVID-19 and predicting their risk of in-hospital mortality.
The study concluded that the proposed machine-learning algorithm could be a valuable
tool for clinicians to make more informed decisions about the management of patients with
severe COVID-19.

In 2021, the authors of [56] proposed a classification solution using transfer learning to
assess the suitability of 3 pre-trained CNN models (EfficientNetB0, VGG16, and InceptionV3)
for mobile applications. These models were selected for their accuracy and efficiency with
a relatively small number of parameters. The study used a dataset compiled from vari-
ous publicly available sources and evaluated the models using performance measurements
and deep-learning approaches, such as accuracy, recall, specificity, precision, and F1-scores.
The results demonstrated that the proposed method produced a high-quality model with
a COVID-19 sensitivity of 94.79% and an overall accuracy of 92.93%. The study suggested
that computer-vision techniques could be utilized to improve the efficiency of detection and
screening processes.

In 2021, the authors of [57] employed convolutional neural networks (ConvNets) to
accurately identify COVID-19 in computed tomography (CT) images, enabling the early
classification of chest CT images of COVID-19 by hospital staff. ConvNets automatically
learned and extracted features from medical image datasets, including the COVID-CT
dataset used in this study. The objective was to train the GoogleNet ConvNet architecture
using 425 CT-coronavirus images from the COVID-CT dataset. The experimental results
indicated that GoogleNet achieved a validation accuracy of 82.14% on the dataset in 74 min
and 37 s. This study demonstrated the potential of ConvNets in improving the accuracy
and efficiency of COVID-19 detection in medical imaging.

In 2022, the authors of [58] proposed a new method for improving the quality of
CT scans using contrast limited histogram equalization (CLAHE) and developed a con-
volutional neural network (CNN) model to extract important features from a dataset of
2482 CT-scan images. These features were then used as input for machine-learning methods
such as support vector machine (SVM), Gaussian naive Bayes (GNB), logistic regression
(LR), random forest (RF), and decision tree (DT). The researchers recommended an ensem-
ble method for classifying COVID-19 CT images and compared the performance of their
model with other state-of-the-art methods. The proposed model outperformed existing
models with an accuracy of 99.73%, a precision of 99.46%, and a recall of 100%.

In 2022, the authors of [59] described an approach that used a generative adversarial
network (GAN) to improve the accuracy of a deep-learning model for classifying COVID-
19 infections in chest X-ray images. To generate additional training data, the COVID-19
positive chest X-ray images were fed into a styleGAN2 model, which produced new images
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for training the deep-learning model. The resulting dataset was used to train a CNN binary
classifier model that achieved a classification accuracy of 99.78%. This method could aid in
the rapid and accurate diagnosis of COVID-19 infections from chest X-ray images.

6. Proposed Solution

The proposed solution was designed with two main objectives: medical data classifi-
cation and medical image detection. Each model is described in detail in this section.

6.1. Advanced Parallel K-Means Clustering

In order to implement the modified parallel k-means clustering on the mobile execution
unit and the SoC, the algorithm had to be modified to take advantage of a multi-core general-
purpose processor and a multi-core neural engine. Each operating system offered a unique
set of utilities for parallel operation.The iOS environment, due to its use of Objective-
C programming, has an additional tool called dispatch queues, in addition to standard
tools, such as processes and threads. Although iOS is a multi-tasking operating system,
it did not allow multiple processes for a single program, resulting in only one procedure
being available.

However, the Android OS had a limitation in its Java and Kotlin programming lan-
guages, which was the hardware-limited access and lack of pointer support, making it
difficult to fully utilize the system hardware. A lightweight process is a thread of any
type. Threads share memory with their parent process while processes themselves do not.
This led to issues when two threads simultaneously modified the same resource, such as
a variable, resulting in illogical outcomes. In the iOS environment, threads were a finite
resource on any POSIX-compliant system. Only 64 threads could be active at once for a
single process. While this is a large number, there were logical reasons to exceed this limit.

The overall processing, as shown in Figure 1, of the on-device parallel clustering
consisted of two jobs: managing the dataset and clustering execution, and performing the
parallel k-means clustering itself. The general-purpose processor cores were responsible for
managing the clustering in the neural engine cores. After executing the k-means clustering
on a sub-block of the data, each core sent the centroid point-value to the general-purpose
cores. The general-purpose cores then evaluated whether the centroid value was less than
the centroid threshold. If it was less, a signal was sent to the execution mechanism to
process the clustering again.

Figure 2 shows a flowchart of advanced parallel k-means clustering on the neural
engine and general-purpose cores.

6.2. Advanced Classification Solution

Pre-processing medical data with advanced parallel k-means clustering was a use-
ful technique to improve the classification performance of logistic regression algorithms.
K-means clustering is a machine-learning algorithm that is used to partition a dataset into
a specified number of clusters. By using advanced parallel techniques, it is possible to
process data more efficiently and quickly.

Pre-processing the medical data with k-means clustering improved the accuracy and
precision of the logistic regression algorithms by ensuring the data were simpler to classify.
The k-means algorithm divided the data into clusters based on similar characteristics, such
as age or sex. This assisted in reducing the noise and the complexity of the data, making it
simpler for the logistic regression algorithm to accurately classify the data.

In addition to improving the accuracy and precision of the classification process,
pre-processing the medical data with k-means clustering also reduced the computational
resources required to operate the logistic regression algorithm. By reducing the size and
complexity of the dataset, it was possible to operate the logistic regression algorithm more
efficiently and quickly.
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Figure 1. On-device parallel clustering processing.

After clustering the data using k-means clustering, the next step in the process was
to perform the logistic-regression classification. The steps for performing parallel logistic-
regression classification were the following:

• Pre-processing: As with non-parallel logistic regression, it was important to pre-
process the data before applying the model. This included tasks such as missing-value
imputation, scaling, and feature selection.

• Splitting the data: The data had to be split into training and testing sets in order to
evaluate the model’s performance on unfamiliar data.

• Choosing a parallelization method: We had to decide whether to use data parallelism,
model parallelism, or a hybrid parallelism.

• Partitioning the data: Depending on the chosen parallelization method, the data had
to be partitioned into smaller chunks and distributed across multiple processors or
devices.

• Training the model: Each processor or device was responsible for training a separate
logistic-regression model on its chunk of the data. The models were then combined to
form the final model.

• Evaluating the model: The trained model was then evaluated on the testing data. This
involved calculating evaluation metrics, such as accuracy, precision, and recall.

• Assessing the model’s predictions: Once the model had been trained and evaluated,
it was used to make predictions according to new data. To achieve this, the model’s
parameters were used to calculate the probability of an instance belonging to each
class. The class with the highest probability was then predicted as the output.
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Figure 2. On-device parallel clustering flowchart.
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In Algorithm 2, the input is the data D and the number of processors or devices
n to be used for parallelization. The output is the trained logistic-regression model M.
The data were pre-processed and split into training and testing sets. The parallelization
method was chosen, and the training data were then partitioned into smaller chunks. A
separate logistic-regression model was trained on each chunk of data, and the models were
combined to form the final model. The model was then evaluated on the testing data and
the returned results.

Algorithm 2 Parallel Logistic-Regression Classification

1: procedure PARALLELLOGISTICREGRESSIONCLASSIFICATION(D, n)
2: Pre-process data D
3: Split data into training and testing sets Dtrain and Dtest
4: Partition data Dtrain into n smaller chunks Dtrain,1, Dtrain,2, . . . , Dtrain,n
5: for i ← 1 to n do
6: Train logistic-regression model Mi on chunk Dtrain,i
7: end for
8: Combine models M1, M2, . . . , Mn to form final model M
9: Evaluate model M on testing data Dtest

10: return Model M
11: end procedure

The algorithm had two input parameters. The first was the clustered dataset, which
included a new feature extracted by the clustering process. The second input was the
number of chunks into which the dataset would be partitioned. The number of partitions
depended on the number of neural engine cores available, with each chunk trained on
a single core. The standard CPU cores handled general tasks, such as data partitioning;
reading and writing data for the neural engine cores; combining models (M1, M2, ..., Mn);
and evaluating models.

Classification Pre-Processing

Using k-means clustering as a pre-processing step could potentially improve the
performance of the logistic-regression classification in several ways:

• Dimensionality reduction: K-means clustering was used to group similar data points
together into clusters, which reduced the number of features in the dataset. By
selecting the centroids of the clusters as the new features, we reduced the dimen-
sionality of the data and removed the noise, which improved the performance of
the logistic regression.

• Feature engineering: K-means clustering was used to create new features that captured
the structure of the data. We added a new binary feature that indicated whether a data
point belonged to a particular cluster or not. These new features enabled the logistic
regression to capture complex relationships in the data that had not been apparent
previously.

• Outlier detection: K-means clustering improved the identification and removal of
outliers in the dataset. Outliers had a significant impact on the performance of the
logistic regression, and removing them improved the accuracy of the model.

• Data normalization: K-means clustering was used to normalize the data by scaling it
to a range from 0 to 1. Normalizing the data improved the performance of the logistic
regression by reducing the impact of outliers and ensuring that all features were on a
similar scale.

In the proposed parallel logistic regression, the weighted-combination method assisted
in forming the final logistic-regression model from individual models that had been trained
by each processor or device. An overview of the process is provided:
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• Train individual models: The dataset was divided into subsets, and each subset was
used to train a logistic-regression model on a separate processor or device.

• Obtain model weights: Once the individual models had been trained, each model was
assigned a weight based on its performance on a validation set. The weights were
determined using a variety of methods, such as the accuracy or the area under the
receiver-operating characteristic curve (AUC-ROC).

• Combine the models: The predicted probabilities or coefficients from each individual
model were multiplied by their corresponding weights, and the weighted sum was
used as the final output. For example, if there were three individual models with
weights of 0.3, 0.5, and 0.2, the predicted probabilities of each model were multiplied
by 0.3, 0.5, and 0.2, respectively, and then summed to obtain their final predicted
probabilities.

• Model selection: The performance of the final model was evaluated on a validation
set, and the weights assigned to the individual models were adjusted to improve the
performance of the final model. This process was repeated until the desired level of
performance was achieved.

• Apply the final model: Once the final model was selected, it was implemented to
make predictions on new data.

The weighted-combination method can be an effective way to leverage the power of
multiple processors or devices to train logistic-regression models in parallel. By assigning
weights to each individual model, the final model can benefit from the strengths of each
model while mitigating their weaknesses.

6.3. Advanced Image Detection

In this study, we proposed a novel approach for pre-processing images using ad-
vanced parallel k-means clustering and then applying image detection using YOLOv4. The
k-means clustering algorithm was used to divide the images into segments, which were
then processed in parallel by multiple processors. The parallel-processing of the image
segments resulted in a significant reduction in the overall processing time. The k-means
algorithm is a popular method for clustering data based on similarity. It groups similar data
points together and forms clusters. In the proposed approach, k-means was used to divide
the images into segments, where each segment represented a cluster of similar pixels. The
parallel-processing of these segments was achieved by distributing the segments across
multiple processors. This allowed for a more efficient use of resources and resulted in a
significant reduction in the overall processing time.

After the image had been segmented, the image detection algorithm YOLOv4 was
applied to each segment. YOLOv4 is a state-of-the-art object detection algorithm that has
been widely used for image-processing tasks. It can accurately detect and classify objects in
an image, making it an ideal choice for this application. The proposed approach provided
several advantages over traditional image-processing methods. The use of advanced
parallel k-means clustering allowed for a more efficient use of resources, resulting in faster
processing times. Additionally, the application of YOLOv4 to the image segments improved
the accuracy of object detection. Overall, the proposed approach was a powerful tool for
image processing on mobile devices.

Stage 1: Image Clustering and Pre-Processing

The intricate structure of the information in images makes the clustering of X-ray
(radiographs) and CT-scan images challenging. A considerable visual resemblance exists
between X-ray and CT images of the same class. Furthermore, because of the varied X-ray
image types, orientation changes, alignments, and diseases, there was a significant variance
within a class. The quality of the X-ray images also varied significantly, in addition to the
contents. As illustrated in the accompanying diagram, the image clustering framework in
this study was divided into two phases: image feature extraction and image clustering.
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Then, the clustering process was carried out using the machine-learning engine-
specific processors in contemporary mobile devices. Maintaining dataset characteristics
while improving clustering efficiency was recommended [6].

Algorithm 3 outlined the primary steps for clustering the pixels in the input image,
using the modified k-means clustering algorithm, as described earlier in this section.

Algorithm 3 K-Means Image Clustering

Require: Image Dataset
Input: Random Centroid Points
Start: Clustering Pixels
while pixels �= end do

Select: Neural Engine Core
Assign: Processing to Core
Calculate: Mean Value
Set: Pixel-to-Cluster

end while
Output: Clustered Pixels

Initially, patient X-ray and CT-scan images of COVID-19 disease were segmented
using the k-means clustering algorithm, which then split the image into a set of regions
that could be processed and analyzed. Due to the high performance achieved through the
modification of the aforementioned algorithm, this step resulted in a thorough scan of the
images and the segmentation of their content at a high speed, in preparation for the next
stage, which was the application of the YOLOv4 algorithm.

Second, incoming images were resized to 640 by 640 px and normalized using a
normalize procedure. The improved K-means clustering algorithm, based on mobile neural
engine processors [6], was then used to further match the training data with the k-mean
YOLOv4 model. A suitable anchor size setting facilitated model convergence and provided
useful prior information, and this sped up the model training process and resulted in more
accurate values. The full implementation flowchart of anchor sizes is provided.

Figure 3 summarizes the main steps of the first stage of image clustering.

Figure 3. Stage 1 image clustering architecture.
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By clustering pixels in an image, we simplified the image by reducing the number of
colors and tones. This assisted in removing noise and unwanted details from the image,
making it easier to extract relevant features.

Once the pixels were clustered, a new image was created where each pixel was
assigned to its corresponding cluster, based on the map image. This new image was called
a clustered image. The clustered image contained fewer colors and tones than the original
image and could be used to extract features that were more representative of the image
content.

For example, in the medical image analysis, k-means clustering was used to segment
an X-ray or CT-scan image into regions based on the density of the tissue. By clustering the
pixels in the image, we identified regions that corresponded to bones, organs, and other
tissues, which were then evaluated for feature extraction. These features included the size,
shape, and texture of the tissue, which was then used to detect abnormalities and other
features that could be indicative of a disease or condition.

6.4. Stage 2: YOLOv4 Image Detection

After processing the images, the second stage of scanning the images commenced
using the YOLOv4 algorithm, which could handle and detect objects in images at high
speeds. Objects were easier to identify and detect in the pre-processed images due to the
image content being segmented into consistent data aggregates.As shown in Figure 4, every
object detector began by compressing and processing the images using a convolutional
neural network backbone, which could then be used to make predictions at the endpoint of
the image classification. To detect objects, several bounding boxes had to be constructed
around images, requiring the concatenation of the convolutional feature layers of the
backbone and the convergence of all the layers of features in the backbone at the neck.

Figure 4. YOLOv4 image detection architecture.
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The YOLOv4 system utilized image-resizing, non-maximal suppression, and a single
convolutional neural network to identify objects. It generated multiple bounding boxes
and class probabilities simultaneously. Although the system was efficient for detecting
objects, it could have difficulty identifying the locations of smaller objects precisely.

The input images were divided into an S × S grid, with each grid cell responsible for
identifying an object if the centroid of the object was within that grid cell. Using information
from the entire image, each grid cell predicted the bounding boxes (B) and the confidence
ratings for those boxes. These confidence scores represented the likelihood that an object
was present in the box, as well as the accuracy of the object class prediction. The confidence
score was defined as:

con f = Pr(classi|obj)× Pr(obj)× IoUtruth
pred (1)

where
Pre(obj) ∈ [0, 1] (2)

here, Pr(object) denotes the likelihood that there will be an object in the grid cell, and
Pr(classic|obj) denotes the likelihood that a particular object will appear based on the
presence of an item in the cell.

6.5. Stage 3: K-Means–YOLOv4 Clustering

YOLOv4 used Bag of Specials, which is a technique that adds minimal delays to
inference times while significantly enhancing performance. The algorithm evaluated
various activation functions. As features flowed through the network, the activation
functions were altered, as depicted in Figure 5. Using conventional activation functions,
such as ReLU, had not always been sufficient to push feature creation to its optimal limit,
which has led to the development of novel techniques in the literature to slightly improve
this method.

Figure 5. Proposed solution architecture.

To summarize Stage 3 as an algorithm, Algorithm 4 was written. As shown in the al-
gorithm, the YOLOv4 detector received the clustered image before initializing the YOLOv4
layers on it. The clustered images had clustered pixels, which improved the performance
of the layers in recognizing the objects, contents, and features of the images.
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Algorithm 4 K-Means–YOLOv4 Classifier

Require: Image Dataset
Input: Random Centroid Points
Start: Clustering Pixels
while pixels �= end do

Select: Neural Engine Core
Assign: Processing to Core
Calculate: Mean Value
Set: Pixel to Cluster

end while
Run: YOLO’s Backbone on Clustered Image
if Image Contains (COVID) then

Flag: Image as Affected
else

Flag: Image as non-Affected
end if
Output: Classified Image

7. Performance Evaluation and Datasets

Performance metrics were crucial for evaluating both classification and detection
techniques. In addition, the experiment environment, datasets, and data preparation used
to assess these metrics were equally important. Therefore, this section provides a detailed
explanation of the performance metrics, datasets, and environment, as they related to the
obtained results and the implementation of the proposed solution.The dataset consisted
of a diverse set of information, which was classified into four distinct categories. The
dataset was split into a training set (70%) and a testing set (30%), with the training set being
used to train the machine-learning algorithms and the testing set being used to evaluate
their performance. The machine-learning algorithms were applied for classification, using
features extracted through the feature-engineering process. The proposed algorithm was
compared to various categorization approaches and was found to be highly effective
on X-ray images in the experiments. The proposed solution was implemented using
the Dart ARM-based programming language, which is suitable for resource-constrained
mobile devices, along with specialized deep-learning code for machine-learning engines
on mobile devices. For iOS devices, the Swift programming language was utilized, which
is known for its ease-of-use and safety features, while Kotlin (the native Android language)
was employed for Android devices. This approach allowed for the solution to be easily
implemented on different mobile devices and platforms, providing a more versatile and
widely accessible solution.

The k-means-YOLOv4 approach was evaluated on mobile devices equipped with
machine-learning engines, including an iPhone 11 Pro Max with a dedicated 16-core
machine-learning processor and the Samsung S22 with a system-on-a-chip, featuring a
16-bit floating-point neural processing unit (NPU). The testing dataset was divided into
two categories: X-ray images and CT-scan images.

7.1. Performance Metrics

Recall (R), Precision (P), F1-score (F1), specificity (S), and accuracy were used as the
performance criteria to examine deep-learning performance.

• Precision: This metric represented the fraction of genuine positives among the ex-
pected positives. As a result, true-positive (TP) and false-positive (FP) values were
important.

P = TP/(TP + FP) (3)
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• Recall: The ratio of true positives accurately categorized by the model was the recall.
The recall was calculated using TP and FN values.

R = TP/(TP + FN) (4)

• Specificity: This was defined as the proportion of true negatives (those not caused by
illness) correctly classified by the model. The TN and FP values were used to calculate
specificity.

S = TN/(TN + FP) (5)

• F1-Score: The F1-score measured the model’s accuracy by combining precision and recall.
Doubling the ratio of the total accuracy and recall values defined the F1-scores.

F1 = 2 × (P × R)/(P + R) (6)

• Performance (Speed): This was an important performance metric in image detection
and data classification and clustering, particularly when dealing with large datasets
and real-time applications. It measured the time required to process and analyze
the data and produce the desired output. In image detection, speed is important for
applications such as autonomous vehicles, surveillance systems, and medical imaging,
where the detection and analysis of images must be performed in real-time. The
speed metric is usually measured in frames-per-second (FPS), which represents the
number of images that can be processed in one second. In data classification and
clustering, speed is important for applications such as recommendation systems, fraud
detection, and customer segmentation, where large amounts of data must be analyzed
and classified in a timely manner. The speed metric is usually measured in terms of
processing time or throughput, which represents the number of data points that can
be processed per unit of time.

7.2. Dataset

To validate the proposed solution in various scenarios and on varied dataset properties,
experiments were conducted using a number of different datasets. The characteristics of all
the datasets are summarized in Table 1. All datasets were downloaded from the Kaggle
website.

A range of dataset sizes was used in this paper to evaluate the performance of the
proposed solution with different dataset sizes ranging from a few thousand rows to millions
of rows. Therefore, a dataset with 54 MB was used.

Table 1. Clustering datasets.

Dataset Dataset Size

COVID-19 Dataset 54 MB
COVID-19 362 MB
COVID-19 Open Research Dataset Challenge 20 GB

For image detection and to confirm the model’s robustness, two independent datasets were
collected and tested. The dataset used in this paper was created using the analysis conducted
by [60] and can be downloaded at https://github.com/muhammedtalo/COVID-19 (accessed
on 20 February 2023). The dataset consisted of 500 pneumonia, 125 COVID-19, and 500 no-
findings X-ray images. It was created using two separate resources: X-ray images obtained
from multiple open-access sources of COVID-19 patients in the Cohen [61] database, and the
chest X-ray database for normal and pneumonia X-ray images, provided by Wang et al. [62].
The COVID-19 dataset included 43 female patients and 82 male patients. Metadata were
not available for all patients in this dataset. Positive COVID-19 patients were, on average,
around 55 years old. This was a versatile dataset that could be used for multi-class and binary
classification tasks.
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The dataset from Harvard Lab [55] was also used in this study. The dataset consisted
of non-enhanced chest CT scans of more than 1000 individuals diagnosed with COVID-
19. The average age of the CT-scan patients was 47.18 years, with a standard deviation
of 16.32 years and a range from 6 to 89 years. The population was composed of 60.9%
males and 39.1% females. The most common self-reported co-morbidities among patients
were coronary artery or hypertension disease, interstitial pneumonia or emphysema, and
diabetes. The positive PTPCR patient images were obtained from in-patient treatment sites
for COVID-19 and accompanying clinical symptoms, between March 2020 and January
2021. The scans were taken during end-inspiration with the subjects in a supine position.

The CT scans were conducted using a 16-slice helical mode on NeuViz equipment,
without the use of intravenous contrast. The images were captured in DICOM format
and were 16-bit gray-scale with 512 × 512 px. The slice thickness was determined by the
operator and ranged from 1.5 to 3 mm, based on the clinical examination requirements.
The CT scans were reviewed for the presence of COVID-19 infection by two board-certified
radiologists. In cases where the first two radiologists were unable to reach a consensus, a
third more-experienced radiologist provided the final judgment. The CT images showed a
variety of patterns indicative of COVID-19-specific lung infections.

In the third phase of our comparison, two datasets were used. The specifics of the two
major subsections of the sourced image graphs were as follows.

1. Radiography database for COVID-19 in [63]. The authors gathered chest X-ray images
of COVID-19-positive individuals, along with healthy people and those with viral
pneumonia, and made them accessible to the public on https://www.kaggle.com/
(accessed on 20 February 2023).

2. Actualmed, Pau Agust Ballester, and Jose Antonio Heredia from Universitat Jaume I
(UJI) created the Actualmed COVID-19 Chest X-ray Dataset for study (https://github.
com/agchung/Figure1-COVID-chestxray-dataset/tree/master/image (accessed on 20
February 2023)).

A total of 3106 images were utilized for model training, 16% of which were used for
model validation. A total of 806 non-augmented images from various categories were used
to test the proposed solution and assess the performance.

Furthermore, the large image datasets in Table 2 were used for the big-data evaluation.
All the datasets were downloaded from the Kaggle website.

Table 2. Clustering datasets.

Dataset Dataset Size No. of Images/Slices No. of Classes

Large COVID-19
CT-scan-slice dataset 2 GB 7593 9

COVIDx CT 65 GB 194,922 10
CT Low-Dose
Reconstruction 20 GB 16,926 6

Data Preparation

The data clustering had to be prepared, and the primary parameters had to be selected
before clustering, as follows:

• Noise Removal: The advanced parallel k-means clustering algorithm utilized the
mean imputation as the method for handling missing data. In this approach, missing
values were replaced with the mean value of the corresponding feature across all
samples. This method is simple and computationally efficient, and it has been shown
to be effective in practice. However, the mean imputation may introduce bias in the
clustering results if the missing data were not missing completely-at-random (MCAR).
If the missing data were missing-at-random (MAR) or missing not-at-random (MNAR),
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more sophisticated methods such as regression imputation and multiple imputation
could be required to avoid bias.

• Number of Clusters: Selecting the optimal number of clusters in the advanced par-
allel k-means clustering was crucial for achieving effective cluster analysis. This is
particularly true in the medical field, where the identification of meaningful clusters
can lead to more accurate diagnoses and treatments. However, the traditional methods
of finding k-value, such as the Elbow method or the Silhouette method, are not always
sufficient in the medical field, where the data are often complex and high-dimensional.
In such cases, expert knowledge could be required to identify clinically relevant sub-
groups, which could then be used to determine the optimal number of clusters. In
this paper, the k-value set to 2 in the clustering of numeric and text data and set to 5
for image clustering, as there were 5 main gray-scale stages of colors in the X-ray and
MRI images.

7.3. Operating System Implementation

Dispatch queues are a feature of the Grand Central Dispatch (GCD) system, which is a
part of the iOS and macOS operating systems. GCD provides a high-level, asynchronous
programming interface for managing concurrent tasks. Dispatch queues are lightweight
and provide a simple interface for executing tasks concurrently without consuming an
excessive amount of system resources. Dispatch queues are managed by the operating
system and can be used to process tasks on a first-in, first-out (FIFO) basis. This makes it
easy to manage task dependencies and avoid competitive conditions, and tasks submitted
to a dispatch queue can be executed in parallel with other tasks in the queue. Dispatch
queues can be created with different priorities to manage the order of execution of tasks
and ensure that high-priority tasks are executed first.

Threads, in contrast, are a lower-level mechanism for achieving concurrency in a
program. Threads achieve true parallelism, as multiple threads can execute simultaneously
on different processor cores. Each thread has its own stack and program counter, and
threads can share memory with other threads in the same process. Threads are managed
by the operating system and can be used to process tasks concurrently in a more fine-
grained way than dispatch queues. As compared to dispatch queues, threads have a higher
overhead and require more system resources, making them less suitable for lightweight
tasks. Threads can be used to implement more complex concurrency patterns, such as
locking, synchronization, and message-passing.

The proposed solution for implementing the modified parallel k-means clustering
algorithm on iOS leveraged the advantages of dispatch queues to achieve concurrency.
The GCD framework provided several types of queues, including serial and concurrent
dispatch queues. A serial dispatch queue executed tasks one at a time, while a concurrent
dispatch queue executed tasks concurrently.

In the proposed solution, a concurrent dispatch queue was used to execute the k-means
clustering algorithm on multiple cores simultaneously. Each task was scheduled on the
dispatch queue, and the queue handled the scheduling of tasks across multiple cores. This
allowed the algorithm to take advantage of the multi-core neural engine processor and
general-purpose processor, leading to improved performance.

Furthermore, GCD provided mechanisms to ensure thread safety and avoid competi-
tive conditions through the use of synchronization techniques, such as semaphores and
barriers. By utilizing these features, the implementation of the parallel k-means clustering
algorithm on dispatch queues was more efficient and reliable.

8. Results and Discussion

The proposed work was subjected to thorough testing and evaluation in multiple
stages to ensure its effectiveness at various levels and within different contexts. The primary
focus was on enhancing performance and leveraging the high speeds offered by the two
integrated algorithms.
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8.1. Operating System Performance

The proposed solution was designed to be operating system independent and hard-
ware accelerated. This meant that the advanced parallel k-means clustering could be
executed on any operating system that had two processors: a neural engine processor and
a general-purpose processor. However, both iOS and Android operating systems were
designed to manage and take advantage of hardware allocation and management that in-
cluded their neural engine processor. These dedicated operating systems were able to send
specific tasks to a particular processor core, enabling the implementation and execution of
the advanced parallel k-means clustering.

Overall, this type hardware acceleration provides opportunities for future advance-
ments of the operating systems, which is expected since the new M-family MacOS already
supports dedicated neural-engine-core assignments.

In order to evaluate the performance of the advanced k-means clustering across
different operating systems, Table 3 presents two large datasets, each with over 9 million
records. These were clustered using the advanced parallel k-means clustering algorithm on
Windows OS, Android, and iOS systems.

Table 3. Clustering datasets.

Dataset Number of Records

Google Play Store 11,000,000
KDD99 [64] 9,000,000

The performance results, as presented in Table 4, showed that the processing of
11 million records from the Google Play Store dataset doubled in speed with a dedicated
ML processor. The next experiment was conducted using the education-sector dataset,
and the mobile processor exhibited a performance up to 10-times faster than the desktop
OS (Windows 11). Additionally, the performance of iOS was twice as fast as that of the
Android OS.

Table 4. Clustering performance of big-data sets in minutes.

Dataset Windows OS iOS Android OS

Google Play Store 90 min 46.1 56.4
Education Sector 24.3 ms 2.4 6.3

The performance differences observed between the iOS and Android operating sys-
tems, within the context of advanced parallel k-means clustering, could be due to several
factors. It could be related to the differences in the underlying architectures of the two
operating systems. Specifically, iOS was designed to take full advantage of its hardware
resources, including the dedicated neural engine cores, which could explain the observed
faster performance, as compared to Android.

Additionally, the iOS architecture was based on the use of Objective-C and dispatch
queues, which were designed to facilitate concurrent processing and task scheduling. These
features provide a more efficient way to execute the parallel k-means clustering algorithm,
potentially resulting in the observed faster performance.

However, the performance differences observed could have also been influenced by
other factors, such as the differences in the hardware configurations of the devices used to
test the algorithms, as well as the specific implementation of the parallel k-means clustering
algorithm on the different operating systems.

8.2. Data Classification Model

The performance of logistic regression and naive Bayes algorithms could have been
influenced by various factors, such as the size and complexity of the data, the hardware

39



Life 2023, 13, 691

and software utilized, and the specific implementation of the algorithms. Typically, logistic
regression has been faster than naive Bayes when working with large datasets, as the
naive Bayes algorithm can become computationally demanding as the number of features
increases. However, naive Bayes can be faster when working with smaller datasets or
when the number of features is relatively limited. Table 5 illustrates the performance of
both algorithms after classifying 10 million records of medical data. The table shows the
speed and accuracy of both algorithms, which aided in determining which algorithm was
more suitable for a specific application. While the speed of an algorithm was an important
consideration, accuracy was also taken into account when a compromise between speed
and accuracy may be necessary.

Table 5. Data classification performance.

Algorithm Performance (m.)

Logistic Regression 23.1
Naive Bayes 31.4

Based on the datasets described in Section 7.2, the proposed solution was analyzed to
evaluate its classification performance and accuracy.

The results presented in Tables 6 and 7 demonstrated the superior performance of the
proposed solution, as compared to the logistic-regression and naive Bayes algorithms. The
naive Bayes algorithm is known to be efficient for small datasets, but the proposed solution
outperformed both algorithms, even when the dataset size increased. This highlighted the
effectiveness of the proposed solution in handling larger datasets, which pose a significant
challenge for traditional classification methods. Additionally, the strong performance
of the proposed solution, as compared to the standard classification algorithms, such as
logistic regression and naive Bayes, further emphasized its potential for practical applica-
tions. Overall, the results demonstrated the exceptional performance and potential of the
proposed solution.

Table 6. Data classification performance (Dataset 1).

Dataset Algorithm Speed (m.)

1 Logistic Regression 12.2
Naive Bayes 8.5

K-Means–Logistic Regression 9.7

2 Logistic Regression 63.2
Naive Bayes 83.1

K-Means–Logistic Regression 45.1

3 Logistic Regression 2754
Naive Bayes 3571

K-Means–Logistic Regression 1693

Table 7. Data classification accuracy of Dataset 1.

Dataset Algorithm Accuracy (%)

1 Logistic Regression 93.4
Naive Bayes 92.1

K-Means–Logistic Regression 95.3

2 Logistic Regression 94.2
Naive Bayes 93.5

K-Means–Logistic Regression 97.2

3 Logistic Regression 93.1
Naive Bayes 91.3

K-Means–Logistic Regression 97.6
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One possible reason for the higher accuracy of the proposed solution was that it
had been specifically designed to handle larger datasets, which may have been more
challenging for traditional classification algorithms. For example, logistic regression and
naive Bayes algorithms could have struggled to effectively classify data when the number
of features increased significantly, as they can become computationally demanding as the
number of features increases. In contrast, the proposed solution used more advanced
techniques, including the advanced parallel k-means, parallel logistic regression, and
the neural engine processor, to effectively classify the large datasets. Additionally, the
proposed solution incorporated additional factors and features that were relevant to the
classification task, which further improved its accuracy. Overall, the results demonstrated
the effectiveness of the proposed solution in handling large datasets and achieving high
accuracy in classification tasks.

In order to examine the performance of the proposed solution with the recent advance-
ments in medical data classification, the proposed solution was compared with the three
most recent medical-data-classification approaches, which were: [65–67]. All solutions
were compared with the proposed solution in terms of classification performance and
classification accuracy, as shown in tables below.

As shown in Table 8, the proposed solution significantly outperformed the three
compared solutions, while the naive Bayes-based algorithm tended to be slower, the
proposed solution was more effective than both the binary logistic regression and the
logistic regression. This suggested that the proposed solution was particularly well suited
for handling larger datasets, which could be more challenging for traditional classification
algorithms. The results demonstrated the strong performance of the proposed solution, as
compared to the conventional classification algorithms, indicating that it was an effective
and reliable method for classification tasks.

Table 8. Data classification speed (min.) when compared with recent approaches.

Algorithm Performance (m.)

Logistic Regression [66] 34.1
Novel Binary Logistic Regression [65] 28.3

Correlated Naive Bayes [67] 37.4
K-Means–Logistic Regression 21.1

The accuracy of the proposed solution was compared with previous solutions, and
the results, as shown in Table 9, demonstrated its high accuracy. Specifically, the proposed
solution outperformed the comparable solutions, achieving an accuracy rate of 99.8%
while a novel binary-logistic-regression solution only achieved 98% accuracy. The worst
performance in terms of accuracy was observed in the logistic-regression solution designed
for the prediction of myocardial infarction disease in [66]. These results suggested that the
proposed solution was particularly effective at achieving high accuracy in classification
tasks, and that it outperformed other approaches.

Table 9. Data classification accuracy when compared with recent approaches.

Algorithm Accuracy (%)

Logistic Regression [66] 88
Novel Binary Logistic Regression [65] 98

Correlated Naive Bayes [67] 97
Shared Bayesian Variable Shrinkage [68] 93
Classification of Breast Cancer Metastasis
Using Machine-Learning Algorithms [69] 92

K-Means–Logistic Regression 99.8
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8.3. Training Proposed Model

Feature extraction and classification are the two crucial components of the proposed
image detection system. The quality of the extracted features was critical to the success of
the classification process. Therefore, the extracted features were used to train the model
in order to demonstrate its effectiveness in feature extraction. Figure 6 shows an image
after applying the k-means clustering technique with feature selection. The resulting image
was divided into two main clusters, black and white, in the first stage of learning. This
clustered image was then used as a map for pixel-based feature extraction, where each
pixel was assigned to its corresponding cluster based on the mapped image.

In the next step, the pixel values were processed with their original values for the
image detection process. This approach provided two benefits. Firstly, any outlier pixels
due to the X-ray device or CT-scan process were removed. Secondly, a new feature was
added to the image pixels, which was the pixel group. The cluster value associated
with each pixel provided valuable information for image feature extraction and detection.
By considering the cluster value, we could efficiently extract the relevant features from
the image and ignore the noise and other irrelevant pixels. This approach significantly
improved the accuracy of image detection and reduced false positives. When processing
an X-ray image, the proposed solution began by extracting the lung features of the patient
and then determined whether the lungs were normal or abnormal by classifying them as
positive or negative, accordingly.

8.4. Object Detection Speed

During the initial phase, the proposed work was compared with a range of standard
algorithms frequently used for image classification. The proposed solution demonstrated
exceptional performance, outperforming the other algorithms by up to 15-fold. It also
outperformed the YOLOv4 algorithm by approximately 60%, as shown in the comparison
presented in Table 10.

Table 10. Detection speeds of object algorithms.

Algorithm Speed (ms.)

SPP-net 1500
R-CNN 900

Fast R-CNN 750
Faster R-CNN 600

R-FCN 550
Mask R-CNN 400

YOLOv3 250
YOLOv4 150

Advanced Parallel K-means–YOLOv4 (APK-YOLO) 90

To assess the performance of the proposed solution under various scenarios and with
varied device specifications, it was tested using both a standard computer CPU (Intel
Core i5-3.5 GHz) and GPU (AMD Radeon R9 M290X 2 GB). The results of the experiments
showed that the proposed detection solution maintained its high performance, as compared
to the YOLOv4 algorithm, as demonstrated in Table 11.
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Figure 6. Learned features from the first layer.

Table 11. Classification performance on neural engine, CPU, and GPU.

Algorithm CPU (ms.) GPU (ms.) Neural Engine (ms.)

YOLOv4 350 280 150
APK-YOLOv4 220 120 90

The results showed that the proposed solution exhibited a high performance, which
was up to 2.3 times faster on the GPU and up to 1.5 times faster on the CPU, as compared
to the standard YOLOv4. Additionally, the proposed algorithm demonstrated a significant
speed advantage, achieving speeds that were up to 7 times faster due to the high speed
of the proposed algorithm and the efficient use of the artificial intelligence processors in
modern mobile devices, as compared to recent solutions, such as (VGGCOV19-NET [70]
and CAD-based YOLOv4 [71]).

8.5. Object Detection Performance

In the second phase of the performance comparison, as shown in Table 12, the proposed
solution was compared with two recent approaches that made adjustments to classification
algorithms to handle X-ray images of COVID-19 patients.
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Table 12. Image classification performance comparison.

Algorithm Speed (ms.)

VGGCOV19-NET [70] 620
CAD-based YOLOv4 [71] 530

APK-YOLOv4 90

Due to the importance of the TN, TP, FN, and FP values [72], their values had been
calculated first, as shown in Figure 7.

Figure 7. TN, TP, FN, and FP values of X-ray dataset.

In the last part of the comparison, the proposed work was compared to the benchmark
examples, based on four performance measures, including recall, precision, F1-score, and
accuracy. These represented the best testing factors for evaluating the performance of
the classification algorithms and to ensure that the improvements achieved [73] by the
proposed algorithm were accurate across all levels, which, in turn, would indicate its
potential application in the medical field. The results, as shown in Table 13, illustrated the
excellent performance of the proposed algorithm in the classification task of images when
applied to the Fold 1–5 levels.

Table 13. Recall, precision, F1-score, and accuracy performance of Folds 1–5 of the chest X-ray images.

Fold Algorithm Recall Precision F1 Accuracy

1 VGGCOV 19-NET [70] 78.20 78.80 78.30 78.22
CAD-based YOLOv4 [71] 75.90 75.6 75.8 75.4

APK-YOLOv4 82.2 82.6 82.7 82.7

2 VGGCOV 19-NET [70] 91.10 91.10 91.10 91.11
CAD-based YOLOv4 [71] 89.5 89.4 89.5 89.5

APK-YOLOv4 93.4 93.4 93.3 93.4

3 VGGCOV 19-NET [70] 84.40 84.80 84.50 84.44
CAD-based YOLOv4 [71] 90.2 90.1 90.2 90.1

APK-YOLOv4 94.2 94.23 94.2 94.3

4 VGGCOV 19-NET [70] 95.10 95.20 95.10 95.11
CAD-based YOLOv4 [71] 94.5 94.2 94.4 94.4

APK-YOLOv4 96.7 96.4 96.5 96.5

5 VGGCOV 19-NET [70] 95.60 95.70 95.60 95.56
CAD-based YOLOv4 [71] 94.2 94.1 94.2 94.2

APK-YOLOv4 97.2 97.6 97.4 97.5
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When the algorithm treated images classified as infected images, it also showed superior
accuracy, and the performance measures of the rest of the results are shown in Tables 14 and 15.

Table 14. Recall, precision, F1-score, and accuracy performance on COVID-19 images.

Algorithm Recall Precision F1 Accuracy

VGGCOV 19-NET
[70] 92.80 99.15 95.87 87.89

CAD-based
YOLOv4 [71] 91.5 95.7 85.7 90.67

APK-YOLOv4 93.8 99.7 97.44 96.21

An advanced K-means clustering [6] combined with YOLOv4 solution enabled the
rapid and accurate detection of COVID-19 within milliseconds, making it a useful tool
in regions with a shortage of experienced doctors and radiologists. Additionally, the
model could be utilized to identify patients in settings with limited healthcare facilities,
even when only X-ray technology is available, and it could ensure more timely treatments
for positive COVID-19 patients. One practical benefit of the concept was that it allowed
for the identification of patients who did not require PCR testing, thereby reducing the
overcrowding in medical facilities.

Table 15. Recall, precision, F1-score, and accuracy performance on no-findings images.

Algorithm Recall Precision F1 Accuracy

VGGCOV 19-NET
[70] 90.20 86.40 88.26 85.80

CAD-based
YOLOv4 [71] 89.1 82.3 80.4 89.7

APK-YOLOv4 92.9 95.4 92.6 91.82

In the second part of the performance comparison, as shown in Table 16, the proposed
solution was compared with recent studies in which classification algorithms were modified
to handle CT-scan images of COVID-19 patients. Due to the high speed of the suggested
method and the extensive use of artificial intelligence processors prevalent in recent mobile
devices, the proposed algorithm demonstrated superiority in its accuracy, recall, and other
performance metrics.

Table 16. Recall, precision, F1-score, and accuracy performance of Folds (1–5) with CT-scan images.

Fold Algorithm Recall Precision F1 Accuracy

1 Compressed Chest CT Image through
Deep Learning [74] 79.10 79.30 79.10 79.87

APK-YOLOv4 83.5 83.4 83.4 83.3

2 Compressed Chest CT Image through
Deep Learning [74] 93.10 92.80 92.60 92.8

APK-YOLOv4 94.1 94.3 94.7 94.6

3 Compressed Chest CT Image through
Deep Learning [74] 89.10 89.70 89.60 89.8

APK-YOLOv4 93.8 94.1 93.9 93.8

4 Compressed Chest CT Image through
Deep Learning [74] 96.20 96.30 96.18 96.20

APK-YOLOv4 97.1 97.5 97.4 97.2

5 Compressed Chest CT Image through
Deep Learning [74] 98.78 98.75 98.80 98.7

APK-YOLOv4 99.4 99.7 99.3 99.2
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Figure 8 shows the learning curve accuracy of the proposed solution in both the
training and testing stages. The accuracy of the proposed solution had consistent improve-
ment. Furthermore, the learning curve began with an accuracy near 32% and continued to
improve, up to 99%.

Figure 8. Accuracy learning curve.

In the third part of the performance comparison, as shown in Table 17, the proposed
solution was compared with recent studies that used a classification technique on brain
MRI images to maximize the generalizability of the proposed solution. This comparison
was conducted to show that the proposed solution could be adapted for various datasets
and image types, as well as to classify other diseases, such as brain tumors. The results
showed that the proposed solution had excellent performance across all four comparison
parameters (recall, precision, F1-score, and accuracy). The dataset used in [75], which
consisted of 280 samples of MRI images, was also used in this test. The dataset contained
100 images with normal tumors and 180 with abnormal tumors.

Table 17. Recall, precision, F1-score, and accuracy performance of Folds (1–5) on MRI images.

Fold Algorithm Recall Precision F1 Accuracy

1 hybrid deep
CNN-Cov-19-Res-Net [75] 78.50 78.70 78.40 78.12

APK-YOLOv4 82.4 82.3 82.4 82.3

2 hybrid deep
CNN-Cov-19-Res-Net [75] 91.30 91.20 91.60 91.3

APK-YOLOv4 93.5 93.4 93.2 93.3

3 hybrid deep
CNN-Cov-19-Res-Net [75] 90.10 90.2 90.3 90.1

APK-YOLOv4 94.5 94.5 94.3 94.3

4 hybrid deep
CNN-Cov-19-Res-Net [75] 95.30 95.20 95.10 95.40

APK-YOLOv4 96.3 96.5 96.3 96.2

5 hybrid deep
CNN-Cov-19-Res-Net [75] 97.18 97.15 97.30 97.2

APK-YOLOv4 98.1 98.2 98.1 98.1
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Table 17 shows the proposed solution’s performance, as compared to a recent solution [75].
The results showed that the proposed solution outperformed the comparable solution, with an
accuracy of up to 98%.

The proposed solution was compared with a high-performance and highly accurate
solution, which had been proposed in 2020 [76]. For datasets 1 and 2, the solution obtained
98.7%, 98.2%, 99.6%, and 99% for classification accuracy and F1-Score, respectively. How-
ever, as shown in Tables 18 and 19 with the best values across 7 folds, the proposed solution
had excellent classification performance in terms of accuracy, recall, precision, and F1-score,
as compared to the comparable 2020 approach.

Table 18. Data classification (recall, precision, accuracy, and F1-score) on dataset 1.

Algorithm Recall Precision F1 Accuracy

Deep Features and
Fractional-Order
Marine Predators

[76]

98.2 98.5 99.6 98.7

APK-YOLOv4 98.8 99.1 99.8 99.1

Table 19. Data classification (recall, precision, accuracy, and F1-score) on dataset 2.

Algorithm Recall Precision F1 Accuracy

Deep Features and
Fractional-Order
Marine Predators

[76]

97.7 98.1 99 98.2

APK-YOLOv4 98.5 99.3 98.1 99.6

The excellent performance and accuracy of the proposed solution could be attributed
to the optimization of the k-means clustering, which enhanced the recognition of the image
characteristics by the classifier. Additionally, the optimization of the YOLOv4 algorithm
through modified layers improved the ability to detect and recognize features, resulting in
an overall improvement in performance.

In order to evaluate the performance of the proposed solution on a vast amount of medical
image detection, a set of big-medical-data was used, as described in Section 7.2 and (Table 3).
Table 20 shows the performance of the proposed solution, as compared to recent approaches.
The performance of the proposed solution in terms of recall, precision, F1-score and accuracy
was up to 10% better than the comparable solutions.

The results of the proposed approach using advanced parallel k-means clustering,
logistic regression, and YOLOv4 for medical data classification and image detection could
have important implications for the field of healthcare. The accurate classification and
detection of medical data could have a significant impact on patient outcomes by enabling
earlier diagnoses and more effective treatment planning. The proposed approach has
potential for improving the accuracy and efficiency of these tasks, which could ultimately
lead to better patient outcomes and reduced healthcare costs.

Furthermore, the proposed approach has the potential to contribute to the develop-
ment of new solutions in these areas by providing a more efficient and effective means
of pre-processing medical data. The use of advanced parallel k-means clustering for pre-
processing reduced the dimensionality of the data, which made it easier to classify and
detect patterns. This could lead to the development of new algorithms that are more effec-
tive for identifying specific medical conditions and abnormalities and could, ultimately,
lead to new treatments and therapies.
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Table 20. Image detection recall, precision, F1-score, and accuracy performance of Folds
(1–5) (big-medical-data image sets).

Fold Algorithm Recall Precision F1 Accuracy

1 VGGCOV 19-NET [70] 77.30 77.20 77.10 77.34
CAD-based YOLOv4 [71] 78.80 78.9 78.5 78.4

APK-YOLOv4 85.1 84.1 85.3 85.7

2 VGGCOV 19-NET [70] 90.30 90.40 90.60 90.4
CAD-based YOLOv4 [71] 90.6 91.2 91.6 91.8

APK-YOLOv4 94.3 95.1 95.2 95.1

3 VGGCOV 19-NET [70] 88.60 88.85 87.40 87.74
CAD-based YOLOv4 [71] 91.3 91.1 91.5 91.4

APK-YOLOv4 96.52 96.27 97.1 96.8

4 VGGCOV 19-NET [70] 95.30 95.24 95.34 95.61
CAD-based YOLOv4 [71] 94.7 94.25 94.7 94.8

APK-YOLOv4 97.7 98.5 97.8 97.9

5 VGGCOV 19-NET [70] 96.60 96.30 95.9 95.76
CAD-based YOLOv4 [71] 95.2 95.13 95.22 95.12

APK-YOLOv4 98.8 98.4 98.7 98.6

Additionally, the proposed approach could aid in the development of new medical
imaging technologies. By improving the accuracy of image detection, the proposed ap-
proach could assist in identifying abnormalities that are difficult to detect using traditional
imaging methods. This could lead to the development of new imaging technologies that
are more accurate and effective and could, ultimately, improve patient outcomes.

In terms of the overall medical-data field, the proposed approach using advanced par-
allel k-means clustering for pre-processing medical data, combined with logistic regression
and YOLOv4 for classification and image detection, respectively, could contribute to the
development of new solutions for medical data classification and image detection.

Firstly, the use of advanced parallel k-means clustering for pre-processing medical
data could significantly reduce the processing time and improve the accuracy of subsequent
classification and detection tasks. This could be especially beneficial for large-scale medical
datasets, where traditional clustering methods may not be feasible due to computational
limitations.

Secondly, the combination of logistic regression and YOLOv4 for classification and
image detection, respectively, could improve the accuracy of these tasks in medical applica-
tions. Logistic regression is a simple and efficient algorithm that could be used for both
binary and multi-class classification, while YOLOv4 is a state-of-the-art object detection
algorithm that can detect multiple objects in an image with high accuracy.

Thirdly, the proposed approach could potentially aid in the diagnosis, treatment
planning, and disease monitoring in healthcare. The accurate classification and detection of
medical data could provide clinicians with valuable insights into a patient’s condition and
assist them in making informed decisions regarding treatments.

Lastly, the proposed approach could also serve as a framework for the development
of new solutions in medical data classification and image detection. The combination of
advanced clustering methods, logistic regression, and object detection algorithms could
be customized and optimized for specific medical applications and datasets. This could
lead to the development of innovative solutions that address the unique challenges and
complexities of medical data analysis.

9. Conclusions

The proposed approach using advanced parallel k-means clustering for pre-processing
medical data, combined with logistic regression and YOLOv4 for classification and image
detection, respectively, effectively improved the performance of these algorithms, particularly
when applied to large medical datasets. The results of the classification task showed that the
approach was able to accurately classify the medical data, and the results of the image detection
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task using X-ray and CT scan images showed that the approach was able to effectively detect
and classify the medical images. The use of advanced parallel k-means pre-processing and
acceleration of the neural engine processor contributed to the improved accuracy and efficiency
of the approach. This approach has the potential to significantly impact the field of healthcare,
as it can aid in diagnostics, treatment planning, and disease monitoring. Further research
and evaluation on larger and more diverse medical datasets could reveal additional benefits
and potential applications. While the proposed solution has shown promise in improving the
accuracy and efficiency of these tasks on large medical datasets, there were still limitations
that should be considered. One limitation was the hardware dependency, as the acceleration
of the k-means clustering was highly dependent on the neural engine processor, multi-core
processor, and the operating system’s support for hardware management. Another limitation
was the ability to improve 24-bit color images, which require a different number of k-values
and could affect the clustering performance negatively.
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Abstract: The strategy “Understanding COVID” was a Public Health campaign designed in 2020
and launched in 2021 in Asturias-Spain to provide reliable and comprehensive information oriented
to vulnerable populations. The campaign involved groups considered socially vulnerable and/or
highly exposed to COVID-19 infection: shopkeepers and hoteliers, worship and religious event
participants, school children and their families, and scattered rural populations exposed to the
digital divide. The purpose of this article was to describe the design of the “Understanding COVID”
strategy and the evaluation of the implementation process. The strategy included the design and
use of several educational resources and communication strategies, including some hundred online
training sessions based on the published studies and adapted to the language and dissemination
approaches, that reached 1056 people of different ages and target groups, an accessible website, an
informative video channel, posters and other pedagogical actions in education centers. It required a
great coordination effort involving different public and third-sector entities to provide the intended
pandemic protection and prevention information at that difficult time. A communication strategy was
implemented to achieve different goals: reaching a diverse population and adapting the published
studies to different ages and groups, focusing on making it comprehensible and accessible for them.
In conclusion, given there is a common and sufficiently important goal, it is possible to achieve
effective collaboration between different governmental bodies to develop a coordinated strategy to
reach the most vulnerable populations while taking into consideration their different interests and
needs.

Keywords: eHealth; (d)health literacy; health literacy; health intervention; health strategy; digital
health; pandemic; COVID-19

1. Introduction

1.1. COVID-19 Pandemic and Vulnerable Populations

A viral outbreak of an unknown coronavirus (SARS-CoV-2) was declared a pandemic
by the World Health Organization (WHO) in March 2020. The increasing rate of incidence
and mortality from the associated disease (COVID-19) challenged and stressed healthcare
institutions and the global economy and had an impact on the physical and mental health
of people around the world. The effects of this pandemic forced the adoption of drastic
collective prevention measures throughout the world. In Spain, a state of alarm was
decreed, followed by a series of agreements and resolutions on preventive measures
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and recommendations related to SARS-CoV-2 infection [1], which broke into the normal
organization of administrations and the population. Collective confinement stands out
among all measures adopted and how it profoundly transformed the general way of living
and how to act and confront COVID-19.

As the pandemic evolved, the natural history of COVID-19 and its comprehension
suffered great advances. From the beginning, it was suspected that the burden of disease
between urban and rural areas could be different [2]. According to Lakhani and colleagues,
once the virus entered a rural community, there was a higher relative rate of morbidity and
mortality [3]. These higher rates would go unnoticed if specific epidemiological monitoring
were not carried out in rural areas, given that the population impact is low because they
represent a low percentage of the total population [4]. In addition, the rural environment
is characterized by inequity in access to health infrastructure, health literacy, preparation
and adaptation for the pandemic, greater difficulties in changing social and/or work
habits, and demographic aging that conditions high rates of physical frailty, morbidity and
dependency [3,5].

Although the characteristics of the Spanish rural environment are not comparable to
those of the aforementioned studies, in Spain, there was also concern about the epidemi-
ological vulnerability of the rural population. This situation, together with the analysis
presented, justified the need to adapt intervention strategies in the prevention and control
of transmission in rural and aged areas. The rural population is the most vulnerable, but
other existing vulnerable populations must be included in the prevention strategies as there
is strong evidence about the different impacts of COVID-19 on other groups. Making a
general health information approach expecting that the resulting information will be ac-
ceptable for different groups is not sufficient to achieve equity, and a multifaceted approach
that reaches every group is therefore needed.

1.2. Decision-Making in the COVID-19 Crisis and Public Health Strategies

During the early phases of the COVID-19 pandemic, healthcare professionals worked
under high levels of uncertainty. Soon a pressing need emerged to translate knowledge into
practice more efficiently, with rapid assessment and dissemination of scientific evidence
to guide decision-making [6]. Some studies found that bringing together experts from
academia, science and clinical practice to search for and summarize information of high
scientific quality was effective for informed decision-making [7]. However, knowledge was
not only needed by clinical and public health decision-makers as the general population
also had a compelling information need to make the best choices for their health. In
addition, an ‘infodemic’ led to confusion and distrust in health workers weakening public
health responses [8].

Moreover, the continuous demand for efforts from the population to comply with
the requirements and recommendations to improve the epidemiological and health sit-
uation (for example, confinements, social distancing, travel restrictions, cuts in benefits,
vaccination, etc.) also required efforts to convey information clearly and understandably.
However, with the passage of time, the transmission of information and the training of
citizens from the public administrations became increasingly complex, a circumstance that
especially affected the most vulnerable groups [9], and the first signs of “pandemic fatigue”
in the general population began to show. This is why the WHO urged the inclusion of four
recommendations in dissemination campaigns and actions summarized in Figure 1 [10].

1.3. The “Understanding COVID” Strategy

For all these reasons, in most regions, it became necessary to implement information
strategies tailor-made for the general population, especially for the most vulnerable people.
“Understanding COVID” was a strategy that began to be developed in March 2020 at the
General Directorate of Care, Humanization and Socio-Health Care of Asturias (Spain).
Asturias is the most aged region in Spain and one of the most aged in Europe. In addition,
although a large part of its population lives in diffuse urban environments [11,12], a
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large number of small and dispersed rural centers that are difficult to access also exist.
Therefore, the rural area of Asturias presents some particular problems leading to a risk
of poverty or social exclusion: the demographic situation (shortage of population, exodus
of inhabitants and aging of the population in rural areas); the difficulties for the mobility
of the population (lack of infrastructures and basic services, lack of adequate transport
connections); or problems related to the labor market (lower employment rates and long-
term unemployment).

 

Figure 1. WHO: Pandemic fatigue: proposal of four key strategies for governments to maintain and
reinvigorate public support for protective behaviors.

The general objective of the “Understanding COVID” strategy was to increase the
offer of digital information on prevention and protection against COVID-19, individual
care and emotional approach to both the largest number of citizens, prioritizing vulnerable
groups and the rural environment of Asturias. The specific objectives were to:

1. Listen to citizens’ voices to redesign training actions, keeping in mind the suggestions
from the community and acknowledging the difficulties and successes in carrying out
the recommended protection measures against COVID-19.

2. Search, simplify, and adapt in a more comprehensive way to the community all the
information and evidence available to increase people’s protection against COVID-19.

3. Promote accessible information on protection measures for citizens in general and for
people with hearing or visual disabilities.

4. Adapt digital health literacy (or (d)HL) to the particular needs of the population
groups to which it is directed (adult population, young people, fathers and mothers,
etc.).

5. Design specific campaigns for sectors of activity that are particularly exposed, such
as workers in poorly ventilated places and/or environments with a large influx of
people.

6. Work with children and adolescents to increase safety in the school environment.

The “Understanding COVID” strategy had various target population groups, which
included citizens of rural areas, citizens of urban areas, municipal technical professionals,
people of Roma ethnic origin, immigrants, and citizens with impaired vision and/or hear-
ing. Another relevant focus to work with was the job sectors most exposed to COVID-19:
local commercial activities carried out in indoor areas like hairdressers, beauty salons, and
places of worship. In particular, tourism outlets and hotels developed training to protect
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their own activity, increasing their own security measures and “how to use the facilities”
materials for their customers. Finally, in the design of the “Understanding COVID” strategy,
two groups were also taken into account in a differentiated way, schoolchildren and also
their families, since children and adolescents were left out of the pedagogical approach
used for the adult population, and other participation and information methodologies were
incorporated.

Given that the “Understanding COVID” strategy was a population-based public health
campaign, no sampling method was used, but it was disseminated throughout the target
population in order to reach the largest possible number of vulnerable people and later
study the scope and effectiveness of the strategy under real conditions, within the broad
framework of the implementation science.

1.4. Purpose of this Article

Currently, a large number of national and subnational governments are conducting
retrospective evaluations of COVID-19 health policy decisions and actions to reflect on their
strengths and weaknesses and, thus, to find opportunities to reinforce public institutions
for future crises [13]. Thereby, the main aim of this article was to describe the design
of the “Understanding COVID” strategy of the Ministry of Health of the Principality of
Asturias (Spain), which helped to offer and to adapt information on protection measures
against COVID-19 for the entire population of Asturias, including how specific criteria
were incorporated for the design of interventions in rural areas with the active participation
of their inhabitants. Secondarily, the article also shows the preliminary evaluation of the
implementation process of the strategy under real conditions. Ultimately, this work allows
us to understand the Spanish public health sector’s capacities to deal with crises and seeks
to generate learning toward a more effective and equitable response in the future.

2. Design Phases and Preliminary Evaluation of the Implementation Process of the
“Understanding COVID” Strategy

2.1. Hearing Citizen’s Voice

The first step in designing the strategy was based on analysis through a survey to
evaluate weaknesses, perceived strengths, and topics and contents of interest. This was
sent by phone using the WhatsApp application, adapting to the technology available at the
time of confinement. The survey met the requirements of Organic Law 3/2018 [14] in terms
of data analysis and dissemination. Participants were asked to answer six questions on a
6-item Likert scale (0: Strongly disagree; 1: Disagree; 2: Slightly Disagree; 3: Slightly Agree;
4: Agree; 5: Strongly agree) and an additional open-ended question to capture proposals
on COVID-19 prevention and control training (“What else would you like us to include in
that training? Write down what you deem important in these times of pandemic”).

Table 1 shows the responses to this first online survey incorporating the opinion
of citizens between 9 March 2020 and 13 March 2020 (106 responses in one week). The
questions were not mandatory, so not all of them were answered by all respondents, and
the average response rate was 93%. The percentage of agreement was greater than or equal
to 80% in the answer “strongly agree” in questions 1, 3, 5, and 6 and greater than or equal
to 65% in the same answer in questions 2 and 4.

In the open-ended question, respondents answered that their greatest interest was the
formations focused on the use of “personal protective equipment”, information on face
masks and on dealing with emotions in times of pandemics.
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Table 1. Initial questionnaire for collecting information from citizens.

Question
Likert Scale *

0 1 2 3 4 5

1. Do you think it is necessary to receive training on how to carry
out your work safely in times of coronavirus? 0% 2% 2% 2% 9% 84%

2. Do you think that receiving training from the Ministry of Health
in the format of short videos that would reach your phone could
be a good way to do so?

5% 3% 7% 9% 11% 65%

3. Do you think it is appropriate that this training includes
information on how to act safely in the activities of your daily
work (cleaning, cleaning, shopping, . . . )?

0% 2% 2% 3% 13% 80%

4. Do you think it appropriate that this training includes
information on safe behavior rules during transfers between one
home and another in your daily work?

0% 1% 4% 4% 12% 79%

5. Do you think it appropriate that this training includes
information on how to disinfect your private car or that of your
company that you use in your work transfers?

1% 2% 2% 4% 11% 80%

6. Does it seem appropriate to you that this training includes
information on how to act when you feel a lot of stress or are
overwhelmed at work?

0% 2% 1% 5% 10% 82%

* 0: “Strongly disagree” → 5: “Strongly agree”.

The continuous collection of information from participants was considered a priority
due to the relevance of incorporating real doubts and needs, as well as adapting the strategy
to all target audiences. Thereby, in a later phase, a survey was designed and sent to all
participants who took part in the training so that they could anonymously and voluntarily
evaluate the usefulness, accessibility, contents, teaching methodology and satisfaction, as
shown in Table 2. Along with the previous results, information was also collected from the
participants in the training sessions (e.g., opinions or testimonials), thanks to which new
content was al-so developed and work was done with groups or sectors that were valued
as relevant at different times.

A total of 472 responses were collected from the continuous information and satisfac-
tion survey. Of these, 65 were from participants in the activity aimed at the school families’
associations, 111 from those aimed at secondary schools, 256 from the “Drop by Drop”
action training designed for individual citizens, and 40 from the “First Quality Air”, the
specific training offered to the hotel industry.

The percentages of agreement for usefulness, time and accessibility based on the
Likert scale are shown in Table 3. In summary, when asked about the usefulness of the
training, the activity with the best result was the training for catering “First Quality Air”
with 88% “strongly agree” followed by the training of secondary schools with 86%, family
associations with 78% and “Gota a Gota” with 77%. In relation to the duration of the
training, all four pieces of training have high scores of “yes”, with the secondary schools’
training reaching 100% agreement, followed by the Family Associations’ training with
97% and “Gota a Gota” and “First Quality Air” with 95% each. In the section related to
accessibility, the “strongly agree” scores ranged from 86% for training in secondary schools,
83% for Family Associations and “Gota a Gota,” and finally, “First Quality Air” with 80%.
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Table 2. Questionnaire for continuous collection of citizen information.

Questions Options

1. Do you think that the training received is useful for you?
(Usefulness)

6-item Likert scale
0 = not useful
5 = very useful

2. Is the training time adequate? (Time) yes/no/don’t know

3. Has the training format been accessible to you? (Accessibility)
6-item Likert scale
0 = little accessible
5 = very accessible

4. General satisfaction with the training received. (Satisfaction)
11-item Likert scale
0 = no satisfaction
10 = very satisfied

5. Would you add any content to this training? Open-ended question

6. Would you remove any content from this formation? Open-ended question

7. Write any comment that you want to send us. Open-ended question

Table 3. Percentage of agreement with usefulness, time and accessibility from the questionnaire for
the continuous collection of information for citizens.

Type of Training Usefulness (Likert) Time Accessibility (Likert)

0 1 2 3 4 5 Yes No
Don’t
Know

0 1 2 3 4 5

Families associations 0% 0% 0% 0% 22% 78% 97% 0% 3% 0% 0% 0% 2% 15% 83%
Secondary schools 0% 0% 0% 0% 14% 86% 100% 0% 0% 0% 0% 0% 0% 14% 86%

Drop by Drop 0% 0% 0% 4% 18% 77% 95% 1% 4% 0% 0% 0% 2% 15% 83%
First Quality Air 0% 0% 0% 3% 10% 88% 95% 5% 0% 0% 0% 0% 0% 20% 80%

The percentages of agreement with the satisfaction-based question on the Likert scale
are shown in Table 4. In this table, we can be seen that satisfaction was measured with a
broader Likert scale (0–10), with the highest score in all cases being 10, with 49% in families’
associations, 85% in “First Quality Air “, 86% in secondary schools and finally 89% in the
“Drop by Drop”.

Table 4. Percentage of agreement with satisfaction from the questionnaire for the continuous collection
of information for citizens.

Type of Training Satisfaction (Likert)

0 1 2 3 4 5 6 7 8 9 10
Families associations 0% 0% 0% 0% 0% 0% 2% 6% 9% 34% 49%

Secondary schools 0% 0% 0% 0% 0% 0% 0% 0% 4% 11% 86%
Drop by Drop 0% 0% 0% 0% 0% 0% 1% 2% 2% 5% 89%

First Quality Air 0% 0% 0% 0% 0% 0% 0% 5% 5% 5% 85%

Along with the previous results, information was also collected from the participants
in the training sessions (e.g., opinions or testimonials), thanks to which new content was
also developed and work was done with groups or sectors that were valued as relevant at
different times.
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2.2. Informative Content

In order to prepare the contents of the “Understanding COVID” strategy, the needs
expressed by the citizens and identified in the previous phase were taken into consideration.
These needs were articulated around four core themes:

• Self-protection and collective protection measures against COVID-19: including fre-
quent hand washing, interpersonal distance and coughing into the cubital fossa, use of
masks, cleaning of domestic environments, collective protection measures and specific
environments, and the disinfection of physical spaces.

• Identification and containment of the sources of contagion: early diagnosis of people
with symptoms, isolation of cases and tracing and quarantine of close contacts. There-
fore, it was important to publicize the symptoms and the protocols for reporting them
(e.g., health personnel in the area).

• Content related to emotional management: assertiveness, managing emotions in
difficult times, such as facing fear, leaving home after confinement, love, learning to
trust, positive thinking, guided visualization, etc.

• Contents related to maintaining healthy habits: healthy diet, physical exercise, mainte-
nance of routines, communication and sleep.

Next, personnel trained in documentation and communication conducted a search for
all the information available at that time in different sources: scientific literature (PubMed
and Web of Science), gray literature, expert information (documents and explanatory
videos), documentation of official health agencies and web resources. Finally, the rele-
vant information was analyzed and synthesized by a group of experts and distributed in
the communication channels of the “Understanding COVID” strategy: one created the
informative content on the web (in text, in video or in infographics) and others for online
training. The contents were continuously reviewed to ensure the maximum topicality of the
information that was so changing at that time, to adapt it and adapt it to an understandable
language for the different target audiences, as well as to align the messages with the policies
that were required in terms of prevention and protection by the authority at any given time.

As a result, more than 150 documentary sources were consulted. A total of 10 sections
containing the most relevant information were grouped together, and 50 subsections of key
information (Figure 2), with 55 infographics and videos.

2.3. Digital Health Literacy

The central methodological pillar of the “Understanding COVID” strategy was the
live training sessions. The sessions were virtual, using the office tool “Microsoft Teams”,
which allows access via smartphone (preferred), PC or tablet without the need to install
any type of software. The sessions lasted 60–90 min and were structured into two well-
differentiated parts: a first part where updated information on the pandemic was presented
(30–45 min), and a second part where there was free time for questions from attendees
to resolve doubts and explore their needs and barriers to implement protection measures
(30–45 min). During the design phase of the training sessions, special emphasis was placed
on adapting the content, images and language to vulnerable populations (e.g., residents
of rural areas, Roma, caregivers, etc.). In addition, attention was paid to adapting the
temporary programming of the sessions to the working hours of the professional groups.

For the development of the online training sessions and the recruitment of attendees,
there was a collaboration from 54 municipalities of Asturias (out of a total of 78, or 69.2%)
that adhered to the strategy. Likewise, the Ministry of Education, Ministry of Tourism and
Sports, associations of the third sector (hotels, patients, neighbors, etc.), associations of
families, as well as associations of Roma ethnic. Thanks to this collaborative work, a total of
100 interventions were carried out with an overall attendance of 1056 people. A summary
of the population groups reached in the training sessions can be seen in Table 5.
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Figure 2. Sections and web content subsections at www.entendercovid.es accessed on
1 February 2023.

Figure 3 depicts the main training actions developed by the strategy, among which
the following clearly stand out: “Drop by drop”, that is, general training for individually
enrolled citizens, with 32 actions; training for vulnerable populations, with 19 actions; and
training for parents of children in confinement and/or isolation, as well as specific training
for parents of children with special needs, with 14 actions.

Lastly, in the open-ended questions of the questionnaire, the most repeated messages
correspond to the following codes: “gratitude”, “appreciation of the live session for ques-
tions and needs”, “request to repeat the training to update knowledge”, and “verification
of the need for training for the entire population”.
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Table 5. Target population reached in the “Understanding COVID” training.

Group /Environment Specific Populations

Citizenship

Citizens in rural areas
Citizens in urban areas
Municipal technical professionals
Ethnic minorities: Roma, Immigrants
Citizens with impaired vision
Citizens with impaired hearing
Associations of people with mental health problems or addictions
Non-professional caregivers

School environment

School-age students (6–12 years old)
Secondary education and vocational training students (12–18 years)
Families with school-age children ages 6–12 years
Families Association of students aged 3 to 16 years according to
educational levels of public and private centers and special
education

Professional sector

Professionals from shelters
Home caregiving professionals
Non-professional caregivers
Risk prevention services
Hostelry
Tourism
Small business
Religious groups

Figure 3. Number of training sessions and participants. AMPAS: Spanish acronym for Families
Associations.
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2.4. Communicative Materials and Accessibility of Information

In order to achieve the objectives related to reaching the maximum number of citizens,
making adaptations for different groups, achieving accessibility of language and content of
materials, breaking the digital divide and making information accessible to citizens with
accessibility and equity, the strategy “Understanding COVID” designed, coordinated and
produced the following communication materials, which were made available in March
2021 to the target population.

2.4.1. Logo and Graphic Identity

The design of the logo and the graphic identity of the campaign were part of the
methodology of the “Understanding COVID” strategy (Figure 4). Reaching the public,
involving them in their health decisions and reflecting on the available evidence were
the core of the starting elements for the design of the logo and the graphic identity of the
strategy.

Figure 4. Understanding COVID: logo development.

2.4.2. Web Page

An independent web page (www.entendercovid.es, accessed on 1 February 2023) with
free and open access was developed, which provided access to all the informative material
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of the strategy, including documents, ad hoc infographics and videos. The web page also
had an interactive virtual space for solving doubts, as well as suggestions and actions for
the campaign. The accessibility of the page was reviewed from its design by the Spanish
National Organization for the Blind to guarantee inclusiveness. In addition, the videos
were designed to include sign language for the deaf community. The following principles
were taken into account when designing the website:

• Didactic vocation: Present the information in an orderly, clear and attractive way.
Carry out positive communication avoiding contributing to general pandemic fatigue.

• Usability: Simple and intuitive navigation. Increase click efficiency (relevant informa-
tion in the minimum number of clicks). Prioritize information in plain text.

• Accessibility: Information intended for the whole of society. Visual codes are under-
standable by all. Its simple structure and adaptation for people with visual disabilities
aim to increase the friendliness of its reading, as well as its possible use from mobile
phones. Respect for the Accessibility Guidelines for WEB Content (WCAG).

The web page is made up of:

� Training content: grouped information, frequently asked questions document, self-
assessment questionnaire, training videos and registration.

� Sections for special groups: people with chronic illness or special situations, pregnancy
and lactation, children and caregivers.

� Press room: included a press kit to download according to the communication objec-
tives of each campaign, press releases, press clipping, elements of future campaigns, etc.

� Frequently Asked Questions: Frequently asked questions document prepared by
the General Directorate of Care, Humanization and Socio-Health Care in collabora-
tion with the General Directorate of Public Health and the Agency for Food Safety,
Environmental Health and Consumption.

� How much do you know? Self-assessment form with 16 questions to verify the level
of basic knowledge about SARS-CoV2.

� Specific campaigns: images about the different campaigns that were carried out.
� Secondary Education Institutes of Asturias: This section was created to house the

campaign and the contest that was carried out for school adolescents in Asturias.

According to Google Analytics web service, during the study period (March 2021–
January 2022), the web page received 7080 visits from 5842 users (1.20 sessions per user).
On each visit, users viewed an average of 1.70 pages from the main web page. The bounce
rate, that is, the percentage of visitors who left the web page without taking any action,
was 76%. Accesses to the web page were highest immediately after its creation, with a
maximum of 500 weekly visitors between April and May 2021, and especially in December
2021, the week before the Christmas period, with more than 1000 weekly entries.

Of all the users of the web page, the age group most represented was that of 25–34 years
(33.5%), followed by the group of 18–24 (24.5%), the group of 35–44 (15.5%) and that of
45–54 years (12.5%). Finally, those over 55 years of age accounted for 11% of accesses. Regard-
ing sex, the percentage of men (54.2%) was slightly higher than that of women (45.8%).

In the analysis by country, accesses from Spain stood out (82.0%). Overall, Spanish-
speaking countries accounted for more than 89.9% of accesses. Of the remaining percentage,
the United States stood out with 2.08% and China with 1.90%. Finally, the devices used to
access the website are shown in Figure 5.

2.4.3. Actions for the Child and Adolescent Population

Following the WHO recommendations in times of pandemic fatigue, co-creation and
participatory actions for the underage population were designed.

First, a creative contest for adolescents (from 12 to 18 years old) was run. In addition
to the previously described adapted training sessions, a creative contest was held in
collaboration with the Asturian Ministry of Education for the involvement of adolescents.
First, an email was sent in April 2021 to all educational centers that provide secondary
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education, high school, and vocational training with an invitation and instructions for
participation. The email contained a training video to be viewed in class with the students,
which was definitively projected in 954 classrooms. The teachers encouraged debate and
reflection on its content, and later, the students voluntarily created a creative product
to compete in one of the following modalities: audiovisual, written, poster, and free
creative. Campaign promoters received 111 creations of the four modalities, each one from
a classroom of students between 12 and 16 years of age. In May 2021, the awards were
delivered in a collaborative virtual ceremony organized by the Departments of Health and
Education.

Figure 5. Device distribution.

Second, a handwashing campaign called “Bichos fuera” (Bugs out!) was carried out in
the Early Childhood and Primary Education Centers (from 3 to 11 years old). The teachers
wrote the lyrics of a song in the Asturian language, designed the music, and devised
the choreography and staging of the song “Bugs out!”. A video was recorded where
the protagonists were the children (https://www.youtube.com/watch?v=vU1Kphiukdw,
accessed on 1 February 2023). Classroom materials were also designed, such as cards and
games. All the material was summarized in a guide for teachers (Supplementary Figure S1).

2.4.4. Complementary Actions to Highly Exposed Workers/People

Some complementary actions were also carried out for specific activity sectors with
high exposure to COVID-19 infection. For instance, a protocol for safe actions against
COVID-19 was carried out during the celebration of Catholic masses indoors, with its cor-
responding posters (“Safe churches help us stop the COVID and reduce risks”). Moreover,
a campaign called “First Quality Air” (Aire de Primera) was specifically designed for the
hotel industry. Taking advantage of the Asturias tourist campaign “Asturias, Natural Par-
adise”, which promotes its pure and clean natural environment, posters of “First Quality
Air” were prepared with COVID-19 protection measures to be used in hospitality and
tourism establishments (Supplementary Figure S2).

2.4.5. Other Dissemination Actions

To reinforce as well as to make room for consultation and reminders of the above
elements, we also designed: (1) visual presentations with educational material adapted to
different groups; (2) co-design of materials and recruitment mailings; (3) dissemination
through social networks (Facebook, Twitter and WhatsApp) and mailing; and (4) a YouTube

64



Life 2023, 13, 589

channel to host educational videos with simultaneous recording in sign language. The
channel definitively hosted 10 training videos that had a total of 3,866 views.

3. Discussion

3.1. The “Understanding COVID” Strategy

The government of Asturias launched a public health campaign to improve the popu-
lation response to the COVID-19 crisis and to fight against pandemic fatigue and infodemia.
The main novelty of the “Understanding COVID” strategy consisted of specifically target-
ing a population selected on the basis of vulnerability criteria and identifying the topics on
which they should be trained in. In addition, the training actions were delivered through a
wide variety of methodologies tailor-made for recipients. For example, online training for
all interested vulnerable citizens, posters for the productive sectors with the highest risk of
transmission, pedagogical contests and educational games for schools, presence in social
networks, etc. Definitively, 100 training actions were carried out for 21 subgroups of the
vulnerable population, reaching more than 1000 individuals, but also students from almost
1000 classrooms and countless users from the hostelry industry and church sector.

A large number of graphic and audiovisual materials were developed that supported
a positive and preventive discourse in the face of the COVID-19 pandemic. In addition,
some of the materials disseminated in the school environment were co-created by children
and adolescents since including them in the design was considered to increase acceptability.

One of the main challenges of the strategy was to reach as many vulnerable people of
different ages as possible, as has been done in similar studies and interventions [15–25], but
at the same time minimizing the technological gap that could leave someone behind, which
is a common problem when trying to reach a vulnerable population using information
technologies [9,26,27]. To do this, everyday technology tools already existing in homes,
such as tablets and smartphones, were used, with no need for additional installation
of complex programs. The design of the communication and dissemination strategy
through digital technologies was in line with similar studies [28]. The good reception of
the strategy “Understanding COVID” reinforced the choice of the method of dissemination
and implementation, bringing this information accessible also to the population with
hearing disabilities (with the support of professional translators in sign language) and
visual (adaptation of audiovisual media).

Of all the actions of the “Understanding COVID” strategy, the ones that generated
the most participation were those carried out in schools and in the catering sector since
educational activities were added to the online training sessions in the centers and schools,
and the distribution of posters occurred in restaurants. Gray et al. described the need to
develop protection strategies within the school community and responded to an important
need to provide information and support both to the teaching community and to families
and students [29]. In our strategy, creativity and horizontal and ascending training were
encouraged: from some students to others and from students to their parents. The informa-
tion strategy in the hospitality sector through the “First Quality Air” campaign allowed
commercial establishments to display posters with recommendations for the population, as
well as to have a certificate accrediting the training received, thus promoting confidence
and security among customers. As the restaurant industry is particularly sensitive to
disasters, specific campaigns were run in some countries to encourage people to go out for
lunch or dinner. Campaigns such as “Go to Eat” in Japan or “Eat Out to Help Out” in the
United Kingdom applied discounts for dining in restaurants and simultaneously achieved
an increase in sales and a rebound in cases [30,31].

The “Understanding COVID” strategy focused more on security and less on the
economy because it was understood that by pursuing the first goal, it would achieve the
second one. Finally, although the results referring to visits to the website are difficult to
measure, it was relevant that the highest volume of unique visitors occurred two weeks
before Christmas 2021, a time when the restrictions had been modified, and the population
was looking for information to safely carry out trips, family reunions and other recreational
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activities. This increase in the number of hits to the page may reflect the confidence that the
population has in seeking accurate, verified, accessible and adapted information, as was
the objective of this strategy.

The “Understanding COVID” strategy contemplated some key elements that the
scientific literature identifies for a campaign to be successful [32]. These include (1) mes-
sages that focus on the identity of the population, (2) the use of visual aids, and (3) the
use of social networking features to encourage interaction. In addition, although it used
online resources (web pages, webinars, social networks, etc.) to be consistent with the
message of limiting physical and social contacts, other more appropriate resources were
also used to reach the vulnerable population (posters, songs, etc.), which was somewhat
less common in campaigns from other countries. In addition, it has been shown that the
high penetration of mobile devices and technology in the younger population [33] opened
a very interesting door to their inclusion in schools as a means to achieve early health
literacy [34]. Additionally, parents of students can benefit from health literacy strategies
from schools in collaboration with government health policies [17,35–37], as has been
appreciated throughout this strategy.

3.2. Other Strategies and Campaigns

Most countries in the world disseminated information and prevention campaigns
for COVID-19 through official statements and other mass media. In Spain, the national
government developed four population campaigns exclusively on the internet in order
to fight against the spread of the pandemic, reinforcing individual security measures and
community action [38,39]. The campaigns were disseminated via Twitter, and the analysis
of their design and implementation allowed some interesting conclusions to be drawn.
Although the campaigns promoted the dissemination of health security measures, they did
not serve to encourage debate and interaction between governments/public institutions
and citizens [39]. In addition, the campaigns generated polar responses, with very positive
visions that were faced with other very negative ones, which did not help to improve union
and community action [38]. However, a similar campaign carried out in Italy through
Facebook, the #I-am-engaged campaign, was built around a community perspective, with
a participatory process that favored co-creation among peers. In addition, the campaign
adopted a positive tone of voice by focusing on the promotion of good practices [40]. In
these respects, the Italian campaign was similar to the “Understanding COVID” campaign,
although the latter included a wide range of actions to be carried out beyond the digital
world on the basis of trying to reach as many vulnerable people as possible.

Other campaigns carried out in various countries also tried to address the vulnerable
population. For example, in the USA, an alliance of institutions launched a multifaceted
national campaign whose objective was to increase confidence in vaccines and decrease
misinformation within Hispanic communities. They successfully used social networks,
webinars, radio and newsletters, with the participation of volunteers, key people for the
Hispanic community and influencers [41]. In Maryland (USA), another regional campaign
was developed through social networks and a web page to promote testing for COVID-19
and acceptance of the vaccine among Latinos with limited English proficiency [42]. Also,
in the USA, campaigns were created on social networks to promote scientific information
on the risks of COVID-19 in pregnancy and the benefits of vaccination, such as the “One
Vax Two Lives” campaign in Seattle [43]. In Sydney, Australia, there were also efforts to
engage culturally and linguistically diverse communities in the effective and appropriate
public health response to COVID-19 [44]. A novel and rapid inter-agency campaign was
established that included tailored public education and testing, the establishment of a local
clinic, and inspections of local businesses to achieve a safe environment.

3.3. Lessons Learned and Limitations

An important lesson learned from the “Understand COVID” strategy was the im-
portance of various public institutions working in a coordinated manner in pursuit of a
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common goal, something common to other similar campaigns [43,44]. It was also learned
that in vulnerable populations, the public health response in crises must be adapted and
react to their needs since, in these population groups, the information channels and con-
ventional health messages are often insufficient. It was particularly interesting to see the
acceptance of the campaign in the education sector, perhaps because teachers are very used
to introducing transversal content into the academic curriculum, especially when the topic
is linked to a problem in the real environment.

Another lesson provided by the implementation of this strategy is that in order to
achieve successful health communication, the adoption of a participatory approach is essen-
tial where the stakeholders participate in the training and change process. In general, health
communication based on evidence, culturally relevant and acceptable to the recipients
is essential to educate and involve the population in situations that require a rapid and
forceful response, either to educate about practical aspects or to combat the infodemic. The
lessons learned in this strategy can be applied to other public health programs that seek to
engage vulnerable communities.

The “Understanding COVID” strategy also presented some weaknesses.
First, the campaign was implemented in 2021, when pandemic fatigue was already

becoming chronic. Bringing its launch back a few months might have been more successful
in preventing fatigue. In addition, the execution deadlines for some activities to adapt to
the environment where they were carried out (for example, actions in schools) and the
evolution of the pandemic itself forced decisions to be made with little time for reflection.

Second, although most of the activities were always evidence-based and oriented
towards infection prevention and management in a pandemic setting [45], other activities
and groups, such as the promotion of physical activity [46], college students [47], and the
‘emotional well-being’ intervention [48], could have been taken more into account. On
the contrary, it was decided not to focus solely on encouraging vaccination, as was done
in many countries [49–56], since in Spain, the public response to the vaccine was very
favorable, probably due to high confidence in the vaccination and in the health system [57].

Third, no data on the effectiveness of the campaign was obtained. This is a common
limitation of public health campaigns, especially if they are launched under the pressure
of an emergency. Evaluating the impact of public health strategies disseminated in an
uncontrolled environment is a methodological challenge due to the many factors involved
that can influence the results. In any case, at least one study based on surveys could have
been carried out. It would have allowed us to know the impressions of people about the
strategy. Although several opinion surveys were conducted, these were only used to tailor
the strategy and not to explore the satisfaction of the participants in detail.

4. Conclusions

The “Understanding COVID” strategy was a public health campaign launched by
the government of Asturias to improve the population’s response and adaptation to the
COVID-19 crisis and to combat pandemic fatigue and infodemia. The main innovation
of the campaign was to target a population selected on the basis of vulnerability criteria,
whose voices were taken into account to identify training topics. Capacity building was
achieved through a variety of tailor-made methodologies, such as online activities, posters
for hotels and catering establishments, educational quizzes and games for schools, social
media presence, etc. More than 100 training activities were conducted for 21 subgroups
of the vulnerable population, reaching more than 1000 people, as well as students from
almost 1000 classrooms and users of various hospitality establishments and vulnerable
populations. The strategy faced the challenge of reaching as many vulnerable people of
different ages as possible while minimizing the technological gap, which was addressed
by using technologies accessible to the population, such as tablets and smartphones, that
did not require large technological features. The “Understanding COVID” strategy was
well-received and reinforced the choice of dissemination and implementation method,
making the information inclusive for the deaf and visually impaired population (with the
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support of professional sign language translators and adaptations of audiovisual materials).
The most participatory actions were those carried out in the school environment and in the
hospitality sector, where educational activities were added to the online training sessions
and posters were displayed in restaurants. The information campaign in the hospitality
sector, “First Air Quality”, allowed commercial establishments to display posters with
recommendations for the public and to have a certificate of the training received, promoting
confidence and safety among customers.

Overall, the collaboration between different government agencies with the ultimate
goal of reaching the population most vulnerable to the COVID-19 pandemic is possible if a
coordinated strategy is developed that takes into account the citizens and their interests
and adapts to their different needs.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/life13020589/s1, Figure S1: School material from the “Bichos fuera”
(Bugs out!) campaign; Figure S2: “Aire de Primera”(First Quality Air) poster.
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Abstract: The COVID-19 pandemic impacted the conduct of in-person physical activity (PA) in-
terventions among older survivors of BC, who need such interventions to stay active and prevent
functional decline. We tested the feasibility of virtually delivering an exergame-based PA intervention
to older BC survivors. We enrolled 20 female BC survivors ≥55 years and randomly assigned them
to two groups. The intervention group (Pink Warrior 2) received 12 weekly virtual exergame sessions
with behavioral coaching, survivorship navigation support, and a Fitbit for self-monitoring. The
control group received 12 weekly phone-based survivorship discussion sessions and wore a Mi
Band 3. Feasibility was evaluated by rates of recruitment (≥0.92 participants/center/month), reten-
tion (≥80%), and group attendance (≥10 sessions), percentage of completed virtual assessments, and
number of technology-related issues and adverse events. Intervention acceptability was measured
by participants’ ratings on a scale of 1 (strongly disagree) to 5 (strongly agree). The recruitment
rate was 1.93. The retention and attendance rates were 90% and 88% (≥10 sessions), respectively.
Ninety-six percent completed virtual assessments without an adverse event. Acceptability was high
(≥4). The intervention met benchmarks for feasibility. Additional research is needed to further
understand the impact of virtually delivered PA interventions on older BC survivors.

Keywords: physical activity; exergaming; breast neoplasms; physical function; telehealth

1. Introduction

The National Cancer Institute considers individuals as survivors of breast cancer (BC)
beginning from the time of diagnosis through the end of life [1]. According to this definition,
there were 4.1 million survivors of BC living in the United States in 2022 [2]. Although it is
encouraging that the survival rate has increased, substantial evidence shows that cancer
and cancer treatment can exacerbate age-related declines in physical function [3,4]. Thus,
aging survivors of BC are at elevated risk for poor physical function [4] and, consequently,
are at higher risk of premature death [5].

Physical activity (PA) has emerged as a key strategy to prevent functional decline and
improve quality of life [6]. PA is defined as “any bodily movement that results in energy
expenditure” over a period [7]. However, PA engagement in survivors of BC remains
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suboptimal despite strong evidence of its beneficial effect on physical function, health-
related quality of life, and mortality. The prevalence of insufficient PA in breast cancer
survivors ranged widely depending on the location and the study population, age, and
treatment status, and how PA was measured. For example, a recent study in 2042 women
pre and post diagnosed with breast cancer in Germany found that approximately 50% of
the participants were insufficiently active pre and post diagnosed, while only 18.2% were
sufficiently active [8]. In the United States, a recent study of 1340 female at high risk of
developing breast cancer found that one year after treatment, 31.6% were not engaging in
recreational/leisure time PA [9].

Adherence to the recommended PA guideline is needed to fully realize the benefits
of PA in decreasing symptom burden and improving physical function in BC survivors.
Nevertheless, BC survivors reported various perceived barriers to engage in sufficient
PA. These include fatigue, pain, limited mobility, and other cancer treatment-related side
effects, lack of motivation, time, social support, and limited access to PA programs [10–13].
Barriers such as lack of motivation, time, social support, and limited access to PA pro-
grams are common regardless of disease type [11,14]. However, the added cancer-related
symptom burden, such as fatigue, pain, and limited mobility from cancer or cancer treat-
ment, can further impact how BC survivors perceive PA-related barriers and respond
to PA interventions [11,12,15,16]. Previous exergame interventions primarily focused on
using exergame itself to impact health, but it was not paired with behavioral coaching to
enhance self-management skills to overcome PA-related barriers [17,18]. Thus, there is
a need to pilot test PA interventions designed to provide both self-management skills to
overcome PA-related barriers and enhance survivors’ motivation to engage in PA despite
the experience of cancer-related symptoms.

We previously tested the feasibility of promoting PA in an in-person group setting
using exergames along with PA behavioral coaching and BC support discussions among
survivors of BC aged 18 years and older [19]. PA behavioral coaching was designed to
provide self-management skills to overcome PA-related barriers [19]. Exergame was chosen
as a tool to promote PA to help reframe PA as a pleasurable activity [20,21]. Accumulating
evidence indicates that targeting a person’s motivation and reframing the internal reaction
to PA as a fun activity may lead to a more effective intervention [22–27]. Our pilot study’s
results indicated high levels of acceptance of using exergames and being active in a group
setting [19]. Similar to Wurz and colleagues’ findings, feedback from survivors indicated
that attending in-person sessions remained a barrier for survivors in all stages of their
cancer care continuum (e.g., limited ability to travel because of cancer treatment side effects,
traffic) [13]. Thus, there is a need to test the use of videoconference platforms to deliver
the intervention to increase participation in group-based exercise, and, in turn, increase
physical function capabilities.

The COVID-19 pandemic accelerated advances in videoconferencing technology and
made it a more common method of communication via smartphones [28]. Additionally,
the COVID-19 pandemic also significantly impacted the conduct and participation of
in-person PA interventions targeting medically complex populations, such as older sur-
vivors of BC [29]. Thus, we adapted a previously tested exergame- and group-based PA
intervention [19] to be delivered via videoconference platform. We also adapted our phys-
ical function assessments to be conducted via a videoconference platform [30,31]. The
goal was to prevent a decline in physical function among older survivors of BC. There-
fore, the overall purpose of this study was to test the feasibility of virtually delivering an
exergame- and group-based PA intervention in a sample of older survivors of BC during
the COVID-19 pandemic.

2. Materials and Methods

We followed the CONSORT (Consolidated Standards of Reporting Trials) 2010 state-
ment for randomized pilot and feasibility trials to report our pilot study (Figure 1) [32].
We conducted a phase II feasibility pilot study [33]. This was a prospective two-group
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feasibility pilot study in which we used a 1:1 group allocation. The purpose of conducting
a randomized pilot and feasibility trial was to increase the likelihood of a successful larger
randomized controlled trial by testing the logistics of planned trial [34].

Figure 1. CONSORT pilot and feasibility flow diagram.

The study aimed to assess the feasibility of a remotely delivered exergame- and group-
based PA intervention (Pink Warrior 2) for older survivors of BC. Primarily, the study
sought to determine the feasibility of recruitment of the target population, retention, safety
of remote physical function assessment, and adherence to the PA intervention. A secondary
aim of the study was to explore the potential influence of the intervention on physical
function outcomes over 12 weeks.

2.1. Participants

Due to COVID-19 pandemic restrictions in clinical settings, participants were recruited
from emails and phone calls were drawn from the cancer center’s tumor registry and
clinical visit lists between August 2020 and October 2021. An introduction email was sent
about the study. Potential participants who expressed interest were contacted by phone to
screen for eligibility.

The following were the inclusion criteria to enroll in the study: self-reported female
gender, age 55 years or older; having had a primary BC diagnosis; being able to speak,
read, and write in English; being able to move arms and legs as well as ambulate; currently
being insufficiently inactive (<150 min of moderate-intensity activity per week); having a
smartphone, tablet, or computer; and having daily access to reliable internet.

2.2. Randomization

Participants were randomly assigned to the intervention group (Pink Warrior 2) or
the attention control group. The intervention group received a virtually delivered PA
intervention that combined exergame group play, PA behavioral coaching, and BC support
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(e.g., survivorship guidance). The attention control group participated in weekly telephone
and group-based BC support using the BC support discussion materials. The randomization
process described by Lyons et al. was used in the current study [19,35]. Briefly, a graduate
student who did not assist with the assessments used a web-based app [19,36] to produce a
random sequence of treatment assignment to intervention or attention control group using
a 1:1 allocation strategy. Each assignment was recorded on a single piece of paper. Then,
the graduate student wrapped each treatment assignment paper with a carbon paper and a
piece of aluminum foil and then sealed the wrapped assignment in an opaque envelope,
which was similar to Swartz et al. [19]. The carbon paper is used to provide an audit trail.
The foil was used to ensure that the group assignment was concealed from the assessor
before opening the envelope. Lastly, the graduate student shuffled the stack of 20 sealed
envelopes and numbered them sequentially by the study ID number and also initialed each
envelope to notate the person who had prepared it. The assessor, who was not involved in
preparing the envelope, would sign and date the envelope before opening it and save the
allocation information in the study file [19].

2.3. Procedures

Detailed procedures have been published elsewhere [19]. Briefly, all participants went
through four visits virtually for informed consent and assessment. A summary of the
study flow is presented in Figure 2. Similar to our in-person design, the study’s duration
was 13 weeks, but the Pink Warrior 2 intervention lasted only 12 weeks [19]. Unlike the
previous study [19], the current study conducted all study visits virtually using SecureVideo
(https://securevideo.com/, accessed on 20 December 2022). The SecureVideo is a HIPAA-
compliant telehealth platform. They use the 256-bit AES-encrypted signaling and media
stream, and it makes connections to web applications and API through HTTPS only, using
TLS 1.3 or 1.2 encryption for in-transit encryption [37]. They also use BitLocker for the
128-bit-AES-encryption for the full database encryption [37]. Additional information on
how SecureVideo meets HIPAA standards is provided in the their support center’s About
SecureVideo Accounts and Services page [37]. Furthermore, SecureVideo was selected
because it included advanced scheduling tools that allowed researchers to pre-schedule the
sessions and send automatic reminders to individuals 1-day and 2-h before each session.
This feature helped to ensure that participants receive adequate reminders for scheduled
virtual visits to promote adherence. Moreover, SecureVideo was reviewed and cleared
to be used for the current study by the information security team at the University of
Texas Medical Branch. One of the security features provided by the SecureVideo platform
was that they provided an individualized unique link through email or text message for
each participant to log in to ensure a secure connection and helped the team avoid video-
teleconferencing hijacking (also known as Zoom bombing) [38]. Each of the individualized
unique links can only be used by one participant. However, the team also turned on
the waiting room feature, so only participants who the team recognized could enter into
the main room. This was done to further minimize video-teleconferencing hijacking risk.
Following the informed consent visit (visit 1), participants were mailed a research-grade
activity monitor (ActiGraph GT9X Link accelerometer) to wear for a week as well as
baseline questionnaires to complete and return by mail before the baseline assessment visit
(visit 2). Participants also provided permission for medical record data extraction as well
as an SMS text message, email, or phone call to schedule study visits, and for reminders to
be sent prior to assessment and study sessions. The medical record data extraction, SMS
text message, email, or phone call were used as additional methods to minimize missed
appointments for data collection and promote adherence for attending the group sessions.
Additionally, checklists were developed for all study visits, and an Excel spreadsheet was
created to track study visits and reminders to follow up on questionnaires and Actigraphs.
The research coordinators were trained on the assessments and co-developed the tracking
excel spreadsheets. These additional steps were carried out with the intent to minimize
missing data.
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time 0

time 1

time 2

Figure 2. Study flow diagram.

Using our tracking sheet, we noticed unexpected mailing delays during the COVID-19
pandemic, so the team added additional time between visit 1 and visit 2. After approxi-
mately 3 to 4 weeks after visit 1, the study team scheduled visit 2 virtually to conduct a
full baseline physical function assessment (time 0). The team also switched to a different
courier service (FedEx) to further minimize mailing delays. Participants were randomly
assigned to either the intervention group or the attention control group at time 0. All
materials were mailed to the participants prior to visit 2 (Figure 3). A study orientation
regarding the assigned group along with technology setup was completed at the end of the
visit 2. Because of limited staffing resources, we could not conduct a blinded assessment.
Furthermore, the study’s design precluded the blinding of patients to their assigned groups.
Visit 3 was the assessment halfway through the study (time 1), and visit 4 (time 2) was the
final assessment.

 

Figure 3. Pink Warrior 2 Assessment and Study Materials.

2.4. Ethics Approval

The Institutional Review Board approved all procedures (protocol 16-0040-02), and
our study was registered at ClinicalTrials.gov before study activation (NCT04259905).

2.5. Intervention

Detailed description of the intervention has been published elsewhere [19]. Briefly,
participants who were assigned to the intervention group took part in a remotely delivered
12-week multicomponent PA intervention. Similar to the in-person design [19], each
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virtual group session comprised three components: (1) a PA behavioral coaching segment,
(2) an exergame-based activity demonstration and practice segment, and (3) a BC support
discussion segment. The duration of each weekly structured virtual group session was
scheduled to be 60 min. Approximately 15–20 min are spent on the behavioral coaching
segment, the exergame-based segment took approximately 30–35 min, and the BC support
discussion segment took approximately 10 min.

The Pink Warrior 2 PA behavioral coaching materials were adapted from materials
from the Active Living After Cancer (ALAC) program, the details of which were published
previously [19,39,40]. Briefly, the Pink Warrior 2 used the same behavioral coaching materi-
als that were developed for the in-person study [19]. The behavioral coaching materials
were developed based on the constructs of Social Cognitive Theory and Self-Determination
Theory [15,19,23–26,41]. Under Social Cognitive Theory, we targeted the self-efficacy and
self-regulation constructs because both constructs have shown to be associated with the
initiation and an increase in PA [22,42]. Under Self-Determination Theory, we specifically
targeted the basic psychological needs for autonomy, competence, and relatedness. Self-
Determination Theory postulates that by meeting these three basic needs, we would boost
the BC survivors’ autonomous motivation, which comes from within an individual, to
engage in PA [25]. This would then promote PA over time [22,25,26]. Trained facilitators
(UC, a graduate student pursuing a PhD and a licensed occupational therapist specialized
in hand therapy and/or MCS, the lead investigator) summarized the weekly PA discus-
sion topics that were designed to provide behavior change skills, which were aimed at
promoting the adoption of an active lifestyle. Beyond the group discussion, participants
were tasked with completing a weekly reflection worksheet corresponding to the weekly
PA coaching discussion topics on their own. The goal of the weekly reflection worksheet
was to engage participants to practice using the skills discussed in that week’s PA coaching
session and promote an increase in PA outside of the virtual group sessions. Examples of
the weekly reflection worksheet included: setting goals, clarifying values related to PA,
and finding support for PA.

The exergame sessions involved a facilitator leading the exercise sessions using console-
based exergames (e.g., XBOX 360 Kinect). The game selections for the group sessions
were previously published [19]. Briefly, the types of games chosen for our in-person and
virtually delivered interventions, in collaboration with an occupational therapist, included
mind–body games (e.g., Zen energy and yoga games in Your Shape Fitness Evolved 2012),
and fitness-based games (e.g., kickboxing, upper and lower-body training in Your Shape
Fitness Evolved 2012 and Zumba) [19]. These exergames were chosen as a way to promote
enjoyment, increase self-efficacy, and increase motivation to engage in PA in real life [20,43].
Thus, we have selected a variety of activities for participants to choose from that are similar
to what they can find in real life or on the web. Each of the exergame sessions consists of
a mix of mind–body games and fitness-based games to keep participants engaged. Each
game lasted between 5 and 15 min. The length of time for each game depends on the
type of game and the level of difficulty. Prior to playing each game, we would explain
what the participants can expect, demonstrated the movements used in the game, and
demonstrated the type of modifications they can do while playing the game. For example,
we demonstrated how participants can use a chair for support when doing the lunge or
squat movements.

Unlike the in-person sessions, participants were not provided a game console to use.
The exergames were livestreamed via the SecureVideo platform. A similar technique was
used in research conducted by Lin [44] that showed that the livestreaming of exergames
did not significantly impact participant’s body movement and participation. In our study,
the facilitator stood in front of the game console and selected the games based on input
from participants. The facilitator’s camera was aimed at the TV monitor and zoomed in
on the avatar trainer in the game (e.g., yoga, kickboxing, and Zumba) [19]. Participants
then followed the avatar trainer to complete the activity. A YouTube video of the games
played during the session (e.g., yoga) was provided to the participants to use throughout
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the week. However, we also encouraged participants to find other activities they would
like to explore beyond the exergame-based activities. The intention was to encourage the
adoption of an active lifestyle outside of the group sessions. In addition to the weekly
exergame group PA session, participants were provided a Fitbit Alta HR activity tracker. A
study email and an anonymous Fitbit account were set up for each of the participants to
protect their identity. Participants in the intervention group were able to use the device
and the associated Fitbit application (app) to track individual and group steps in a private
Fitbit group. This component was incorporated to promote social relatedness [45]. Lastly,
we also incorporated hand grip-strengthening exercises with and without TheraPutty.
Handouts were developed by UC, an occupational therapist whose specialty is hand
therapy. Handouts were provided to the participants to promote engagement in grip
exercises throughout the week.

In the BC support segment, resources from the National Coalition for Cancer Sur-
vivorship and the American Cancer Society were included to elicit survivorship navigation
discussions that were used in our in-person intervention [19]. Briefly, we used the Cancer
Survival Toolbox materials from the National Coalition for Cancer Survivorship [46]. Ad-
ditionally, we used the materials provided in the Personal Health Manager kit from the
American Cancer Society. The oncology team we worked with provides the Personal Health
Manager kit to all patients when they are first diagnosed with breast cancer [19]. The intent
of this component was to equip BC survivors with support and credible resources as they
navigate through their cancer experience.

2.6. Attention Control Group

Participants assigned to the attention control group (Figure 2) were provided a Xiaomi
Mi Band 3 and took part in a weekly telephone-based BC support group for 12 weeks.
Attention control was used to ensure the same dose of interaction with a facilitator as
intervention participants [47]. A Xiaomi Mi Band 3 was provided as a self-monitoring
tool. This activity tracker was selected because the associated app did not include as
many behavior change techniques as the Fitbit app [48]. It does provide progressive step
goal notifications and a “reach goal” badge when a person reaches the step goal. Similar
to the intervention group, a study email and an anonymous Mi Band account were set
up for each of the participants to protect their identity. The team also purchased app-
based phone numbers for use with the Mi Band app. A master’s degree-level research
dietitian (SJW) facilitated the BC support group discussions. The attention control group
did not receive the behavioral coaching and exergame components of the Pink Warrior 2
intervention. Instead, they were provided same resources from the National Coalition
for Cancer Survivorship and the American Cancer Society as the intervention group to
elicit survivorship navigation discussions. Each telephone-based BC support group session
also lasted about 1 h. This kind of control intervention was selected because of the well-
documented effects of attention in studies promoting behavior change [47].

2.7. Primary Outcome Measures
2.7.1. Feasibility

Feasibility was the primary outcome of this pilot trial. Specifically, we evaluated
the key elements of the trial, including rates of recruitment, retention, and intervention
group attendance and numbers of technology-related issues and participant-reported
adverse events. The recruitment rate was defined as the number of participants recruited
and randomized per site, per month. The recruitment rate was considered to be feasible
if it met the median level of 0.92 participants/center/month [49]. The retention rate
was defined as the percentage of participants who completed all endpoint measures. A
retention rate was considered to be feasible if 80% or more participants completed the
final study assessment [50]. Other aspects of feasibility included the group attendance
rate. The benchmark was set at 75% or more participants attending 10 or more sessions
for intervention group participants [18,51]. Lastly, we recorded the number of reported
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technology-related issues and adverse events. The feasibility data were drawn from a
database maintenance by the study’s research coordinator.

2.7.2. Acceptability

Similar to our in-person study [19], the acceptability of the virtually delivered exergame-
and group-based PA intervention was assessed by using items drawn from Vandelan-
otte et al. [52,53] and Lyons et al. [35]. The acceptability questionnaire was distributed
at time 1 and time 2 (Figure 2). The questionnaire consisted of 11 questions to assess
participants’ agreement on a scale of 1 (strongly disagree) to 5 (strongly agree) regarding
the use of exergames, the PA behavioral coaching materials, the BC support discussion
topics, and satisfaction with the overall program [19]. The program was deemed acceptable
if responses were 4 or higher.

2.8. Secondary Outcome Measures
2.8.1. Objective Physical Function Measures

Details of the remotely assessed physical function measures used in the current study
are presented in Table 1. The objective physical function measures we conducted re-
motely included the Short Physical Performance Battery (SPPB) [54], Timed Up & Go
(TUG) [55–57], and the 2-min step test [58,59]. Handouts providing detailed set-up in-
structions were provided to the participants ahead of time. The selected objective physical
function measures have been previously administered remotely in published studies by
Blair et al., Guidarelli et al., and Hoenemeyer et al. [30,31,60]. Blair et al. have been using
the 30 s chair stand test, which is similar to the five times sit-to-stand test in SPPB and
the TUG test via videoconferencing in older survivors of cancer [31]. The trial has been
impacted by the COVID-19 pandemic. Guidarelli et al. tested the SPPB and TUG using
videoconference in adults with and without cancer. They found good agreement with
in-person tests (ICC = 0.88) for TUG and substantial agreement between repeat assessments
for total SPPB score (Cohen’s kappa of 0.78) [30]. Hoenemeyer et al. also found strong
agreement (ICC = 0.74) for TUG and very strong agreement (ICC = 0.87) for the 2-min
step test among cancer survivors and their partners [60]. Detailed descriptions of how the
assessor set up the assessments are included in the Supplemental Material (Table S1).

Table 1. Details of remotely assessed objective physical function measures.

Name of the Assessment Description Detailed Descriptions

The Short Physical
Performance Battery (SPPB)

Score range: 0 to 12
Consist of 3 components:

1. Balance (score range from 0 to 4)
2. Timed 10 feet walk (score range

from 0 to 4)
3. Timed 5-repeated chair stands

(score range from 0 to 4)

1. Balance: side-by-side, semi-tandem,
and tandem

2. Timed 10 feet walk: Fastest time of
2 10 feet usual-pace walk

3. Timed 5 repeated chair stands:
repeat 5 times of rising from a chair
with arms folded across the chest

Timed Up & Go
TUG)

Score range: ≤10 s = normal;
≤20 s = good mobility without gait aid;
≤30 s = problems, requires gait aid; ≥14 s
is associated with high fall risk

Participants need to stand up from a
chair and move as quickly as participants
feel safe until the participant passes a
tape that is 10 feet from the chair. Then,
they turn around and walk back to the
chair and sit back down.

Two-minute step test Norm for 60–64: 75–107 steps
march in place for 2 min

Participants need to march in place, but
the knee needs to hit the halfway mark
between participants’ iliac crest and
patella height.
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2.8.2. Physical Activity Measures

The PA metrics used in this pilot study included mean steps per day and mean
minutes of moderate to vigorous PA (MVPA) per day. These measurements were obtained
using an ActiGraph GT9X Link accelerometer around the waist for 7 days at each time
point. ActiGraph is a validated research-grade 3-axis accelerometer. The Troiano algorithm
within the ActiLife software was used to estimate wear time and activity. A cut point
of 10 h was used to deemed as a valid wear day. Additionally, we used Keadle et al.’s
accelerometer processing data for this phase II pilot study [61]. The Fitbit and Xiamoi Mi
Band 3 step counts were used as self-monitoring tools only. They were not used in the PA
outcome assessment.

2.8.3. Other Patient Reported Measures

Demographics, such as age, assigned sex at birth, race/ethnicity identity, and cancer
diagnosis were self-reported using paper-based questionnaires.

2.9. Statistical Analysis

The goal of this study was to determine the intervention’s feasibility and accept-
ability and to obtain exploratory pilot data to inform the design of a larger intervention
study. Thus, this pilot study was not designed to have sufficient power to detect signif-
icant differences in physical function outcomes and PA. The study’s primary outcomes
are feasibility and acceptability. Feasibility consisted of three components. First is the
recruitment rate, second is the retention rate, and third is the group attendance rate. As
previously indicated, the a priori feasibility benchmark for the recruitment rate is 0.92 par-
ticipants/center/month [49], the retention rate is set at 80% or more participants completed
the final study assessment [18], and group attendance is set at 75% or more attending 10
or more sessions for intervention group participants [51]. As previously indicated, the
a priori acceptability benchmark is based on self-reported scores of 4 or higher for all
11 acceptability questions [19].

For assessing and comparing characteristic distributions in our samples, we used Chi-
squared and Fisher’s exact test as appropriate for categorical data and t-tests for continuous
variables. Feasibility indicators were assessed with descriptive statistics, namely frequency
and percentage. The recruitment rate was calculated based on the number of participants
per center per month. The retention rate was calculated as the number of total participants
who completed the final assessment divided by total number of participants enrolled and
randomized and multiplied by 100. The group attendance rate was calculated as the total
number of participants who completed 10 or more sessions divided by the total number of
participants for the intervention or control groups and multiplied by 100.

To assess secondary outcomes, we computed the difference between the last mea-
surement and baseline for our continuous data. We report the mean of this difference,
the mean baseline, and the mean of the last follow up with their standard deviations. We
used these means and standard deviations to compute Cohen’s d effect size to facilitate
power calculations for future studies. Data were analyzed using SPSS v 24 (IBM Corp.,
Armonk, NY, USA). Cohen’s d (effect size) was calculated using the effect size calculator
provided by Lipsey and Wilson [62]. We took an intention-to-treat approach for study
analyses and used last-observation-carried forward for missing data.

3. Results

3.1. Participants’ Characteristics

Table 2 summarizes the participants’ characteristics. Eighty percent of the participants
were non-Hispanic white. The mean age was 63.75 (SD 6.35). One participant dropped
out immediately after randomization, so we were not able to obtain information from
the participant beyond age and race/ethnicity variables. Another participant’s baseline
questionnaire was lost in the mail after the participant returned the questionnaires to the
team via the USPS courier service. Multiple attempts by the team through various routes
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(e.g., SMS text message, email, or phone call) and at different times of the day were made
(approximately 5 times on average per assessment time point) when equipment and/or
questionnaires were not returned on time. We also offer to complete the questionnaire on
the phone. The intent was to minimize missing data. Despite our best effort, the participant
refused to complete the baseline questionnaire again. The BMI on average was 31.89 (6.04),
which is considered to be in the obesity range. The majority of participants (89%) had
completed active cancer treatment at baseline, and time since diagnosis averaged 96.11
months (i.e., approximately 8 years). The range was from 2 months to 284 months. No
patients reported adverse events related to the intervention.

Table 2. Participant characteristics.

Characteristic
Total
(N = 20)

Intervention
(N = 10)

Control
(N = 10)

p-Value a

Race/ethnicity (n = 20; n; %)
Non-Hispanic White
African American
Hispanic
Other

16 (80)
2 (10)
1 (5)
1 (5)

8 (80)
0 (0)
1 (10)
1 (10)

8 (80)
2 (20)
0 (0)
0 (0)

0.474

Stage (n = 18; n; %)
0
I
II
III

2 (11.1)
8 (44.4)
4 (22.2)
4 (22.2)

1 (10)
2 (20)
4 (40)
3 (30)

1 (12.5)
6 (75)
0 (0)
1 (12.5)

0.106

Treatment type (n = 18; n; %)
Surgery only
Surgery and chemotherapy
Surgery, chemotherapy, and radiation
Surgery and radiation

1 (5.6)
4 (22.2)
8 (44.4)
5 (27.8)

1 (10)
2 (20)
5 (50)
2 (20)

0 (0)
2 (25)
3 (37.5)
3 (37.5)

0.904

Current treatment status (n = 18; n; %)
Off treatment
On treatment

16 (89)
2 (11)

8 (80)
2 (20)

8 (100)
0 (36.67) 0.477

Patient-reported neuropathy (n = 18; n; %)
Yes
No

6 (33.3)
12 (66.7)

4 (40)
6 (60)

2 (25)
6 (75) 0.638

Age (n = 20; years, range 55–79; mean; SD) 63.75 (6.35) 64.90 (8.03) 62.60 (4.20) 0.43

Time since diagnosis (n = 18; months; mean; SD) 96.11 (82.61)
Range: 2–284 months 113.70 (92.99) 74.13 (66.81) 0.33

BMI (n = 19; kg/m2; mean; SD) 31.89 (6.04) 33.91 (7.11) 29.66 (3.80) 0.13
a p-values calculated using Fisher’s exact test for categorical variables and the two-sample t-test for continu-
ous variables.

3.2. Feasibility and Acceptability
3.2.1. Feasibility

Recruitment lasted 14 months at a single site, and the recruitment rate was 1.93 partic-
ipants/center/month [49]. All 10 participants in the intervention group and eight of the
10 control group participants remained in the study and completed the final assessment
(Figure 1). One participant dropped out immediately after randomization into the control
group. The other control group participant dropped out right before the final assessment
visit (time 2) because of caregiving demands. The mean age of the two participants who
dropped out was 64 (SD 9.90), which is similar to the mean age of 18 participants who
remained in the study (mean of 63.7 with SD 6.27). Both participants who dropped out
were also non-Hispanic white. Among the 18 participants who remained in the study,
77.8% were non-Hispanic white. The overall retention rate was 90% (18/20). As for the
group attendance rate, 88% of the intervention group participants attended 10 or more
sessions, and 82% of the control group participants participated in 10 or more group calls.
On average, the intervention group participants attended 11.4 sessions. As for the virtual
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assessments, 96% of the 56 virtual assessments were conducted without issues. Two of the
56 virtual assessments experienced internet connectivity issues. To minimize missing data
collection, the team would then help to problem solve connectivity issues by turning off
the assessor’s video or helped participants restart their internet router/connecting phone
to a reliable WIFI hotspot.

Eight assessments were delayed (14%). Five were delayed because ActiGraphs were
lost in the mail. The team was not able to recover a total of five ActiGraphs. As previ-
ously noted, the team switched to a courier service (FedEx) that provided a more reliable
tracking service after the team encountered five unexpected mailing delays and loss of
equipment using another mailing service. The tracking service also alerted the team to
contact the research participants and remind them to complete the questionnaires and wear
the ActiGraph for a minimum of 10 h a day over the next 7 days. The tracking system
from FedEx also helped the team recover a few ActiGraphs that were accidentally sent to
the wrong locations. Beyond loss of equipment, three assessments were delayed because
either participants or their family members contracted SARS-CoV-2. We were not able
to provide an ActiGraph during an active SARS-CoV-2 infection. These types of delays
were not something that the team can control due to infection concerns. To minimize the
lag time, the team stayed in communication with the participants on a weekly basis. The
ActiGraph and questionnaires were sent out immediately as soon participants or family
members recovered and were testing negative for SARS-CoV-2.

A total of two intervention group sessions experienced Zoom-related issues. Under
such circumstances, we would resend the invitation links to the participants and trou-
bleshoot on the spot to help the participants connect so they do not miss an intervention
session. Overall, participants were able to follow the facilitator via SecureVideo to play the
Yoga, Zuma, Kickboxing type of games on Xbox Kinect 360.

3.2.2. Acceptability

Acceptance results were generated based on the 11 questions listed in Figure 4. The
results indicated that overall, Pink Warrior 2, the exergame-based physical activity interven-
tion, was acceptable. All 10 BC survivors in the intervention group rated their acceptance
as 4 or higher on a 5-point scale for all 11 questions (Figure 4). Specially, they liked the
exergame portion (mean of 4.4, SD of 0.84) (Figure 4; Table S2) and found that the activities
were appropriate (mean of 4.7, SD of 0.68) (Figure 4; Table S2). Examples of feedback from
participants after the intervention are included in the Supplemental Material (Tables S2–S4).

 

Figure 4. Acceptability of the Pink Warrior 2 intervention (time 2; n = 10).
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3.3. Physical Function and PA (Exploratory Results)

Table 3 shows the exploratory results of the physical function and PA assessments
for the intervention and control groups. The computed mean at baseline, the mean of the
last follow-up, and the mean of the differences between baseline and follow-up with their
associated standard deviations by intervention and control groups are presented in Table 3.
Intention-to-treat analyses included imputing one measurement using the last measured
changes available carried forward for only one participant. The overall analytical sample is
n = 19. However, for the TUG and two-minute step test, the overall analytical sample is
n = 18. Despite having an assessment checklist and an electronic form, one of the research
coordinators did not record the information for TUG and the two-minute step test for one
of the participants at baseline.

Table 3. Differences between intervention and control groups (intention-to-treat analysis).

Variables Intervention Control Effect Size

Baseline
Mean (SD)

Follow-Up
Mean (SD)

Mean of
Difference
(SD)

Baseline
Mean (SD)

Follow-Up
Mean (SD)

Mean of
Difference
(SD)

Cohen’s d

Gait speed (meter/seconds);
n = 19 0.76 (0.24) 0.94 (0.17) 0.18 (0.17) 0.89 (0.18) 1.01 (0.15) 0.11 (0.13) 0.46

Total SPPB a score; n = 19 8.70 (1.57) 10.30 (1.34) 1.6 (1.17) 9.56 (1.59) 10 (1.12) 0.44 (1.01) 1.06
TUG b (seconds); n = 18 10.46 (3.52) 9.78 (3.11) −0.69 (0.91) 9.12 (1.73) 8.93 (0.85) −0.01 (2.06) 0.43
Two-minute step test (count);
n = 18 62.89 (21.69) 75.0 (24.26) 12.11 (13.83) 75.89 (30.98) 76.11 (28.81) 0.22 (24.11) 0.61

Steps (average steps); n = 19 4652.60
(2659.88)

4423.09
(2016.41)

−229.52
(1905.94)

4268.52
(1721.36)

5838.69
(2767.52)

1570.17
(2355.59) 0.85

MVPA c (average minutes);
n = 19 9.4689 (9.93) 10.00 (9.13) 0.54 (8.78) 12.07 (13.67) 17.34 (23.09) 5.28 (23.66) 0.27

a SPPB: Short Physical Performance Battery; b TUG: Timed Up & Go; c moderate-vigorous physical activity.

Both groups started the study below the normative values of 0.99 for women 60–69 years
old for gait speed [63]. The intervention group showed a greater than 1.0 point increase
in SPPB score [64]. The TUG results at baseline indicated that the both groups were at
increased risk for the development of disability [65]. In the 2-min step test, the intervention
group started below the normative value ranges from 75 to 107 for women 60–69 years
old [59]. At follow-up, the intervention group’s step counts fell within the normative range.
ActiGraph data from both groups showed higher MVPA, but lower step counts were found
among the intervention group participants.

4. Discussion

Overall, our results demonstrated that the remotely delivered exergame- and group-
based PA intervention was feasible and acceptable in a group of older BC survivors,
receiving treatment or not, during the COVID-19 pandemic. The study’s feasibility was
demonstrated by its recruitment rate (1.93), which was above the benchmark level of
0.92 participants/center/total number of recruitment months; 90% overall retention at
the end of the study; 88% adherence rate among individuals in the intervention group;
minimal technological difficulties, with 96% of the 56 virtual assessments conducted with-
out problems; and no intervention-related adverse events. The study’s acceptability was
demonstrated by its mean acceptability scores, which were greater than 4 of 5 for all ques-
tions. As for the exploratory aim, both the Pink Warrior 2 intervention and attention control
intervention appeared capable of producing increases in PA and function. Surprisingly, the
control group participants showed an increase in steps, but the intervention group did not.
Both groups had a slight increase in MVPA.

Although our enrollment met the benchmark, it is considered to be on the low end
of the enrollment rate range [49]. One of the reasons for the low recruitment rate may be
related to a decrease in the willingness to participate in research during the COVID-19
pandemic. Published studies indicated a lower desire to participate in research globally and
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a lower response rate than the pre-pandemic response rate [66–68]. The retention rate for
the current study was at 90%, which is comparable to our previously published study [19]
and is within the range (50–100%) of previous exergame-based interventions completed
among cancer survivors [18]. Similar to Singh et al., a review that examined PA studies
globally (e.g., USA, India, Spain, and Canada), and our previous study [19,50], the present
study’s control group had a higher dropout rate than the intervention group. In fact, our in-
tervention group’s adherence rate (88%) compared favorably to that reported by Singh et al.
(81%) [50] and is within the range of retention rates (62–96.6%) of other PA interventions
that included cancer survivors who were and were not currently receiving treatment [18,51].

The mean acceptability scores for all questions related to the Pink Warrior 2 inter-
vention were ≥4, which was similar to the response to our in-person exergame- and
group-based PA intervention [19]. One of the potential reasons why the Pink Warrior
2 intervention was deemed acceptable for all 11 acceptability questions was that we demon-
strated modifications participants can do for the movements shown in the exergames.
Similar to an exergame study completed in older adults in New Zealand, our BC survivors
were able to play either standing or sitting [69]. Thus, we considered the physical abilities
of various participants at each session in order to promote participants’ competence and
desire to engage in doing the exergame activities based on their physical abilities, which can
lead to better physical function. An additional potential reason may be related to increased
enjoyment in participants when using the exergame as a tool to promote PA. Two reviews
by Silva et al. [17] and Tough et al. [18] that examined the exergame interventions for
persons with cancer globally (e.g., USA, South Korea, Japan, Germany, and Canada) found
exergaming interventions to be more acceptable than standard of care, and they appear to
improve balance, physical function, physical performance, PA levels, and reduced pain in
persons with cancer. In comparison, our control group response indicated that only the
appropriate activities and program length questions reach acceptability scores ≥4. The
free-text responses suggested that the participants in the Pink Warrior 2 intervention in
general felt connected with other participants and liked the intervention. The control group,
however, did not like the survivorship navigation materials as much.

Our exploratory analysis of physical function outcomes suggested that the partici-
pants benefited from the virtually delivered exergame- and group-based PA intervention.
Both intervention and control group participants were below the normative values of
0.99 m/second gait speed for women ages 60–69 years [63]. Both the intervention and con-
trol groups showed a clinically important change of ≥0.11 m/second [70]. A 0.11 m/second
gait speed increase has been shown to be associated with a decreased risk in morbidity and
mortality [70]. In addition, a 1.0 point increase in SPPB score was seen in the intervention
group (d = 1.06). Brown et al. [71] observed that a 1.0 point increase in SPPB score was
associated with a 12% decrease in mortality risk among survivors of cancer [71]. The TUG
results at baseline (≥9 s) indicate that both intervention and control group participants were
at increased risk for the development of disability [65]. However, both groups improved.
The intervention group participants had a 0.69 s decrease in time, while the control group
participants had a 0.01 s decrease in time (d = 0.43). In the 2-min step test, the intervention
group started below the normative value range (75–107) but reached the normative value
at the follow-up assessment [59]. We also want to highlight that the attention control
group also showed improvement in physical function. This suggest the possibility of a
non-specific effect of the attention control intervention.

Surprisingly, the improvements in these objectively measured outcomes for our in-
tervention group were not matched by the group’s average step count and MVPA. This
exploratory finding is in contrast with what we found in our in-person intervention, where
we found an increase in steps and MVPA among intervention group participants [19].
Potential reasons for current findings may be due to SARS-CoV2–related challenges [72–75]
or the use of ActiGraph among participants with slow walking speed [76]. SARS-CoV2
may have been a factor because the literature indicated a worldwide decrease in PA during
the initial lockdown [72–74]. Additionally, Bu et al. found that despite the lifting of the
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initial COVID-19 lockdown, there was a steady increase in the percentage of people who
continued to report not engaging in any PA [73]. Furthermore, four participants in the
intervention group either had SARS-CoV2 or had family members in the same household
who had SARS-CoV2. In contrast, one participant in the control group reported a household
member diagnosed with SARS-CoV2. Given that recent reviews indicated that SARS-CoV2
is associated with decreases in PA and mobility [75,77], we hypothesize that this may be
the underlying reason for the decrease in PA among our intervention group participants.
Another potential reason for the low PA level may be related to the use of ActiGraph.
Hergenroeder et al. found that ActiGraph significantly undercounted steps among individ-
uals with slower walking speeds of <1.0 m/second [76]. This finding informs our future
selection of activity monitor when designing PA interventions among individuals who may
have mobility limitations.

Overall, our pilot trial had several strengths. First, it involved an innovative interven-
tion design of delivering exergame-type activities via livestream. This was accepted by the
intervention group participants, which aligns with the finding from Lin [44]. The weekly
group PA sessions via the videoconference platform also did not affect the acceptability of
the Pink Warrior 2 intervention compared with our in-person group findings [19]. Second,
we contributed to the accumulating literature indicating that it is possible to safely conduct
objective mobility, aerobic endurance, and functional fitness assessments using a video-
conferencing platform [30,31]. Furthermore, supplementing the self-report measures with
objective functional measure may enrich study findings, for self-reported and objective
functional measures provide related but distinct information regarding an individual’s
physical function [78]. Additionally, the objective functional measures may be able to
capture more physical function limitations than the self-report measures [79].

Our study also had limitations related to the study design. Thus, our results need
to be interpreted with caution. First, this pilot study had a small sample size and short
duration. Thus, the study lacked the statistical power to detect significant differences in
outcome measures and could not perform long-term monitoring of PA maintenance. We are
also not able to conduct subgroup analyses to evaluate the potential effect of SARS-CoV2
in our intervention group. Second, we are not able to determine the effect of individual
components of the intervention since we aimed to assess the full intervention’s feasibility
and acceptability. Thus, our focus was on developing the most effective and deliverable
multicomponent program remotely rather than specific intervention components. Third,
our last observation carried forward has been known to underestimate effect sizes; however,
our study only applied the last observation carried forward method for one individual
missing one assessment. Therefore, we expect such underestimation, if any, would be
minimal for our effect size estimates. Additionally, using an underestimated effect size
would still result in adequate power when designing a future study. Last, the pilot trial
was conducted in the southeastern Texas area. Therefore, it is limited in generalizability.
However, the initial evidence will be used to inform a larger and more generalizable trial.
Despite the limitations of our pilot study, we found initial evidence that our remotely
delivered exergame- and group-based PA intervention was able to produce moderate to
large effect size and clinically important changes on physical function, which provided
initial evidence that a larger-sample trial with modifications is warranted (e.g., using a
more sensitive activity monitor for populations with slower walking speed).

Our team did face several SARS-CoV2-related challenges. First, the use of a paper-
based questionnaire presented a challenge. Although administrating the paper-based
questionnaires was successfully implemented previously for our in-person intervention [19],
we faced several logistical challenges when using paper-based questionnaires remotely
during the COVID-19 pandemic. For example, there were mailing delays and a loss of
questionnaire packages. Previously, when we had in-person visits, the team reviewed the
questionnaires with the participants in person. Therefore, we were able to obtain missing
data information immediately. Despite our efforts to contact the participants via phone,
emailing the questionnaires to the participants, or offer to complete the questionnaires at
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assessments, parts of the four baseline questionnaires (e.g., cancer stage information or
treatment information) remained missing. Thus, the team was able to obtain some of the
clinical information through the electronic health record if the participant received care
within the study team’s health system. With the mailing delays or loss of questionnaires, the
participants were less willing to complete the full questionnaires either by phone, through
emails, or at the assessment times again. Our team has since translated all questionnaires
to be administered via REDCap for future studies to minimize missing data issues. Second,
we also experienced losses in equipment. We were not able to recover five ActiGraphs.
Third, we also experience a delay in assessment due to active SARS-CoV2 infection in the
household. Overall, delays in assessments may have impacted the results, such as not
having an accurate baseline and not having accurate post-intervention assessments for
secondary outcomes. Our team has since changed our courier service to one with better
tracking notifications to prevent further mailing delays and equipment loss. Fourth, we
also experienced missing objectively collected data for one participant at baseline despite
the training of coordinators, a co-development of assessment checklist, and having an
electronic form. One of the coordinators was initially hired to conduct the assessments.
The team did not find out about the missing data until the coordinator resigned from the
position in the midst of the pandemic. Based on this lesson learned, we have since also set
up documentations in the REDCap and added skip prevention to minimize missing data
issues during data collection for future studies. In spite of challenges, we were able to meet
the feasibility and acceptability metrics set a priori.

5. Conclusions

In summary, our findings lend initial evidence that a virtually delivered multicom-
ponent PA intervention that includes exergame group play, PA behavioral coaching, and
BC support is feasible and acceptable to older BC survivors regardless of their current
treatment status. Additionally, our exploratory findings indicate potential physical function
benefits in BC survivors, and consequently, a potential reduction in mortality of the Pink
Warrior 2 intervention. However, our initial findings will need to be verified in a larger
study. Using such technology can help overcome some of the limitations to PA program
access experienced by older adults [37]. Additionally, we contributed to the accumulating
evidence indicating that objective physical function measures can be conducted among
a population with lower physical function level [30,31]. Future study is warranted to
determine the effect of exergame- and group-based PA on physical function in survivors
of BC. We also need to explore how to integrate the use of exergame and PA behavior
coaching into cancer support groups to extend the reach of evidence-based PA programs to
the wider population of cancer survivors. Lastly, our study findings can be used as initial
evidence for future studies to explore its application in the clinical setting, and we can take
the approach we have used in the current study to develop for use in other populations
and diseases.
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Abstract: The outbreak of the COVID-19 pandemic and associated measures to contain the SARS-CoV-2
coronavirus required a change in treatment format from face-to-face to remote psychotherapy. This
study investigated the changes experienced by Austrian therapists when switching to psychotherapy
at a distance. A total of 217 therapists participated in an online survey on changes experienced when
switching settings. The survey was open from 26 June until 3 September 2020. Several open questions
were evaluated using qualitative content analysis. The results show that the setting at a distance
was appreciated by the therapists as a possibility to continue therapy even during an exceptional
situation. Moreover, remote therapy offered the respondents more flexibility in terms of space and
time. Nevertheless, the therapists also reported challenges of remote therapy, such as limited sensory
perceptions, technical problems and signs of fatigue. They also described differences in terms of the
therapeutic interventions used. There was a great deal of ambivalence in the data regarding the intensity
of sessions and the establishment and/or maintenance of a psychotherapeutic relationship. Overall, the
study shows that remote psychotherapy seems to have been well accepted by Austrian psychotherapists
in many settings and can offer benefits. Clinical studies are also necessary to investigate in which contexts
and for which patient groups the remote setting is suitable and where it is potentially contraindicated.

Keywords: remote psychotherapy; psychotherapy via telephone; psychotherapy via videoconferencing;
tele-health; e-mental-health; COVID-19; pandemic; psychotherapy; qualitative psychotherapy research;
mixed-methods psychotherapy research

1. Introduction

The outbreak of the COVID-19 pandemic necessitated a sharp modification in the
psychotherapeutic treatment format [1]. To contain the spread of the SARS-CoV-2 coron-
avirus, restrictive measures such as restrictions on outdoor activities, quarantine and social
distancing were implemented. Psychotherapists and patients alike were faced with the
challenge of adapting to a new, virtual setting within a very short time [2,3]. The number
of patients treated psychotherapeutically via telephone or the internet increased sharply.
During the first curfew in 2020, the number of patients treated via telephone on average
per week in Austria increased by 979% and via the internet by 1561% (both p < 0.001) [4].
Study results confirmed that the infectious disease COVID-19 has a clear impact on the
practice of psychotherapy in Austria [3].

In Austria, psychotherapy via digital media was not considered lege artis until that
time [5] and was also not covered by health funds. The legal regulations changed with
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the outbreak of the COVID-19 pandemic and the associated need to restrict socio-physical
contact [6]. This is not the least since study results indicate that psychotherapy via the
internet can be regarded as equally effective to psychotherapy in face-to-face contact [7,8].
There seems to be no significant difference in effectiveness between the treatment modes
of face-to-face setting, real-time video conferencing and telephone [9]. Psychotherapy via
videoconferencing has already been described as promising and tends to be equivalent
in patients with anxiety disorders [10]. In a study by Bouchard et al. [11] involving
71 patients with panic disorder and agoraphobia, a very strong therapeutic alliance was
demonstrated in video conferencing, which did not differ from treatments in face-to-face
settings. Similarly, research findings suggest the effectiveness of treatment via telephone
for depressive symptoms [12–15]. Moreover, dropout rates might be lower for telephone
therapies than for treatments in face-to-face settings [16].

While there was still a general skepticism among therapists towards psychotherapy at a
distance before the COVID-19 pandemic, despite the positive results of efficacy research [17,18],
this attitude has since changed due to experiences gained during the first months of the
pandemic [19,20]. While the digital treatment setting did not play a substantial role in
healthcare before COVID-19, the outbreak of the COVID-19 pandemic also pushed former
skeptics to work at a distance [21]; it seems that quite often, the experiences made in the process
have led to a re-evaluation of remote psychotherapy [20]. At the same time, treatment at a
distance is not considered by therapists to be fully comparable to the face-to-face setting [19].

In the remote setting, the therapeutic alliance between patients and therapists was
described by therapists as impaired, for example, due to the loss of the physical exchange
or the lack of various sensory impressions, and was experienced as more superficial and
businesslike. Moreover, therapists were confronted with technical challenges and security-
related issues regarding the safeguarding of confidentiality in the online setting [22]. Fur-
thermore, therapists, psychologists, and social workers also expressed concerns about
building and maintaining the therapeutic alliance [23]. Therapists seem to perceive greater
differences between treatment settings in face-to-face contact and at a distance than pa-
tients [24]. Moreover, therapists’ satisfaction with psychotherapy via videoconferencing
seems to be related to their level of professional maturity and experience, as older ther-
apists with previous experience in the video-based setting have a more positive attitude
towards remote psychotherapy [25]. Furthermore, study results indicate that therapeutic
interventions also differ between settings, and interventions of different psychotherapeutic
orientations are more distinct in face-to-face contact than in remote psychotherapy [26].

2. Materials and Methods

2.1. Study Design and Procedure

The primary objective of the current study was to collect data on the changes experi-
enced by Austrian therapists when switching from face-to-face to remote psychotherapy
and/or from remote to face-to-face psychotherapy during the first year of the COVID-19
pandemic. Specifically, we wanted to find whether psychotherapists experienced changes
in the therapeutic relationship (research question 1), whether they experienced changes
in the content of the sessions (research question 2), whether they noticed changes in the
intensity of the sessions (research question 3), whether the structure of the sessions changed
in their practice (research question 4), and how they experienced the digital setting and the
lack of physical presence (research question 5). A further aim was to investigate potential
differences in these experiences with respect to the sociodemographic and professional
characteristics of psychotherapists.

Following an exploratory research approach, we conducted a cross-sectional online sur-
vey among Austrian psychotherapists authorized to provide psychotherapeutic treatment
to patients. This includes psychotherapists in training in recognized training institutions,
who are already working under supervision after the fourth year of training and psy-
chotherapists registered at the Austrian Federal Ministry of Social Affairs, Health, Care,
and Consumer Protection. Registered psychotherapists have completed their training as
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psychotherapists and are officially licensed to treat patients. Health insurance compa-
nies only refund psychotherapy sessions provided by registered therapists. The survey
was set up with REDCap (Research Electronic Data Capture) [27,28] and was open from
26 June 2020 until 3 September 2020. By this time, the COVID-19 measures imposed by the
government had been largely relaxed. A previous initial lockdown in Austria from March
16 to 30 April 2020, mandated that Austrians were only allowed to leave their homes for
certain activities, such as covering important basic needs, caring for others in need or going
to work. During this time, many therapists switched from face-to-face psychotherapy to
remote sessions [4].

The survey included a total of 128 questions covering basic sociodemographic vari-
ables; the number of patients who were switched from face-to-face to remote psychotherapy
or from remote to face-to-face psychotherapy; therapists’ experiences with digital media;
the type of media used; an assessment of the various therapeutic interventions used in
the different settings; as well as several open-ended questions about the therapeutic rela-
tionship, content, intensity, and structure of remote as compared to face-to-face sessions
and therapists’ experience of the lack of physical presence and the spatial distance be-
tween themselves and the patient. Open-ended questions were formulated to elicit as
wide a range of perceptions as possible. We estimated that it would take psychotherapists
15–20 min to complete the questionnaire in its entirety. In the present study, only the
open-ended questions from the survey were analyzed. Quantitative findings are published
elsewhere [26].

The study received approval from the ethics committee and the data protection officer
of the University for Continuing Education Krems (EK GZ 27/2018-202). We follow the
APA Journal Article Reporting Standards for Qualitative Research in Psychology [29] in the
presentation of our research.

2.2. Participants

Austria has a long tradition of psychotherapy and a wide range of 23 accredited
psychotherapy schools [30]. They can be classified into four orientations. The largest orien-
tation is the humanistic orientation (37.8% of the psychotherapists in Austria), followed
by the psychodynamic orientation (25.9% of the psychotherapists in Austria), the systemic
orientation (24.3% of the psychotherapists in Austria) and the behavioral orientation (12.0%
of the psychotherapists in Austria).

A link to the online survey was sent to all registered psychotherapists by the last
author in cooperation with the Austrian Federal Association for Psychotherapy, which
supported the study. Continuing education credits points were awarded as an incentive for
participation. In addition, psychotherapists in training who were already treating patients
under supervision were invited to participate in the survey. Email lists for psychotherapists
in training were provided by the Austrian Federal Association for Psychotherapy. In
addition, a link was sent to psychotherapy students from the University for Continuing
Education Krems, which is one of several institutions offering training as a psychotherapist.
In total, n = 222 respondents participated in the survey. All participants gave electronic
informed consent after reading the data protection declaration. Five therapists did not
experience a change of treatment format and were therefore excluded from further analyses,
resulting in a final sample of n = 217 therapists.

2.3. Measures

The study comprised 10 open-ended questions.

• Q1: In your own words, please describe how the therapeutic relationship with your
patients changed as a result of the switch from psychotherapies in personal contact to
psychotherapies via digital media.

• Q2: In your own words, please describe how the content of sessions changed as a
result of the switch from psychotherapies in personal contact to psychotherapies via
digital media.
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• Q3: In your own words, please describe how the intensity of sessions changed as a
result of the switch from psychotherapies in personal contact to psychotherapies via
digital media.

• Q4: In your own words, please describe how the structure of sessions changed as a
result of the switch from psychotherapies in personal contact to psychotherapies via
digital media.

• Q5: How do you experience the lack of physical presence in remote psychotherapy
sessions?

• Q6: How do you experience the spatial distance and remaining in your own space
(not in the therapy room) when you conduct psychotherapy via digital media?

Questions 1–4 were also asked regarding the switch back from the remote setting to
face-to-face psychotherapy. As many psychotherapists referred to remote psychotherapy in
their responses, these responses were also included in the analysis and coded together with
the respective question addressing the switch from face-to-face to remote psychotherapy.

2.4. Data Analysis

We used a conventional approach to qualitative content analysis [31]. In conventional
content analysis, categories are derived from the data rather than from theory. It is generally
applied in study designs that aim to describe a phenomenon about which little theory or
literature is yet available.

Out of 217 respondents, 63 answered all open-ended questions, 143 answered at least
one, and 11 did not fill in any free text field. Many of the answers were very detailed.
We received only a few keyword-like responses, as is usually the case with open-ended
survey responses. In sum, we received 1448 free text comments: 308 describing changes
in the therapeutic relationship, 275 describing changes regarding the content of sessions,
265 describing changes in intensity, 238 describing changes in the structure of sessions,
192 focusing on experiences regarding the lack of physical presence in remote psychother-
apy and 170 addressing the spatial distance. Overall, responses to Q1 were the most
comprehensive. Respondents addressed various aspects of their own accord that not only
had to do with the therapeutic relationship but also related to the subsequent questions.
As a result, some answers were repeated in later questions. They were only coded if new
aspects were addressed.

At the beginning of the coding process, two coders read through the whole data set to
familiarize themselves with the material. Subsequently, data were imported into Atlas.ti for
coding [32], and one coder read through the material again, inductively defining categories
in the process. After coding 30% of the material, the second coder coded the same material
with the list of categories and category definitions provided by the first coder. To enhance
reliability [33], we assessed the agreement of how the two coders coded the data set [34].
Percentage agreement was high at 94.3%, and inter-coder agreement using Krippendorff
c-α-binary = 0.985. Any citation on which the coders disagreed was discussed between
the two coders, and the category definitions were expanded in this process. In addition,
this step of the coding process created larger thematic clusters to which categories were
assigned. Afterward, the second coder coded the entire data set, documenting the cases in
which assignment to a category was not clear. These cases were coded together.

Chi-squared tests were conducted to analyze potential differences in the frequency
of main categories reported by psychotherapists in terms of sociodemographic (years
of age: ≤40, 41–50, 51–60, >60; gender: female, male) and professional characteristics
(years in the profession: ≤5, 6–10, >10; psychotherapeutic orientation: psychodynamic,
humanistic, systemic, behavioral). Differences in the frequencies of subcategories were only
analyzed with respect to gender, as the number of coded text passages in the subgroups
of the different orientations, age and experience groups was insufficient to make reliable
inferences about the population of psychotherapists. To analyze differences in the length
of the free text answers, t-tests (gender) and univariate ANOVAs (age group, professional
experience group, psychotherapeutic orientation) were applied. Statistical analyses were
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performed in SPSS version 26 (IBM Corp, Armonk, NY, USA). p-values of ≤0.05 were
considered statistically significant (2-sided tests).

3. Results

3.1. Sample Description

A total of 77% of respondents were female, and 23.0% were male. They were
M = 50.66 (SD = 9.65) years old, and while most of them were certified psychothera-
pists in Austria (91.2%), 8.8.% worked under supervision in the last part of their training
to become psychotherapists. Regarding their professional experience, M was 10.61 years
(SD = 9.50) (value was set to 0 for psychotherapists working under supervision). Overall,
46.1% of respondents practiced humanistic psychotherapy, 22.6% practiced psychodynamic
psychotherapy, 20.7% belonged to the systemic orientation and 10.6% to the behavioural
orientation (10.6%).

Most respondents worked in their private practice (96.8%), and 39.6% had gathered
experience with remote psychotherapy before COVID-19. Most psychotherapists used
psychotherapy via telephone (88.5%) or videoconferencing (76.5%). Psychotherapy via
email was used by 22.6% of respondents, and 9.2% used chats or other digital media
(2.8%). M = 11.21 (SD = 10.12) patients were switched from face-to-face psychotherapy to
remote psychotherapy, and M = 9.62 (SD = 10.34) patients were switched from remote to
face-to-face psychotherapy.

3.2. Results of Qualitative Analysis

The analysis resulted in seven main categories, which each comprise several subcat-
egories. Figure 1 represents the main categories and their frequency in relation to the
number of respondents. We chose not to report the number of coded text passages but
always reported the number of respondents per category. Some respondents commented
more often on a topic. These responses are reported descriptively but are not reflected in
the frequencies. The order of the categories is not based on the frequency of the categories
but was chosen so that the presentation of the contents of the subcategories builds on each
other as coherently as possible.

Figure 1. Main categories of the qualitative content analysis and the percentage of respondents
reporting one or more experiences in each of the main categories. The percentages of the main
categories may differ from the sum of the percentages in the individual subcategories (Figures 2–8)
because it may be that a respondent reported experiences in several subcategories (e.g., technical
problems and distraction) within one main category (e.g., drawbacks) and thus appears in each of
these subcategories but is only counted once per main category.
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Figure 2. Percentage of respondents who experienced various benefits of remote psychotherapy. The
number in parentheses after the subcategory name indicates the number of coded text passages.

Figure 3. Percentage of respondents who experienced various drawbacks of remote psychotherapy.
The number in parentheses after the subcategory name indicates the number of coded text passages.

Differences in the frequencies of two main categories emerged between female and male
psychotherapists (Table 1): female psychotherapists reported difficulties more often (38%)
compared to their male colleagues (20%; p = 0.02). Additionally, more female psychotherapists
expressed experiences related to the therapeutic relationship (79% vs. 52%; p < 0.001).

Frequencies of all investigated main categories did not differ among age groups
(p ≥ 0.08), groups of professional experience (p ≥ 009) and among the four therapeutic
orientations (p ≥ 0.06).

Female psychotherapists provided longer comments (mean number of characters
(M) = 932.6, SD = 751.0) than male psychotherapists (M = 595.8, SD = 630.1), t (94.5) = 3.116;
p = 0.002. The length of the text answers was neither associated with the age, the profes-
sional experience, nor the therapeutic orientation of the participating psychotherapists
(p ≥ 0.11).

3.2.1. Benefits

A total of n = 56 respondents (25.8%) reported the benefits of remote psychotherapy.
Figure 2 displays the allocated subcategories.
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N = 6 (2.8%) commented positively that therapies could also be provided in the case of
illness. For high-risk patients and pregnant patients, the risk of infection through travel and
face-to-face contact in the practice was eliminated. An important subcategory, mentioned
by n = 39 (18%) respondents, addresses the flexibility enabled by remote psychotherapy.
Respondents reported that they were able to offer appointments more flexibly than usual,
even at short notice. This proved beneficial in crises or for patients who needed a higher
frequency of sessions. The possibility of fitting sessions in between appointments proved
helpful for psychotherapists and patients in scheduling sessions, as did the fact that there
was no need to travel to and from the practice. Mothers of younger children, in particular,
benefited from increased flexibility. Spatial independence ensured that business trips,
study abroad, and even vacations were no longer an obstacle to offering or attending
psychotherapy. Other n = 20 (9.2%) respondents observed remote sessions to be more
comfortable both for themselves and their patients. Clothing, food, drink, and not having
to go out in bad weather were mentioned, as well as being unobserved on the phone.
N = 6 (2.8%) mentioned other advantages, for example, having more resources available
at home, such as books for consultation, or being able to maintain a professional distance
more easily.

Figure 4. Percentage of respondents who experienced various difficulties of remote psychotherapy.
The number in parentheses after the subcategory name indicates the number of coded text passages.

Figure 5. Percentage of respondents who reported modifications of the setting. The number in
parentheses after the subcategory name indicates the number of coded text passages.
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Frequencies of all investigated subcategories did not differ between female and male
psychotherapists (p ≥ 0.112).

Figure 6. Percentage of respondents who commented on diverse experiences with the lack of physical
presence. The number in parentheses after the subcategory name indicates the number of coded
text passages.

Figure 7. Percentage of respondents who commented on aspects relating to the quality and intensity
of the psychotherapeutic relationship. The number in parentheses after the subcategory name
indicates the number of coded text passages.

3.2.2. Drawbacks

N = 106 respondents (48.8%) reported the drawbacks of remote psychotherapy. Sub-
categories are displayed in Figure 3.

N = 31 (14.3%) respondents reported technical problems: connection problems, delays
or interruptions in the transmission of sound and images and poor sound and image quality.
These interfered with therapy processes and made it difficult for therapists to tune in to their
patients. Therapists were also required to ensure the functionality of the technology and to
comply with data protection regulations, which was an additional challenge for some.

Other (n = 64 (29.5%)) respondents noted that remote psychotherapy made them
feel more exhausted. They reported fatigue from longer screen time and distractions
at home. They also described that it required more concentration (1) to compensate
for the lack of perceptions and capture patients’ emotions (passive) and (2) to convey
empathy through verbal communication only, in case of sessions on the phone (active).
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Respondent 170 mentioned how “it was more exhausting to find the “right words” because all
other sensory channels were eliminated”. Additionally, respondent 172 commented that “Over
the phone, it was difficult and required a lot of concentration to capture emotions only through the
spoken word”.

Figure 8. Percentage of respondents who commented on their perceptions regarding the intensity
of psychotherapeutic work. The number in parentheses after the subcategory name indicates the
number of coded text passages.

Table 1. Main categories of the qualitative content analysis by gender.

Main Category
Female

(n = 167)
Male

(n = 50)
Statistics

Benefits, % (N)
25.1% (42) 28.0% (14) χ2 (1) = 0.163;

p = 0.686

Drawbacks, % (N)
48.5% (81) 48.0% (24) χ2 (1) = 0.004;

p = 0.950

Difficulties, % (N) 37.7% (63) 20.0% (10) χ2 (1) = 5.415;
p = 0.020

Modifications of the Setting, % (N) 64.7% (108) 50.0% (25) χ2 (1) = 3.491;
p = 0.062

Physical Presence, % (N) 68.3% (114) 64.0% (32) χ2 (1) = 0.318;
p = 0.573

Therapeutic Relationship, % (N) 79.0% (132) 52.0% (26) χ2 (1) = 14.214;
p < 0.001

Intensity of Therapeutic Work, % (N) 79.0% (132) 70.0% (35) χ2 (1) = 1.774;
p = 0.183

In this context, n = 26 (12%) respondents observed that they or their patients were more
distracted in the remote setting. Other people in the household and pets were described as
distractions for both therapists and patients. Therapists perceived patients as distracted
if they ate or drank during psychotherapy sessions. They experienced themselves as
distracted by glimpses into the patients’ private spaces, by the environment at home or by
seeing their own faces on the screen during videoconferencing sessions. N = 27 (12.4%)
respondents, who worked from home, reported that it was challenging to maintain a
separation between their personal and professional life. It was more difficult for them to
distance themselves from work, pay attention to a healthy work-life balance, and maintain
clear work schedules. It was also harder to adopt a therapeutic stance.

No differences between female and male psychotherapists in the frequencies of men-
tioned drawbacks were observed (p ≥ 0.372).
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3.2.3. Difficulties

N = 74 (34.1%) respondents addressed the difficulties encountered in remote psy-
chotherapies. Figure 4 illustrates the subcategories.

N = 14 (6.5%) mentioned having worked remotely only with patients who had been
in therapy for some time. First consultations were described as difficult. In particular,
establishing a holding psychotherapeutic relationship was mentioned as a challenge. Non-
committal (respondent 79), businesslike (respondent 151), and insecure (respondent 208) were
adjectives therapists used to describe their experience.

Other n = 37 (17.1%) respondents described difficulties in upholding the therapeutic
setting. The temporal frame was an issue for some. Therapists reported they had to contact
patients more often, for example, to remind them of sessions. For other respondents, the
focus was on the therapeutic space. They expressed a sense of losing control in the remote
setting. As respondent 193 expressed, “The setting was eroding”. Although it was possible
for therapists to choose the room in which they located themselves, it was not possible
to exert any influence on the spatial conditions at the patients’ homes. Disturbances
by family members were mentioned very frequently as well as “undignified conditions”
(respondent 178), e.g., in case patients had to attend a session from their bathroom or
from behind a paravan. Patients had to take care of adequate conditions “on their side”
themselves, which required more self-responsibility. Therapists also described it as difficult
not having any influence on the technical connection or on how patients participated in the
session, e.g., lying in bed, eating, etc.

Finally, we generated the category “difficulties or benefits for certain diagnoses and
patient groups”, which was addressed by n = 40 (18.4%) respondents. Not only difficulties
but also benefits were subsumed under this category. Several respondents mentioned
difficulties with remote psychotherapies for patients with structural deficits who needed a
lot of stabilization. There appears to be little consensus and very contradictory statements
regarding the different types of mental disorders. For anxiety disorders and schizophrenia
spectrum disorders, staying in one’s own room was described as building confidence and
reducing anxiety by some respondents. Other respondents found it more difficult to treat
these patients remotely. Some respondents also saw advantages in treating traumatized
patients in a remote setting. They described that patients were able to address traumatic
events for the first time in the remote setting, as it helped them to distance themselves
from the event and reduced feelings of shame. Not being seen during their account had a
disinhibiting effect. Other respondents experienced working with traumatized patients as
more difficult in the remote setting because patients could not be supported so well, for
example, when dissociating. As respondent 151 put it:

“Traumatic experiences were addressed. But for me as a therapist, the patient in tears on
the phone is an experience that I do not wish to repeat. I had a strong feeling that I could
not fulfill my responsibility as a therapist. Even without touching the patient in such
situations, I am convinced that my physical presence alone and my staying present are
important for the patient. Also, the thought came to my mind: what do I do when he/she
throws down the phone and—yes, what does he/she do? jumps out of the window, runs
into the street without looking left or right...”

Another patient group that was mentioned several times was the group of children
and adolescents. Therapists found it more difficult to work remotely with children, as
the remote setting made it more difficult to engage in playing and relied a lot on verbal
communication. There were more positive observations regarding remote psychotherapy
with adolescents. It was noted that remote formats are familiar to young people and are
therefore a good way to get in touch.

Among the experienced difficulties of remote psychotherapy, gender differences be-
came visible for the subcategory “difficulties or benefits for certain diagnosis and patient
groups”, with female psychotherapists reporting more often respective experiences (21%)
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than male psychotherapists (8%; χ2 (1) = 4.383; p = 0.036). For the remaining two categories,
no differences were observed with respect to gender (p ≥ 0.144).

3.2.4. Modifications of the Setting

N = 134 (61.8%) respondents made statements regarding how they dealt with changes
in the setting and how they adapted to the new situation. Subcategories are shown in
Figure 5.

The subcategory “handling the new setting”, mentioned by n = 72 (33.2%) respondents,
describes statements from respondents about how the move to remote psychotherapy
initially caused a sense of uncertainty among therapists and among patients. For the most
part, respondents described continuing to hold sessions from their practice rooms. This was
felt to help separate work from private life, maintain a professional attitude, and provide
continuity for patients in the form of a familiar space.

“The beginning was structured by me, when I started the Zoom call and let the (waiting)
person in. It was important to me to maintain continuity and stability in the sense that
I told and showed the patients that I was sitting in the usual armchair in the practice
room. Their familiar space thus continued to exist, only they were not spatially there, I
was connected to them via telephone or Zoom”. (respondent 78)

Alternatively, some therapists switched to their home office. In this case, the background
visible on the screen was arranged in such a way as to create a professional context (e.g., removal
of personal items and pictures, covering glass doors to other living spaces, etc.). In addition,
respondents explained that it was important for them to convey a sense of security to the patients.
This also included establishing the new setting, e.g., discussing from where patients participated
in the session and whether undisturbed communication was possible in this environment, how
to handle the software and deal with technical failures, how data protection regulations were
complied with, who could provide help in the event of a crisis and who could also be reached
by the therapist, etc. Respondents mentioned how they had to be more demanding that patients
ensure adequate setting conditions “on their side” or adhere to setting conditions, such as
starting times. As respondent 85 stated: “Discussing “rules of conduct” in advance is important
(e.g., pat. not just hanging up, closing laptop)”.

In a few cases, respondents described that patients went for a walk during the session
because they could not establish an undisturbed atmosphere at home. Respondents also
discussed the possible advantages and disadvantages of remote psychotherapy with pa-
tients and inquired about patient expectations. Some therapists also mentioned new rituals
they introduced for beginning and ending a session via videoconferencing or on the phone.

Another subcategory mentioned by n = 44 (20.3%) respondents concerns changes in the
frequency and duration of sessions. Some respondents explicitly mentioned not changing
anything about the structure of the sessions (day of the week, time, duration). However,
another part of the respondents reported more frequent or less frequent, more irregular or
more regular and shorter sessions. In addition to videoconferencing and telephone sessions,
some therapists also communicated with patients in writing (text messaging, email, chat).

A very large subcategory mentioned by n = 77 (35.5%) respondents concerns the use of
therapeutic interventions. The majority of respondents described having to forgo many in-
terventions in the remote setting. In particular, interactive interventions (e.g., role-playing,
constellation work, etc.), body-based interventions (demonstrations, movement, EMDR,
hypnotic trances, autogenous states of relaxation), art therapy interventions (visualizations,
sand play, sculptures, etc.), therapeutic play in work with children, animal-assisted interven-
tions, and work with objects or with guided affective imagery were mentioned. In contrast,
other interventions were used more frequently, such as the assignment of homework. The
therapeutic conversation also gained importance in remote psychotherapy, as much of
the content was addressed verbally. Some respondents described that interventions were
more difficult to apply but could be adapted for the remote setting. For example, some
body-based interventions could be delivered in an adapted form, such as autogenic states of
relaxation or hypnotic trances, as could interactive interventions, such as role-playing and
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guided affective imagery. Some respondents reported using handouts, exercise sheets, and
audio that they gave to patients to take home. The overall impression was that respondents
used interventions primarily in a stabilizing or resource-strengthening way and focused on
techniques that activated cognition. In contrast, they worked in a less confrontational, less
regression-promoting, and less emotion-activating manner. Trauma-specific interventions
were also used with caution.

Handling the new setting was mentioned by more female (38%) than male (18%)
psychotherapists (χ2 (1) = 6.752; p = 0.009). For the other two subcategories, no differences
were observed between male and female therapists (p ≥ 0.714).

3.2.5. Lack of Physical Presence

N = 146 (67.3%) respondents named categories related to the absence of physical
presence. The subcategories are displayed in Figure 6.

N = 21 (9.7%) respondents noted that the office was lacking as both a physical and
an intrapsychic space in remote psychotherapies. They observed that patients missed the
time in the office away from their usual contexts. Also missing was the journey to and
from the office as a mental space for reflective engagement with what patients wanted to
talk about or had worked through in the session. Sessions took place more “in-between”
(respondent 65). As one respondent put it: “Patients reported that it is unusual when the
journey home can no longer be experienced and one is back in “real” life from one second to the next.
Processing what was discussed suffers”. (respondent 30) Therapists also missed rituals that
had shaped the therapeutic encounter in the office, such as inviting patients in, shaking
hands, offering a drink or passing a handkerchief.

A majority (n = 118 (54.4%)) of respondents made mention of impaired sensory per-
ception in remote psychotherapies. They referred to the perception of nonverbal communi-
cation signals and body language, such as facial expressions, gestures, posture, movements,
ideomotor activity, and breathing. They also reported altered acoustics, lack of smell, and
eye contact. It was mentioned that it became more difficult to gather diagnostic information,
to emotionally tune in to the patient, and to assess the effect of interventions. Respondent 94
commented, “The distance made it more difficult to perceive, to sense, to observe”. The difficulty
of assessing the atmosphere was mentioned in particular. The assessment of silence was
mentioned several times in this context, as here by respondent 59:

“A young woman wanted to stay in contact via telephone—in this case it was difficult,
especially for me, to assess her reactions without having an image (silence—is she thinking
about what has been said or is she crying quietly??? Difficult to assess; asking was
disruptive in the process)”

In addition, body-oriented psychotherapists pointed out the lack of (inter-)bodily
perception. Respondent 53 described that “physical encounters support the process of emotional
processing. Traumatic experiences can be better processed through therapeutic physical proximity”.

N = 65 (30%) respondents reported how they tried to replace missing sensory per-
ceptions by focusing on existing sensory channels. They attached particular importance
to attentive listening, the perception of speech melody, tonality and subtleties in speech
(formulations, choice of language and words, pauses, speaking pace, volume, etc.). Respon-
dent 179 noted, “the lack of physical presence focused my attention on listening and the words
used and was just as intense”. Other respondents remembered how an imaginary image of
the patient was formed during telephone contact. Therapists also observed that they used
their voice and speech more consciously to stay in contact with their patients. In the case
of video conferencing, respondents described how they paid close attention to what was
visible on the screen. Respondent 73 observed, “only a section of the patient is visible, but you
focus on details that are otherwise not present to this extent”. Respondent 54 recounted:

“The “large format” of the upper half of the body during video chat, with the visibility
of subtle changes in facial expressions, had its own “physical” presence for me. When I
was on the phone and the patient’s voice was close to my head, I also experienced a special
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kind of presence. Even when chatting, I had perceptions of the patients’ bodily presence
caused by what they wrote”

Also visible were glimpses into the private spaces of patients, which were used by
many therapists as additional diagnostic information (as described by respondent 159) or
to bring themes into therapy (as described by respondent 110). “I now know a lot more about
the patient’s living environment, which was readily opened up to me as well—of high diagnostic
relevance!” (respondent 159). “The personal environment of the patient was more concrete for me
and thus possible to include directly”. (respondent 110). In addition, respondents described
how they obtained missing perceptions by asking for them. For example, respondent 40
noted, “missing observations were discussed verbally”. However, this places a high demand on
patients to put their perceptions into words, as respondent 195 thematized: “Patients are
extraordinarily challenged in verbalizing their emotions”.

Male psychotherapists reported more often about the lack of the office as a therapeutic
space (18.0%) than female psychotherapists (7.2%; χ2 (1) = 5.148; p = 0.023). For the other
two subcategories, no differences were observed between male and female therapists
(p ≥ 0.080).

3.2.6. Psychotherapeutic Relationship

A major category mentioned by n = 159 (73.3%) respondents is the “psychotherapeutic
relationship”. It includes as subcategories various aspects related to the quality and
intensity of the therapeutic relationship. The four subcategories are illustrated in Figure 7.

N = 98 (45.2%) respondents described that the therapeutic relationship was strength-
ened or even intensified by the fact that patients experienced that their therapists were there
for them even in the crisis and that psychotherapies were continued in the remote setting.
Respondents stated that patients were very “grateful”, “happy”, “relieved”, “unburdened” or
reacted “positively”. For example, respondent 28 voiced:

“I offered all my clients to use the new forms immediately after the announcement of the
ÖBVP (the Austrian Federal Association for Psychotherapy, which informed psychothera-
pists that sessions were to be held remotely if possible), and this was received with “gratitude”
or “relief “. Some were afraid/worried about having to “go through the crisis alone”. The
quick provision of alternatives certainly had a positive influence on the relationship (“She
doesn’t leave me alone”, “She is also there for me in the general crisis”)”

Repeatedly, the shared experience of the crisis was considered as uniting, as was the
fact that patients, as well as therapists, were in lockdown, attended the sessions from
home and sometimes both were navigating (technical) “uncharted territory”. For example,
respondent 42 described:

“Conversations were more personal because of Corona—in the sense that you share the
lockdown situation. We are more or less in the same boat, and have similar difficulties
(small apartments, bad WiFi, no childcare—so children who “barge in”, etc.)—these are
things you simply catch through Corona, because especially in the beginning everything
was new, untested, spontaneous, complicated by external circumstances. ( . . . ) It was
also more personal because of the way of communication: the patient is sitting comfortably
at home, with a cup of coffee or tea, in familiar surroundings, without makeup and in her
sweatpants, and she is just happy to be able to have contact with someone, due to Corona.
This changes the nature of the conversation. I, as a therapist, of course tried to have a
professional ambiance, yet I was also at home and in a similar situation”

In addition, many respondents described how relational closeness and intimacy were
generated in remote contact. They used adjectives such as “open”, “confidential”, “per-
sonal”, “holding”, “trusting”, “strengthening”, “reliable”, “intense”, “consolidated”, “stable”,
“cooperative”, “deepened”, “connected”, “secure” and “intimate” to describe their and their
patient‘s relational experience. Sometimes the closeness in remote contact was described as
a “special” or “different” kind of closeness than that in face-to-face contact.
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In this context, n = 23 (10.6%) respondents observed that in the remote setting, the
atmosphere was more relaxed, and there was less negative transference in the therapeutic
relationship. They attributed this to the spatial separation and to the fact that patients were
at home in their safe environment.

In contrast, n = 86 (39.6%) respondents mentioned that they experienced less closeness
in the psychotherapeutic relationship during remote sessions. “Superficial”, “difficult”,
“distant”, “impersonal”, “noncommittal”, “flattened”, “fragile”, “lonely”, “alienated”, “cold”,
“businesslike”, “less palpable”, “less immediate”, “foreign”, “uncertain” and “reserved” were
adjectives used to describe relational experiences in remote sessions. In many cases, this
was attributed to the fact that the other person is more difficult to “grasp” emotionally
in remote contact and that atmospheric information is lost. Respondent 11 described this
as a “lack of relational immediacy”, and respondent 30 stated, “I felt like I couldn’t grasp the
patient as well. It was more difficult to assess the client’s emotional situation to the same extent
as in a face-to-face conversation”. Respondent 138, in turn, commented “on the relationship
level, it was no longer possible to “tune in” as usual”, and respondent 154 elaborated by stating,
“establishing a presence in the relationship, being empathically accurate and empathizing at the
moment and being congruent/immediately involved is more difficult, as a result of which the flow of
the relationship often falters”.

In this context, n = 33 (15.2%) respondents observed that the holding function is
impaired in the remote setting, i.e., respondents see their ability to emotionally support
patients in crises, to provide support in difficult situations or to work through difficult
issues therapeutically as limited.

Female psychotherapists expressed strengthening of the relationship more frequently
than their male colleagues (49% vs. 32%; χ2 (1) = 4.544; p = 0.033). For the other three subcat-
egories, no differences were observed between male and female therapists
(p ≥ 0.112).

3.2.7. Intensity of Psychotherapeutic Work

A final major category mentioned by n = 168 (77.4%) respondents subsumes statements
about the intensity of psychotherapeutic work and comprises four subcategories, which
are displayed in Figure 8.

N = 70 (32.3%) respondents experienced high or even higher intensity in remote
psychotherapy. This was explained by the fact that emotions can be expressed more
openly in the remote setting, and difficult or shameful topics can be raised more easily, as
respondent 73 described: “The distance allowed some patients to be more open because there was
less closeness and less shame”. Respondent 193 put it this way: “also an increased possibility
to approach previously avoided contents from a distance”. Patients were described as more
disinhibited and open when they participated in sessions from the safety of their home
environment. Respondent 79 observed, “Some appreciated their familiar surroundings and were
able to talk about more intimate topics”. Themes activated by the pandemic also came into
therapy and could be elaborated, which sometimes deepened the process, as respondent
62 reported: “Patients perceive the switch (to remote psychotherapy sessions) as a form of
caring (being concerned about them, making an effort, etc.), which sometimes also evokes memories,
longings, deprivations, etc. regarding childhood”. A greater density and thus intensity of
the conversations was also described, here by respondent 196: “With many patients, an
increase in intensity was noticeable, the conversations were denser and more often led to a mutually
satisfactory result”.

In this context, n = 17 (7.8%) respondents also mentioned that the therapeutic work
was more focused on topics or therapy goals. For example, respondent 177 commented,
“Condensed, rapid delving into all relevant topics of concern”. Respondent 135 observed, “For
many patients, the work was even more to-the-point and focused on change”. Respondents
explained this as a result of increased concentration in remote contact and of the need
for both parties to verbalize emotions more, as well as to focus attention on the available
channels of perception and, in particular, on the spoken word.
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However, respondents also made contrary observations. N = 128 (59%) respondents
described that the intensity of therapeutic sessions decreased in remote psychotherapy,
for example, because processes were disrupted by technical difficulties or because it was
not possible to use the full range of interventions, or because patients did not engage
emotionally and presented only everyday topics. More in-depth or biographical work was
avoided, which was experienced by respondents as a flattening of the content. Respondent
6 summed this up with her statement, “In some conversations, a kind of coffeehouse gossip
atmosphere arose for a short time since otherwise you only talk on the phone with friends for such
a long time”. Respondent 124 also commented pointedly that patients remained in their
“comfort zone”. Conversations were described as more rational and less emotional.

COVID-19 as a topic and the issues the pandemic raised (coping with everyday life,
fears, dealing with COVID-19 preventive measures, job loss, etc.) were the focus of remote
psychotherapies. Respondent 94 commented, “Conversations became more superficial. It
became almost impossible to explore topics in depth. The topics were limited to current events
and Covid measures, and the original goal of the therapy was neglected. The intensity of the
conversations decreased a lot”. Respondent 32 also noted that “ongoing processes and reflections
were interrupted”. At the same time, it was emphasized several times that the engagement
with daily events was not necessarily due to the switch to remote psychotherapy but was
due to the crisis. “It wasn’t the switch that changed the issues, it was the crisis that changed the
issues” (respondent 137).

In this context, n = 76 (35%) respondents stated that for them, the supportive function
of therapy was the primary focus of remote contacts during the pandemic. This involved
crisis intervention and counseling in the “here & now” (respondent 52) to relieve stress.
Respondents described how they worked in a more supportive, resource-oriented and
structuring way and were more directive and “less exploratory” (respondent 11).

No gender differences became evident in the frequencies of all reports related to the
subcategories relating to the intensity of therapeutic work (p ≥ 0.064).

4. Discussion

This study aimed to survey the changes experienced by Austrian psychotherapists
when switching from face-to-face to remote psychotherapy in the first year of the COVID-19
pandemic.

An important finding of the analysis is that neither therapeutic orientation nor years
of professional experience had any influence on perceived changes when switching from
face-to-face to remote psychotherapy or vice versa during the pandemic. This raises
the assumption that differences between therapeutic orientations are sometimes given too
much weight. As has already been shown in research on psychotherapy outcomes, different
therapeutic orientations are similarly effective, and differences in effectiveness are due to
factors other than therapeutic orientation [35,36].

This study further showed that working from home, especially the elimination of
travel time to and from the office, allowed the surveyed therapists more flexibility in time
management. This result is reflected in other studies [37–39]. Therapists with younger chil-
dren, in particular, benefited from the greater flexibility. On the other hand, the elimination
of time spent traveling also led to a loss of mental space for patients for reflective discussion
before and after the session. This was also observed by Ahlström et al. [22]. In particular,
the male therapists in our study reported missing the office as a therapeutic space. This
could be because women found working from home more convenient, especially due to
childcare responsibilities, and therefore did not miss face-to-face practice as much. In fact,
another Austrian study showed that male psychotherapists treated more patients on aver-
age in face-to-face contact than female psychotherapists during the COVID-19 pandemic,
which suggests that they continued working from their office or returned to their offices
more rapidly [40].

Challenges mentioned by many respondents were the occurrence of technical prob-
lems and a reduced perception of sensory impressions. Technical problems were also
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reported in other studies from the same period [41,42]. As also noted by Jesser et al. [43]
and Eichenberg et al. [44], therapists tried to compensate for the lack of non-verbal com-
munication by focusing on other channels of perception. The respondents described this
as exhausting and tiring, a finding that was also echoed by other authors [21,39,43]. The
lack of a non-verbal level affected the therapeutic process. Respondents had difficulties
in fine-tuning, found it harder to empathize, changed interventions and/or felt that an
element of diagnostics was missing. Bayles et al. [45] argue that the quality of information
is diminished in that therapeutic action is based on implicit and procedural non-verbal
communication and that non-verbal information transmitted by the body in the setting
at a distance is limited. Roesler [46] describes non-verbal information as essential in the
process of mutual understanding. The loss or distortion of non-verbal elements has an
impact on the patient’s emotional security [46]. The accompanying lack of affective nu-
ance can emotionally weaken the therapist’s experience of working with the patient [41].
Respondents in our study also described a sense of loss of control in the remote setting.
While they were able to choose their own space, they had no control over where their
patients were or under what conditions they were attending. For many patients, finding
an undisturbed space for confidential communication proved to be a challenge. This was
also found by other authors [41,42,47]. The remote setting could also challenge patients to
take more responsibility for themselves, which could be beneficial for patients with more
moderate disorders. Simpson et al. [48], for example, described the “democratizing effect”
of remote therapies, which enable patients to become more active in their own “territory”.
Furthermore, Jesser et al. [43] worked out that in a setting at a distance, successes can also
be experienced more independently of the therapist.

In many cases, psychotherapy via video conferencing also offered our respondents
insight into the patient’s private environment and thus provided interesting additional
information. Similarly, Jesser et al. [43] and Simpson et al. [48] described these insights as a
unique opportunity to get a first-hand picture of the patients’ life circumstances described
in the sessions. Respondents did, however, describe the distraction caused by other people
or animals in the household as a challenge, a finding that is also consistent with findings
from other studies [42]. Furthermore, there is the challenge of separating private and
professional life, as Liberati et al. [49] and Shklarski et al. [50] also noted. A study by
Békés et al. [51] concluded that therapists who faced more challenges when switching to
the digital setting tended to be younger. This could be related to family responsibilities.
Therapists with young children face challenges in creating a space where they have the
opportunity to engage with their patients in a focused and empathetic way. However, we
found no evidence in our study that therapist age had an impact on perceived challenges
of the remote setting, or on other observed changes related to the remote setting.

Respondents in our study, and female therapists in particular, mentioned the difficul-
ties as well as the advantages of remote psychotherapy for certain diagnoses and patient
groups. The observation that women seem to be more thoughtful about the difficulties and
advantages of remote therapy for different patient groups and how to navigate this new
setting could be attributed to women being more reflective and communicative in the study
or in general [52]. Indeed, women provided, on average, 57% longer comments on free text
questions vs. men. Respondents indicated that remote therapy, especially the setting via
telephone, had proved helpful for patients with anxiety disorders. This finding is consistent
with that of Jesser et al. [43], where respondents described that patients seemed more
confident in remote treatment from their homes. Evidence from the research suggested
the effectiveness of remote therapies for depression and/or anxiety disorders [10,12–15,53].
For the first time, according to our respondents, it was also possible for patients to address
traumatic events in the setting at a distance. The remote treatment helped the patients
to distance themselves from the events; furthermore, the setting was experienced as less
fraught with feelings of shame. Previous study results already indicated the effectiveness
of treating post-traumatic stress disorder (PTSD) in a distance setting [54,55] and described
it as a viable alternative compared to the face-to-face setting [56]. By contrast, other respon-
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dents in our study considered the remote treatment of traumatized patients to be more
difficult, as it did not enable patients to be supported as well, e.g., in the case of dissociative
disorders. Other evidence from research can also be found for this [43,57]. In this context,
we might need to consider that the COVID-19 pandemic itself and its associated constraints
constituted a traumatic experience for some people. From the literature, we know that peo-
ple were disposed of different resources protecting them against the traumatic experience
of the pandemic. Killgore et al. [58] found that resilience was higher among people who, for
example, maintained more social relationships, engaged in outdoor activities, and exercised
more. Further research could examine whether patients experienced psychotherapy as
helpful in coping with the pandemic and how patients with more or less resilience benefited
differently from remote psychotherapies.

It was more difficult for our surveyed therapists to provide psychotherapeutic treat-
ment for children in the setting at a distance. They could only accompany during play
without actively participating or intervening. This is consistent with other research findings,
which already pointed out that significant elements (e.g., creative opportunities) are lost or
cannot be used in the remote treatment of children [50,59]. Instead, therapists focused more
on their patients’ verbal communication, facial expressions, and tone of voice [60]. The
ambiguity of the findings highlights the need for further research. How can the respective
therapeutic methods be adapted to the remote treatment format [6], and are there possible
contraindications for certain diagnoses or patient groups?

Our results suggest a higher variability in the duration and frequency of sessions in
remote therapy. This would suggest that, in addition to psychotherapeutic work, crisis
intervention and counseling settings have been given more space in the respondents’ range
of activities. Further research would be needed to determine to what extent the changed
settings could be used for genuine therapeutic work or whether the focus of the work
had shifted.

A significant issue indicated by our research is the abandonment or restriction of the
use of therapeutic interventions in distance therapy. This was also observed by Cantone
et al. [61]. Notermans et al. [62] found that interventions that intend to activate intense
or aversive feelings are avoided in the setting of remote therapy. Probst et al. [26] also
concluded that therapeutic interventions are considered more typical for face-to-face psy-
chotherapy than for psychotherapy at a distance. This could be explained by the fact
that in training, the use of therapeutic interventions has so far been taught exclusively in
the context of face-to-face psychotherapy [26]. Further research is needed to determine
whether genuine interventions can be adapted for remote therapy. Therapists may have
been uncertain about using certain interventions in the remote setting due to a lack of
experience. This could be counteracted by offering training on remote treatment that is
rooted in education and training contexts.

We noticed a great ambivalence in our respondents’ answers regarding the relational
experiences and intensity experienced in the remote sessions. The continuation of therapy
during the period of restrictions on outdoor activities was described by respondents as
having a confidence-building and relationship-strengthening effect. Female therapists,
in particular, described a strengthening of relationships. Arguing from a sociological
perspective, this finding could be explained by women taking on more nurturing roles in
society [63]. Research has shown that women shouldered much of the increased demands of
housework and childcare during the pandemic [64]. It could be hypothesized that women
are also more likely to take a nurturing role in therapy. Indeed, psychotherapy research has
shown that female psychotherapists are more loyal, more optimistic, and less critical than
their male colleagues and also more able to put their own person in the background [65].
While male therapists tend to use more confrontational techniques, female therapists
intervene more empathically [66]. As a result, women may also be more likely to perceive
the gratitude of their patients, which was particularly important during the pandemic.
Huscsava et al. [42] and Bouchard et al. [11] also came to the conclusion that therapeutic
relationships were strengthened by the continuation of psychotherapy in a remote setting
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during the pandemic. One narrative review already published in 2014 was able to show
that for patients, the therapeutic relationship in psychotherapy via videoconferencing
does not differ from the face-to-face setting [67]. Stoll et al. [68] also rated the therapeutic
relationship in the online setting as equal or even better compared to the face-to-face
setting. Some of the respondents also perceived a high or higher intensity. Emotions were
expressed more openly; furthermore, difficult or embarrassing topics could be addressed
more easily. A study by Stefan et al. [21] already provided indications that patients can
open up more easily about embarrassing topics over the telephone. It seems that this effect
is not limited to psychotherapy via telephone, as patients also felt more confident and
less intimidated to talk openly about their emotional state and problems in the setting
of videoconferencing [67]. In this context, Russell [69] pointed to the disinhibitory effect
in online settings, which leads to some patients opening up more emotionally in video
conferencing or telephone settings. Furthermore, Roesler [46] described the intensification
effect, which often occurs in the context of virtual interaction. In this situation, information
that is only transmitted in a restricted way is completed through the use of fantasy in an
imaginative process that also includes the processes of projection and transference [46].

On the other hand, some respondents described a decrease in the intensity of the
therapeutic sessions in the setting of distance therapy. Other authors also reported that
the therapeutic work became more superficial in terms of content [20,22,42] and that
the topics were increasingly oriented toward the patients’ everyday life [42]. Some of
the respondents also perceived less closeness in the psychotherapeutic relationship in
remote therapy and/or experienced the establishment of a sustainable psychotherapeutic
relationship as challenging. Psychotherapists interviewed in the study by Stefan et al. [21]
also described the therapeutic relationship as more superficial. The respondents in our
study also reported limited possibilities of being able to emotionally support the patient in
the setting at a distance. Therapists, according to Germain et al. [70], may feel that they can
only support their patients in a limited way (e.g., because they cannot offer a handkerchief).
Huscsava et al. [42] concluded that therapists feel more insecure in the event of a crisis due
to limited options for taking action.

The hypothesis put forward by Roesler [46] is that using technological means to interact
psychotherapeutically leads to a fundamental change in interpersonal encounters, the intrinsic
rules and consequences of which are still not understood sufficiently well. Given the am-
bivalence and ambiguity of the empirical findings found in various studies [43,51], it is clear
that further research and, in particular, observational studies are needed to better understand
interaction in the remote setting, especially in the absence of pandemic conditions.

There are several limitations to this study. Firstly, it is a non-randomized study
with some confounding factors that might influence the results (e.g., experiences of tele-
psychotherapy mainly relate to the time during the COVID-19 restrictions). Secondly,
the cross-sectional design did not allow for obtaining therapists’ experiences session by
session, which in turn could lead to recall bias in the retrospective assessment of the change
experienced when making the switch to remote therapy. Thirdly, only psychotherapists
who had entered a valid email address in the Austrian list of psychotherapists were reached.
Fourth, the survey was conducted online, which could lead to the higher participation of
therapists with a higher preference for psychotherapy via videoconferencing. Fifth, it may
not be possible to generalize the results to other countries since e-mental health services
already have a long tradition in other countries, and therapists’ attitudes and experiences
may therefore differ. Finally, it would be interesting to investigate possible changes in
therapists’ attitudes toward the setting at a distance over time.

5. Conclusions

As a result of the COVID-19 pandemic, the forced and abrupt change in psychother-
apeutic treatment format from face-to-face settings to remote psychotherapy faced psy-
chotherapists with unique and complex challenges [50]. Our study showed that remote
psychotherapy can be an option to ensure continuity in case of a crisis. Furthermore, the
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setting offers spatial and temporal flexibility, which means that appointments can be offered
more quickly in case of the need for a higher frequency of sessions or in case of crises. Our
study indicates that for some disorders (e.g., anxiety disorders), treatment at a distance
does have benefits. Further clinical studies are needed to identify how these patients benefit
from distance treatment.

At the same time, it was found that the change of setting led to feelings of insecurity
on the part of the therapists and that the range of therapeutic interventions was not
fully utilized. This underscores the relevance of further research on how the therapeutic
methodology can be adapted to the remote setting and for which patients there might
be a contraindication. Because remote treatment has not been included in the process of
professionalization so far, we see a need to expand the training and further education
offered to therapists accordingly. At any rate, the pandemic situation has shown that to
fulfill the duty of care toward patients, new ways are needed to ensure psychotherapeutic
care [48]. Treatment at a distance could constitute an alternative to counteract the already
existing underprovision of psychotherapeutic care in Austria.
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Abstract: Early detection of abnormalities in chest X-rays is essential for COVID-19 diagnosis and
analysis. It can be effective for controlling pandemic spread by contact tracing, as well as for effective
treatment of COVID-19 infection. In the proposed work, we presented a deep hybrid learning-
based framework for the detection of COVID-19 using chest X-ray images. We developed a novel
computationally light and optimized deep Convolutional Neural Networks (CNNs) based framework
for chest X-ray analysis. We proposed a new COV-Net to learn COVID-specific patterns from chest
X-rays and employed several machine learning classifiers to enhance the discrimination power of the
presented framework. Systematic exploitation of max-pooling operations facilitates the proposed
COV-Net in learning the boundaries of infected patterns in chest X-rays and helps for multi-class
classification of two diverse infection types along with normal images. The proposed framework has
been evaluated on a publicly available benchmark dataset containing X-ray images of coronavirus-
infected, pneumonia-infected, and normal patients. The empirical performance of the proposed
method with developed COV-Net and support vector machine is compared with the state-of-the-art
deep models which show that the proposed deep hybrid learning-based method achieves 96.69%
recall, 96.72% precision, 96.73% accuracy, and 96.71% F-score. For multi-class classification and binary
classification of COVID-19 and pneumonia, the proposed model achieved 99.21% recall, 99.22%
precision, 99.21% F-score, and 99.23% accuracy.

Keywords: COVID-19 pandemic; contact tracing; CNN; chest X-ray images; hybrid learning; machine
learning; computer-aided diagnosis

1. Introduction

The first case of viral disease COVID-19 [1] was registered in December 2019 in China’s
city Wuhan, which was subsequently proclaimed in March 2020 as a pandemic by WHO
(World Health Organization). Coronavirus is also recognized as SARS-CoV- [2]. It is from
the same group as MERS-CoV and SARS-CoV, which were discovered in 2003 & 2015,
respectively [3]. As stated by the European Centre for Disease Prevention and Control [4],
on 29 July 2021 about 34,435,890 cases were reported as positive for COVID-19, out of
which 743,712 deaths were reported. It affects almost every aspect of life including health,
education, the economy, etc. A wide part of employees lost their livelihoods due to this
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outbreak. There are no proper medicines or vaccines discovered yet. However, it can be
controlled to some extent through early detection. One of the most common and widely
used techniques is RT-PCR [5], which is a real-time detection method. RT-PCR samples are
collected through a swab that is inserted into the nose and mouth of the patient to collect the
samples. These samples are then sent to labs for testing, but it is a complex, time-consuming
manual practice. Automatic detection is an alternative method recommended for the early
detection of coronavirus.

Early studies show that chest radiograph images of patients who are infected with
coronavirus illustrate some irregularities. The easy availability and accessibility of these
radiograph images in areas with limited resources make them better options than PCR [6,7].
However, to examine these radiograph images to detect the infected areas of the lungs,
experienced and skilled radiologists are required, but the computer-aided diagnosis system
CADx also solves this problem for radiologists. It detects the presence of the virus that
causes COVID-19 quickly and with high precision. CADx, using chest X-rays, should have
been designed to fight against this virus [8]. Machine learning (ML) and deep learning
(DL) play a vital role in the medical field for the detection and treatment of many of the
deadliest diseases like brain tumors, chest cancer, etc. During the last couple of decades,
deep learning showed vast progress in terms of efficient and accurate predictions. Due to
this great ability of generalization, it is able to solve many complex problems of computer
vision like image classification, organ detection, disease identification, etc. [9,10].

Deep learning is an advanced field and is a further subclass of machine learning. Its
CNN algorithm gives far better results than any other traditional algorithm. One of the best
features of CNN is that it automatically extracts features from the images without using
handy craft filters. Sometimes, parameter learning through a limited dataset can cause
overfitting problems. This problem can be tackled by using pre-trained architectures of
CNN like GoogleNet, DenseNet, and VGG-16, which are trained on the ImageNet datasets.
By using the transfer learning technique, we can apply the pre-trained architectures to our
limited dataset. For this purpose, we have to remove the last few layers of the pre-trained
model and then test it on our specific dataset. Proper hyper-parameters and efficient
fine-tuning make it a more effective approach [11,12].

In this study, we proposed a COV-Net architecture-based computer-aided diagnosis
system for COVID-19 analysis. In the presented work, we used the benchmark dataset
which contains images of chest X-rays of viral pneumonia-infected patients, COVID-19
patients, and normal images to train our proposed COV-Net model. In D-HL, boundary
homogeneity-related deep features are extracted from the fully connected layer FC-1 of
the proposed COV-Net architecture. For structural risk minimization and to enhance the
generalization ability of the proposed framework, we used SVM as a classifier for the final
prediction. The proposed COV-Net contains four convolutional blocks, and optimized
arrangements of layers facilitate better and more efficient learning with fewer parameters as
compared to state-of-the-art deep CNNs. The following are the contributions of this study:

1. A new, well fine-tuned CNN architecture named COV-Net with fewer parameters is
proposed to diagnose COVID-19 efficiently.

2. Using edges exploitation operation in an optimized structure with the convolutional
operator facilitates learning edges-related features of infection patterns in chest X-ray
images. It leads to improved detection of COVID-19 in a timely manner.

3. A D-HL-based framework for COVID-19 and pneumonia identification in chest X-ray
images was proposed by using new deep CNN and SVM.

4. We exploit the structural and empirical risk error minimization using the proposed
COV-Net and ML classifier in hybrid learning (HL) for COVID-19 analysis. In the
proposed deep hybrid learning scheme, the learning capability of the proposed CNN
is explored and ML classifiers are used to enhance the discrimination proficiency of
the proposed framework for chest X-ray analysis.
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2. Related Work

Many experiments have been conducted in the last two years to recognize the viral
disease COVID-19 by using deep learning methods and traditional machine learning
techniques. L. Lin et al. [13] applied a framework that proposed CNN with ResNet50 as its
backbone, which extracts 2D as well as 3D features from CT images and then combines
them through max-pooling followed by the softmax function, which gives an AUC equal to
0.96. X. Xu et al. [14] devoted classic ResNet architecture to differentiate coronavirus from
I-AVP. The model along with the location-attention mechanism provided 86.7% accuracy.

G. Biraja et al. [15] conducted a study to determine uncertainty using drop-weights
based on BCNNs. He used a pre-trained model Resnet50-V2 with fully connected layers
then applied drop-weights followed by a softmax layer. It gained an accuracy of 89.92%. W.
Shuai et al. [16] exploited both static and dynamic data for the detection of patients with
the potential to move from a malignant to a critical stage. Static data included a personal
and clinical record of the person while a series of CT images served as dynamic data. They
combined static data with dynamic and fed them to MLP, which then served as input for
the long short-term memory (LSTM). J. Cheng et al. [17] designed a model which classifies
four categories including COVID-19, influenza A/B, CAP, and non-pneumonia patients
by using the U-Net-34 2D segmentation network. Resent-152 is the backbone of the 2D
classification deep learning network and achieved 94.98% accuracy with an area under an
AUC of 97.71. J. Shuo et al. [18] created and installed an AI system within four weeks for
the detection of COVID-19 to reduce the burden on radiologists and clinicians.

They used UNet++ for lung segmentation of CT images along with ResNet50 and got a
specificity of 0.922 and sensitivity of 0.974. N. Ali et al. [19] performed three different types
of two-class classifications with four different classes (viral pneumonia, COVID-19, bacterial
pneumonia, and normal). Due to the limited availability of the dataset, the transfer learning
technique was used, which uses five pre-trained DL architectures: ResNet101, ResNet52,
ResNet50, Inception- ResNet-V2, and Inception. Resnet50 showed the best results for all
three binary classifications (classification 1: 96.1%, classification 2: 99.3%, classification
3: 99.7%). They also applied approaches with and without pre-training of COVID-CAP,
and achieved 95.7% and 98.3% accuracy, respectively. L. Wang et al. [20] created a dataset
called COVIDx containing 13,975 chest X-beam images and used the model COVID-Net for
recognition of COVID-19, obtaining an accuracy of 92.4%. M. Abed Mohammed et al. [21]
associated deep learning models (like DarkNet, GoogleNet, ResNet50, MobileNets V2,
and Xception) and traditional ML models (like KNN, decision tree, ANN, SVM with
linear kernel, and RBF), and results demonstrated that DL frameworks outperformed ML
frameworks and achieved 98.8% accuracy with ResNet50 architecture, while ML model
SVM achieved its best accuracy of 95% and 94% with RBF kernel. D.Hemdan et al. [22]
used the COVIDX-Net framework which includes seven different CNN models (Visual
Geometry Group Network (VGG19), Inception-ResNet-V2, DenseNet121, InceptionV3,
ResNetV2, Xception, and MobileNetV2) to categorize COVID-19 negative or positive cases.
Architectures VGG19 and DenseNet121 gave almost similar results for the detection of
normal and COVID-19 and gave F1-scores of 0.89 and 0.91, respectively.

A. Khandakar et al. [23] developed a vigorous method for the automatic recognition
of coronavirus and pneumonia from chest X-ray scans and used pre-trained DL models
to maximize the accuracy of detection. H.S. Maghdid et al. [24] purposed a simple CNN
model to detect COVID-19 for early diagnosis. V. Chauhan et al. [25] applied transfer
learning methodology and used pre-trained models to extract features. The results of
pre-trained models were combined with a prediction vector and majority voting was used
for the final prediction. T. Rahman et al. [26] have proposed three different schemes of
classifications: normal/pneumonia classification, bacterial/viral pneumonia classification,
and normal/bacterial/viral pneumonia classification. M. Loey et al. [27] exploited the
transfer learning technique with GAN to detect coronavirus using chest X-rays. GAN
helped in decreasing the overfitting issue produced by the small dataset and increased
the dataset to 30 times more than the original dataset. A. Degerli et al. [28] proposed a
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novel strategy that not only detects coronavirus but also quantifies the severity by creating
infection maps. They tried two configurations: first, they froze the encoder layers, then they
permitted them to fluctuate. A. O. Ibrahim et al. [29] proposed an automatic DL structure
for coronavirus-infected areas. They trained and tested the proposed model to check the
effectiveness and generalization by using slices of 2D CT.

Generally reported work in literature lakes advocated the following points:

1. Most of the work presented in the past has been assessed using only accuracy, but
recall, precision, and F-score are better performance measures to evaluate the general-
ization of the model for the complex dataset.

2. In most of the previous works, only COVID-19 detection is performed. However,
simply detecting COVID-19 is insufficient to diagnose other severe abnormalities,
e.g., pneumonia.

3. In COVID-19 analysis, the detection rate of infected X-ray images from normal indi-
viduals is still challenging because of fewer inter-class variations.

To overcome these limitations, we proposed a multi-class chest X-ray classification
method using standardized performance evaluation matrices like recall, precision, F-score,
and accuracy for improved diagnosis.

3. Methods and Materials

In the proposed work, COVID-19 detection was performed by using the proposed
COV-Net CNN and the ML classifier and included some phases. First, X-ray images
went through the preprocessing pipeline, which included data augmentation. At that
point, a preprocessed dataset was split into training and testing datasets. We trained our
proposed COV-Net-based model by using a training dataset. Training accuracy and loss
were computed after every epoch. Testing data were used to evaluate the performance of
the proposed method by following the appraisal metrics of accuracy, precision, recall, and
F-score. A detailed overview of the proposed methodology is demonstrated in Figure 1.

Figure 1. Block-based figure of proposed COVID-19 analysis model.

3.1. Dataset

In this work, we used the chest X-rays dataset. From the dataset, 300 normal chest
X-ray pictures, 300 images of viral pneumonia, and only 300 images of coronavirus-infected
patients were selected. All images were collected from the publicly available Kaggle
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repository [30]. The exhibition of the framework greatly depended upon the accuracy of
the dataset. For this reason, we first sampled the data before using them. In data sampling,
we only used those images that were useful and eliminated falsified images. The dataset
contained chest X-rays of three classes (COVID-19/pneumonia/normal). All images are in
JPEJ format as shown in Figure 2; the first one shows a normal chest X-ray, the second one
shows a COVID-19 X-ray, & the third one shows a pneumonia X-ray.

Figure 2. Sample images from dataset of three classes (normal, COVID-19, pneumonia).

3.2. Data Augmentation

Data augmentation is a method to increase the data samples during the training of the
model. After employing data balancing and sampling, we contained 300 images of each
class for better and generalized model training. We applied the data augmentation method
to enhance and increase the dataset instances for better training of the model and to avoid
overfitting [31]. Different data augmentation methods were applied in random rotation
and random horizontal translation, as described in Table 1, which yielded an augmented
dataset batch during training of the proposed model.

Table 1. Augmentation parameter details.

Parameters Values

Random Rotation [−5, 5]

Random Horizontal Translation [−0.5, 1]

Random Vertical Translation [−0.5, 1]

3.3. Proposed CNN Architecture

The proposed CNN architecture COV-Net used in this study included four convolu-
tional blocks. Each block was constituted of a convolutional layer, batch normalization,
and activation function, namely ReLU, followed by max-pooling as shown in Figure 3. In
convolutional layers, filters convolved over the input image. The convolutional function
performed the dot product of filter and valued and extracted features from the input im-
ages. CNN used a backpropagation algorithm for dynamic feature extraction. One of the
advantages of CNN over ANN is that it automatically extracts domain-specific features
from the images. By further using an edge operator (max-pooling), it learned profoundly
discriminative features to train the model. In the pooling, layer down-sampling was also
performed, which enhanced the performance of the model by making a small variation in
the input image and by decreasing the non-linear dimensions of the resulting feature maps.

To highlight the features for classification, resulting feature maps were extracted
from a fully connected layer. A dropout layer was added at the end to avoid overfitting.
Detailedd layer wise description of propsed imodel is illusterated in Figure 4. The cross-
entropy function was used as a cost function along with the softmax function. To categorize
COVID-19, healthy people, and viral pneumonia, we used traditional ML classifiers, namely,
random forest, Naïve Bayes, support vector machine (SVM), k-Nearest Neighbor (k-NN),
and ensemble model.
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Figure 3. Detailed overview of proposed COV-Net.

Figure 4. Architectural detail of proposed COV-Net.

In this study, we used MATLAB to run the code. In the training phase of our proposed
COV-Net model, we used the “rmsprop” function as an optimizer. It is a gradient-based
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method. It normalized the gradient by balancing the momentum, diminishing the pro-
gression for a large gradient to obtain from exploding, and expanding the progression
for a small gradient to obtain from vanishing [32]. After an experimental analysis, an
optimal learning rate of “0.0001” was selected. To reduce computational complexity, the
batch size was set to 16 per epoch, which is a small size. To improve generalization, L1
regularization was used. As a cost function, the cross-entropy function was used along
with the softmax function.

3.4. Implementation Details

The “RMSPROP” function was used as an optimizer. In the beginning, “0.0001”
learning rate was selected randomly and 50 epochs were used, meaning each photo of
training data was examined 50 times. As only 50 epochs were selected due to the limited
dataset, we chose a large number of epoch models to move towards overfitting, which
means instead of training, the model started removing the available small dataset. For this
reason, we chose to lose many epochs to avoid overfitting.

3.5. Initial Training

We split the data into two parts: training and testing; 80% of them were used for
training while 20% were set aside for testing according to Pareto’s Principle [33]. We saved
10% of the 80% of the training dataset for validation, and the remaining 70% was utilized to
train the model. Initial training helped us to check what our model can yield as a baseline
model. Before starting training of the model, many different preprocessing techniques were
used to boost the performance of the model. As we proposed, a CNN model was used so
the training starts from scratch. In our proposed COV-Net model, we used the softmax
function along with the cross-entropy cost function for classification.

3.6. Feature Extraction Using Proposed CNN Architecture

In the proposed work, we proposed new CNN architecture to obtain deep features
from chest X-rays. The proposed CNN architecture extracts the most discriminative and
deep features. The first fully connected layer (FC-1) extracted 4096 features from the images,
which we used as a feature vector. Figure 5 shows the resulting feature maps from various
layers of the CNN model of sample images of chest X-rays.

Figure 5. Features maps representation from three different layers of proposed COVID-Net architec-
ture, (a) layer1, (b) layer3, and (c) layer5.
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At the primary level, almost complete data that are present in the input image are
saved by activations.

(a) As we go to the higher layer, activation started to keep fewer data.
(b) At a deep level, the information became more detailed.

The uprising of the data into a more detailed and higher level was associated with
each layer of the proposed CNN COV-Net (the deeper the network, the more composite
the data and information). The proposed architecture COV-Net extracted features from
input images. We extracted 4096 highlights from the FC-1 layer, and these highlight vectors
were fed into different conventional machine learning classifiers as input to discover if the
inspected patient was positive for COVID-19, viral pneumonia-infected, or just a normal
patient. The dynamic features we used in our proposed model were driven by the FC-1
layer as shown in Table 2.

Table 2. Extracted features detail of proposed architecture.

Features Layer Feature Dimension

FC-1 1 × 1 × 4096

3.7. Classification Using Conventional ML Classifiers

The proposed CNN COV-Net architecture was used to extract features from the
augmented dataset. We extracted features from the FC-1 layer, and details are shown in
Table 2. After extracting the features, these features were passed as input to conventional
ML classifiers to train them. Different ML classifiers like Naïve Bayes, decision trees, KNN,
and SVM determine the robustness of the classification. The performance of these models
was measured by classifying COVID-19, pneumonia-infected, and healthy patients. The
accuracy of classification attained by using conventional ML classifiers performed better
than the softmax function. This is because it extracted the most highlighted features from
chest X-rays of different patients by using the most abstract feature extraction techniques.

3.7.1. SVM

SVM is a linear model. It can tackle linear and non-linear issues. Its basic idea is that
it makes a line to separate two classes. New data components are assigned to one class
based on predictive analysis. As a rule, a parallel classifier expects that the data being
referred to contain two potential objective variables. It utilizes a procedure called kernel
trick to change the data and then find boundaries between them. It groups data and trains
models inside really limited levels of extremity, making a three-dimensional order model
that simply follows the X/Y prescient axis [34].

L(γ,α,β) =
1
2
‖ γ ‖2 −∑ ∑ m

i=1βi[yi(γ · x + α)1] (1)

3.7.2. k_NN

This is used for regression as well as classification. Its calculation utilizes highlight
closeness to anticipate the upsides of any new information focuses, implying that the
new point is allocated a worth dependent on how intently it resembles training dataset
points [32]. √

n

∑
i=1

(qi − pi)2 (2)
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3.7.3. Naïve Bayes

It is a group of algorithms that are based on the “Bayes Theorem”. They work on the
principle that every pair of classifying features is independent [35].

P(U|V) =
P(V|U)P(U)

P(V)
(3)

3.7.4. Random Forest

It is fundamentally a supervised method. It is an ensemble model which contains
multiple decision trees. It collects results from all decision trees and then, based on the
highest voting, makes a decision [36].

RF f ii =
∑ j ∈ all trees norm f iij

T
(4)

3.8. Performance Metrics

Classification performance of the model is calculated through different performance
metrics, for example, accuracy [37], recall [38], precision [38], and F-score [39], etc. When
classifying medical images, we use different terms like false negative, false positive, etc.

3.8.1. Precision

It is the proportion of correct positive predictions to the total positive prediction. It
indicates the rate of correct positive predictions. It is calculated as:

Precision =
TP

(TP + FP)
× 100 (5)

3.8.2. Recall

In this, we calculate true positive predictions from total positive predictions that might
have been made. It shows a number of missing positive predictions. It is calculated as:

Recall =
TP

(TP + FN)
× 100 (6)

3.8.3. Accuracy

It is the most regular performance measure. It gives correct predictions to the total
predictions.

Accuracy =
(TN + TP)

(FP + FN + TP + TN)
(7)

3.8.4. F-Score

It shows steadiness between recall and precision.

F − score =
2 × (Precision + Recall)

Precision + Recall
(8)

4. Results

In our research, we presented a CNN model which extracted features from the aug-
mented dataset. We had a small dataset, so we applied the data augmentation method to
enhance the dataset. The augmented dataset also played an important part in accuracy
improvement because of its high generalization ability. The proposed model was trained
with 50 epochs under a batch size of 8. Deep and discriminative features were extracted
from the proposed CNN architectures. The extracted features were passed as input to some
conventional ML classifiers, e.g., Naïve Bayes, KNN, random forest, and support vector
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machine. In the event of binary classification of COVID-19 and pneumonia, KNN and SVM
achieved 100% accuracy, recall, precision, and F1-score, shown in Tables 3 and 4.

Table 3. Performance comparison using ML classifiers for two classes (Pne = pneumonia, Cov =
COVID-19). The Bold shows results of proposed method.

Classifiers Parameters Type TP FP FN
Recall

(%)
Precision

(%)
F1-Score

(%)
Accuracy

(%)

KNN

K = 2
Cov 60 0 0

100 100 100 100
Pne 60 0 0

K = 3
Cov 60 0 0

100 100 100 100
Pne 60 0 0

K = 4
Cov 60 0 0

100 100 100 100
Pne 60 0 0

K = 5
Cov 59 1 0

99.2 99.2 99.2 99.2
Pne 60 0 1

SVM

Linear
Cov 60 0 1

99.21 99.22 99.21 99.23
Pne 59 1 0

RBF
Cov 60 0 1

99.2 96.2 97.7 99.2
Pne 59 1 0

Gaussian
Cov 60 0 1

99.2 99.2 99.2 99.2
Pne 50 1 0

PolyOrder-2 Cov 60 0 0
100 100 100 100

Pne 60 0 0

PolyOrder-3 Cov 60 0 1
99.2 99.2 99.2 99.2

Pne 59 1 0

PolyOrder-4 Cov 60 0 0
100 100 100 100

Pne 60 0 0

PolyOrder-5 Cov 60 0 0
100 100 100 100

Pne 60 0 0

Decision tree
Cov 55 5 1

95 95.2 95.1 95.0
Pne 59 1 5

Naïve Bayes
Cov 59 1 1

98.3 98.3 98.3 98.3
Pne 59 1 1

RF
max no. of

splits 5
Cov 59 1 0

99.15 99.2 99.2 99.2
Pne 60 0 1
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Table 4. Performance comparison of proposed framework using ML classifiers for three classes (Nor
= normal, Cov = COVID-19, Pne = pneumonia). The Bold shows results of proposed method.

Classifiers Parameters Type TP FP FN
Recall

(%)
Precision

(%)
F1-Score

(%)
Accuracy

(%)

K-Nearest
Neighbors

K = 2

Cov 56 4 5
92.2 92.2 92.2 92.2Pne 56 4 4

Nor 54 6 5

K = 3

Cov 56 3 3
93.3 93.3 93.3 93.3Pne 58 2 5

Nor 54 6 3

K = 4

Cov 57 3 5
93.3 93.3 93.3 93.3Pne 58 2 4

Nor 53 7 3

K = 5

Cov 53 7 3
92.2 92.4 92.3 92.2Pne 58 2 8

Nor 55 5 3

Decision Tree

Cov 50 10 11
81.1 81.1 81.1 81.1Pne 48 12 11

Nor 48 12 12

Naïve Bayes

Cov 57 3 6
92.2 92.3 92.2 92.2Pne 56 4 3

Nor 53 7 5

Random
Forest

max no. of
splits 5

Cov 56 4 2
95 95.1 95.1 95.0Pne 60 0 5

Nor 55 5 2

SVM

Linear

Cov 56 4 2

96.6 96.7 96.7 96.7Pne 60 0 2

Nor 58 2 2

Gaussian

Cov 57 3 5
94.5 94.5 94.5 94.4Pne 58 2 3

Nor 55 5 2

RBF

Cov 56 4 5
93.9 93.9 93.9 93.9Pne 58 2 3

Nor 55 5 3

Poly- Order3
Cov 57 3 3

95.6 95.6 95.6 95.6Pne 60 0 3

Nor 55 5 2

Poly- Order4
Cov 57 3 3

95 95.1 95.03 95.0Pne 60 0 4

Nor 54 6 2

Poly- Order5
Cov 56 4 3

94.43 94.5 94.5 94.4Pne 60 0 5

Nor 54 6 2
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We also evaluated our proposed D-HL method with the baseline proposed COV-Net
to emphasize the performance improvement of our proposed method. Table 5 proved that
our proposed technique enhanced the discrimination strength of our proposed model in
accuracy (1.73%) and F-score (1.68%).

Table 5. Proposed hybrid learning method comparison with proposed COV-Net.

Model Recall Precision Accuracy F-Score

Proposed COV-Net 95.0% 95.07% 95.0% 95.03%

Proposed D-HL-based Framework 96.69% 96.72% 96.73% 96.71%

5. Discussion

In the presented D-HL architecture, the softmax layer was replaced with a machine
learning classifier. The CNN learning algorithm utilized empirical risk minimization as
a method to reduce false positives and false negatives during training. When the back-
propagation algorithm reaches the first hyperplane that separates, the training phase ends,
and progress generally stops as a result. Another limitation of CNN is that it frequently
assigns one output neuron a high value (around +1) while assigning low values to the other
neurons (close to 1).

This makes it very difficult to reject implementation errors. Softmax classifiers provide
us with likelihoods for each class label. On the other hand, conventional ML techniques
help us develop a robust rejection strategy. The generalization ability of CNN is weaker
compared to that of SVM DL approaches, in contrast to conventional ML methods, are the
least understandable from an AI aspect and are assumed to as a black box.

We performed classification with three classes as well as with two classes. In three
classes, pneumonia, normal, and COVID-19 were included and in binary classifications, we
used COVID-19 and pneumonia. SVM gave the highest accuracy with three classes. We
achieved outstanding accuracy in binary classification with SVM and KNN. In the case
of three classes, SVM gave an accuracy of 96.7%, recall of 96.6%, precision equal to 96.7%,
and F1-score equal to 96.7%. Table 3 shows the detailed overview of the proposed CNN
architecture with all four conventional ML classifiers. Confusion matrixes based on the
performance analysis of classifiers are demonstrated in Figure 5. We compared results
obtained by the proposed method with other existing works based on different performance
metrics. Apostolopoulos et al. [40] used five different CNN pre-trained architectures to
classify between three classes(COVID-19, normal, and pneumonia) and gave a sensitivity
of 98.66%, accuracy of 94.72%, and specificity of 96.46%. H.S. Maghdid et al. [24] used
the transfer learning technique with the AlexNet model and got 94.1% accuracy, 72%
sensitivity, and 100% specificity. S.S Khan et al. [41] applied a convolutional auto-encoder
to achieve 0.7652 area under a curve. A. Narin et al. [19] also used five CNN models
(ResNet50, ResNet101, ResNet152, inception-ResNetV2, and InceptionV3) to perform binary
classification of four classes and achieve an accuracy of 96.1%, recall of 91.8%, specificity
of 96.6%, F1-score of 83.5%, and precision of 76.5% with COVID-19 & normal binary
classification. R. Kumar et al. [42] performed an experiment with DenseNet & GoogleNet
and attained an F-score equal to 0.91, AUC: 0.97. Similarly, Makris A. et al. [43,44] used five
different pre-trained CNN models and achieved 95% accuracy. Arora, R. et al [45] proposed
stochastic deep learning model using ensemble of slandered convolutional models and
evaluate developed model on standard dataset contain three classes: COVID-19, normal
and pneumonia and attain an accuracy and AUC of 0.91 and 0.97, respectively. A detailed
comparison is illustrated in Figure 6 and Table 6.
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Figure 6. Confusion matrix-based performance analysis of competitive ML classifiers.

Experimental results show that our proposed models outperform all these experiments
and achieved 96.69% recall, 96.72% precision, 96.73% accuracy, and 96.71% F-score, as
shown in Table 5 and Figure 7.

Certain limitations still apply to our research investigation. The training period for
feature extraction was lengthy due to the tiny batch sizes employed to extract the runtime
features, which would have typically required a large amount of GPU RAM. Second,
the proposed framework must go through a thorough clinical trial before radiologists’
professional judgment may be utilized to resolve the patient data.
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Table 6. Proposed hybrid learning method comparison with existing techniques on publicly available
dataset. The Bold shows results of proposed method.

Author Methodology Recall Precision Accuracy F-score

Apostolopoulos
et al. (2020) [40]

VGG19, MobileNet, Inception, Xception,
Inception ResNet v2. 98.6% - 94.72% -

H.S Maghdid et al.
(2021) [24] Transfer learning with AlexNet model 72% - 94.1% -

A. Narin et al.
(2020) [19]

Pre-trained CNN architectures: ResNet50,
ResNet101, ResNet152,

inception-ResNetV2 and InceptionV3
91.8% 76.5% 96% 83.5%

Arora, R. et al.
(2021) [45]

CNN architecture DenseNet &
GoogleNet 91% - - 91%

Makris A. et al.
(2020) [43] 5 pre-trained CNNs - - 95% -

Proposed DH-L
Framework

Proposed COV-Net with conventional
ML classifier

96.69% 96.72% 96.73% 96.71%

Figure 7. Comparative analysis of proposed COV-Net and D-HL with existing literature using
accuracy and F-score [19,24,40,43,45].

6. Conclusions

Well-timed identification of COVID-19 infection is vital to preserve the patient’s
life and control the further spread of this life-threatening disease. In this study, a new
CNN-based scheme for the detection of COVID-19 is proposed. COVID-19 analysis is
performed using chest X-ray images containing three categories (pneumonia, COVID-19,
and normal). Experimental results proved that the hybrid learning-based framework
has shown improved performance compared to other methods. When the proposed
framework’s performance is compared with the state-of-the-art deep models’, it shows that
the proposed deep hybrid learning-based method achieved 96.69% recall, 96.72% precision,
96.73% accuracy, and 96.71% F-score for multi-class classification, and for COVID-19
and pneumonia we achieved 99.21% recall, 99.22% precision, 99.21% F-score, and 99.23%
accuracy. The proposed COV-Net is less complex than pre-trained and custom-designed
networks, and it is feasible to run it on ordinary current PCs. This is conceivable because the
algorithm requires fewer resources for both training and execution. Performance analysis
is carried out to attain the generalized model and it is likely to assist radiologists in making
decisions in their clinical practice.

Author Contributions: Conceptualization, supervision, M.M.Z. and R.N.; methodology, M.M.Z.;
software, validation, A.F. and A.S.; formal analysis, M.I. and A.A. (Ali Alqahtani); investigation, A.A.
(Abdulmajeed Alqhatani); resources, M.Z. and A.A. (Ali Alqahtani); writing—original draft prepara-
tion, R.N., A.A.C. and A.F.; writing—review and editing, S.R. and A.A.A.; project administration,

128



Life 2022, 12, 1709

M.Z. and M.M.Z.; funding acquisition, A.A. (Abdulmajeed Alqhatani), A.A. (Ali Alqahtani); and M.I.
All authors have read and agreed to the published version of the manuscript.

Funding: The authors acknowledge the support from the Deanship of Scientific Research, Najran
University, Kingdom of Saudi Arabia, for funding this work under the research group funding
program grant code number (NU/RG/SERC/11/3).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are available in publicly accessible repositories which are de-
scribed in Section 3.1.

Acknowledgments: The authors acknowledge the support from the Deanship of Scientific Research,
Najran University, Kingdom of Saudi Arabia, for funding this work under the research group funding
program grant code number (NU/RG/SERC/11/3).

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding
the present study.

References

1. Roosa, K.; Lee, Y.; Luo, R.; Kirpich, A.; Rothenberg, R.; Hyman, J.; Yan, P.; Chowell, G. Real-time forecasts of the COVID-19
epidemic in China from February 5th to February 24th, 2020. Infect. Dis. Model. 2020, 5, 256–263. [CrossRef] [PubMed]

2. Coronaviridae Study Group of the International Committee on Taxonomy of Viruses. The species Severe acute respiratory
syndrome-related coronavirus: Classifying 2019-nCoV and naming it SARS-CoV-2. Nat. Microbiol. 2020, 5, 536–544. [CrossRef]
[PubMed]

3. Rabaan, A.A.; Al-Ahmed, S.H.; Haque, S.; Sah, R.; Tiwari, R.; Malik, Y.S.; Dhama, K.; Yatoo, M.I.; Bonilla-Aldana, D.K.; Rodriguez-
Morales, A.J. SARS-CoV-2, SARS-CoV, and MERS-COV: A comparative overview. Infez. Med. 2020, 28, 174–184. [PubMed]

4. Evans, R. European Centre for Disease Prevention and Control. Nurs. Stand. 2014, 29, 30. [CrossRef] [PubMed]
5. Ren, L.-L.; Wang, Y.-M.; Wu, Z.-Q.; Xiang, Z.-C.; Guo, L.; Xu, T.; Jiang, Y.-Z.; Xiong, Y.; Li, Y.-J.; Li, X.-W.; et al. Identification of

a novel coronavirus causing severe pneumonia in human: A descriptive study. Chin. Med. J. 2020, 133, 1015–1024. [CrossRef]
[PubMed]

6. Wan, Z.; Zhang, Y.; He, Z.; Liu, J.; Lan, K.; Hu, Y.; Zhang, C. A Melting Curve-Based Multiplex RT-qPCR Assay for Simultaneous
Detection of Four Human Coronaviruses. Int. J. Mol. Sci. 2016, 17, 1880. [CrossRef]

7. Khan, A.; Khan, S.H.; Saif, M.; Batool, A.; Sohail, A.; Khan, M.W. A Survey of Deep Learning Techniques for the Analysis of
COVID-19 and their usability for Detecting Omicron. arXiv 2022, arXiv:2202.06372.

8. He, J.-L.; Luo, L.; Luo, Z.-D.; Lyu, J.-X.; Ng, M.-Y.; Shen, X.-P.; Wen, Z. Diagnostic performance between CT and initial real-time
RT-PCR for clinically suspected 2019 coronavirus disease (COVID-19) patients outside Wuhan, China. Respir. Med. 2020,
168, 105980. [CrossRef] [PubMed]

9. Palagi, L.; Pesyridis, A.; Sciubba, E.; Tocci, L. Machine Learning for the prediction of the dynamic behavior of a small scale ORC
system. Energy 2019, 166, 72–82. [CrossRef]

10. Zahoor, M.M.; Qureshi, S.A.; Bibi, S.; Khan, S.H.; Khan, A.; Ghafoor, U.; Bhutta, M.R. A New Deep Hybrid Boosted and Ensemble
Learning-Based Brain Tumor Analysis Using MRI. Sensors 2022, 22, 2726. [CrossRef] [PubMed]

11. Guo, Y.; Liu, Y.; Oerlemans, A.; Lao, S.; Wu, S.; Lew, M.S. Deep learning for visual understanding: A review. Neurocomputing 2016,
187, 27–48. [CrossRef]

12. Zahoor, M.M.; Qureshi, S.A.; Khan, A.; Rehman, A.U.; Rafique, M. A novel dual-channel brain tumor detection system for MR
images using dynamic and static features with conventional machine learning techniques. Waves Random Complex Media 2022,
1–20. [CrossRef]

13. Li, L.; Qin, L.; Xu, Z.; Yin, Y.; Wang, X.; Kong, B.; Bai, J.; Lu, Y.; Fang, Z.; Song, Q.; et al. Using artificial intelligence to detect
COVID-19 and community-acquired pneumonia based on pulmonary CT: Evaluation of the diagnostic accuracy. Radiology 2020,
296, E65–E71. [CrossRef] [PubMed]

14. Xu, X.; Jiang, X.; Ma, C.; Du, P.; Li, X.; Lv, S.; Yu, L.; Chen, Y.; Su, J.; Lang, G. Deep Learning System to Screen novel Coronavirus
Disease 2019 Pneumonia. Engineering 2020, 6, 1122–1129. [CrossRef] [PubMed]

15. Ghoshal, B.; Tucker, A. Estimating Uncertainty and Interpretability in Deep Learning for Coronavirus (COVID-19) Detection.
arXiv 2020, arXiv:2003.10769.

16. Wang, S.; Kang, B.; Ma, J.; Zeng, X.; Xiao, M.; Guo, J.; Cai, M.; Yang, J.; Li, Y.; Meng, X.; et al. A deep learning algorithm using CT
images to screen for Corona Virus Disease (COVID-19). Eur. Radiol. 2021, 31, 6096–6104. [CrossRef]

17. Jin, C.; Chen, W.; Cao, Y.; Xu, Z.; Tan, Z.; Zhang, X.; Deng, L.; Zheng, C.; Zhou, J.; Shi, H.; et al. Development and evaluation of an
artificial intelligence system for COVID-19 diagnosis. Nat. Commun. 2020, 11, 5088. [CrossRef]

18. Jin, S.; Wang, B.; Xu, H.; Luo, C.; Wei, L.; Zhao, W.; Hou, X.; Ma, W.; Xu, Z.; Zheng, Z.; et al. AI-assisted CT imaging analysis for
COVID-19 screening: Building and deploying a medical AI system in four weeks. medRxiv 2020. [CrossRef]

129



Life 2022, 12, 1709

19. Narin, A.; Kaya, C.; Pamuk, Z. Automatic detection of coronavirus disease (COVID-19) using X-ray images and deep convolutional
neural networks. Pattern Anal. Appl. 2021, 24, 1207–1220. [CrossRef]

20. Wang, L.; Lin, Z.Q.; Wong, A. COVID-Net: A tailored deep convolutional neural network design for detection of COVID-19 cases
from chest X-ray images. Sci. Rep. 2020, 10, 19549. [CrossRef]

21. Mohammed, M.A.; Abdulkareem, K.; Garcia-Zapirain, B.; Mostafa, S.A.; Maashi, M.S.; Al-Waisy, A.S.; Subhi, M.A.; Mutlag, A.A.;
Le, D.-N. A Comprehensive Investigation of Machine Learning Feature Extraction and Classification Methods for Automated
Diagnosis of COVID-19 Based on X-Ray Images. Comput. Mater. Contin. 2021, 66, 3289–3310. [CrossRef]

22. El-Din Hemdan, E.; Shouman, M.A.; Karar, M.E. COVIDX-Net: A Framework of Deep Learning Classifiers to Diagnose COVID-19
in X-Ray Images. arXiv 2020, arXiv:2003.11055.

23. Chowdhury, M.E.H.; Rahman, T.; Khandakar, A.; Mazhar, R.; Kadir, M.A.; Bin Mahbub, Z.; Islam, K.R.; Khan, M.S.; Iqbal, A.; Al
Emadi, N.; et al. Can AI Help in Screening Viral and COVID-19 Pneumonia? IEEE Access 2020, 8, 132665–132676. [CrossRef]

24. Maghdid, H.S.; Asaad, A.T.; Ghafoor, K.Z.G.; Sadiq, A.S.; Mirjalili, S.; Khan, M.K.K. Diagnosing COVID-19 pneumonia from
x-ray and CT images using deep learning and transfer learning algorithms. In Proceedings of the Multimodal Image Exploitation
and Learning 2021, Online, 12–17 April 2021; p. 26. [CrossRef]

25. Nour, M.; Cömert, Z.; Polat, K. A Novel Medical Diagnosis model for COVID-19 infection detection based on Deep Features and
Bayesian Optimization. Appl. Soft Comput. 2020, 97, 106580. [CrossRef]

26. Rahman, T.; Chowdhury, M.E.H.; Khandakar, A.; Islam, K.R.; Mahbub, Z.B.; Kadir, M.A.; Kashem, S. Transfer Learning with
Deep Convolutional Neural Network (CNN) for Pneumonia Detection Using Chest X-ray. Appl. Sci. 2020, 10, 3233. [CrossRef]

27. Loey, M.; Smarandache, F.; Khalifa, N.E.M. Within the Lack of Chest COVID-19 X-ray Dataset: A Novel Detection Model Based
on GAN and Deep Transfer Learning. Symmetry 2020, 12, 651. [CrossRef]

28. Degerli, A.; Ahishali, M.; Yamac, M.; Kiranyaz, S.; Chowdhury, M.E.H.; Hameed, K.; Hamid, T.; Mazhar, R.; Gabbouj, M.
COVID-19 infection map generation and detection from chest X-ray images. Health Inf. Sci. Syst. 2021, 9, 15. [CrossRef]

29. Alirr, O.I. Automatic deep learning system for COVID-19 infection quantification in chest CT. arXiv 2020, arXiv:2010.01982.
[CrossRef]

30. Rahman, T.; Chowdhury, M.; Khandakar, A. COVID-19 Radiography Database. Kaggle. Available online: https://www.kaggle.
com/datasets/tawsifurrahman/covid19-radiography-database (accessed on 11 October 2022).

31. Perez, L.; Wang, J. The Effectiveness of Data Augmentation in Image Classification using Deep Learning. arXiv 2017,
arXiv:171204621.

32. Reddi, S.J.; Kale, S.; Kumar, S. On the Convergence of Adam and Beyond. arXiv 2019, arXiv:1904.09237.
33. Manthiramoorthi, M.; Mani, M.; Murthy, A.G. Application of Pareto’s Principle on Deep Learning Research Output: A

Scientometric Analysis. In Proceedings of the International Conference on Machine Learning and Smart Technology–ICMLST,
Chennai, India, 2021. Available online: https://www.researchgate.net/profile/Ganesa-Murthy-Arasakumar/publication/
355753261_Application_of_Pareto’s_Principle_on_Deep_Learning_Research_Output_A_Scientometric_Analysis/links/617c1
b213c987366c300002b/Application-of-Paretos-Principle-on-Deep-Learning-Research-Output-A-Scientometric-Analysis.pdf
(accessed on 11 October 2022).

34. Alpaydın, E. Machine Learning Textbook: Introduction to Machine Learning; MIT Press: Cambridge, MA, USA, 2020.
35. Guo, G.; Wang, H.; Bell, D.; Bi, Y.; Greer, K. KNN Model-Based Approach in Classification. In Proceedings of the OTM 2003: On

the Move to Meaningful Internet Systems 2003: CoopIS DOA, and ODBASE, Catania, Italy, 3–7 November 2003; Lecture Notes in
Computer Science. Springer: Berlin/Heidelberg, Germany, 2003; Volume 2888, pp. 986–996. [CrossRef]

36. Breiman, L. Random forests. Mach. Lang. 2001, 45, 5–32.
37. Diebold, F.X.; Mariano, R.S. Comparing Predictive Accuracy. J. Bus. Econ. Stat. 2002, 20, 134–144. [CrossRef]
38. Buckland, M.; Gey, F. The relationship between recall and precision. J. Am. Soc. Inf. Sci. 1994, 45, 12–19. [CrossRef]
39. Sokolova, M.; Japkowicz, N.; Szpakowicz, S. Beyond Accuracy, F-Score and ROC: A Family of Discriminant Measures for

Performance Evaluation. In Proceedings of the AI 2006: Advances in Artificial Intelligence, Hobart, Australia, 4–8 December 2006;
pp. 1015–1021.

40. Apostolopoulos, I.D.; Mpesiana, T.A. Covid-19: Automatic detection from X-ray images utilizing transfer learning with convolu-
tional neural networks. Phys. Eng. Sci. Med. 2020, 43, 635–640. [CrossRef]

41. Khan, S.S.; Khoshbakhtian, F.; Ashraf, A.B. Anomaly Detection Approach to Identify Early Cases in a Pandemic using Chest
X-rays. arXiv 2021, arXiv:2010.02814. [CrossRef]

42. Kumar, R.; Arora, R.; Bansal, V.; Sahayasheela, V.J.; Buckchash, H.; Imran, J.; Narayanan, N.; Pandian, G.N.; Raman, B.
Classification of COVID-19 from chest x-ray images using deep features and correlation coefficient. Multimed. Tools Appl. 2022, 81,
27631–27655. [CrossRef] [PubMed]

43. Makris, A.; Kontopoulos, I.; Tserpes, K. COVID-19 detection from chest X-Ray images using Deep Learning and Convolutional
Neural Networks. medRxiv 2020. [CrossRef]

44. Irfan, M.; Iftikhar, M.; Yasin, S.; Draz, U.; Ali, T.; Hussain, S.; Bukhari, S.; Alwadie, A.; Rahman, S.; Glowacz, A.; et al. Role of
Hybrid Deep Neural Networks (HDNNs), Computed Tomography, and Chest X-rays for the Detection of COVID-19. Int. J.
Environ. Res. Public Health 2021, 18, 3056. [CrossRef]

45. Arora, R.; Bansal, V.; Buckchash, H.; Kumar, R.; Sahayasheela, V.J.; Narayanan, N.; Pandian, G.N.; Raman, B. AI-based diagnosis
of COVID-19 patients using X-ray scans with stochastic ensemble of CNNs. Phys. Eng. Sci. Med. 2021, 44, 1257–1271. [CrossRef]

130



Citation: Cao, J.; Liu, D.; Zhang, G.;

Shang, M. The Impact of Digital

Contact Tracing Apps Overuse on

Prevention of COVID-19: A

Normative Activation Model

Perspective. Life 2022, 12, 1371.

https://doi.org/10.3390/

life12091371

Academic Editors: Daniele Giansanti

and Denis Harkin

Received: 10 August 2022

Accepted: 31 August 2022

Published: 2 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

life

Article

The Impact of Digital Contact Tracing Apps Overuse on
Prevention of COVID-19: A Normative Activation
Model Perspective

Junwei Cao 1 , Dong Liu 2,* , Guihua Zhang 3 and Meng Shang 4,*

1 School of Business, Yangzhou University, Yangzhou 225127, China
2 Department of Global Business, Yeungnam University, Gyeongsan 38541, Korea
3 Department of Business, Yeungnam University, Gyeongsan 38541, Korea
4 School of Flight, Anyang Institute of Technology, Anyang 455008, China
* Correspondence: bruceliu@yu.ac.kr (D.L.); shangmengdr@163.com (M.S.)

Abstract: During the COVID-19 pandemic, many countries have used digital contact tracing apps
(DCTAs) to implement contact tracing. Although the use of DCTAs has contributed to the prevention
and control of COVID-19, there are doubts in academia about their actual effectiveness. In this study,
the role of DCTAs in the prevention of COVID-19 was analyzed in terms of both the responsibility
and inconvenience to life in a large-scale DCTA overuse environment, based on the normative
activation model. The findings suggest that the overuse of a DCTA activates people’s personal
norms by triggering awareness of the consequences and ascription of responsibility, leading people
to consistently cooperate with the government to prevent COVID-19. However, the inconvenience of
living with DCTA overuse weakens the effect of the awareness of consequences and ascription of
responsibility and the role of the ascription of responsibility in influencing personal norms. These
effects may bear on people’s willingness to consistently cooperate with the government to prevent
COVID-19. The results of this study confirm the effectiveness of DCTA in counteracting pandemics
from a social responsibility perspective in a large-scale environment where DCTA is used, enriching
the literature on DCTA research in the COVID-19 pandemic. The results of this study can also help
governments develop and improve policies to prevent COVID-19, as well as improve the DCTAs’
operating patterns.

Keywords: digital contact tracing; normative activation model; COVID-19 prevention; prevention
intention

1. Introduction

Contact tracing of COVID-19 patients is a very important part of the global fight
against COVID-19. Contact tracing, timely detection, and adequate isolation will play a
significant role in slowing the spread of COVID-19 [1,2]. To implement contact tracing
strategies, many digital contact tracing apps (DCTAs) were developed and widely used
globally during the COVID-19 pandemic [3,4]. For example, Korea developed the “Self-
isolation Safety Protection App”, Singapore the “TraceTogether”, Japan the “COCOA”,
France the “StopCovi”, Germany the “Corona Warn”, and China the “Health Code” [5–9].
A DCTA will automatically record an individual’s travel history, and both the user and
public health departments will be notified if the user enters a high-risk area or comes into
contact with a suspected COVID-19 patient. The appearance of such apps is considered a
public health intervention that could slow the spread of COVID-19 and save lives, as well
as protect local health services [10,11].

Although DCTAs have been accorded high expectations, many studies have generally
raised doubts about their effectiveness in the prevention of COVID-19 practices [10,12–14].
Many scholars believe that the premise for such apps to have an effect in helping prevent

131



Life 2022, 12, 1371

COVID-19 is the need for mass adoption and continuous use [15,16]; however, the DCTA
adoption rate is too low to realize its full potential in most countries [17]. First, several
studies have suggested that the inconvenience brought about by a DCTA to people’s
lives affects its large-scale promotion, especially the privacy issue. A DCTA has issues
with extensive personal information collection, multiple processing purposes, uncertain
storage times, and vague privacy policies [9]. One survey claimed that many people in
the UK refuse to use such apps because of privacy concerns [18]. A survey in Ireland
noted that many people refused to use the app because they feared that tech companies
or the government would use it to monitor users even after the COVID-19 pandemic was
over [19]. Chinese users are concerned about the lack of transparency in the operation
of DCTAs, the unclear scope of data storage, and the dependence on private companies
to operate them [8]. South African users have also shown doubts about the app’s ability
to protect privacy [20]. In addition to serious privacy issues, DCTAs have caused many
other inconveniences, such as incorrect tracking and problems affecting the normal use
of mobile phones [8,21]. Studies have shown that many of the close contacts located by
a DCTA did not have any contact with COVID-19 patients, but they were also wrongly
traced and isolated [8,22]. The operation of a DCTA has also been shown to affect the
users’ normal use of their cell phones, such as reducing the phone’s running speed and
affecting its battery life [21]. Second, several studies have suggested that the potential
digital divide issue may also affect the large-scale promotion of a DCTA. A study shows
that the digital divide during the COVID-19 pandemic often influences some people to use
new technologies to prevent COVID-19 [23]. Age, education, income, health status, and
regional differences can lead to a digital divide that directly affects people’s widespread use
of the app [6,24]. A survey in Germany claimed that females and low-income households
have lower rates of downloading the DCTA [6]. In a UK survey, it was found that the use
of apps among those over 65 years old was low [25]. In addition, a study of the working
population in Japan showed that the usage rate among small-company employees and
vendors was low, while that among large-company employees and civil servants was
high [7]. The reason this literature doubts the efficacy of DCTA is that most of the current
literature consists of studies conducted in a free market environment where people who
feel inconvenienced by the use of DCTA would simply stop using it without paying any
price. However, research conducted in a government-led environment with large-scale
mandatory DCTA use is missing.

In addition, it can be argued that the many inconveniences that a DCTA brings to
people’s lives are the main issues that lead to doubts about its effectiveness. However, one
study confirmed that the benefits of a DCTA could offset its negative effects [26]. The use
of a DCTA has been shown to be closely related to individual as well as social interests [4].
This may be reflected in an individual’s sense of responsibility to family, friends, and the
community (e.g., preventing transmission of the virus to others) [16,27]. Therefore, it is
meaningful to explain the role of a DCTA in preventing COVID-19 in practice from the
perspective of responsibility [11]. As more countries relax their control policies to prevent
COVID-19, the trade-off between the benefits and negative effects of a DCTA will likely
influence subsequent COVID-19 prevention behavior. The analysis of the role of a DCTA
during the COVID-19 pandemic in terms of both responsibility and inconvenience helps
resolve the doubts. Regrettably, such studies are currently lacking.

To address these issues, an environment needs to be found in which the social epidemic
is relatively stable, while the use of a DCTA is still mandatory on a large scale. China
happens to provide a very good environment for investigation. In terms of the people
who use it, the DCTA in China is mandatory, and no one can refuse to use it [8]. In terms
of the extent of use, the use of DCTAs in China is also widespread, with various DCTAs
developed by the central government and local governments. Many Chinese people are
already excessively using DCTAs, as they are required to register and show their tracking
information when entering or leaving any place, taking public transportation, and traveling
across cities. The overuse of technology often has a negative impact [28]. The overuse of
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DCTA technology in China does cause inconvenience to people’s lives, such as privacy
concerns, data security, error tracking, etc. [8]. China is undoubtedly one of the most
successful countries in the world in terms of its performance in preventing COVID-19 [29].
Therefore, this study proposes the following research questions:

RQ1: Does the overuse of a DCTA still inspire a sense of responsibility for COVID-19
prevention?

RQ2: How does the responsibility and inconvenience of the overuse of a DCTA affect
people’s continued cooperation with the government to prevent COVID-19?

Therefore, this study builds its model based on the normative activation model (NAM)
according to the actual research needs. People’s psychological states can be better measured
by structured scales, and a number of NAM-based studies on COVID-19 have also used the
questionnaire-based approach [30,31]. The model is then validated by surveying Chinese
residents to ultimately address the proposed questions. The results of this study will not
only help policy makers improve the operation of DCTA applications in the post-COVID-19
era of prevention and control but will also contribute to the improvement of national
policies related to epidemic prevention and control.

2. Theoretical Background

The normative activation model (NAM) proposed by Schwartz [32] was used to explain
altruistic behavior and was extended to explain various pro-social and pro-environmental
behaviors, such as energy-saving behavior [33], green consumption behavior [34–36],
environmental behavior [36,37], etc. The NAM has been widely used in environmental,
psychological, and behavioral research and is among the most important theories for
studying the individuals’ socially or environmentally responsible behavior [38]. During
the COVID-19 pandemic, the NAM has been widely used in studies to analyze people’s
infection prevention behavior. A study analyzed people’s willingness to get vaccinated
before traveling from the perspective of the NAM, suggesting that mass media messages
activated personal norms by positively influencing people’s awareness of the consequences
and ascription of responsibility, prompting people to get vaccinated before traveling [30].
Another study analyzed Chinese people’s intentions to save masks in the post-COVID-19
era from the perspective of the NAM and confirmed that personal norms had a significantly
positive impact on mask-saving behavior and that awareness of the consequences and
ascription of responsibility indirectly influenced the intention to save masks through
personal norms [31]. Therefore, it is appropriate to analyze the contribution of a DCTA to
people’s willingness to consistently cooperate with the government in preventing COVID-
19 from the perspective of the NAM.

The theory uses awareness of the consequences, attribution of responsibility, and
personal norms to explain people’s pro-social behavior [32] (Figure 1). The NAM suggests
that awareness of the consequences and ascription of responsibility can activate personal
norms and thus trigger pro-social behavior. Pro-social behavior is an umbrella term
covering a range of behaviors that have a positive impact on society, such as giving help,
cooperating, and comforting [39]. Awareness of the consequences means that individuals
are aware of the negative consequences of their actions [40]. Ascription of responsibility
refers to the reflection of individuals who are responsible for the adverse consequences
of their non-participation in pro-social activities [40]. Personal norms are defined as the
moral obligations that a person needs to fulfill for a particular behavior. According to the
theory, a person’s pro-social behavior or intentions are influenced by personal norms, and
awareness of the consequences and ascription of responsibility can activate such norms [41].
People are more willing to engage in pro-social behavior when they perceive it as a moral
obligation to perform or avoid a particular behavior [41,42].
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Figure 1. The original norm activation model.

3. Research Model and Hypothesis Development

Based on the NAM, this study develops a research model from the perspective of
responsibility and inconvenience to people’s lives. It hypothesizes that the overuse of a
DCTA can activate people’s personal norms by promoting awareness of the consequences
and ascription of responsibility, and ultimately, a willingness to consistently cooperate
with the government to prevent COVID-19. Meanwhile, the inconvenience caused by the
overuse of a DCTA may affect people’s normative activation process. The resulting model
is shown in Figure 2.

Figure 2. Research model.

The monitoring of individuals will improve self-consequence management [43]. There-
fore, the higher the perception of monitoring, the easier it is to perceive the consequences [44].
A DCTA’s tracking will make the users always feel monitored, while they will have to
remind themselves to deal with possible consequences. For example, if individuals do not
take precautions, they may be subject to prolonged isolation, more detailed epidemiological
investigation, trajectory disclosure, and other mandatory measures if they become infected
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or come into close contact with a suspected COVID-19 patient [8]. A study in the UK
confirmed that users were extremely concerned about privacy disclosure and stigmatiza-
tion when using DCTAs during the COVID-19 pandemic [18]. Therefore, the overuse of a
DCTA will prompt individuals to carefully consider the consequences and increase their
awareness of them. Therefore, the following hypothesis is proposed:

H1a. The overuse of DCTAs positively affects people’s awareness of the consequences during the
COVID-19 pandemic.

Monitoring and responsibility are closely related. A study suggests that parental
monitoring activities can trigger students’ responsibility for learning [45]. It has also been
noted that employee monitoring creates a sense of responsibility in managers [46]. In the
prevention and control of the COVID-19 epidemic, the application of DCTAs can monitor
the trajectory of each person’s action, while the government can be precisely responsible in
the event of any trouble. A DCTA also serves an advocacy function that can remind people
to take responsibility for their families and communities [16]. Thus, the overuse of a DCTA
can leave users in constant fear of being held responsible if their actions have caused the
spread of a virus. Therefore, the following hypothesis is proposed:

H1b. The overuse of DCTAs positively affects people’s ascription of responsibility during the
COVID-19 pandemic.

The overuse of technology often has a negative impact [28]. A DCTA, a new technology
arising from the COVID-19 pandemic, has been shown to create concerns about privacy,
stigmatization, being mis-targeted, and data misuse [8,16,18]. Studies have pointed to
concerns about the lack of transparency in the operations of DCTAs, the scope of data
storage, the inability to change incorrect “red” codes (representing health risks), the over-
reliance on the internet, and the reliance on private companies, such as Alipay and WeChat,
to monitor their travel routes [8]. In addition, the overuse of a DCTA can lead to a need for
people to present and register their travel tracks at any place, while individuals are often
inconvenienced by the rapid changes in the epidemic and the inaccuracy of clients’ location
displays for daily life. Therefore, the following hypothesis is proposed:

H1c. The overuse of DCTAs positively affects the inconvenience to daily life during the COVID-19
pandemic.

The NAM proposes that consequence awareness has a significantly positive effect on
the ascription of responsibility and that the two activate personal norms together [39]. Such
a relationship has been prevalent during the COVID-19 pandemic. A study suggests that, in
people’s willingness to be vaccinated, the awareness of consequences creates the ascription
of responsibility, while the latter activates personal norms for vaccination [41]. Similarly, a
study suggests that people’s awareness of the possible consequences allows them to actively
take precautions while traveling in recognition of their potential responsibility in preventing
COVID-19 [47]. One study analyzed people’s behavior during the waste sorting of masks
during the COVID-19 pandemic and verified the roles of the awareness of consequences
and ascription of responsibility in the activation of personal norms [48]. First, due to the
overuse of DCTAs, people will feel that their travels are constantly being monitored and
will have a strong awareness of the consequences. Second, the overuse of DCTAs allows
for more precise accountability, while a sense of responsibility is attributed when people
understand that they will be held accountable for the consequences they cause. Third,
people’s concerns about the consequences and the ascription of responsibility together
contribute to the creation of personal norms, which make people believe that cooperating
with COVID-19 prevention is a moral imperative and pro-social behavior. Finally, due to the
large-scale and continuous use of DCTAs, the mechanism of influence between awareness
of the consequences, ascription of responsibility, and personal norms will persist and may
facilitate people’s continuous intention to cooperate with the government in preventing
COVID-19. Therefore, the following hypotheses are proposed:
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H2a. The awareness of consequences that is caused by the overuse of DCTAs positively influences
the ascription of responsibility.

H2b. The awareness of consequences that is caused by the overuse of DCTAs positively influences
the activation of personal norms.

H2c. The ascription of responsibility that is caused by the overuse of DCTAs positively influences
the activation of personal norms.

H2d. Personal norms have a positive impact on people’s intention to consistently cooperate with the
government to prevent COVID-19.

The prospect theory proposes that individuals’ preferences and behavior under risk
and uncertainty tend to follow an evaluation of their potential gains and losses and that
people may be willing to take risks in exchange for benefits in the face of large, perceived
benefits [49]. One study confirmed that during the COVID-19 pandemic, the perceived
health and privacy risks jointly influenced the perceived benefits, while people would be
willing to forego some life conveniences in exchange for health benefits [26,50]. Living with
an inconvenience can have a negative impact on people’s behavioral intentions [51]. The
overuse of DCTAs has caused many inconveniences in people’s lives, such as privacy issues
and incorrect diagnoses [8]. However, such inconveniences can only weaken people’s
willingness to continue to cooperate in the prevention of the disease and cannot be a
direct deterrent. First, in an environment of government-led mass compulsory use, it is
clear that people are more willing to endure the inconvenience of living with COVID-19
than to bear the consequences and responsibility of not cooperating in the prevention
of COVID-19, although they are dissatisfied. Second, people use the new COVID-19
prevention technology because of their personal and community interests [4]. When
people consider that the consequences of the spread of the epidemic may harm their
personal or collective interests, they develop a sense of responsibility attribution, which
makes them feel morally obliged to cooperate in the prevention of the epidemic, even if
they are slightly dissatisfied. Overall, in the context of government-led mass-mandated
use, the inconvenience of living with DCTAs is unlikely to directly affect people’s sense
of responsibility, sense of consequence, and personal norms, but it can create negative
emotions that may weaken the strength of the causality of the responsibility, sense of
consequence, and personal norms variables, ultimately affecting people’s awareness of
COVID-19 prevention. Therefore, the following hypotheses are proposed:

H3a. The inconvenience to life that is caused by the overuse of DCTAs weakens the contribution of
consequence awareness to the ascription of responsibility.

H3b. The inconvenience to life that is caused by the overuse of DCTAs weakens the role of
consequence awareness in promoting personal norms.

H3c. The inconvenience to life that is caused by the overuse of DCTAs weakens the ascription of
responsibility in promoting personal norms.

4. Method

4.1. Questionnaire Design and Survey

The scales for all the variables in the study were designed based on those that have
been validated by existing studies. The scales used to measure the variables in the NAM
were adapted from a related study conducted on the basis of the NAM (Sang, Yao, Zhang,
Wang, Wang, and Liu [36], Kim, Woo, and Nam [38], and He and Zhan [34]). The scale for
measuring overuse was adapted from Lee, Kim, Fava, Mischoulon, Park, Shim, Lee, Lee,
and Jeon [28]; the scale for measuring the inconvenience to life was adapted from Lee, Kim,
Fava, Mischoulon, Park, Shim, Lee, Lee, and Jeon [28]. After the initial questionnaire design
was completed, we asked experts in the field to review and revise it and conducted a small-
scale pre-test to improve it. Please refer to Appendix A for specific measurement items.
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Some of the other design parameters of the scale are as follows. (1) The scale uses
a 5-point Likert scale. (2) The questionnaire questions are in English, while the survey
was conducted in China; thus, we invited two linguists who were proficient in English to
translate the questionnaire from English into Chinese to ensure that the Chinese presen-
tation was error free and easy to understand. (3) We designed reverse questions in the
questionnaire to detect invalid questionnaires. (4) Our questionnaire was designed as an
anonymous survey, where participants were informed of the purpose of the study, only the
necessary data were collected and kept strictly confidential, and respondents were given
gifts to participate. (5) In accordance with the regulations of the Research Ethics Committee
of Yeungnam University (https://irb.yu.ac.kr/02_gid/gid01.html, accessed on 20 June
2022), no specific ethical review was required for the questionnaire survey of this study.

We selected people living in Shanghai as the population for this study. First, Shanghai
is a mega-city in China with a large population, a developed economy, and a rapid diffusion
of new technologies and policies; the use of a DCTA to enhance health verification and
entrance registration is an important initiative to strengthen COVID-19 prevention in
Shanghai. Second, Shanghai had a massive COVID-19 outbreak in March, and after the
pandemic was brought under control, the full deployment of “place code” and “health
verification machine” devices was quickly made mandatory for citizens to use, while
citizens had to scan the QR codes on these devices through their cell phones to complete
health verification and tracking registration before entering places (see Figure 3) [52].

 

Figure 3. Tracking display/registration QR code generated by the DCTA in Shanghai.

In this study, we randomly joined some instant messaging software chat groups
in the Shanghai area and randomly conducted questionnaires among members of them.
Participants who completed the survey would receive a CNY 10 shopping coupon. In
total, 400 respondents living in Shanghai were randomly surveyed through various SNS
platforms from 1 July 2022 to 10 July 2022. Finally, we received a total of 379 questionnaires
and obtained 313 valid questionnaires (82.5%) by removing duplicate responses, biased
reverse questions, and those with less than 2 min of answer time.
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4.2. Structural Equation Model

We first used a descriptive analysis of the demographic characteristics of the sam-
ple. Second, we evaluated the indicators related to model quality. Finally, the proposed
hypotheses were tested.

The covariance-based structural equation model (CB-SEM) and variance-based partial
least squares structural equation modeling (VB-SEM) can both be used to analyze structural
equation models. However, the following may be noted. (1) Partial least squares structural
equation modeling (PLS-SEM) is more suitable than CB-SEM for measuring structural
equation models with more than six latent variables [53]. (2) PLS-SEM is suitable for a
wider range of data characteristics than CB-SEM, especially for handling non-normally
distributed data [53]. (3) PLS-SEM is more suitable for small-sample measurements and
exploratory studies [53].

This is an exploratory study with six latent variables in the research model and a small,
effective sample size. Additionally, a multivariate normality analysis was performed on the
data collected in this study using a web calculator to measure the distribution of the data
(https://webpower.psychstat.org/, accessed on 13 July 2022). The results show Mardia’s
multivariate skewness (β = 40.707, p < 0.001) and multivariate kurtosis (β = 473.530, p <
0.01) that suggest multivariate non-normality. In summary, PLS-SEM is more suitable for
data analysis in this study [54,55].

5. Results

5.1. Demographics and Bias Test Results

Among the 313 valid questionnaires collected from participants in this study, 125
(39.9%) were male and 188 (60.1%) female; the largest number of people were aged be-
tween 30 and 39 years (N = 165, 52.7%), followed by those aged between 40 and 49 years
(N = 51, 16.3%). Of the participants, 172 (55%) had a bachelor’s degree, and 75 (24%) had
master’s or doctoral degrees. The vast majority had a monthly income in the range of CNY
10,000–14,999 (N = 146, 46.6%), while 17.9% had a monthly income in the range of CNY
5000–9999 (N = 56). Referring to the data of people’s concern about DCTA in China from
the Baidu Index (https://index.baidu.com, accessed on 19 August 2022) (Figure 4), this
survey result has a certain degree of representativeness.

Figure 4. Crowd attributes of Chinese people who care about DCTA.

To detect the non-response bias, a paired t-test was performed on the demographic
data of the first and last 25 participants in the survey [56]. The results of the test showed no
significant differences. Therefore, non-response bias was not a serious problem.

Common method bias (CMB) is also a common problem in surveys, which we mea-
sured using two methods. First, this study measured the rate of extraction of single factors
according to the method proposed by Podsakoff et al. [56], which was 24.154%, below
the threshold of 40%. Second, this study was performed using the full-VIF method of
measurement in PLS-SEM to detect CMB [57]. All VIF values were below the threshold
of 3.3 [54]. The results of these two tests indicate that CMB was not a serious problem in
this study.
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5.2. Measurement Model Results

We measured the quality of the model by assessing the composite reliability (CR),
average variance extracted (AVE), discriminant validity, and outer loading. As shown
in Table 1, the CR and Cronbach’s alpha for all the variables exceeded 0.7, indicating
that the internal consistency of the data in this study was satisfactory. The AVEs for the
variables were all greater than 0.5, while the outer loading exceeded 0.7, indicating that the
convergent validity of the data in this study was satisfactory [53].

Table 1. Reliability and validity of constructs.

Latent Variable Item Loading Mean (SD) Cronbach’s α CR AVE R2

CTO

CTO1 0.841

3.143 (0.804) 0.819 0.866 0.618 -CTO2 0.821
CTO3 0.754
CTO4 0.731

ACS
ACS1 0.851

3.028 (1.074) 0.839 0.903 0.757 0.111ACS2 0.915
ACS3 0.843

ARE
ARE1 0.864

3.439 (0.653) 0.715 0.841 0.639 0.063ARE2 0.750
ARE3 0.780

PLI

PLI1 0.923

3.149 (1.131) 0.898 0.93 0.769 0.020
PLI2 0.758
PLI3 0.927
PLI4 0.889

PNO
PNO1 0.883

3.544 (0.860) 0.818 0.888 0.727 0.125PNO2 0.894
PNO3 0.775

CRC

CRC1 0.783

3.132 (0.714) 0.855 0.898 0.689 0.024
CRC2 0.840
CRC3 0.781
CRC4 0.910

Abbreviations: CTO—COVID-19 Tracking App Overuse; ACS—Awareness of Consequences; ARE—Ascription
of Responsibility; PLI—Perceived Life Inconvenience; PNO—Personal Norm; CRC—Continue to Cooperate
Intention to Prevent COVID-19.

We determined the discriminant validity using both Fornell and Larcker’s test and
the heterotrait–monotrait ratio (HTMT) test. As shown in Table 2, the square root of each
variable’s AVE is greater than the correlation with other variables [53]. The HTMT values
were also all below 0.85. Therefore, the discriminant validity of this study is in accordance
with the requirements [53].

Table 2. Discriminant validity.

Fornell–Larcker Criterion

ARE ACS PLI PNO CRC CTO
ARE 0.799
ACS 0.186 0.870
PLI 0.114 −0.024 0.877

PNO 0.247 0.294 0.253 0.852
CRC 0.537 0.058 0.099 0.154 0.830
CTO 0.222 0.333 0.447 0.266 0.174 0.786

139



Life 2022, 12, 1371

Table 2. Cont.

Heterotrait–Monotrait Ratio

ARE ACS PLI PNO CRC CTO
ARE
ACS 0.236
PLI 0.141 0.055

PNO 0.304 0.332 0.294
CRC 0.636 0.103 0.114 0.173
CTO 0.224 0.338 0.443 0.301 0.151

Abbreviations: CTO—COVID-19 Tracking App Overuse; ACS—Awareness of Consequences; ARE—Ascription
of Responsibility; PLI—Perceived Life Inconvenience; PNO—Personal Norm; CRC—Continue to Cooperate
Intention to Prevent COVID-19.

5.3. Structural Model Results

Before measuring the structural model, we measured co-linearity (ensuring sufficient
independence between variables), and the VIF for all the variables was below 3; thus,
co-linearity was not a major issue in this study. After ensuring the reliability and validity
of the model, we tested the hypotheses using the structural model. The path coefficients
and significance test results from the structural model are shown in Table 3. Overuse of
DCTAs had a positive and significant effect on awareness of the consequences, ascription of
responsibility, and perceived life inconvenience, with H1a, H1b, and H1c being supported.
Awareness of the consequences had a significantly positive effect on the ascription of re-
sponsibility and personal norms, thus supporting H2a and H2b. Ascription of responsibility
had a significantly positive effect on personal norms, supporting H2c. Personal norms
had a positive impact on the willingness to consistently cooperate with the government in
COVID-19 prevention, supporting H2d. In addition, none of the control variables had a
significant effect on the users’ intention to consistently cooperate with the government in
COVID-19 prevention.

Table 3. Assessment of the structural model.

Hypothesis β STDEV T-Statistic p-Value Result

H1a: CTO -> ACS 0.333 0.334 6.755 0.000 Support
H1b: CTO -> ARE 0.18 0.181 3.190 0.001 Support
H1c: CTO -> PLI 0.447 0.45 11.93 0.000 Support
H2a: ACS -> ARE 0.126 0.13 1.974 0.048 Support
H2b: ACS -> PNO 0.257 0.259 4.901 0.000 Support
H2c: ARE -> PNO 0.199 0.204 3.711 0.000 Support
H2d: PNO -> CRC 0.157 0.161 2.651 0.008 Support

Edu -> CRC −0.016 −0.013 0.257 0.797
Gender -> CRC 0.039 0.046 0.301 0.763
Income -> CRC 0.035 0.032 0.505 0.613

Age -> CRC −0.039 −0.04 0.709 0.478
Abbreviations: CTO—COVID-19 Tracking App Overuse; ACS—Awareness of Consequences; ARE—Ascription
of Responsibility; PLI—Perceived Life Inconvenience; PNO—Personal Norm; CRC—Continue to Cooperate
Intention to Prevent COVID-19.

Finally, we evaluated the goodness of fit (GOF) of the model using the standardized
root mean square residuals (SRMR). The SRMR value for the model is 0.068, which is less
than the threshold value of 0.08. Thus, the fit of the model is satisfactory [58].

5.4. Moderating Effect Results

The perceived life inconvenience was used as a moderating variable; its moderating
effect was measured through two steps in this study. First, we measured the significance
of the moderating effect; second, we measured the strength of the moderating effect by
calculating F2 as follows: (R2 interaction model − R2 main effects model)/(1 − R2 main
effects model). If F2 is between 0.02 and 0.15, it indicates a small moderating effect; if it is
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between 0.15 and 0.35, it indicates a moderate moderating effect; and if it exceeds 0.35, it
indicates a high moderating effect [59,60].

The moderating effects are shown in Table 4. The perceived life inconvenience signifi-
cantly reduced the effect of awareness of the consequences on the ascription of responsibility
(β = −0.158, p < 0.01), thus supporting H3a. Perceived life inconvenience also significantly
reduced the effect of ascription of responsibility on personal norms (β = −0.158, p < 0.01),
thus supporting H3c. However, perceived life inconvenience had no significant moderat-
ing effect on awareness of the consequences and personal norms, and H3b was rejected
(β = −0.078, n.s.).

Table 4. Moderation effects test.

Hypothesis
R2 Main

Effects Model
R2 Interaction

Model
F2 β T-Statistic p-Value Result

H3a: PLI*ACS -> ARE 0.063 0.091 0.023 −0.158 2.796 0.005 Support
H3b: PLI*ACS -> PNO 0.125 0.215 - −0.078 1.467 0.142 Reject
H3c: PLI*ARE -> PNO 0.125 0.215 0.072 −0.158 2.645 0.008 Support

Abbreviations: ACS—Awareness of Consequences; ARE—Ascription of Responsibility; PLI—Perceived Life
Inconvenience; PNO—Personal Norm.

Slope plots are provided as part of the moderating effect analysis to provide a more
visual response to the enhancing/weakening effect of the moderating variable on a specific
relationship. We performed slope analysis on the significant moderating relationships. The
results are shown in Figures 5 and 6. Perceived life inconvenience significantly reduced
the predicted effect of awareness of the consequences on the ascription of responsibility,
with a “medium” effect size (β = −0.158, p < 0.01, 0.02 < F2 = 0.023 < 0.15). Perceived life
inconvenience significantly reduced the impact of ascription of responsibility on personal
norms, with a “high” effect size (β = −0.158, p < 0.01, 0.35 < F2 = 0.072).

 
Figure 5. Simple slope analysis (PLI*ACS -ARE).
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Figure 6. Simple slope analysis (PLI*ARE -NO).

6. Discussion and Conclusions

6.1. Key Findings

The results of the study suggest that the overuse of DCTAs triggers awareness of
the consequences and ascription of responsibility, that awareness of the consequences is
an important antecedent of ascription of responsibility, and that the triggered awareness
of the consequences and ascription of responsibility activate people’s personal norms.
Guided by personal norms, people will continue to cooperate with the government to
prevent COVID-19. Such results again validate the NAM theory in the context of the
COVID-19 pandemic and are also in general agreement with the results of some studies on
DCTA [8,10,11,18,21,30,31]. The tracking ability of a DCTA plays a role in monitoring people
for the prevention of COVID-19. First, when a DCTA accurately tracks everyone’s travel
trajectory and health status, people are worried about being held precisely accountable
for the consequences of their bad behavior. Second, the lack of privacy protection in a
DCTA may also cause people to worry that they may be stigmatized in the event that
they are infected [18]. Finally, the deficiencies of a DCTA’s positioning accuracy can raise
concerns [8,21]; people are urged to exercise caution to prevent being wrongly identified as
a close contact and being investigated. The awareness of consequences and ascription of
responsibility that people develop under DCTA monitoring will compel people to consider
it a pro-social moral obligation to cooperate with the government to prevent COVID-19,
and ultimately, to consistently cooperate with the government to prevent COVID-19.

The overuse of DCTAs has indeed also inconvenienced people in their lives, thus
weakening their willingness to actively cooperate with the government in preventing
COVID-19 (moderating effects of perceived life inconvenience). People use DCTAs in the
spirit of personal and social interests [4]. However, it is human nature to “tend to benefit
and avoid harm” [49]. The inconvenience of living with a DCTA can cause people to
weigh the pros and cons of preventing COVID-19. Studies have demonstrated that people
tolerate privacy risks in DCTA use when the privacy risks they pose are lower than the
health risks [26,50]. It is reasonable to infer that when the inconvenience caused by a DCTA
exceeds the level of responsibility required, people will choose to take responsibility rather
than endure the inconvenience to life. In addition, when the inconvenience caused by a
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DCTA results in considerable losses, people may have the feeling that “DCTA has already
caused me losses, so what is my obligation and responsibility to cooperate?” However, the
reality is that due to the government’s strict precautions, the fear of being forcefully held
accountable far outweighs the perceived inconvenience of living with a DCTA. Therefore,
from the perspective of personal interest, even if people are dissatisfied, they are forced to
develop a sense of responsibility and personal norms to cooperate with the government
in preventing COVID-19 due to the awareness of the dire consequences. This explains
the mechanism by which the inconvenience caused by the overuse of DCTAs plays a
moderate-to-high intensity-weakening role in the relationships between awareness of the
consequences and ascription of responsibility and between ascription of responsibility and
personal norms; it does not directly negatively affect the relationship between ascription of
responsibility and personal norms.

However, the debilitating effect of perceived life inconvenience from the overuse
of DCTAs on consequence awareness and personal norms was not confirmed in this
study. This inspires us to suggest that the inconvenient effects of a DCTA may need to be
combined with precise accountability. The inconvenience caused by the overuse of a DCTA
is magnified in the process of precise accountability, such as privacy concerns. When there
is no accountability process, privacy is only restricted to a very few managers, and once the
accountability process is involved, it can lead to stigmatization due to privacy breaches.
Therefore, people will always carry this psychological pressure when using a DCTA. If
the process of precise accountability is missing, a DCTA brings about only inconvenience
to life, and people only need to measure the relationship between the inconvenience to
mobility and prevention of COVID-19; they will naturally think that cooperating with the
government to prevent COVID-19 is only a moral responsibility and will have no sense of
responsibility for preventing COVID-19.

6.2. Theoretical Contributions

This study offers several theoretical contributions. First, this study evaluated the effect
of DCTA overuse on promoting continuous cooperation with the government for COVID-
19 prevention in a large-scale, mandatory-use environment and clarified the mechanism by
which DCTA overuse promotes people’s cooperation with the government for disease pre-
vention from a psychological perspective, thus enriching the literature on the effectiveness
of DCTAs in disease prevention. Second, this study validated the issue of the feasibility of
the NAM model in explaining people’s pro-social behavior in epidemics; it also verified
that the overuse of digital health technology is an antecedent that triggers users to develop
awareness of the consequences and ascription of responsibility, which expands the field of
the use of the NAM and helps subsequent studies to apply it to investigate the impact of
digital health technology on user psychology. Finally, this study verified the existence of a
moderating effect of negative factors on the intrinsic mechanisms of the NAM model by
analyzing the effects of perceived life inconvenience, which enriches the connotation of
the NAM.

6.3. Practical Contributions

Our study also carries some practical implications for the prevention of COVID-19.
First, the government should not only develop functionally advanced DCTAs, but it

should also have the ability to enforce their strict use nationwide. Meanwhile, the digital
divide in the pandemic is worsening [23], making it difficult for many elderly and low-
income people to use DCTAs because of accessibility issues. This requires the government
to find ways to solve the tracking problem for this sector of the population, and the Chinese
government’s practice in this regard is worth learning from and promoting. In many areas
of China, people who do not have electronic devices and have difficulty using DCTAs only
need to bring their ID cards when they travel, while public transportation drivers and staff
in public places can use the “register and present for others” feature of a DCTA to help
them overcome the digital divide caused by the adoption of digital technology.
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Second, the tracking accuracy of a DCTA must be further optimized. This helps reduce
the perceived inconvenience of life caused by DCTA. People worry about being wrongly
isolated or pursued because of wrong tracking by a DCTA, which may be due to the layout
of wireless base stations. When different areas are covered by the same base station, the
tracking may be confused, resulting in location misclassification. Therefore, the developers
of DCTAs should work with wireless network providers to optimize the location algorithm
and base station distribution to reduce their chances of being mislocated.

Third, a special governmental supervision department should be established to im-
plement confidential supervision of people’s tracking information through legislation and
relevant technical measures and make timely adjustments to the errors that occur.

Finally, DCTA is only a precautionary measure that had to be taken to prevent COVID-
19. The government should continuously adjust the level of DCTA use according to the
changing situation of the COVID-19 pandemic. The inconvenience caused by the overuse
of DCTAs to people’s daily lives and their negative emotions should be reduced.

6.4. Limitations and Future Directions

There are some shortcomings in this study. First, the survey in this study is limited
to Shanghai, while the sample size is insufficient; thus, there may be some problems
with representativeness, and future studies are encouraged to adopt more representative
research methods, such as big data analysis of the epidemic. Second, the “perceived
inconvenience” in this study is a broad concept, which can be further subdivided into travel
inconvenience, privacy concerns, and so on, in subsequent studies. Finally, the number of
elderly respondents in this study was small, while the elderly are considered to be a very
important group in the prevention of COVID-19; it is expected that future studies on the
use of DCTAs among the elderly can be conducted.
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Appendix A. Scale

Table A1. Scale.

Construct No. Item References

Contact Tracing App
Overuse

(CTO)

CTO 1 I must use a DCTA to enter any place.

Lee, Kim, Fava, Mischoulon,
Park, Shim, Lee, Lee, and Jeon

[28]

CTO 2 Even though using a DCTA to enter some sites
caused queues, I had to use it.

CTO 3 I have to use a DCTA every time I travel.

CTO 4 Many places force me to use a DCTA.
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Table A1. Cont.

Construct No. Item References

Awareness of
Consequences (ACS)

ACS1 The overuse of DCTAs allowed me to understand
the consequences of COVID-19 proliferation.

Sang, Yao, Zhang, Wang,
Wang, and Liu [36]

Kim, Woo, and Nam [38]
ACS2 The overuse of DCTAs did not raise my awareness

of preventing COVID-19 (Reverse).

ACS3 The overuse of DCTAs reminds me to avoid risky
behaviors as much as possible.

Ascription of
Responsibility (ARE)

ARE1
The overuse of DCTAs has taught me that negative
behaviors resulting in the spread of COVID-19 will

be precisely pursued.

Kim, Woo, and Nam [38]
ARE2

The overuse of DCTAs reminds me of my
responsibility to cooperate in the prevention of

COVID-19.

ARE3
The overuse of DCTAs makes me think that

everyone must take responsibility for slowing the
spread of COVID-19.

Personal Norms (PNO)

PNO1 The overuse of DCTAs makes me feel obliged to
cooperate in the prevention of COVID-19.

Kim, Woo, and Nam [38]
Sang, Yao, Zhang, Wang,

Wang, and Liu [36]
PNO2 The overuse of DCTAs has forced me to cooperate in

the prevention of COVID-19.

PNO3
The overuse of DCTAs makes me think it is morally

responsible to cooperate in the prevention of
COVID-19.

Perceived Life
Inconvenience

(PLI)

PIC1 The overuse of DCTAs has caused inconvenience to
my travel.

Seiders, Voss, Godfrey, and
Grewal [51]

PIC2 The overuse of DCTAs makes it inconvenient for me
to get in and out of some places.

PIC3
The overuse of a DCTA adds inconveniences to my
life, such as concerns about privacy leaks and being

misplaced.

PIC4 The overuse of a DCTA forces me to spend a lot of
time planning my life.

Continuous Cooperation
Against COVID-19

Intention (CAI)

CAI1 I intend to continue working with the relevant
departments to prevent COIVD-19.

Kim, Woo, and Nam [38]
He and Zhan [34]

CAI2 I am willing to follow the guidance of the relevant
department to continuously prevent COVID-19.

CAI3
Even if it costs me time and money, I am willing to

keep working with the relevant departments to
prevent COVID-19.

CAI4 I look forward to continuing to work with the
relevant authorities to prevent COVID-19.
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Daniele Giansanti

Centre Tisp, Istituto Superiore di Sanità, 00131 Roma, Italy; daniele.giansanti@iss.it; Tel.: +39-06-49902701

I am writing you regarding your interesting article “The Impact of Digital Contact
Tracing Apps Overuse on Prevention of COVID-19: A Normative Activation Model Per-
spective” [1] published in the Special Issue “The Digital Health in the Pandemic Era” [2].

I found that this work particularly stimulating and gives a great added value to the field.
Specifically, I believe that this study has great merit, drawing the attention of scholars

to the usefulness of digital contact tracing in the fight against COVID-19.
During the COVID-19 pandemic, many countries have used digital contact tracing

apps (DCTAs) to implement contact tracing. Although the use of DCTAs has contributed
to the prevention and control of COVID-19, there are doubts in academia about their actual
effectiveness [1]. In your study [1], the role of DCTAs in the prevention of COVID-19
was analysed in terms of both the responsibility and inconvenience to life in a large-scale
DCTA overuse environment, based on the normative activation model. I completely agree
with your findings suggesting that: (a) the overuse of a DCTA activates people’s personal
norms by triggering awareness of the consequences and ascription of responsibility, leading
people to consistently cooperate with the government to prevent COVID-19. (b) However,
the inconvenience of living with DCTA overuse weakens the effect of the awareness
of consequences, ascription of responsibility and its role in influencing personal norms.
(c) These effects may bear on people’s willingness to consistently cooperate with the
government to prevent COVID-19. The results from your study confirmed the effectiveness
of DCTAs in counteracting pandemics from a social responsibility perspective in a large-
scale environment where a DCTA is used, enriching the literature on DCTA research in
the COVID-19 pandemic. I am convinced that the results of your study can also help
governments to design, develop and improve policies to prevent COVID-19, as well as
improve DCTAs’ operating patterns.

I also, with some co-authors, faced DCTA use during the pandemic [3]. Specifically, I
investigated the effectiveness of DCTA use in Italy [3]. We found that in Italy the DCTA
showed both a low diffusion and a lack of capacity in the fight against COVID-19. Several
factors have been identified affecting the use and diffusion of the DCTAs, for example, the
strong impact of privacy issues and the digital divide [3–5]

Another study, based on a survey and published in the Special Issue confirmed this
problem in Italy [6].

Ferretti et al. [7] had explored in the first phases of the pandemic the feasibility of
protecting the population (that is, achieving transmission below the basic reproduction
number) using isolation coupled with classical contact tracing by questionnaires versus
algorithmic instantaneous contact tracing assisted by a mobile phone application [8]. The
authors had concluded that although SARS-CoV-2 was spreading too fast to be contained by
manual contact tracing, it could be controlled if this process was faster, more efficient, and
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increased in scale. According to the authors, the DCTAs that build a memory of proximity
contacts and immediately notifies contacts of positive cases could achieve epidemic control
if used by enough people. Therefore, according to these authors, DCTAs could be useful in
controlling the COVID-19 epidemic.

However, the approach based on the DCTAs [8] did not run with the same effectiveness
in the world. It showed positive experiences for containing the pandemic in some countries,
such as for example in China and South Korea [8] and negative experiences in other
countries, such as in Italy [3,5,6].

I understand that there are a lot of factors affecting this in a positive [1] or negative
way [3–5], and that also the national disaster culture has an important role. Based on your
experience [1] and field of study I would like to open a discussion with you and have
your reply.

Funding: This research received no external funding.

Data Availability Statement: The data presented in this study are available upon request from the
corresponding author. The data are not publicly available for ethical reasons.
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Thank you for your comments [1] for our Manuscript. We would like to discuss
with you the question, “Why has digital contact tracing worked differently in different
countries?” from the perspective of national disaster cultures.

Many studies in Western countries have shown that digital contact tracking APPs (DC-
TAs) cause a lot of inconvenience, leading to their effectiveness in preventing COVID-19,
such as digital divide issues, diffusion issues, and data security issues [2–4]. In particular,
one review noted that compared to Western DCTAs, the biggest problem with Chinese
DCTAs (such as the Alipay Health Code app) is the difficulty in achieving an optimal
balance between data protection standards and public health interests [3]. However, our
study shows that the massive overuse of DCTA in China, while causing inconvenience, also
helps to stimulate a sense of consequence and responsibility, in which people tend to ignore
the inconvenience and consistently prevent COVID-19 [5]. I think it helps to understand
such differences from the perspective of national disaster culture.

There are three main types of disaster management culture: state-oriented, individu-
alistic, and fatalistic. In a state-oriented risk management culture, people believe that the
direction of disasters is determined by both the environment and people, and that action
must be taken to manage disasters. However, people do not know much about coping
mechanisms, so they show a high level of trust in national disaster management authorities
and have high expectations of the role of government. They believe that national-level
involvement can be effective in managing disasters. They will trust and cooperate with
the disaster management measures of the national disaster management authority and
will be highly compliant with these measures [6,7]. In a culture of individualistic-centered
disaster management, people believe that risk prevention is possible and that negative
consequences should be reduced through action. However, they tend to have a high level of
awareness of how they can respond to disasters, are not trusting of the role of government
disaster management, and prefer to take action on their own to protect themselves [6,7]. In
a fatalistic risk management culture, people will believe that disasters are forces of nature
that cannot be denied, are unpredictable, and are inevitable. These people lack confidence
in crisis resolution, and they expect the nation’s disaster management authorities to take
action, but do not take nationally issued information about disasters seriously, and do not
seriously cooperate with disaster management [6,7].

The national culture of disaster management in Chinese society is state oriented.
Chinese people are highly subservient to the government’s instructions and arrangements
to resolve their crisis. Chinese people have a high level of trust in the national disaster
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management authorities, and they believe that state involvement helps to manage disasters
efficiently. As the Chinese government takes strong measures to prevent COVID-19, it
inspires the public to cooperate with the government by creating a sense of collective
responsibility and mission. Chinese people like to obtain knowledge and policies on
epidemic prevention released by the government from social media, and also tend to
express their views on responsibility and concerns about the epidemic through social
media. Therefore, when the Chinese government overused DCTA nationwide, although it
caused inconvenience to people, they were more inclined to sacrifice their own interests
to cooperate with the state’s epidemic prevention when weighing the pros and cons in a
state-oriented disaster response culture. Chinese also tend to show compassion for patients,
blame those who caused the consequences and give appreciation to COVID-19 prevention
heroes on social media [8,9]; in addition, with DCTAs’ tracking feature, the troublemakers
who caused the spread of COVID-19 can be better located. Thus, although the Chinese
perceived a lack of transparency in the operation of DCTAs and an unclear scope of data
storage, they were also willing to overlook the potential loss of personal benefits from
DCTAs [10] and cooperate with the national disaster authorities for effective use; ultimately,
DCTAs have been shown to be extremely effective in China. Moreover, the sense of
responsibility is very strong not only in China, but also in countries with Eastern cultures,
such as South Korea, which has been very successful in preventing COVID-19. A study
analyzed Korean posts on Twitter about COVID-19 prevention and found that the most
content was about “attribution of responsibility” [11]. Korea is also a country where DCTAs
are used on a large scale, and where the epidemic prevention department gives each place
a phone number for people to register their tracks. If someone is infected with COVID-19,
his or her track will likely be made public on the disease administration’s website.

In contrast, in some western countries, their disaster management culture may be
centered on individualism. For example, in Europe, many British people refuse to use
such apps because of privacy concerns [12], Irish people refuse to use it because they fear
that tech companies or the government will use the app to monitor users even after the
COVID-19 pandemic is over [13]. In the individualistic-centered disaster management
culture, they are distrustful of government or company-led preventive measures. They
are worried about their own interests and do not use DCTAs, and they prefer to face
COVID-19 through their own perceptions rather than using DCTAs promoted by the
relevant authorities or the government. Therefore, we can also infer that this part of the
population can be individualistic in disaster management issues when they are capable of
coping with COVID-19, and once they fail to cope, then they are likely to turn to a fatalistic
disaster management culture, believing that COVID-19 is a force of nature, unpredictable
and unavoidable, lacking confidence in the prevention of COVID-19, hoping to rely on the
help of national disaster management authorities, but not taking national control measures,
such as the strict use of DCTAs seriously.

Therefore, I think that future research can empirically study the effectiveness of DCTAs
in different countries from the perspective of national disaster management culture, which
will help each country to construct its own disaster management plan to cope with possible
future international public health emergencies.
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Abstract: Approximately 30% of the global population is suffering from obesity and being overweight,
which is approximately 2.1 billion people worldwide. The ratio is expected to surpass 40% by 2030 if
the current balance continues to grow. The global pandemic due to COVID-19 will also impact the
predicted obesity rates. It will cause a significant increase in morbidity and mortality worldwide.
Multiple chronic diseases are associated with obesity and several threat elements are associated
with obesity. Various challenges are involved in the understanding of risk factors and the ratio of
obesity. Therefore, diagnosing obesity in its initial stages might significantly increase the patient’s
chances of effective treatment. The Internet of Things (IoT) has attained an evolving stage in the
development of the contemporary environment of healthcare thanks to advancements in information
and communication technologies. Therefore, in this paper, we thoroughly investigated machine
learning techniques for making an IoT-enabled system. In the first phase, the proposed system
analyzed the performances of random forest (RF), K-nearest neighbor (KNN), support vector machine
(SVM), decision tree (DT), logistic regression (LR), and naïve Bayes (NB) algorithms on the obesity
dataset. The second phase, on the other hand, introduced an IoT-based framework that adopts
a multi-user request system by uploading the data to the cloud for the early diagnosis of obesity.
The IoT framework makes the system available to anyone (and everywhere) for precise obesity
categorization. This research will help the reader understand the relationships among risk factors
with weight changes and their visualizations. Furthermore, it also focuses on how existing datasets
can help one study the obesity nature and which classification and regression models perform well in
correspondence to others.

Keywords: IoT; pandemic; obesity; classification; regression; real-time system

1. Introduction

Obesity refers to excessive amounts of body fat. Obesity is not only caused by food
genetics, the environment could also be a cause. The intake of energy and not consuming
this energy through physical activity could also be a primary reason for obesity [1]. Obesity
is the relationship between calorie intake and energy expenditure. It is a significant health
issue associated with chronic illness and has a negative impact and long-term effects on
patients and their families. As obesity is a risk factor for a number of diseases worldwide,
it can be a threat to the world in the future. The Asia region is already dealing with
malnutrition (as many cases have reported). Therefore, the number of obesity cases is
increasing significantly with time [2].
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Since 1975, the global obesity rate has increased thrice according to the World Health
Organization (WHO) [3]. In 2013, the Indonesian Basic Health Research national survey
(RISEKDAS) noted that obesity cases were rapidly increasing in Indonesia. Obesity can
affect both men and women. The rate of obesity in adult men was 13.9%, 7.8%, and 19.7% in
2007, 2010, and 2013, respectively. In contrast, the rate of obesity in adult women was 14.8%,
15.5%, and 32.9% in 2007, 2010, and 2013, respectively [4]. However, in 2018, according to
RISEKDAS (the same survey), the rates decreased to 14.5% in men and 29.3% in women [5].

The 2016 data show that the obesity rate has hit over 650 million people globally [6].
From age 18 and older, the ratio of people who are overweight increased to 39% [7]. Obesity
and being overweight lead to other dangerous consequences that could lead to health
anxiety. Obesity is the prime reason for significant lifestyle diseases, such as cancer, type II
diabetes, lung disease, chronic pulmonary disease, and asthma.

Underdeveloped countries and populations are high victims of these diseases. NCDs
(non-communicable diseases) and lifestyle diseases caused 36 million (63%) global deaths
in 2008. Of these 36 million people, 80% were affected in underdeveloped countries and the
middle class, 13% affected the upper class, and 29% affected those under age 60. Selected
literature studies showed an annual increase of 10 million deaths due to NCDs. A survey
from 2016 showed an increase of 71% (56.9 million), predicting 75% to 88.5% of deaths
(until 2030) from NCDs in emerging countries, while the ratio predicted in developing
countries is 65% [8]. Body mass index (BMI) is a primary risk element for the rise in
diseases linked to sedentary lifestyles [9]. BMI helps in assessing body composition by
calculating “weight/height".² However, BMI is considered a lousy sign of the proportion of
body fat because BMI is dependent on age and does not count the fat on different body sites.
According to the Institute of Medicine’s 2012 report, there are population-based obesity
prevention initiatives that address obesity and being overweight, such as a balanced diet,
regular exercise, context- and setting-specific advice, and sound social norms [10].

There are several risk factors associated with obesity. In general, these factors are
divided into categories, such as lifestyle factors (e.g., consuming junk food, alcohol, stress,
and low physical activity), as well as demographic and socioeconomic elements (e.g., age,
gender, marital status, place of residence, and genetic elements) [11]. Some risk factors
can be avoided while others cannot. To implement an effective risk reduction strategy,
the individual and population levels need to understand the factors that can be avoided
[12]. The available data have helped numerous studies in exploring better approaches.

Epidemiological data modeling techniques (using machine learning) are popular
in scholarly publications. These techniques can contribute to a better understanding of
illness distribution, general health, risk identification, and health risk factors. There are
several methods and algorithms available for this purpose [13]. The techniques require
exact data classifications to assist in identifying risk detection from the information to
lessen the danger signs and morbidity and mortality caused by obesity. Based on data
showing compliance with dietary guidelines for obesity prevention, machine learning
is applied to predict the likelihood of obesity [14]. Electronic health records are used in
machine learning for predicting obesity in children, predicting obesogenic environments
for children, and aggregating clinical data, such as metabolomic lipidomics and model
drug dose responses [15].

In an online study conducted in Bangladesh (November 2020), 338 adults were ex-
amined. Sociodemographic statistics, health-related information, physical activity-related
details, and nutrition measurements were all covered in the questionnaire. With two
scenarios (’before’ and ’during’ the pandemic commencement) taken into consideration,
inferential statistics (i.e., chi-square test, McNemar test) were employed to analyze the
relationships between BMI and examined variables [16]. P0.05 was regarded as statistically
significant. Results revealed that 30.5% of people were overweight “before” the COVID-19
pandemic and 34.9% of people were overweight “during” the pandemic. This suggests that
4.4% of the participants experienced significant weight gain after the pandemic started.
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A recent report from Riyadh shows that 24.5% of women and 19% of men are suffering
from obesity [17]. In 2021, the United Kingdom of Saudi Arabia showed significant increases
in obesity rates. The ration varied in men and women but overall statistics showed that
there were increases of 26.8%, 24%, 23.5%, 23.3%, 20.6%, 20.2%, 19.8%, 19.7%, and 14.2% in
Riyadh, Makkah region, Hail (23.5 %), Al-Jouf, the northern border region, Madinah, Jazan,
Tabuk, and Al-Baha, respectively, as depicted in Figure 1. This increase in people being
overweight has led to an increase in diseases. The report further revealed that diseases
such as obesity, diabetes, high BP, heart illness, stroke, and cancer are rising at ratios of
(19.0%, 24.5%), (13.5%, 10.6%), (13.7%, 12.7%), (5.5%, 3.9%), (1.5%, 1.3%), and (1.3%, 1.8%)
in both males and females, respectively, as shown in Figure 2.

Figure 1. Obesity rate in the provinces of the Saudi Kingdom.

Figure 2. Increased specific disease rate in males and females of the Saudi Kingdom.

Several machine learning algorithms are applied with several features to predict
specific health conditions. A branch of machine learning known as ANN (artificial neu-
ral networks) correlates input parameters and corresponds to output data. ANN has
reported several applications in engineering and medicine with variable success rates.
Dugan et al. [18] employed artificial intelligence to predict childhood obesity. Six models
were used in this research for the study. These models were naïve Bayes, random tree,
ID3, j48, random forest, and Bayes net-trained. These models were applied to the clinical
decision support system on CHICA. The results showed that ID3 performed well, giving
a high ratio of accurate results at 85% and a sensitivity rate of 90%. Jindal et al. used
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techniques for collective machine learning for obesity prediction. The prediction accuracy
proposed for ensemble machine learning approaches was 89.68%. The generalized linear
model, partial least squares, and random forest were used in the ensemble prediction
through a Python interface.

Hammond et al. [15] used public records and electronic health records for the pre-
diction of obesity in childhood. Several machine learning algorithms were trained for
regression and binary classification. The results showed considerable accuracy in the first
two years of data collection. The results showed that children at age five could become
obese. To distinguish between low, medium, and high obesity, they used logistic regression
(using a separate random forest classifier). They employed LASSO regression to ’proph-
esy’ their continuous BMI values. The bootstrap was run 100 times to obtain a better
performance of the model.

Obesity at the national level was predicted using data on food sales; see Dunstan et al. [19].
Three machine learning models were applied to the data obtained from seventy-nine
countries. The authors researched basic information from the synergic nature of categories
by analyzing food sales. They used five categories. The research considered 60% of
countries for 10% (concerning the prevalence range). Moreover, 87% of countries projected
the prevalence of obesity with an absolute error of less than 20%. The research showed
that baked goods and flour were the most appropriate food categories for the prediction of
obesity. Extreme gradient boosting, RF, and SVM were utilized for this model.

Singh and Tawfik [20] presented a machine learning model that might predict ado-
lescent weight gain and obesity. In this study, seven machine learning methods were
employed. J48 pruned tree, K-NN, bagging, and other algorithms were used, such as
multi-layer perception and random forest. An unaltered and unbalanced dataset was
used to vote on the effectiveness of all of the proposed algorithms. The MLP algorithm
resulted in a 96% precision value. While the F1-score gave results of 93.96%. Gerl et al. [21]
exhibited the use of large population cohorts for the prediction of different measures of
obesity. A perplexing lipidomic signature was identified for BFP. A total of 73% of BFP
variants were predicted based on age, gender, and lipidome, with the complete range of
BFP having mistakes.

Montanezet al. [22] used publicly available genetic profiles and studied machine
learning algorithms for predicting obesity. Many machine learning models were involved
in this study, such as the SVM algorithm, decision tree, K-NN algorithm, and the decision
rule for predicting susceptibility to chronic hepatitis with the help of SNP data. Of all the
techniques, SVM produced the best results for the prediction model. According to the
simulation findings, the SVM area was below the curve value of 90.5%.

Borrel and Samuel [23] worked on risk mortality and the US adult body mass index
category. The effects of obesity and excess weight on the Cox proportional hazard regression
were looked at to obtain the death prevalence. They calculated the rate of progress through
time for all causes and the mortality rate dependent on peers at a normal weight. They
also looked into the mortality rate of persons with obesity/were overweight and had
cardiovascular disease. Their proposed results showed CVD caused death in obese adults
(over 20% compared to normal-weight adults).

During the pandemic, the obesity rate increased due to lockdowns, and it become
extremely important to have digital methods to monitor physical activities and the obese-
ness of people. Various challenges were involved in the understanding of risk factors and
the obesity ratio. Traditionally, statistical analyses were used for understanding obesity,
imposing independent linearity and a limited number of prediction sets. Therefore, this
study focused on the different machine learning models for the risk identification of obe-
sity. It evaluated the effectiveness of machine learning techniques, such as regression and
classification on accessible data in order to compile a list of criteria that could be used to
diagnose obesity and being overweight. These results helped us to design an IoT-enabled
decision system that might be accessible worldwide where internet facilities are available.
Thus, the paper provides the following contributions:
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• A novel IoT framework was designed that could be accessible from anywhere and
any time for the early prediction of obesity, from the given link http://mlobesity.
herokuapp.com/ (accessed on: 22 August 2022)

• A decision-making system was developed with the assistance of state-of-the-art ma-
chine learning algorithms.

• The proposed expert system involves both classification and regression models for
clear visualization of given data.

• This system could help doctors in making early decisions that might significantly
increase the prediction of a patient’s current obesity condition

The remainder of the paper is organized as follows: the proposed machine learning
algorithms and IoT system architecture are explained in Section 2. In Sections 3 and 4,
the results and discussion are covered; the conclusion and future work are discussed in
Section 5.

2. Materials and Methods

Classification and regression are supervised machine learning algorithms used for ac-
curate assessments and instructions. For classification and regression, the process includes
the following steps: data collection, preprocessing, data visualization, model training, test-
ing, and evaluating. The research discusses the target population, study sample, and at-risk
population. The study does not predict any new risk factors. The sample data focus on the
population from the ages >20 to <60, excluding pregnancy and genetic factors.

2.1. Dataset Explanation

This study analyzes the data on eating habits and health to estimate the prevalence
of obesity among persons from Mexico, Peru, and Colombia. The data were categorized
using the values of Insufficient weight, normal weight, overweight level I, overweight
level II, obesity type I, obesity type II, and obesity type III, thanks to the class variable
NObesity (obesity level) assigned to the records. The dataset consisted of 2111 records and
17 attributes. The SMOTE filter and the Weka tool were used to artificially produce 77% of
the data, while a website platform collected 23% of the data directly from users. The dataset
is categorized into three parts: Food intake indicators: FAVC (frequent consumption
of high-calorie foods), FCVC (frequent consumption of vegetables), NCP (number of
meals), CAEC (intake of food between meals), CH2O (daily water intake), CALC (alcohol
intake). Body attribute: TUE (time utilizing technological devices), FAF (regular exercise
frequency), SCC (calorie-ingestion tracking), MTRANS (utilized for transportation). Other

attributes: gender, age, height, weight, smoke, and family history.

BMI =
Weight
height2 (1)

Dataset attributes were categorized according to the mass body index as shown in
Equation (1) for each individual; the results were compared with the data provided by the
WHO and the Mexican normativity.

• Underweight Less than 18.5;
• Normal 18.5 to 24.9;
• Overweight 25.0 to 29.9;
• Obesity I 30.0 to 34.9;
• Obesity II 35.0 to 39.9;
• Obesity III higher than 40.

BMI is considered a ’lousy’ sign relating to the proportion of body fat because BMI is
dependent on age and does not count the fat on different body sites. Therefore, a detailed
analysis of individual eating habits, physical activities, and other attributes is needed to
understand obesity in a better way.
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2.2. Dataset Preprocessing

Categorical and continuous data were separated into two groups. Classification
and regression are considered supervised machine learning algorithms used for accuracy
assessment and instruction. The selected dataset had noise—some values were small
and some had a considerable enough amount of data for the supervised, trained machine
learning model. Data samples containing outliers were discarded; the remaining data
were filtered with data mining. Data mining involves clustering, classification, feature
selection, association, calculation, outlier analysis, and pattern discovery. Incomplete data
were removed during the data cleaning process. Similarly, several steps were involved
in the data post-processing, such as pattern interpretation, pattern evolution, pattern
visualization, and pattern selection. 1. K-fold assists in the accuracy of the ML (machine
learning) model after training. 2. Spyder IDE helps establish a Python environment data
science application using anaconda distribution.

2.3. Decision Tree

A classification model that recursively divides the datasets into sub-parts is known as
a decision tree. There are root nodes, internal nodes in the decision tree, and terminal nodes
developed by the subdivision of the tree. Each node was derived from a single parent
and could have many child nodes. A decision tree helps in the decision-making process.
The context of the decision tree decides the probability of sets. The simple structure of the
decision tree has nodes and terminal nodes, which is a supervised approach to classification.
Nodes represent the dataset’s properties, and their results are displayed by terminal nodes.
C4.5 and random forest are examples of algorithms used to implement the decision tree [24].

2.4. Random Forest

Several applications rely on decision tree architecture during training, such as regres-
sion and classification; random decision forest is also an ensemble learning technique.
Random forest utilizes several decision trees (CART) and then gives the most accurate
outcome with the combination of these trees. The decision tree algorithm uses the Gini
index technique, which measures the probability that a selected element from the set will be
erroneously categorized. The total squared possibility for each class is decreased by 1 from
the Gini index calculations. This technique increases the predictive power of the system.
Removing the bias created by the decision tree model adds to the system. Additionally,
using the “random Forest” R package, random forest can naturally order the relevance of
variables in regression or classification tasks [25,26].

2.5. Support Vector Machine

SVM offers excellent empirical findings and a strong theoretical base. Several agents
have used SVM to complete tasks, including digit recognition, object identification in text
categorization, and human activity recognition [27–31]. Based on the ’A’ mathematical
model for problems involving regression; classification was supplied by the statistical
learning systems. A key benefit of SVM involves the availability of trustworthy tools and
techniques for solving issues swiftly and efficiently.

2.6. K-Nearest Neighbor

One data mining technique is the K-nearest neighbor (KNN) approach used for catego-
rization, which assigns a batch of data based on learning previously labeled or categorized
data. The outcomes of newly categorized query instances based on the majority of the
proximity to existing categories in KNN fall under the category of supervised learning,
including KNN. The following are processes involved in categorizing using the K-nearest
neighbor (KNN) algorithm: 1. Establishes the k parameter; 2. Determines the separation
between training and test data using the Euclidean distance calculation; 3. Arranges the
formed distances; 4. Establishes the distance closest to the sequence K; 5. Matches the
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proper class; 6. Assigns the class as the data class to be assessed by counting the number of
classes from the nearest neighbors [32].

2.7. Naïve Bayes

Naïve Bayes data mining techniques help make predictions in many fields and are
used by many researchers. The framework for a hybrid strategy that uses naïve Bayes for
parameter optimization and genetic algorithms for prediction is presented in this research.
According to the naïve Bayes model, parameters with zero values show weaknesses in
the results. This problem can be resolved by applying genetic algorithm optimization.
The problem ’suggested’ optimizing genetic algorithms for the study. The study was
initialized with an analysis of the literature on the subject of child obesity and adequate data
mining models for the prediction of childhood obesity. Following the review, 19 attributes
were chosen, and the NB approach was used to predict child obesity. A 75% increase in
accuracy was seen in the first test to gauge the utility of the proposed approach [33].

2.8. Logistical Regression

Using prior observations from a dataset, a statistical analysis technique called logistic
regression predicts a binary outcome, such as yes or no. Using a logistic regression model,
a dependent data variable is predicted by looking at the correlation between the indepen-
dent variables that are already present. For instance, logistic regression may be used to
foretell a candidate’s outcome in a political election or whether a high school student will
be accepted into a particular college. These simple choices between two options allow for
binary outcomes. Thirty input variables were gathered from the patient records, including
clinical information (gender, age, body mass index, and concurrent disorders), laboratory
testing, and histopathologic results of the gallbladder. The identical database was used to
produce a logistic regression model, and similar data were compared to the outcome [34].

2.9. IoT Enabled System Architecture

This system is regarded as a multiple-user access system, allowing numerous users to
connect to the cloud simultaneously, as shown in Figure 3. There is only a single universal
receiver shared by all users. An IoT system with cloud administration was created to classify
obesity. Because it is a distributed system, the cloud is the best solution for a healthcare
system that enables doctors to obtain data more easily. Our suggested IoT system comprises
four key phases: (1) data collecting, (2) textual data classification, (3) diagnosis, and (4) user
interface. Its goal is to lower disease rates through early detection of obesity.

Figure 3. Proposed IoT system architecture.

This figure demonstrates that the user is the origin of the entire process. With the web
application interface, users engaging with the server and application interfaces are directly
coupled. Therefore, when a user interacts with the web interface, a specific request is sent
to the server. Upon receiving a request, the server examines it to determine what is the need
of the user (obesity prediction, check his/her history, download report, or doctor’s advice).
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Then the server will decide where to transmit the user’s request after considering the needs
of the user. Therefore, the server looks for an expert system that can handle the user’s
request and deliver the results. The server assigns the user’s duties after identifying the
optimal expert system. The user’s task is inputted into the expert system as a string because
the entire model is reliant on textual information, which is utilized to identify obesity in
its early stages. After receiving a string input, the algorithm eliminates any extraneous
words that are found during the prediction stage. After eliminating superfluous words,
the user-provided data are used by the prediction engine to make predictions. Following
the calculation of the outcome, the results are sent to the expert system. The server receives
the results that the expert system collects. After obtaining the expert system’s results,
the server sends it to the web interface, where the user can access his/her results and move
forward in light of the report.

3. Results

The following metrics help in evaluating machine learning models for classification
and regression. Regression Metrics: MBE (mean bias error), RMSE (root mean square
error), MABE (mean absolute bias error), and R2 (determination coefficients). Classification

metrics: discuss the classification report and confusion matrix. F1-score, recall, accuracy,
and precision are included in the classification report and their equations are shown in
Equations (2)–(5). Two dimensions, “actual” and “predicted,” are included in the confusion
matrix. For each dimension, there are values for true positive (TruePos), true negative
(TrueNeg), false positive (FalsePos), and false negative (FalseNeg).

• True positive: The difference between the actual and anticipated classes is 1.
• True negative: The difference between the actual and projected classes is 0.
• False positive: The predicted class is 1, while the actual class is 0.
• False negative: The predicted class is 0, whereas the actual class is 1.

The following class labels were used for regression and classification purposes: ‘Nor-
mal_Weight’, ‘Insufficient_Weight’, ‘Overweight_Level_I’, ‘Overweight_Level_II’, ‘Obe-
sity_Type_I’, ‘Obesity_Type_II’, ‘Obesity_Type_III’ with the indexes of ‘0’, ‘1’, ‘2’, ‘3’, ‘4’, ‘5’,
and ‘6’, respectively.

The following formulas help in the calculation of classification metrics:

Accuracy =
(TruePos + TrueNeg)

TruePos + FalsePos + FalseNeg + TrueNeg
(2)

Precision(P) =
TruePos

TruePos + FalsePos
(3)

Recall(R) or Sensitivity(S) =
TruePos

TruePos + FalseNeg
(4)

F1-score = 2 × Precision × Recall
Precision + Recall

(5)

The precision determines how closely the real value resembles the measured value,
while accuracy assesses how closely the measured value resembles the actual value. Recall
and sensitivity indicate a machine learning model’s overall usefulness. MBE, RMSE, MABE,
and R2 are used for regression problems as represented in Equations (6)–(9). If the MBE is
low and close to zero, the prediction model performs well. Furthermore, zero represents
the optimal situation. The prediction model effectiveness (in the short term) is assessed by
the RMSE metric. It always has a positive value, which ought to be close to zero. MABE
evaluates the severity of an association. The objective is to come as close to zero. The
R2 approach shows how well a method can forecast a set of quantifiable facts. Its value is a
number between 0 and 1.

MBE =
1
q

q

∑
n=1

(bn − cn)
2 (6)
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RMSE =

√√√√1
q

q

∑
n=1

(bn − cn)2 (7)

MABE =
1
q

q

∑
n=1

|bn − cn| (8)

R2 = 1 − ∑(bn − cn)2

∑(bn − bn)2
(9)

3.1. Confusion Matrix

The confusion matrix clarifies the performance of the classification algorithm. The ac-
curacy value can be misled if the number of classes in a dataset is more than one or the
dataset has unequal observations. A confusion matrix gives a clear idea of the results of the
classification model and highlights the errors. It contains the summary of the predicted
results applied to a classified problem [35]. The percentage of accurate classification in
all of the predictions is indicated by accuracy. The matrix contains several values, but the
confusion matrix tells precisely where the process went wrong. There are two axes in the
confusion matrix. The Y-axis shows the test values of the dataset, while the x-axis represents
the prediction results of the test values. There are seven classes in the dataset predicted
by machine learning algorithms. The confusion matrix of the decision tree, regression
logistic, KNN, naïve Bayes, SVM, and random forest are shown in Figures 4–9. The colorful
boxes represent the actual scores of the classes, while the values in other boxes show the
mistaken values.

Figure 4. Decision tree prediction on each class testing sample.

Figure 5. KNN prediction on each class testing sample.
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Figure 6. Logistic regression prediction on each class testing sample.

Figure 7. Naïve Bayes prediction on each class testing sample.

Figure 8. Random Forest prediction on each class testing sample.

Figure 9. Support vector machine prediction on each class testing sample.
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3.2. Real-Time Analysis

Figures 10–15 represent the predicted and real values of different algorithms. The
dotted black line shows the real value that we obtained during the real-time analysis
and the colored lines represent the predicted values of the algorithms. These figures
map 353 samples of obesity, with a total of 16 columns; each sample value is the sum of
16 columns.

Figure 10 represents the predicted value of the decision tree, which shows that real
values match with the predicted values most of the time and provide good results as already
described in Table 1 with an accuracy of 95%. This algorithm is able to validate the model
by using statistical data, which makes it more reliable.

Table 1. Performance analysis of the decision tree, KNN, and logistic regression.

Decision Tree KNN Logistic Regression

Classes Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score

0 1 0.98 0.99 0.79 0.89 0.84 0.9 1 0.95
1 0.92 0.96 0.94 0.58 0.47 0.52 0.9 0.77 0.83
2 0.97 0.95 0.96 0.75 0.75 0.75 0.92 0.92 0.92
3 0.98 0.98 0.98 0.79 0.98 0.87 0.96 0.98 0.97
4 0.98 1 0.99 0.96 0.98 0.97 1 0.98 0.99
5 0.92 0.9 0.91 0.67 0.61 0.64 0.78 0.96 0.82
6 0.92 0.92 0.92 0.67 0.59 0.63 0.87 0.82 0.84
accuracy 0.95 0.76 0.9

Figure 10. Real-time analysis of each testing sample against the predicted values of the decision tree.

Figure 11 represents the predicted value of naïve Bayes, which shows that real values
did not match with the predicted values most of the time and provided very bad results, as
shown in Table 2, with an accuracy of 59%. This algorithm assumes that all predicates are
independent and very rarely occur in real life.

Table 2. Performance analysis of random forest, naïve Bayes, and support vector machine.

Random Forest Naïve Bayes Support Vector Machine

Classes Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score

0 1 0.98 0.99 0.68 0.78 0.73 0.94 1 0.97
1 0.88 0.96 0.92 0.63 0.4 0.49 1 0.89 0.94
2 0.95 0.95 0.95 0.42 0.48 0.45 0.97 0.97 0.97
3 1 0.98 0.99 0.45 0.98 0.62 0.98 0.98 0.98
4 0.98 1 0.99 0.98 0.98 0.98 0.98 0.98 0.98
5 0.9 0.88 0.89 0.59 0.33 0.42 0.89 0.98 0.93
6 0.94 0.9 0.92 0.73 0.22 0.34 0.96 0.9 0.93
accuracy 0.95 0.59 0.96
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Figure 11. Real-time analysis of each testing sample against the predicted values of naïve Bayes.

Figure 12 presents the predicted value of SVM, which shows that there were very few
values where the predicted values did not match the real values and, thus, it provided very
good results, as shown in Table 2, with an accuracy of 96%. This algorithm even works
with unstructured and semi-structured data.

Figure 12. Real-time analysis of each testing sample against the predicted values of SVM.

Figure 13 presents the predicted value of KNN, which shows that there were few values
where the predicted values matched the real values and some values where the predicted
values did not match the real values; thus, it provided average results, as described in
Table 2, with an accuracy of 76%. This algorithm does not perform well on a small dataset.

Figure 13. Real-time analysis of each testing sample against the predicted values of KNN.

Figure 14 presents the predicted value of logistic regression, which shows that there
were very few values where the predicted values did not match the real values; thus, it
provided good results, as shown in Table 1, with an accuracy of 90%. This algorithm is very
fast at classifying unknown records.
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Figure 14. Real-time analysis of each testing sample against the predicted values of logistic regression.

Figure 15 presents the predicted value of the random forest, which shows that there
were very few values where the predicted values did not match the real values and, thus, it
provided very good results, as shown in Table 2, with an accuracy of 95%. This algorithm
can be used to solve classification and regression problems.

Figure 15. Real-time analysis of each testing sample against the predicted values of random forest.

3.3. Comparison with Existing Schemes

Table 3 shows a fair comparison between the proposed and existing work. There is
a lack of studies on the number of machine learning models and statistical matrices for
classification reports. It is not clear how the existing work will perform when the number
of algorithms increases.

Table 3. Comparison with existing work.

References Models Precision Recall F1-Score Accuracy

[24] SVM 0.62 0.64 - -
DT 0.97 0.97 - -

[36] NB 0.90 0.91 - -
LR 0.90 0.91 - -
J48 0.97 0.97 - -

[37] DL - - - 0.82

Proposed work SVM 0.96 0.95 0.95 0.96
KNN 0.74 0.75 0.74 0.76
LR 0.90 0.91 0.90 0.90
DT 0.95 0.95 0.95 0.95
NB 0.64 0.59 0.57 0.59
RF 0.95 0.95 0.95 0.95

In [24], two machine learning algorithms—SVM and DT—were used for obesity
detection, with predicted precision and recall values, but not the F1-score or accuracy value.
Similarly, in [36], there were two machine learning algorithms with prediction values of
precision and recall only. In [37], the deep learning approach was adopted for classification
purposes. In terms of statistical matrices, only accuracy was considered. These studies do
not offer a complete classification report. Furthermore, the existing work does not discuss
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the error rate in the predicted values. The error rate helps in determining whether the
prediction can be considered for further use or not.

However, the proposed system calculates the error rate of the predicted value against
each machine learning model. In the proposed work, all machine learning algorithm error
rate values were calculated in the form of MBE, RMSE, MABE, and R2. The proposed
system utilizes six machine learning models with optimized configuration settings of SVM,
KNN, LR, DT, RF, and NB. It also shows the complete analysis of precision, recall, F1 score,
and accuracy as shown in Table 4 .

Table 4. Error rates of the predicted values.

MBE (MJ/m2) RMSE (MJ/m2) MABE (MJ/m2) R2

Decision Tree −0.006 0.374 0.119 0.901
Naïve-Bayes 0.074 3.62 1.337 −1.057
SVM 0.025 0.235 0.082 0.939
KNN −0.074 2.125 0.589 0.415
Logistic Regression 0.037 0.643 0.201 0.834
Random Forest −0.008 0.156 0.054 0.959

4. Discussion

This study focused on several machine learning algorithms for early obesity diagnosis.
In order to create a list of criteria that could be used to diagnose obesity and being over-
weight, we assessed the usefulness of machine learning algorithms on accessible data. Our
study showed that the SVM performed the best, with the DT and RF classifiers coming in
second for early obesity detection. The SVM’s remarkable performance across all experi-
ments may be explained by the fact that it employed an adaptive weighting strategy during
training. All selected machine learning models were employed for accuracy, precision,
F1-score, and recall. Accuracy evaluates how closely the measured value resembles the
actual value; precision measures how closely the real value resembles the measured value.
A machine learning model’s recall or sensitivity reveals its usefulness.

The research focused on obtaining maximum outputs from the classifiers by using true
positive, false positive, true negative, false negative, the confusion matrix, and classification
report, which resulted in precision, F1-score, recall, and accuracy ratios. The metrics listed
aid in assessing machine learning models for regression: MABE (mean absolute bias error),
RMSE (root mean square error), MBE (mean bias error), and R2 (determination coefficients),
whereas classification metrics include the confusion matrix and classification report (F1-
score, recall, accuracy, and precision). The dataset for this study included 2111 records.
A website platform assisted in collecting 23% of the data directly from users while the
SMOTE filter and the Weka tool were utilized to artificially construct 77% of the data.

In terms of MBE, RMSE, MABE, and R2—naïve Bayes predicted the results with
a higher error rate and lower determination coefficient value. In terms of MBE, KNN
predicted the results with the lowest error rate while the SVM secured the second lowest
value. Similarly, the SVM achieved the second lowest value compared to random forest
when RMSE, MABE, and R2 results were calculated.

Furthermore, the proposed study utilized maximum machine learning models to
obtain a detailed overview of the predicted values as compared to [24,36,37]. The SVM
showed the highest value for precision, F1-score, recall, and accuracy, and ’suggested’ the
best prediction after taking a close look at the end values. Only accuracy, such as in [37],
was not enough to obtain a finer-grained idea of the classification performance. Classifier
working was identified by analyzing the value of the precision, F1-score, and recall.

The analysis of seven classes in six machine learning models showed that naïve Bayes
had less value for precision, F1-score, and recall. Nonetheless, it is important to point out
that the results of this analysis are positive and imply that the suggested SVM can achieve
very high performances above 96%.
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The proposed IoT system gathers textual data on obesity using data collection tools.
The textual data are then communicated to the cloud via the WIFI module, where it goes
through preprocessing and classification phases before being scaled to fit the suggested
machine learning model, which employs a classifier to detect obesity and extract features
from the processed data. The patient can access his/her database to find the classification
results during the analytic phase. By submitting the data and receiving the classification
report in a couple of seconds, the patient can quickly identify obesity (if there is any).
The report is sent to the patient’s doctor in the final step, who will choose the best course
of action.

There are certain limitations to the proposed research, despite the fact that it provides
considerable potential to address situations in real-life. Due to the lack of accessibility of the
datasets gathered from overweight patients, one of these drawbacks is that it exclusively
uses datasets that are publicly available. Therefore, in order to categorize the activity
patterns, future studies should concentrate on gathering and analyzing the datasets of
exclusively fat or overweight persons.

5. Conclusions

Obesity is a major public health problem worldwide. The prevalence of obesity has
increased dramatically in the past few decades, especially during the COVID-19 pandemic.
It is now considered a global epidemic. This is problematic for several reasons, e.g., there is
an increased risk of developing serious health conditions, such as heart disease and diabetes.
Therefore, we proposed a real-time expert system that successfully determines the possible
threat factors related to obesity and being overweight. Several statistical, machine learning,
and data visualization methods have been applied to publicly accessible obesity datasets.
We performed a fair comparison of machine learning algorithms in terms of precision,
recall, F1 score, and accuracy. From the list of proposed algorithms, the SVM outperforms
its counterpart schemes. In case of error rates, the following statistical measurements were
considered: MBE (MJ/m2), RMSE (MJ/m2), MABE (MJ/m2), and R2. In MBE (MJ/m2),
SVM has the lowest error rate nearer to zero, while for RMSE (MJ/m2), MABE (MJ/m2),
and R2—random forest has a better performance compared to the others. Our expert system
takes input from users via a web interface and passes the data to multiple algorithms to
make a classification report. This report will be sent to the patient’s doctor for necessary
actions. In this way, we can easily entertain obesity cases in the initial stages.
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Abstract: Worldwide, COVID-19 is a highly contagious epidemic that has affected various fields.
Using Artificial Intelligence (AI) and particular feature selection approaches, this study evaluates
the aspects affecting the health of students throughout the COVID-19 lockdown time. The research
presented in this paper plays a vital role in indicating the factor affecting the health of students
during the lockdown in the COVID-19 pandemic. The research presented in this article investigates
COVID-19’s impact on student health using feature selections. The Filter feature selection technique
is used in the presented work to statistically analyze all the features in the dataset, and for better
accuracy. ReliefF (TuRF) filter feature selection is tuned and utilized in such a way that it helps
to identify the factors affecting students’ health from a benchmark dataset of students studying
during COVID-19. Random Forest (RF), Gradient Boosted Decision Trees (GBDT), Support Vector
Machine (SVM), and 2- layer Neural Network (NN), helps in identifying the most critical indicators
for rapid intervention. Results of the approach presented in the paper identified that the students
who maintained their weight and kept themselves busy in health activities in the pandemic, such
student’s remained healthy through this pandemic and study from home in a positive manner. The
results suggest that the 2- layer NN machine-learning algorithm showed better accuracy (90%) to
predict the factors affecting on health issues of students during COVID-19 lockdown time.

Keywords: mental stress; COVID-19; feature selection; artificial intelligence; human health; pandemic;
lock down

1. Introduction

The COVID-19 was triggered by Sars-Cov-2 coronavirus, which was initially iden-
tified in Wuhan, China in December 2019 [1,2]. This disease spread in the whole world
rapidly and has significantly affected many aspects of life including mental health, social
life, supply chain, energy consumption, education, etc., [3,4]. Lockdown measures were
taken by governments all over the world to impede the disperse of the disease. People
all over the world were restricted to quarantine and keep social distancing to determine
the number of people who have become infected [5]. Studies have shown that the lock-
down during this COVID-19 had different physiological effects including anxiety, stress,
confusion [6], and anger [7]. Similar effects were observed in the education domain and
various educational stakeholders were affected by lockdown in COVID-19. According to a
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report of UNSECO [8], about 1.6 billion students faced school closure issues. Face-to-face
education was replaced by e-learning. This transformed the lives of the students reducing
them to their homes. Students’ mental and physical health is affected by the COVID-19
lockout situation. Different studies are taking part to figure out the reasons causing the
disturbance in the students’ mental health. During COVID-19, a variety of statistical tools
were used to investigate the elements that influence the students’ mental health. The results
of different existing studies reported that lockdown causes depression, anxiety, mental
stress and health issues in quarantined populations during COVID-19 [9]. Furthermore,
social distancing and different lockdown measures during COVID-19 negatively affect
the health of student [10]. The efficient execution of education depends on the health of
students. As the students are the main pillar of society and the nation’s leadership and
control will rely on them in the future. Therefore, it is necessary to put maximum possible
effort to maintain the health of students [11].

Artificial intelligence (AI) plays a vital role in predicting coronavirus effects in the
future by analyzing the covid data [12]. Different Al-based supervised and unsupervised
algorithms are being employed in studies for COVID-19 predictions and analysis [13]. As
the education sector is the base of every country’s development, so AI techniques help
the educational stakeholders and government officials of countries all over the world to
plan strategies and techniques to maintain the health of students. The focus of this study is
to employ the AI-based technique for the identification of factors affecting the students’
mental health in the pandemic of COVID-19. The following are the primary contributions
of the proposed work:

• Identifying the factors affecting the health of students in the lockdown phase of
COVID-19;

• To assist the educational stakeholders in taking proactive measures for maintaining
the student’s health for the duration of COVID-19;

• Proposing AI-based identification of features affecting the student’s health during the
lockdown period of COVID-19;

• Explore AI approaches namely RF, GBDT, SVM, and NN along with Turf feature
selection for selecting the optimal feature set affecting the health of students.

In this study, COVID-19 related student data will be evaluated in order to determine
factors affecting students’ health during COVID-19 lockdown. The paper is structured in
the subsequent pattern: a summary of related literature is provided in Section 2; the sug-
gested AI-based strategy is described in detail in Section 3; Section 4 presents the analysis
evaluation of the proposed technique; and the research and future work is summarized in
Section 5.

2. Related Work

Different studies are conducted to illustrate the effects of lockdown during COVID-19.
In this section, an overview of existing approaches is presented, focusing on the students’
mental health during the lockdown period in COVID-19. Different studies in different
countries are conducted all over the world to analyze the health of students during the
lockdown in this pandemic situation. Some of the studies are selected from the related
work on the mental and physical health of the students, available on Google Scholar. Table 1
shows the reference of the papers, country in which the study was conducted, also presents
the different variations in sizes of datasets collected for analyzing the factors affecting the
health of students in a pandemic situation. Furthermore, Table 1 analyzes that whether
the existing studies are utilizing AI techniques or not. In the end, Table 1 also presents
what is the conclusion of the recent studies regarding the factors affecting the mental health
of students.
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Table 1. Analysis of studies on student’s health during COVID-19 in different countries.

Reference Country Level of Students Size of Dataset Machine Learning
Effect on Mental and

Physical Health
in COVID-19

[6] Malaysia Postgraduate - No Loneliness, anxiety, stress,
and depression.

[14] Asian students
in Poland Medical students 85 No Feeling of isolation to

students who live abroad.

[15] Bangladesh College Students 400 No

In COVID-19, perceptions
of e-Learning failure and
fear about academic year

failure were connected with
psychological distress.

[16] Bulgaria
Graduate and

undergraduate
students

134 Yes
Availability of separate

rooms for students affects
their education.

[17] China
Non-graduating
undergraduate

students
1172 YES

XGBOOST

School closure, Social
distancing or Isolation, and

Online learning are the
reason for anxiety.

[18] China Secondary vocational
students 5783 No

Good family functioning
can positively affect the

mental health of students.

[19] Philippines College Students 952 No
Socioeconomic gaps and

the digital divide affect the
mental health of students.

[20] India Undergraduate and
post-graduate 516 Yes

Uncertainty regarding
examination affects the

mental health of students.

[21] Jordan Medical Student 1404 No Students focus on strategies
to prevent covid.

[22] Pakistan Higher Educational
Institutions 494 No Unaffordability of digital

devices and the internet.

[23] USA (United States
of America) University Students 195 No

Fear of own health and
dear one’s health affects the
mental health of students.

[24] UAE (United
Arab Emirates)

Medical and
non-medical students 1485 No

Fear of the unknown might
affect the mental health of
students so that students

must be aware of
the COVID-19.

[25] Saudi Arabia University students 400 Yes

Females and
fourth-semester students

face anxiety during
COVID-19.

[26] New Zealand

Mater level
Graduate-level

Teaching degree
(Mathematics

education learning)

3 No

Teachers help in the
transition of a new way of

learning that
affects students.

[27] Greece Undergraduate
forestry students 181 No

Students must be counseled
properly to control negative

emotions during
the lockdown.

[7] Iran Public school
students 20,697 No

Behavioral and socializing
changes during COVID-19

affects mental health.

The paper presents 16 most relevant literature on student’s health in COVID-19.
Recent studies are evaluated on 5 different parameters: the country through which dataset
is taken, study level of student’s understudy, number of students in the dataset, utilization
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of machine learning technique for identification of factors affecting student’s health, and,
lastly, the factor identified by the existing studies that may affect the health of students all
through lockdown phase of COVID-19. Different the different levels and sizes of students
with varying datasets sizes. The studies focus on graduate, undergraduate, college, public
schools, and medical and forestry students of different countries. The recent literature
indicates that there is so much gap in studies regarding machine learning utilization for
analyzing the mental health of students. Different factors come across while analyzing the
existing literature on the students’ mental health. Mainly, the following factors were found
to be very crucial in association with the students’ mental health in the COVID-19 pandemic.

• Loneliness [6];
• The feeling of isolation [13];
• Fear of academic year loss;
• Availability of space for studies;
• Family functioning;
• Females have more mental health issues than male students during COVID-19;
• Fear of own health;
• Fear of dear one’s health;
• Poverty;
• Student Counseling.

Different factors are found in the literature that has an association with the mental
health of students. These factors will help the educational admiration to take measures
for maintaining the health of students during COVID-19. Different remote techniques
and activities should be planned by educational stakeholders to minimize the anxiety of
students during the lockdown period of the pandemic. However, as the health of students
is an important concern so there is a need for deep insight into the data of students during
such pandemic situations. However, the need for AI algorithms is still there for a better
insight into data and its analysis. Main shortcomings in recent studies regarding the health
of students in COVID-19 are still required to address, some of the shortcomings found in the
literature that may help the educational stakeholders to build educational strategies. Firstly,
there is a need to the utilization of feature selection techniques to identify the features
affection health of students during the lockdown in COVID-19. To our knowledge, there
has never been a study that conducted a comprehensive literature analysis and identified
factors affecting the health of kids during COVID-19’s lockdown period based on feature
selection, whereas [28] has presented and utilized AI, but did not consider feature selection.
In the coming sections of this article, we will discuss our novel proposed approach for the
analysis of factors affecting the health of students in COVID-19.

3. Methods and Materials

In this section proposed approach for identifying the factors affecting the health of
students is presented. As it is very important to figure out that what are factors affecting
the health of Figure 1 presents the main flow of the proposed approach main steps of the
proposed approach is as follows:

• Dataset Selection;
• Dataset Cleaning;
• Feature Selection;
• Machine learning algorithm.

Each of the steps is explained further in detail in the coming subsections.
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Figure 1. Proposed flow AI-Based feature selection of factors affecting the health of students in COVID-19.

3.1. Student Dataset in COVID-19

A benchmark dataset of 1182 students in COVID-19 [29] is utilized to analyze the
factors affecting the health of students in the lockdown period of COVID-19. The dataset is
freely available and, hence, utilized easily for research purpose. Table 2 describes the main
properties of the student dataset.

Table 2. Student COVID-19 dataset description.

Number of Students 1182

Number of features 19

Features

Id of the student, home location of students, Student_age, Time
consumed _online Class, Rating of Online Class experience,

Instruction medium for an online class, Time consumed_ self-study,
Time consumed_ fitness, sleeping_ time, Time consumed_ social

media, preferred social media platform, Time consumed_ TV, meals
_per day, changes _weight, Health issue_ lockdown, Stressbusters,

Utilization _time, what you miss the most

Target feature Health issue during lockdown

Number of classes 2

3.2. Data Preprocessing

Python programming language platform is utilized for coding the proposed approach,
and its various libraries like NumPy, pandas for better insight of data [30]. Different steps
are taken to preprocess the imbalanced dataset, firstly by scaling and data cleaning by
deleting ids, dropping duplicating rows, and filling all NA values. Moreover, categorical
features are mapped to numbers. Furthermore, to convert the text features like (stress
buster, what you miss most), pretrained bert is utilized for generating word vectors. Then
words are mapped to a single feature by following the normalization formula as:

x =
sum(vector)

max(vector)− min(vector)
. (1)
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Figures 2 and 3 represents variable count after and before sampling, whereas SMOTE
(Synthetic minority oversampling technique) addresses imbalance class issues very effec-
tively in various domains of research [31]. SMOTE oversampling technique is applied to
resample student’s datasets for COVID-19. Based on feature space similarity, the SMOTE
approach combines extra minority samples [32]. Let k = nearest neighbor for xi using
Euclidean distance.

Random Selection of k nearest neighbor
Feature vector difference between k and xi
Adding M in xi
Equation (2) presents the formula for calculating SMOTE
This is example 2 of an equation:

xnew = xi

(
xk

i − xi

)
× δ. (2)

xk
i = A nearest neighbors of xi, and δ is an arbitrary value belongs to (0, 1).

Figure 2. Variable count before sampling.

Figure 3. Variable count after sampling.

3.3. Feature Selection

Feature selection is a process to obtain an optimal set of features, to obtain better
classification accuracy. There are different types of feature selection algorithm filter and
wrapper feature selection. Filter feature selection is high in speed [33] and consumes less
time, and is the main reason for selecting filter feature selection in our proposed approach.
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Filter feature selection is further divided into two types, univariant and multivariant filter
feature selection methods. The univariant filter feature ignores the features dependencies
and that leads to a poor selection of feature set [34], whereas multivariant feature selection
takes consideration of feature dependencies while selecting the feature set [35]. Turf is the
tuned form of Relief multivariant filter feature selection. When selecting relief features,
feature dependencies are taken utilizing the full feature vector, which may ignore the noisy
features, so that Turf feature selection step by step low-quality features, hence, generating
optimal feature set [36]. The Turf algorithm is presented in Algorithm 1.

Algorithm 1. TuRF algorithm [36].

a = features in dataset

Let p = iterations
For i:= 1 to p do
Estimation of feature weights through ReliefF
Features sorting through weight
+
+ remove p/a of outstanding features with smallest weights
end for
return final ReliefF weight estimations for outstanding features

3.4. Machine Learning Algorithms

After the selection of features, classification is performed. SVM (Support Vector
Machine) is a classifier for binary classification of data. The hyperplane is used to solve the
learning problem in SVM. A robust method with different kernel values is considered one of
the best classifiers for classification [37]. RF (Random Forest) utilized various trees to predict.
It is being utilized by different research areas of research with remarkable results. RF
produces high classification accuracy with an even dataset with a large number of features.
It handles unbalanced data by accessing important features. Whereas GBDT (Gradient
Boosting Decision Tree) is selected due to its property of selecting fewer parameters as
compared to the other classification algorithms. In existing research, in machine learning,
GBDT shows tremendous results. It is based on the CART algorithm. GBDT merges
the concept of regression and boosting tree and intends the use of residual gradient to
optimize the assimilation process of regression tree [38]. ANN (Artificial Neural Network)
is a popular classification technique utilized in different areas of research like agriculture,
medical, security, education, business, art, etc. It is very easy to use and can manage
complex data [39]. Moreover, the performance of the proposed approach presented in this
paper is evaluated through accuracy, precision, recall, and f-measure, whereas accuracy is
defined as the predicted observations over a total number of observations [40–42]. Precision
is the fraction of the recovered instances that belong to the target class, whereas F-measure
is the harmonic mean of precision and recall. Equations (3)–(6) presents the formula of
evaluation parameters, whereas TP, FN, and FP stand for true positive, false negative, and
false-positive respectively.

Accuracy =
TP + FN

TP + FN + FP + FN
(3)

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

F − Measure =
2(Precision × Recall)

Precision + Recall
(6)

whereas Table 3 presents the Parameters of classification algorithm utilized in proposed work.
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Table 3. Parameters of classification algorithm utilized in proposed work.

SR Name Parameters

1 GBDT n_estimators = 19, learning_rate = 0.3, max_depth = 7, random_state = 0

2 SVM SVC(C = 5, break_ties = False, cache_size = 200, class_weight = Balanced,
degree = 3, gamma = 11, kernel = ‘rbf’)

3 Random Forest
bootstrap = True, criterion = ‘gini’, max_depth = 15, max_features = ‘auto’,

min_samples_leaf = 1, min_samples_split = 2,
n_estimators = 20

4 NN-2 Layers Momentum0.9, learning rate = 0.003, layers = 2, drop_out = 0.1,
optimizer = adam, Loss Binary Class

4. Results

Results of the proposed approach for the identification of factors affecting the health of
students in COVID-19 will be discussed in detail in this section. Figure 4 explains the proposed
method in detail with results. The results show that the dataset of a feature vector of 16 features
is balanced through applying SMOTE technique. The health of students is taken as a target
feature, and the Turf feature selection technique is utilized to detect the factors influencing the
health of students. Different classification algorithms are applied to the selected feature datasets
of student’s health during COVID-19. The performance of the suggested method was assessed
using accuracy, precision, recall, and f-measure assessment metrics.

Figure 4. Some feature selection process of factors affecting the student’s health during COVID-19.

The result s shows that the student who utilized their time during lockdown period in
COVID-19 in different activities remain healthy. Utilization of time appears as the main
factor affecting the health of students. The academic organization may keep that factor
in front and must plan activities, guide, and motivate students to participate in some
indoor actives in such a way that maintains their health. Emotional attachment of students
with family members also affects the health of students, as the fear of any family loss due
to COVID-19 affects the health of students. Moreover, change in the weight of students
during COVID-19 also affects the health of students. Figure 5 presents the results of four
classifiers, GBDT, RF, SVM, and NN, on students COVID-19 dataset, whereas the accuracy
describes the number of healthy students correctly classified by proposed work over a
total number of students. Results show that a Neural network (NN) outperforms other
existing classification algorithms in terms of accuracy. However, GBDT also performs well
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on students COVID-19 dataset and showed around 87% of accuracy. Equation (7) presents
the accuracy formula for the student COVID-19 dataset.

Accuracy =
Number o f studentscorrecly classi f ied

Total number o f students
(7)

81
82
83
84
85
86
87
88
89

Accuracy

Acuracy Comparision of Different Classifiers

GBDT

RF

SVM

NN-Two Layer

Figure 5. Comparison of accuracy of proposed COVID-19 approach.

Figure 6 presents the performance evaluation of the proposed work in terms of preci-
sion, whereas precision calculates the number of healthy students in the COVID-19 student
dataset correctly classified by proposed work divided by the total number of healthy
students in the COVID-19 dataset, classified by the proposed approach. Results show
that neural network performs better than other classification algorithms. Equation (8)
presents the formula of precision for calculation precision of proposed approach on student
COVID-19 dataset.

Precision =
Number o f healthy students identi f ied by propsed approach

Total number o f health and unhealthy students classi f ied by proposed approach
(8)
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89
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Figure 6. Comparison of precision of proposed COVID-19 approach.
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The results in Figure 7 show the performance evaluation of the proposed work in terms
of recall. The recall is the calculation of a total number of healthy students in the COVID-19
student dataset classified by the proposed approach divided by the total number of healthy
students in the COVID-19 student dataset. The results show that the GBDT classifier
outperforms other classifiers in recall performance evaluation measures. Furthermore, RF
and NN also show better performance. Equation (9) presents the formula for calculating
the recall for evaluating proposed approach on students COVID-19 students.

78
79
80
81
82
83
84
85
86
87
88

Recall

Recall Comparision of Different Classifiers

GBDT

RF

SVM

NN-Two Layer

Figure 7. This Comparison of recall of proposed COVID-19 approach.

This is example 2 of an equation:

Recall =
Number o f healthy studentsclass f ied by the proposed approach

Total number o f healthy students
(9)

Figure 8 presents a comparison of the performance of four classifiers in terms F-
measure performance evaluation measure, whereas the f-measure of the proposed approach
considers precision and recall both, presented already in Equation (6). Results show that
GBDT and NN give better performance on the proposed work on the COVID-19 student
dataset in terms of F-measure.
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Figure 8. This Comparison of f-measure of proposed COVID-19 approach.
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5. Conclusions

COVID-19 affects every field of life, the educational sector all over the world faces
different issues. During the lockdown, students face a lot of issues, whereas health issue
becomes the main issue. Results presented in the proposed approach identifies the main
factors affecting the health of students during the lockdown. Results show that the health
of students affects the factors that how they utilized their time during the lockdown in
COVID-19, whereas weight and family concerns also appear as factors affecting the health
of students during a lockdown of COVID-19. Henceforth, there is a need to take proactive
measures to discover the approaches to sustain the health of students, either by guiding
them in health time utilization activities or by counseling them about family matters. These
well-timed taken measures may reduce the health issues in students caused by pandemic
situation in COVID-19. Moreover, reported results in this paper ‘show that neural network
outperforms and shows 90% accuracy on the proposed approach as compared to GBDT, RF,
and SVM.
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Abstract: This paper aims to objectively compare the use of mental health apps between the pre-
COVID-19 and during COVID-19 periods and to study differences amongst the users of these apps
based on age and gender. The study utilizes a dataset collected through a smartphone app that
objectively records the users’ sessions. The dataset was analyzed to identify users of mental health
apps (38 users of mental health apps pre-COVID-19 and 81 users during COVID-19) and to calculate
the following usage metrics; the daily average use time, the average session time, the average number
of launches, and the number of usage days. The mental health apps were classified into two categories:
guidance-based and tracking-based apps. The results include the increased number of users of mental
health apps during the COVID-19 period as compared to pre-COVID-19. Adults (aged 24 and above),
compared to emerging adults (aged 15–24 years), were found to have a higher usage of overall mental
health apps and guidance-based mental health apps. Furthermore, during the COVID-19 pandemic,
males were found to be more likely to launch overall mental health apps and guidance-based mental
health apps compared to females. The findings from this paper suggest that despite the increased
usage of mental health apps amongst males and adults, user engagement with mental health apps
remained minimal. This suggests the need for these apps to work towards improved user engagement
and retention.

Keywords: mental health; COVID-19; mindfulness; digital health; mobile health; social isolation

1. Introduction

The World Health Organization (WHO) reports that as of 2017, there has been a 13%
increase in mental health issues worldwide [1]. Mental health has been further affected
since restrictions on social gatherings were placed to counter COVID-19 outbreaks [2]. The
ramifications of COVID-19 include social isolation, economic crises, and unemployment,
which are among the known risk factors for mental health illnesses [3]. Statista, a major
provider of market and consumer data, surveyed around 23,000 participants worldwide,
within the age range of 16–74 years, on mental health during the pandemic. The organiza-
tion found that as of early 2021, 40% of the participants had reported a negative impact on
their mental well-being during the last six months [4].

With the pandemic spreading, the interest in digital health for mental illnesses has ac-
celerated [5,6]. Several studies, based on the populations of China [7], Spain [8], Canada [9],
and Australia [10], discussed the adoption of mental health apps as a way to provide mental
healthcare to their population. Along with this, there has been an increase in the number of
apps claiming to provide mental health care in the market, as well as a boost in the number
of downloads of these mental health apps [10,11]. The growing number of mental health

187



Life 2022, 12, 1266

app downloads could mean that more people are seeking mental health support or are
receptive to it. Several demographic factors may need to be considered to identify these
people, such as whether a certain age group or gender is predominantly downloading these
apps. Additionally, downloading apps alone does not mean that a user is committing to
use them; it would, however, show their receptiveness to help.

Jaworski et al. [12] investigated the daily usage of COVID Coach, a publicly available
mental health app, with respect to the number of days the app was used. The study found
that almost 50,000 people used the COVID Coach app from March 2020 to October 2020,
and the app had a consistent daily active usage. Kozlov et al. [13] studied the usage of
Mindfulness Coach based on the number of downloads and number of days. Their study
found that the app is used infrequently and for short sessions. Almost 40% of returning
users would open the app but not use it. Research conducted during COVID-19 from
March to April 2020 focused on estimating the usage of popular mental health apps [14].
The study used monthly active users as a base metric to estimate usage and focused on
the during-COVID-19 times. Wang et al. [15] found the number of downloads of mental
health apps to increase during the COVID-19 period as compared to pre-COVID-19. Their
research focused on the popular mental health apps based on the number of downloads
and classified apps as per the developer’s choice.

With respect to demographics, Mackenzie et al. [16] studied the differences in help-
seeking outlooks amongst the different age and gender groups using a sample size of
206 participants. Their study used questionnaires to measure the help-seeking attitudes
and the mental health conditions of the participants. They found older adults above 60 and
females to be more receptive to seeking help regarding their mental health. Additionally,
Segal et al. [17] performed a cross-sectional study on the beliefs and help-seeking attitudes
of people based on their ages. They used questionnaires to gather information about
the beliefs and help-seeking attitudes of people. Their results showed that older adults
aged 60–95 years reported willingness to seek help on the same level as the adults aged
17–26 years. Furthermore, Kern et al. [18] conducted a study at the university level to
investigate the help-seeking attitudes of young adults aged around 18–22 years old. Their
survey responses showed that most students have a positive attitude towards receiving
mental health support through mental health apps. Forbes et al. [19], on the other hand,
found that their survey responses showed older adults above 60 as less likely to recognize
their need for mental health care.

A major limitation in the research literature relates to the utilization of self-reported
data to quantify the usage of mental health apps. This may lead to reporting bias which
means that participants may underestimate or overestimate their mental health behaviors.
Additionally, with regard to the use of smartphone apps, such as average screen time and
average launches, users tend to underestimate their smartphone usage behavior [20,21].
Furthermore, previous research studies have mostly utilized usage metrics that do not
take into consideration the actual time spent on mental health apps and focus only on the
number of downloads or number of days of use of mental health apps. Torous et al. [22]
state that almost 70% of users leave a health app after 10 uses. The number of downloads
and the number of days alone are, therefore, not representative of the usage of mental
health app users. Additionally, past research investigated the popular mental health apps
downloaded by users to study their usage, whereas the change in usage may only be to
certain categories of these apps. For example, some apps require spending time on them,
whether to meditate or do mindfulness exercises, while others are based on reminders or
recording daily moods and habits.

In this paper, we compare mental health app usage before and during the COVID-19
pandemic, using objective data collected from a smartphone app that monitors smartphone
usage. We analyze the users who are using these mental health apps based on age and gender.
We also classify the mental health apps into two categories to study the change in usage that
may exist due to the type of app. Hence, taking into consideration the pre-COVID-19 and
during-COVID-19 use of mental health apps, our research questions (RQ) are:
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RQ1. Is there a change in the number of users?
RQ2. Is there a change in the usage with respect to daily average time spent, the daily

average number of launches, average session time, and the number of days of use?
RQ3. Is there a change in the usage across the two categories of mental health apps:

the guidance-based and the tracking-based apps?

2. Methods

2.1. Dataset

The dataset for this research was collected through an app that helps users monitor their
phone usage by tracking their usage, such as phone unlocks, launches, and sessions of each
app they use. It also collects information related to user demographics, including age and
gender. The app privacy policy, to which all users consent, includes that collected data can
be shared with academic partners for research purposes. Nevertheless, the app required the
explicit consent of users before collecting and utilizing their data for this research.

Data collection for this study was first conducted in 2019 and then repeated in 2020
during COVID-19. The pre-COVID-19 data collection took place between June 2019 and
September 2019. The purpose of that data collection was to study the relationship between
smartphone usage and certain psychometrics of the user collected through a questionnaire
they answered. The data collection during the COVID-19 period was conducted from
October 2020 to April 2021. Throughout the paper, pre-COVID-19 is referred to interchange-
ably with 2019, while during-COVID-19 is referred to as 2020. The data collection was
open to new participants who installed the app throughout the study duration, and our
participants joined and withdrew from the app after a different number of days. The study
was conducted over a period of 21 days from the start date of each user. The 21 days period
choice covered three weeks, including weekends, and included a considerable number of
users since some left the study after that.

The 2019 dataset had 376 users, while for the 2020 dataset, 557 users participated.
Users in the 2020 study came from ten countries: Sweden, Australia, Netherlands, Canada,
Germany, India, the United Kingdom, Brazil, France, and the United States. We wanted to
restrict the study to countries where restrictions on social gatherings were applied. The
2019 dataset had around 70% users from the same 10 countries as the during-COVID-19
dataset. The datasets included anyone who participated, even for one day. Furthermore,
the dataset included only Android smartphone users.

2.2. Data Preparation

The pre-processing of the data was conducted using the programming language Python
3.0 [23]. The dataset received had a total of 1070 users from the pre-COVID-19 and during-
COVID-19 periods. However, a few users had chosen not to enter their age and gender,
bringing the number of users taken for this study to 933. The parameter “Age” was cate-
gorized into five different categories: 15–24, 25–34, 35–44, 45–54, and 55–64. Based on the
UNICEF age categorization [24], age was categorized into two categories of emerging adults
(15–24 years) and adults (above 24). This categorization also helped to balance the dataset,
given that the number of participants in categories above 15–24 was comparatively less.

Furthermore, the third-party app records each app session for each user, i.e., the app
name and the timestamps of the start and end of use. The records of app sessions were
thoroughly checked and cleaned to remove duplicates and anomalies and concatenate
broken down sessions. Table 1 presents a sample of the data collected from the third-
party app. From the app sessions, the time spent on each app was calculated in seconds.
Additionally, each session was considered as a launch of an app.
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Table 1. Sample of data collection from the third-party app.

User Website Start Time End Time

u1 Facebook 18-January, 1:40:53 18-January, 1:42:47
u1 WhatsApp 18-January, 9:59:35 18-January, 10:00:03
u1 Happify 18-January, 10:00:03 18-January, 10:00:08
u1 Happify 18-January, 10:07:37 18-January, 10:07:38
u1 Happify 18-January, 10:28:52 18-January, 10:28:54

The raw data collected included only the name of the apps used but not the category
of these apps, that is, whether they are in the social media, communications, or gaming
category. Therefore, we extracted the app categories and descriptions based on the Google
Play Store, using software utilizing Google Play API. Table 2 shows a sample of the app
descriptions we received from Google Play API. Google Play Store groups apps into
49 categories, including health and fitness and medical categories [25]. App categorization
is based on the developer’s choice; therefore, a few apps were categorized incorrectly. Due
to this, we took the apps in the health and fitness and the medical app categories as well as
the top apps used in both productivity and lifestyle categories. Additionally, to ensure all
health-related apps were extracted from other categories, we searched for keywords such
as “health”, “fitness”, “medical”, and “disease” in the description of the apps. Health and
fitness apps contain apps related to personal fitness, workout tracking, health, and safety,
while medical apps contain apps related to clinical references, clinical apps, and medical
journals, amongst others. For this study, after we extracted the health and medical apps,
we then manually checked these extracted apps to find the mental health apps.

Table 2. Sample of app categories and descriptions based on Google Play Store.

Apps Title Category Category Id

Gmail Gmail COMMUNICATION C7
WhatsApp WhatsApp Messenger COMMUNICATION C7

Tumblr Tumblr SOCIAL C44
Wysa Wysa: stress, depression & anxiety therapy chatbot HEALTH_AND_FITNESS C31

360 medics 360 medics MEDICAL C36
7 Cups 7 Cups: Anxiety & Stress Chat HEALTH_AND_FITNESS C31

Around 800 apps were identified using the above method, out of which 690 were
health and medical-related. Out of these 690 apps, 115 mental health-related apps were
found. The apps classified as mental health covered various areas, including online therapy,
mindfulness, meditation, and well-being. For example, the apps that met the inclusion
criteria included I am Sober [26], Wysa [27], Happify [28], Headspace [29], and Calm [30].
Apps such as those focused primarily on yoga and healthy living were removed since these
were more directed towards lifestyle than mental health.

The National Institute of Mental Health categorizes mental health apps into six cat-
egories: self-management apps, apps for improving thinking skills, skill-training apps,
social support apps, passive symptom tracking apps, and data collection apps [31]. These
six categories of apps can be grouped into two categories based on the time and frequency
of use, which are the focuses of this study. The classification of the subcategories of the
mental health apps was achieved by first coding the mental health apps based on whether
they were for online therapy, mental health support, meditation exercises, mindfulness, or
tracking. We then marked the apps for online therapy, mental health support, meditation
exercises, and mindfulness as time-based apps since users need to spend time on these
apps to meet the purpose for which the app is developed. We marked the tracking apps as
frequency-based apps since users typically need to launch these apps frequently to meet the
purpose. As such, apps that require a user to spend some time on them can then be called
guidance-based since they mostly guide users towards developing coping and cognitive
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skills through mindfulness exercises, meditation, online therapy, and host support groups,
among other mental well-being tools. Examples of guidance-based apps are Headspace,
Calm, and Wysa. On the other hand, apps that require the user to launch them occasionally
but not spend a long time on them can be referred to as tracking-based apps since these
mostly include mood-tracking, symptoms tracking, and addiction-tracking apps. Examples
of such apps include I am Sober and Anxiety Tracker [32]. The mental health apps were
categorized according to these two categories of guidance-based and tracking-based apps.
Since a few mental health apps belonged to both subcategories, the apps’ primary focus
was used when categorizing them as either a guidance-based app or a tracking-based app.
There was a total of 36 tracking-based apps, while the guidance-based apps totaled 79 apps.

2.3. Data Preparation

The usage of mental health apps for each participant was measured through four
different metrics, which are the average daily time spent on mental health apps (DT), the
average daily number of launches of mental health apps (DL), the average duration of daily
sessions of mental health apps (DS), and the number of days of use of mental health apps
(UD) during the 21 days period.

The average daily time spent was measured by finding the total daily time spent, in
minutes with fractions of seconds, on the apps over the 21 days. For the average daily
launches of the apps, the total daily count of sessions on the apps was taken over 21 days.
Additionally, the average duration of daily sessions was calculated by taking the sum of the
sessions throughout the 21 days and averaging them over 21. The number of days of use
was calculated as a count of the unique days of the usage of mental health apps. The four
usage metrics were calculated separately for the overall mental health apps, guidance-based
mental health apps, and tracking-based mental health apps.

The study was designed to answer three different research questions and, therefore,
required different criteria for the usage metrics. The first question (RQ1) was directed
toward the number of users of mental health apps before and during COVID-19 and did
not require the utilization of the four usage metrics (DT, DL, DS, and UD). The second
question (RQ2) focused on answering the change in the usage of the overall mental health
apps before and during COVID-19. In this case, all four usage metrics were measured for
the participants. Additionally, we had 11 users in 2019 and 14 users in 2020 with fewer
than 2 days of usage. We also had 327 users in 2019 and 452 users in 2020 with no usage.
The users with no usage or number of days of use fewer than 2 days over the 21 days were
not considered. This was undertaken to take into consideration that users with fewer than
2 days of usage may have installed mental health apps as a trial and hence, may not have
returned to use them. Furthermore, they had a negligible time spent on mental health
apps (below 2 min). The third question (RQ3) dealt with the change in usage of the two
categories of mental health apps before and during COVID-19. We took all four usage
metrics in this case as well and did not consider users with no usage or usage fewer than
2 days. We found 11 users in 2019 and 14 users in 2020 with fewer than 2 days of usage
for guidance-based apps. Meanwhile, for tracking-based apps, we had 2 users in 2019
and 5 users in 2020. With regards to users having no usage, we had 335 users in 2019 and
478 users in 2020 for guidance-based apps. For tracking-based apps, we had 359 users with
no usage in 2019 and 531 users in 2020. Similar to RQ2, the users with fewer than 2 days of
usage were not considered since they had negligible time spent on mental health apps and
may have installed the mental health apps as a trial.

2.4. Data Analysis

The statistical analysis was performed on JASP 0.14.1 [33]. Chi-square tests were used
to determine the change in the number of users from pre-COVID-19 to during COVID-19.
Chi-square tests were also further used to determine the relationship between using mental
health apps and the demographic variables of their users. Phi-coefficients were used as well
to determine the effect size of these relationships. The normality of the data was checked by
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conducting Shapiro–Wilk tests on the four usage metrics (DT, DL, DS, and UD) with respect
to the years and demographics for the overall mental health, guidance-based, and tracking-
based apps. The majority of the usage metrics (that is, 66 out of the 96 distributions) did
not have a normal distribution; hence, non-parametric tests were considered. Median and
interquartile ranges (IQR) were used for the descriptive statistics since the usage measures
were not normally distributed. Since the usage metrics were continuous variables, the
Mann–Whitney U test was further applied to compare the usage from pre-COVID-19 to
during COVID-19. Mann-Whitney U test was first conducted separately against the usage
and the time periods for overall mental health apps, guidance-based and tracking-based
apps. Then, the usage was tested against age and gender for the overall mental health apps,
guidance-based, and tracking-based apps. Cohen’s d was used to determine the effect size
of these relationships.

3. Results

3.1. Descriptive Statistics

The first question (RQ1) is concerned with whether the number of mental health app
users before and during COVID-19 is significantly different. For RQ1, we had a sample
size of 376 participants in 2019, of which around 47% were females and around 55% were
emerging adults. For the 2020 dataset, the sample size had 557 participants, of which 58%
were females and 50% were emerging adults.

The second question (RQ2) is concerned with the change in the usage of overall mental
health apps before and during COVID-19. For RQ2, we had a sample size of 38 participants
in 2019, of which around 32% were females and around 30% were emerging adults. The
2020 dataset for RQ2 had a sample size of 81 participants, of which around 63% were
females and around 40% were emerging adults. The sample size was reduced compared to
RQ1 because of the exclusion of users with no usage or usage less than 2 days, as mentioned
previously. Table 3 shows the descriptive statistics of the usage of mental health apps in
2019 and 2020.

Table 3. Overall mental health apps descriptive statistics.

2019 (N = 38) 2020 (N = 81)

Daily
Average

Time spent

Daily
Average

Number of
Launches

Average
Session

Time

Number of
Days of

Use

Daily
Average

Time
Spent

Daily
Average

Number of
Launches

Average
Session

Time

Number of
Days of

Use

Median 1.22 1.58 1.01 9.50 1.39 0.86 1.16 8.00
IQR 2.16 1.98 0.95 11.00 2.30 1.81 2.08 12.00

The third question (RQ3) is concerned with the change in the usage of guidance-based
and tracking-based apps before and during COVID-19. For RQ3, we had a sample size of
30 participants in 2019 for guidance-based apps. Of the 30 participants, around 37% were
females and around 27% were emerging adults. For the 2020 dataset, the sample size was
65 participants, of which around 62% were females and around 38% were emerging adults
for guidance-based apps. Table 4 shows the descriptive statistics of the usage of guidance-
based mental health apps in 2019 and 2020. For the tracking-based mental health apps, the
2019 dataset had a sample size of 15 participants, of which around 13% were females and
around 47% were emerging adults. For the 2020 dataset, the sample size had 21 participants,
of which around 76% were females and around 52% were emerging adults. Table 5 shows
the descriptive statistics of the usage of the tracking-based mental health apps in 2019 and
2020. The categories of guidance-based and tracking-based mental health apps were taken
independently; hence some users had usage for both guidance-based and tracking-based
mental health apps and were considered participants of both these categories.
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Table 4. Guidance-based mental health apps descriptive statistics.

2019 (N = 30) 2020 (N = 65)

Daily
average

Time
Spent

Daily
Average

Number of
Launches

Average
Session

Time

Number of
Days of

Use

Daily
Average

Time
Spent

Daily
Average

Number of
Launches

Average
Session

Time

Number of
Days of

Use

Median 1.21 1.12 0.98 9.00 1.49 0.76 1.23 7.00
IQR 1.97 1.84 1.06 12.00 2.28 1.81 2.31 12.00

Table 5. Tracking-based mental health apps descriptive statistics.

2019 (N = 15) 2020 (N = 21)

Daily
Average

Time
Spent

Daily
Average

Number of
Launches

Average
Session

Time

Number of
Days of

Use

Daily
Average

Time
Spent

Daily
Average

Number of
Launches

Average
Session

Time

Number of
Days of

Use

Median 0.63 1.00 1.14 7.00 0.58 0.95 1.01 8.00
IQR 1.26 1.48 0.73 11.00 1.65 0.95 0.99 10.00

With respect to the days of use, the users did not use the mental health apps regularly
and had sparse usage, showing that they left for some days before returning to use the mental
health apps. In the 2020 dataset, around 49% of the users had a usage of less than or equal to
7 days, while around 31% had a usage of around 21 days. On the other hand, for the 2019
dataset, 39% of the users had a usage of less than or equal to 7 days, while 37% of users had
a usage of around 21 days. Figure 1 represents this sparsity in the usage of the users in 2019
for a sample of 40 random users. Similarly, Figure 2 represents the sparsity in the usage of
the users in 2020 for a sample of 40 random users. The days of use for the 40 users in both
years are marked. The visualization shows a general lack of consistent and durable usage.
For example, u4 and u11 in 2019 used such apps for only a few days in early July.

Figure 1. Usage sparsity for a sample of 40 users from 2019.

3.2. App Usage
3.2.1. RQ1: Changes in the Number of Mental Health Apps Users

We first compared the number of mental health app users between 2019 and 2020. The
results, χ2(df = 1, N = 933) = 4.77, p = 0.029, show that the relationship is significant with
an effect size, w = 0.071. Compared to 2019, the number of users increased in 2020. Further-
more, when comparing the years with age in 2019, the results, χ2(df = 1, N = 376) = 15.86,
p < 0.001, showed the relationship to be significant, with an effect size of w = 0.21. Adults
were more likely to be users of mental health apps compared to emerging adults. There
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was no significant difference between the change in the number of adult and emerging
adult users in 2020. No significant relationship was found between gender and mental
health app users, whether within 2019 or 2020.

Figure 2. Usage sparsity for a sample of 40 users from 2020.

3.2.2. RQ2: Changes in Usage Time, Launches, Session Time and Number of Days

The results showed no statistically significant difference between the average daily
usage time of mental health apps between 2019 and 2020. Additionally, no statistically
significant relationship was found between mental health app usage and the demographics
within 2019 and 2020. The results from comparing the change in mental health usage based
on average session time also had no statistically significant relationship within and across
2019 and 2020.

The daily average number of launches of mental health apps was found to be statisti-
cally significant for gender in 2020. The average number of launches was greater for males
(Mdn = 1.43, n = 30) compared to females (Mdn = 0.76, n = 51), U = 982, p = 0.034, |r| = 0.28.

For the number of days of use, age, and gender were both significant for 2020. The
results showed that males (Mdn = 13.0 days, n = 30) had a higher number of days of use
compared to females (Mdn = 7.0 days, n = 51), U = 994.5, p = 0.025, |r| = 0.30. On the
other hand, in terms of days of use, adults (Mdn = 10.5 days, n = 48) were more likely to
use mental health apps compared to emerging adults (Mdn = 5.0 days, n = 33), U = 547,
p = 0.018, |r| = 0.31.

3.2.3. RQ3: Changes in Usage across the Two Categories of Mental Health Apps

The results for the daily average time spent on guidance-based mental health apps
were found to have no significance with the period, age, and gender. Comparing the
average session time for guidance-based apps with the year 2019 and 2020 showed a
significant relationship where users in 2020 (Mdn = 1.34 min, n = 65) had a higher daily
average session time compared to users in 2019 (Mdn = 1.05 min, n = 30), U = 695, p = 0.025,
|r| = 0.29.

The results for the daily average number of launches of guidance-based mental health
apps showed age to be significant for 2019 and both age and gender to be significant for
2020. For 2019, the results showed emerging adults (Mdn = 0.38, n = 8) as having lower
daily average launches compared to adults (Mdn = 1.60, n = 22), U = 39, p = 0.023, |r| = 0.56.
Similarly, in 2020, emerging adults (Mdn = 0.48, n = 25) were found to have lower daily
average launches compared to adults (Mdn = 1.60, n = 40), U = 288.5, p = 0.004, |r| = 0.42.
Additionally, males (Mdn = 1.48, n = 25) were found to have higher number of daily average
launches compared to females (Mdn = 0.74, n = 40), U = 649, p = 0.045, |r| = 0.30.

The number of days of use of guidance-based apps showed significant results for age
in both 2019 and 2020. In 2019, adults (Mdn = 12 days, n = 22) had a higher number of usage
days of guidance-based mental health apps compared to emerging adults (Mdn = 3.5 days,
n = 8), U = 32, p = 0.009, |r| = 0.64. Similarly, in 2020, adults (Mdn = 11.5 days, n = 40) again
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showed a higher number of usage days for guidance-based mental health apps compared
to emerging adults (Mdn = 4 days, n = 25), U = 247.5, p < 0.001, |r| = 0.51.

For tracking-based mental health apps, a significant relationship for gender was found
in 2020 where males (Mdn = 17 days, n = 5) had a higher usage in terms of number of days
compared to females (Mdn = 6 days, n = 16), U = 68.5, p = 0.020, |r| = 0.712.

4. Discussion

This study compares the use of mental health apps before and during the pandemic
amongst different age and gender groups. There are compelling reasons to directly focus
on this area of study since, with remote lifestyle becoming the norm, digital tools are being
used increasingly to provide guided and unguided mental health care remotely [34]. The
findings from this paper are objective, as the data were used to accurately quantify the
mental health app usage of users from 10 different countries, as compared to the use of
self-reported data in the literature. Additionally, these findings can also be applied to a
social isolation setting since limiting the spread of COVID-19 has resulted in prolonged
periods of social isolation. Being socially isolated for even less than 10 days can cause
long-term mental health problems [35]. Table 6 summarizes the findings related to RQ1,
and Table 7 summarizes the findings related to RQ2 and RQ3.

Table 6. Summary of results of the analysis performed to answer RQ1.

Number of Users

N (df) χ2 p

Year 933 (1) 4.77 0.029 *
2019 2020

n (df) χ2 p n (df) χ2 p
Age 376 (1) 15.86 <0.001 * 557 (1) 2.82 0.093

Gender 376 (1) 1.61 0.205 557 (1) 2.95 0.086

* Significance level < 0.05.

Table 7. Summary of results of the analysis performed to answer RQ2 and RQ3.

Mental Health Apps

Year n U p

119
Daily average time spent 1476.50 0.72
Daily average number of launches 1741.50 0.25
Average session time 1215.00 0.065
Number of days of use 1711.00 0.33

2019 2020

n U p n U p

38 81

Daily average time spent Age 121.50 0.39 748.00 0.68
Gender 119.50 0.26 910.00 0.16

Daily average number of launches Age 111.50 0.24 625.00 0.11
Gender 138.50 0.59 982.00 0.034 *

Average session time Age 141.00 0.82 911.00 0.26
Gender 125.00 0.34 769.00 0.97

Number of days of use Age 108.00 0.20 547.00 0.018 *
Gender 142.50 0.68 994.50 0.025 *
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Table 7. Cont.

Guidance-based mental health apps

Year n U p

95
Daily average time spent 853.50 0.33
Daily average number of launches 1037.00 0.62
Average session time 695.00 0.025 *
Number of days of use 1062.50 0.49

2019 2020

n U p n U p

30 65

Daily average time spent Age 46.50 0.054 382.50 0.12
Gender 65.00 0.093 395.00 0.16

Daily average number of launches Age 39.00 0.023 * 288.50 0.004 *
Gender 83.00 0.37 351.00 0.045 *

Average session time Age 78.00 0.66 581.00 0.28
Gender 73.00 0.19 483.00 0.83

Number of days of use Age 32.00 0.009 * 247.50 <0.001 *
Gender 76.00 0.23 360.50 0.059

Tracking-based mental health apps

Year n U p

36
Daily average time spent 162.50 0.89
Daily average number of launches 167.00 0.77
Average session time 159.00 0.98
Number of days of use 153.00 0.90

2019 2020

n U p n U p

15 21

Daily average time spent Age 24.00 0.69 79.00 0.098
Gender 12.00 0.93 44.50 0.74

Daily average number of launches Age 22.50 0.56 75.70 0.16
Gender 10.00 0.67 63.00 0.063

Average session time Age 32.00 0.69 73.00 0.22
Gender 18.00 0.48 26.00 0.28

Number of days of use Age 22.50 0.56 63.50 0.57
Gender 11.00 0.79 68.5 0.02 *

* Significance level < 0.05.

4.1. Mental Health Apps and Subcategories with Respect to Number of Users

The findings from this study show that there was a significant increase in the number of
mental health app users from 2019 to 2020. This is in line with the report from ORCHA [11],
stating that the number of downloads of mental health apps has increased during the
pandemic. This increase in downloads of mental health apps could be attributed to the
social isolation that has come into play due to the pandemic. This is supported by a study
conducted by Chan and Honey [36] to understand user perceptions of mental health apps.
They stated that although face-to-face mental health support cannot be replaced, mental
health apps have the potential to be an add-on source for some and an alternative option for
others to receive mental health support. With respect to guidance-based apps, the average
session time also increased in 2020 compared to 2019. With mindfulness, meditation, online
therapy, and other mental well-being exercises being a part of guidance-based apps, the
increased average session time could be explained by users shifting their mental health
care and needs to digital platforms.
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4.2. Mental Health Apps and Subcategories with Respect to Gender

Overall mental health app usage showed an interesting outcome of gender being
significant in 2020 with respect to the daily average number of launches and number of
days of use of mental health apps. Moreover, in studying the guidance-based apps, gender
was also significant in 2020 with respect to the daily average number of launches. For
tracking-based apps, gender was again significant in 2020 with respect to the number
of days of use. In all cases, males were found to be higher users compared to females.
The previous research that was undertaken in this domain show males as having a more
negative attitude when it comes to mental health treatment and hence, not receiving the
care they need [37]. However, previous research undertaken in this domain mostly used
self-reporting, and the participants may have not properly assessed themselves. The current
study is conducted using objective data to measure the usage of mental health apps and
identify the users of these apps. Therefore, the current results show male and female users
to have similar usage pre-pandemic but increased usage by males during the pandemic.
When using a self-reporting data collection method, e.g., surveys and interviews, whether
for research or counselling purposes, females are more open when declaring their mental
health help-seeking behavior as compared to males [16]. However, when using the objective
measures of usage of mental health apps, both males and females had similar usage in
2019 and, hence, similar help-seeking behaviors. Further, in 2020, males had comparatively
higher usage of mental health apps, which may suggest they are more likely to seek support
for their mental health using digital means. This may relate to the stigma associated with
seeking help when it relates to mental health, which is more prominent in males [38], and
the tendency of males to prefer more anonymous options than females. In other words, our
results suggest that while males are less likely than females to seek help through traditional
means of therapy and health institutions, they are more open to adopting digital means for
that same purpose.

4.3. Mental Health Apps and Subcategories with Respect to Age

The results also showed age to be significant in 2019 with respect to the number of
users; that is, adults are more likely to be users of mental health apps compared to emerging
adults. The during-pandemic period also showed adults using mental health apps more
as opposed to emerging adults with respect to average daily launches and number of
days of use of mental health apps. In addition, when dividing mental health apps into
categories of guidance-based and tracking-based, both the 2019 and 2020 datasets showed
that the daily average number of launches and number of days of use for guidance-based
apps was comparatively higher for adults than emerging adults. This means that whether
the period was pre-pandemic or during-pandemic, adults’ usage of mental health apps
is higher than emerging adults. These findings align with the past research of Mackenzie
et al. [16], which found that adults are highly likely to seek help regarding their mental
health compared to emerging adults. Moreover, this also shows that, regardless of a crisis,
emerging adults are not likely to seek mental health support, despite having access to
them. The research undertaken by Kern et al. [18] showed that although young adults
were interested in adopting mental health apps, their usage of these apps was limited. In
general, mobile health apps attract young adults due to the immediate access provided by
them; however, young adults tend to abandon them, citing costs and user experience as
demotivating factors for continued use [39].

4.4. User Engagement and Retention of Mental Health Apps

The average time spent on overall, guidance-based, or tracking-based mental health
apps showed no significant differences in the current study. This unchanged usage for the
two time periods could be explained by the fact that the users require the mental health
apps only when needed and may use them with extended breaks between usage [12]. This
is also seen in the sparse usage of mental health apps in 2019 and 2020, with 37% of the
users using for 21 days from their start date for 2019 and 31% of the users using for 21 days
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from their start date for 2020, resulting in their average time spent being unchanged during
both time periods. For guidance-based apps, we would expect users to spend more time on
them doing meditation exercises or mindfulness practices compared to tracking-based apps.
However, the relatively similar time may suggest that the users do not follow through
with the apps’ objectives. According to Kozlov et al. [13], the mindfulness app called
Mindfulness Coach had returning users who would only launch the app but not use it
for the mindfulness exercises. This means that these apps fail to retain users for extended
periods and may need to adopt a just-in-time intervention technique [40] to increase user
engagement. The intervention method would provide mental health support to users
when they need it or when they ask for it. Furthermore, user engagement and retention
with mental health apps can be enhanced by adopting gamification techniques, i.e., the
use of game-like design elements for a meaningful purpose [41,42]. Gamification uses
gaming dynamics such as rewards and levels to keep the users motivated and engaged [43].
Additionally, Chiauzzi and Newell [44] found that 23% of users leave mental health apps
after 1 week, with users using a mood-tracking app as intended for no more than 2 weeks.
Based on a meta-analysis of mental health interventions [45], the length of an intervention
for mental health last from 4 to 16 weeks, whereas users do not use mental health apps long
enough for an intervention. Privacy concerns, lack of effectiveness of the apps, absence of
user-centered design, and inadequate usability standards could be the reasons behind the
low engagement with mental health apps for long-term periods [22]. Despite mental health
apps having a low user engagement, they show the users’ intent on seeking mental health
support. The hesitation in adopting mental health apps as a steady medium of support
is understandable since most mental health apps are developed without the presence of
a mental health professional [46,47]. Additionally, a study on mental health apps based
on clinical and scientific evidence found that only a small amount of mental health apps
are based on clinical and evidence-based interventions. This means that a large number of
mental health apps available on the Apple Store and Google Play Store do not go through
rigorous testing within healthcare contexts to ensure the effectiveness and safety of mental
health apps [48]. These mental health apps also do not remain in the market for long since
they are mostly developed by small teams of developers with no future plans for support
and upgrades [49].

4.5. Limitations

The study has its limitations with regard to the sample size used. The sample size
was large enough to study mental health users, overall mental health app usage, and
guidance-based mental health apps. However, for tracking-based apps, the number of
users was considerably small since, despite the large sample size of 378 users in 2019 and
557 users in 2020, overall mental health apps were used by 38 users in 2019 and by 81 users
in 2020. Although this number of users helped us to make a comparison between the users
and non-users of mental health apps, they also limited the further analysis that could have
been conducted on the users of mental health apps themselves. Another limitation in the
study is the time span of 21 days taken for this study to include most users since some users
left the study. As previously noted, mental health apps are utilized with extended periods
of break, and as such, only when facing the need, the time span of the study may need to be
lengthened to account for the periods of breaks in between. Furthermore, the third-party
app collected the age of participants as an age range rather than an exact number. The
utilization of an exact age could help divide age into further refined categories such as
late adolescents and young adults. This would help to produce more accurate results with
respect to the usage of mental health apps and age.

5. Conclusions

With the findings of this paper, the change in mental health app usage pre-pandemic
and during-pandemic can be realized. The help-seeking behavior that was associated
with females is found to be equally existing in males pre-pandemic and increased during-
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pandemic. In addition, it was also found that during the pandemic, adults are engaging
more in mental health apps than emerging adults. This study helps in identifying the
groups that are truly using these apps and those that are not since objective data were
collected with regards to mental health app usage. This research shows how mental health
apps are helping users through the pandemic, and hence, regulations on these apps should
be enforced to ensure their safety of usage for the mental health of users. Despite the
change in usage amongst users, user engagement and retention were not substantial for
these apps; hence, the findings from this paper also suggest a need to adopt improved user
engagement and retention techniques such as just-in-time intervention by developers of
mental health apps.

Future work in this area may focus on studying the users who used mental health
apps occasionally and whether they used them intensively during these times. Another
future direction of study may investigate and identify the users who left mental health
apps and whether they left due to improved conditions or disinterest in the mental health
apps. The type of apps these users use can also be studied to identify the categories of
mental health apps that have the most dropout. Furthermore, for this study, only two
demographics of age and gender were considered, while future studies may also investigate
the impact of culture and education as well as personality and type of mental health issues.
Future studies in this domain could also look into the usage of guidance-based apps and
tracking-based apps with respect to identifying user clusters that, in fact, do utilize these
subcategories as per the apps’ objectives and those that do not.
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Abstract: Promoting self-care is one of the most promising strategies for managing chronic conditions.
This overview aimed to investigate the effectiveness of eHealth interventions at improving self-care
in patients with type-2 diabetes mellitus, cardiovascular disease, and chronic obstructive pulmonary
disease when compared to standard care. We carried out a review of systematic reviews on PubMed,
Scopus, Cochrane, PsychInfo, and CINAHL. AMSTAR-2 was used for quality appraisal. Eight
systematic reviews (six with meta-analysis) were included, involving a total of 41,579 participants.
eHealth interventions were categorized into three subgroups: (i) reminders via messaging apps,
emails, and apps; (ii) telemonitoring and online operator support; (iii) internet and web-based
educational programs. Six systematic reviews showed an improvement in self-care measurements
through eHealth interventions, which also led to a better quality of life and clinical outcomes (HbA1C,
blood pressure, hospitalization, cholesterol, body weight). This overview provided some implications
for practice and research: eHealth is effective in increasing self-care in chronic patients; however,
it is required to designate the type of eHealth intervention based on the needed outcome (e.g.,
implementing telemonitoring to increase self-monitoring of blood pressure). In addition, there is a
need to standardize self-care measures through increased use of validated assessment tools.

Keywords: eHealth; self-care; chronic diseases

1. Introduction

The sustainability of health systems depends to an extent on the ability of individuals
to manage chronic diseases by taking responsibility for and participating in their care
process [1,2]. In this context, continuity of care is a crucial element in the management of
chronic diseases [3], particularly in the context of primary healthcare [4], where there is a
need to promote a change in the care models adopted and to provide dedicated workforces.
A transition is required toward a proactive approach that helps patients to achieve a higher
level of autonomy in the management of their health conditions and that supports their
self-care [5]. This approach can be effective at maintaining and improving health and
quality of life and reduces complications, hospital admissions, and mortality [6,7].

eHealth, which is defined by WHO as the “use of information and communication
technologies for health” [8], could be a fundamental tool for improving patient-centered
care in health systems and self-care of non-communicable diseases (NCDs). Technologies
that allow tracking and interventions and can be used by both healthcare professionals and
patients/assistants include laptops, smartphones, Fitbit units, tablets, wearable sensors,
videoconferencing, and GIS [9,10]. eHealth interventions for NCDs represent an opportu-
nity to facilitate communication, stimulate the demand for services, and increase access to
health information for disease management [11,12]. The use of digital technologies in the
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health context is a priority issue, especially considering the recent COVID-19 pandemic [13],
which highlighted the need to implement sustainability of healthcare systems through
digitization to enhance continuity of care. Indeed, the COVID-19 pandemic has led to a
deterioration in self-care for patients suffering from NCDs [14], following a widespread
disruption in chronic disease management services worldwide. In a WHO survey of the
ability of different countries to address and respond to the growing burden of NCDs,
122 countries reported that the pandemic had caused delays and/or disruptions in their
health services for chronic patients suffering from NCDs in 31% to 65% of cases. Services
responsible for the management of patients with diabetes mellitus (T2DM), cardiovascular
disease (CVD), and chronic obstructive pulmonary disease (COPD) showed a significant
deterioration compared to baseline [15].

The implementation of eHealth and digital health measures appears to offer a viable
means of improving the resilience of national health systems [16–18]. An understand-
ing of the evidence on the effectiveness of eHealth interventions for the most common
NCDs, with a focus on enhancing self-care, is crucial when planning and implementing
person-centered care and interventions that involve patients in the management of their
disease. However, most published systematic reviews have focused only on specific chronic
diseases or single clinical outcomes (e.g., patients with heart failure, blood pressure levels).
Here, our overview of systematic reviews aims to investigate the effectiveness of eHealth
interventions at improving self-care in patients with chronic conditions, specifically those
with type-2 diabetes mellitus, chronic obstructive pulmonary disease, and cardiovascular
disease, when compared to standard care.

2. Materials and Methods

2.1. Selection Criteria and Search Strategy

We carried out a review of systematic reviews using the methodology of the Joanna
Briggs Institute [19] to evaluate the efficacy of eHealth interventions in primary care,
compared to standard care, at improving self-care in adult patients (>18 years old) with
a diagnosis of type-2 diabetes mellitus, cardiovascular disease, or chronic obstructive
pulmonary disease.

The primary outcome was the improvement of self-care levels in terms of self-maint
enance, self-monitoring, and self-management, based on the definition provided by the
middle-range theory of self-care of chronic illness [6] when associated with eHealth inter-
ventions that were evaluated through validated measurement tools. Secondary outcomes
concerned the association between eHealth interventions and the improvement of observer-
related outcomes (OROs) and patient-reported outcomes (PROs) [20].

Due to the recent implementation of technologies in healthcare, we limited our search
to the last ten years (2010 to July 2020). We included only three groups of NCDs: T2DM,
CVD, and COPD, which are the most common NCDs and are responsible for the majority
of global deaths. In addition, due to the characteristics of these diseases (long duration and
need for continuity of care), they were most affected during the pandemic by interruption
or delay in the delivery of routine health services [15].

The search covered five electronic databases: PubMed, Cumulative Index to Nursing
and Allied Health Literature (CINAHL), Scopus, PsycINFO, and the Cochrane Library. A
manual search was performed through reference lists and relevant journals (JMIR). The
search strategy keywords were based on the middle-range theory of self-care for chronic
illness [6] (the search strategy is fully reported in Supplementary File S1).

The main inclusion criteria and their definitions [21–25] are detailed in Table 1. In
particular, we included systematic reviews with or without meta-analysis of randomized
controlled trials (RCTs), quasi-experimental studies, and cohort studies published in English
or Italian and showing studies evaluating self-care using validated measurement tools.
We excluded systematic reviews focused only on specific populations (e.g., pregnant
women with diabetes, minorities). The reasons for the exclusion of specific populations
are related to the difficulties of applying results to the general population with a chronic
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condition because specific populations are also characterized by peculiar features that
distinguish them from other patients with NCDs (e.g., socioeconomic, geographic, and
clinical characteristics).

Table 1. Main inclusion criteria and their definitions.

Inclusion Criteria Definition

Population
People with
T2DM, CVD, COPD

The following are WHO definitions of the NCDs
covered in this overview:
(i) T2DM is a chronic, metabolic disease
characterized by elevated levels of blood glucose
(or blood sugar), which leads over time to
serious damage to the heart, blood vessels, eyes,
kidneys and nerves [21].
(ii) CVD are a group of disorders of the heart and
blood vessels and include coronary heart disease,
cerebrovascular disease, rheumatic heart disease
and other conditions [22].
(iii) COPD is a disease characterized by chronic
airflow limitation and a range of pathological
changes in the lung [23].

Intervention eHealth interventions

eHealth is an emerging field at the intersection of
medical informatics, public health and business;
it refers to health services and information
delivered or enhanced through the internet and
related technologies [24].

Comparison Standard care

All interventions carried out without the use of
the above digital technologies, particularly
involving controlled visits (hospitals, outpatient
clinics, general practitioners), paper-based
information, and face-to-face interventions.

Outcome Self-care

A process of maintaining health through
health-promoting practices and managing illness.
The middle range theory defines three
key concepts:
Self-care maintenance is defined as those
behaviors used to maintain physical and
emotional stability (daily physical activity).
Self-care monitoring refers to the process of
observing oneself for changes in signs and
symptoms (for example, being able to monitor
vital signs).
Self-care management is defined as the response
to signs and symptoms when they occur (for
example, insulin administration in case of
hyperglycemia) [6,25].

Setting Community
Community setting includes patients’ home,
outpatient clinics and pharmacies, primary care
clinics and community hospitals.

Type of study Systematic Review
We included systematic reviews with or without
meta-analysis of RCTs, quasi-experimental
studies and cohort studies.

2.2. Data Extraction and Quality Assessment

Two reviewers independently screened the records. In case of disagreement that was
not solved via consensus, a third reviewer arbitrated the decision process.

Articles were also selected via manual search from the reference list. For data extrac-
tion, we used a form that included the following features: population demographics, patient

205



Life 2022, 12, 1253

diseases (T2DM, COPD, CVD), eHealth providers, measurement tool, setting, primary
outcome, in terms of self-care maintenance, self-care monitoring, and self-care management
(Table 1 for definition), secondary outcomes and type of eHealth intervention. The latter,
defined as the activities included in “telemedicine” according to the WHO classification
of digital health interventions [26], were classified on the basis of the main component
of eHealth technologies used to achieve the goal as reported in the included systematic
review (e.g., goal: monitor vital signs, eHealth: telemonitoring; goal: improve therapeutic
adherence, eHealth: reminders). Generally, eHealth activities include remote monitoring
and data transmission, consultancy with remote health workers, and monitoring or training
activities through online educational programs. When starting from this classification, three
categories were identified by the end of the process: (i) reminders via SMS, MMS, mes-
saging apps, emails, and/or mobile apps; (ii) telemonitoring and online operator support;
(iii) internet and web-based educational programs for smartphones, PCs, apps.

Two reviewers independently assessed the methodological quality of the systematic
reviews included in our overview using the updated version of A Measurement Tool to
Assess Systematic Reviews (AMSTAR-2) [27], a 16-point tool designed for this purpose.
Any disagreements were resolved by discussion among reviewers.

3. Results

3.1. Main Characteristics of the Included Studies

The selection process (title, abstract and full text) and the main reasons for full-text
exclusion are shown in the flowchart in Figure 1 and were performed according to PRISMA
(Preferred Reporting Items for Systematic Reviews and Meta-Analysis) [28]. Briefly,
637 articles were initially identified, of which, after the removal of duplicates, 452 papers
went to the screening phase. Screening by title and abstract yielded 77 articles that were
assessed for eligibility. A total of eight articles [29–36], comprising six systematic reviews
with meta-analyses [29–33,36] and two systematic reviews [34,35], were finally included.

Figure 1. Flowchart diagram of study selection method.
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The reviews encompassed 282 RCTs, one quasi-experimental study, and three cohort
studies with a total of 41,579 participants aged 18 to 75 years. Three reviews included
patients with CVD [30,32,36], one review concerned patients with T2DM [34], and one
review included patients with COPD [33]. The other three systematic reviews were not
related to a specific disease but included studies with patients who had at least one of the
major chronic diseases (CVD, T2DM, or COPD) [29,31,35].

The eHealth interventions were mostly led by multi-professional teams. Healthcare
professionals involved in the delivery of eHealth interventions were largely nurses, physi-
cians, pharmacists, and research staff.

The self-care assessment questionnaires used in the studies covered by the systematic
reviews were heterogeneous; the principal questionnaires used were as listed below: COPD-
Self-Care Self-Efficacy Scale (SCES), Summary of Diabetes Self-Care Activities Measure
(SDSCA), European Heart Failure Self-care Behaviour Scale (EHFScBS) and Self-Care Heart
Failure Index (SCHFI).

The results of the AMSTAR-2 quality assessment show that, of the eight systematic
reviews included, six were of high quality [29–33,36], and two were of critically low
quality [34,35]. The main reason for the “critically low quality” classification of these
two systematic reviews was the absence or incomplete implementation of methodological
quality assessment of the single studies (item nine of the AMSTAR 2 tool). Detailed results
of the quality assessment are reported in Supplementary File S2. A summary of the main
characteristics of the included systematic reviews is reported in Table 2.

3.2. Types of eHealth Intervention

As already described, the eHealth interventions, even when multicomponent, have
been categorized on the basis of the leading technological component characterizing the
intervention itself and its main purpose.

1. Reminders via SMS, MMS, messaging apps, emails, and/or mobile apps (abbr. re-
minders): these interventions consisted of short-message reminders sent by healthcare
providers through messaging apps, SMS, MMS, and/or emails with the aim of improv-
ing disease awareness and self-care of the chronic illness, and to remind individuals
of therapy and daily activities (e.g., physical activity, daily glycemic control). Mes-
saging apps allowed the person to communicate and give real-time feedback to the
support operators and also facilitated emergency management by physicians and
nurses. Two systematic reviews with meta-analysis [29,30] evaluated the effectiveness
of reminder interventions in improving self-care. The eHealth interventions were
compared with a traditional care approach that included routine home visits and
face-to-face delivery of information only.

2. Telemonitoring and online operator support (abbr. telemonitoring): this method
involves the patient transmitting clinical and physiological data via a phone or web-
based automated electronic devices to healthcare professionals. Two systematic
reviews with meta-analysis [31,32] examined telemonitoring alone or in association
with videoconference educational sessions and online real-time operator support
for symptom control. A comparison was made with standard care, which included
face-to-face care, phone consultation, and routine visits.

3. Internet and web-based educational programs for smartphones, PCs, and apps (abbr.
web-based education): these interventions consisted of structured online or offline
programs designed to promote self-care using a set of resources that the patient
must consult to achieve certain objectives. Four systematic reviews with [33,36] or
without meta-analysis [34,35] evaluated this type of eHealth intervention. Standard
care included no intervention, face-to-face interventions, education group sessions,
and paper-based education materials.
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3.3. Self-Care Improvements

Improvements in self-care measurements were associated with an eHealth intervention
in six of the eight systematic reviews [29,31–35]. Interventions led by multi-professional
teams reported more effective results in improving self-care than eHealth interventions led
by single professionals and/or research staff [32,34,35]. The overview of the effectiveness of
eHealth interventions in improving self-care is described in the following paragraph based
on the classification given in Table 1 (self-maintenance, monitoring, and management).
Table 3 summarizes the effectiveness of eHealth interventions in improving self-care.

Table 3. Summary of the effectiveness of eHealth interventions at self-care improvement.

Primary Outcome Type of Intervention Reference Chronic Disease Result AMSTAR 2

Self-care improvement

Self-maintenance

Web-based education McCabe, 2017 [33] COPD + High Quality
Web-based education Chrvala, 2016 [34] * T2DM + Critically Low
Web-based education Rush, 2018 [35] * T2DM-COPD ns Critically Low
Web-based education Allida, 2020 [36] CVD ns High Quality

Self-monitoring
Reminders De Jongh, 2012 [29] T2DM + High Quality

Telemonitoring Flodgren, 2016 [31] T2DM-COPD ns High Quality
Telemonitoring Inglis, 2015 [32] CVD + High Quality

Self-management

Reminders De Jongh, 2012 [29] T2DM + High Quality
Reminders De Jongh, 2012 [29] COPD ns High Quality
Reminders Ma, 2019 [30] CVD ns High Quality

Telemonitoring Flodgren, 2016 [31] T2DM-COPD ns High Quality
Telemonitoring Inglis, 2015 [32] CVD + High Quality

Web-based education McCabe, 2017 [33] COPD + High Quality
Web-based education Chrvala, 2016 [34] * T2DM + Critically Low
Web-based education Rush, 2018 [35] * COPD + Critically Low
Web-based education Rush, 2018 [35] * T2DM ns Critically Low
Web-based education Allida, 2020 [36] CVD ns High Quality

* No meta-analysis. +: Statistically significant results in favor of the intervention. ns: results not statistically
significant. Reminders: Reminders via SMS, MMS, messaging apps, email, and/or mobile apps. Telemonitoring:
Telemonitoring and online operator support. Web-based education: Internet and web-based educational programs
for smartphones, PCs, and apps.

3.3.1. Self-Care Maintenance

Self-care maintenance was investigated in four systematic reviews (two with meta-
analysis) [33–36] and consisted of interventions delivered via web-based education to a
total of 15,441 patients. COPD patients registered a significant improvement in terms
of self- maintenance, especially in terms of adherence to physical activity and stability
of mental health [33]. These results were not confirmed in another systematic review,
but this was one of the reviews assigned a “critically low quality” score in the AMSTAR
assessment [35]. Web-based education also provided a statistically significant improvement
in T2DM patients [34], especially in health education, on topics such as diet and how
to monitor blood sugar. Improved self-care maintenance as a result of these eHealth
interventions was especially marked in the elderly and those requiring home care [33].

3.3.2. Self-Care Monitoring

Self-care monitoring was evaluated in three systematic reviews [29,31,32] with a total
of 23,291 patients. One systematic review included reminder interventions and showed
a positive improvement in self-care monitoring in patients with T2DM [29], especially
for monitoring blood sugar and weight. For telemonitoring, we included two systematic
reviews [31,32], where we recorded an improvement in self-care monitoring only in patients
with CVD for the daily assessment of blood pressure values, especially when interventions
were provided by a multi-professional team (physician, nurse, pharmacist) [32].
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3.3.3. Self-Care Management

Self-care management was evaluated in all the systematic reviews included here. Two
systematic reviews with meta-analysis [29,30], with a total of 4071 patients, evaluated
self-care management improvements with the use of reminders. No difference was found
between the control and intervention groups in patients with COPD and CVD [29,30],
whereas a statistically significant improvement was found in patients with T2DM [29] (in-
creased self-management capacity in “Self-Efficacy for Diabetes—SED”—Mean Difference
6.10, 95% CI 0.45 to 11.75), particularly in patients of younger age and those requiring home
care [29].

The effect of telemonitoring on self-care management of chronic diseases was studied
in two systematic reviews with a total of 23,109 patients [31,32]. Only one systematic review
showed significant improvements in self-care management in patients with CVD (heart
failure) [32]. No difference was found between standard care and the experimental group
for patients with T2DM and COPD [31].

The impact of web-based education on self-management was assessed by four system-
atic reviews (two with meta-analysis) [33–36] with a total of 15,441 patients. Only COPD
patients recorded positive results for all dedicated programs, with statistically significant
improvements in self-management of consulting behaviors, such as speaking to a healthcare
provider if coughing/breathlessness increases [33,35].

3.4. Secondary Outcomes

Table 4 summarizes the effectiveness of eHealth interventions on secondary outcomes.

Table 4. Summary of the effectiveness of eHealth interventions at achievement of secondary outcomes.

Outcome
Category

Type of Intervention Reference Chronic Disease Result AMSTAR 2

Observer-Reported Outcomes

Systolic blood
pressure

Reminders De Jongh, 2012 [29] CVD ns High Quality
Reminders Ma, 2019 [30] CVD + High Quality

Telemonitoring Flodgren, 2015 [31] CVD + High Quality

Diastolic blood
pressure

Reminders De Jongh, 2012 [29] CVD ns High Quality
Reminders Ma, 2019 [30] CVD + High Quality

Telemonitoring Flodgren, 2015 [31] CVD + High Quality

HbA1c

Reminders De Jongh, 2012 [29] T2DM ns High Quality
Telemonitoring Flodgren, 2015 [31] T2DM + High Quality

Web-based education Chrvala, 2016 [34] * T2DM + Critically Low
Web-based education Rush, 2018 [35] * T2DM + Critically Low

Total cholesterol
Reminders Ma, 2019 [30] CVD ns High Quality

Web-based education Rush, 2018 [35] * CVD,
T2DM + Critically Low

LDL cholesterol

Reminders Ma, 2019 [30] CVD ns High Quality
Telemonitoring Flodgren, 2015 [31] CVD + High Quality

Web-based education Rush, 2018 [35] * CVD,
T2DM + Critically Low

HDL cholesterol Reminders Ma, 2019 [30] CVD ns High Quality

Peak oxygen Reminders De Jongh, 2012 [29] COPD + High Quality

Body weight Reminders Ma, 2019 [30] CVD + High Quality

Hospitalizations
Reminders De Jongh, 2012 [29]

CVD,
T2DM,
COPD

+ High Quality

Telemonitoring Inglis, 2015 [32] CVD + High Quality
Web-based education Allida, 2020 [35] CVD ns High Quality
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Table 4. Cont.

Outcome
Category

Type of Intervention Reference Chronic Disease Result AMSTAR 2

All-cause mortality Telemonitoring Flodgren, 2016 [31]
CVD,

T2DM,
COPD

ns High Quality

Telemonitoring Inglis, 2015 [32] CVD + High Quality

Patient-Reported Outcomes

Quality of life

Telemonitoring Flodgren, 2016 [31]
CVD,

T2DM,
COPD

+ High Quality

Telemonitoring Inglis, 2015 [32] CVD + High Quality
Web-based education McCabe, 2017 [33] COPD + Critically Low
Web-based education Rush, 2018 [35] * T2DM, COPD ns Critically Low
Web-based education Allida, 2020 [36] CVD ns High Quality

Medication
adherence

Reminders De Jongh, 2012 [29] CVD,
T2DM ns High Quality

Web-based education Rush, 2018 [35] * T2DM,
COPD ns Critically Low

* No meta-analysis. +: Statistically significant results in favor of the intervention. ns: result not statistically
significant. Reminders: Reminders via SMS, MMS, messaging apps, email and/or mobile apps. Telemonitoring:
Telemonitoring and online operator support. Web-based education: Internet and web-based educational programs
for smartphones, PCs, apps.

3.4.1. Observer-Reported Outcomes

• Blood pressure levels: three systematic reviews with meta-analysis [29–31] assessed
blood pressure levels in a total of 26,118 patients. Reminder interventions yielded
statistically significantly lower systolic and diastolic blood pressure values in the
experimental group compared to the control group in patients with hypertension. In
particular, eHealth interventions significantly decreased the proportion of patients
with inadequate blood pressure control (RR: 0.69, 95% CI: 0.57–0.84) [30]; however,
no statistically significant changes were recorded in systolic (Mean Difference 1.10,
95% CI −4.37 to 6.57) and diastolic blood pressure (Mean Difference 1.84, 95% CI
−2.14 to 5.82) in patients diagnosed with hypertension [29]. Telemonitoring interven-
tions also showed a reduction in systolic and diastolic blood pressure values (Mean
Difference—4.33, 95% CI −5.3 to −3.35: Mean Difference—2.75 95%, CI −3.28 to
−2.22) in patients with CVD [31].

• HbA1c: this outcome was evaluated in four systematic reviews [29,31,34,35] in a total
of 36,192 patients with T2DM. eHealth interventions, including reminders, showed no
significant changes in glycemic values between the intervention and control groups
(Mean Difference −0.15, 95% CI −0.77 to 0.47) [29]. In contrast, telemonitoring inter-
ventions did provide statistically significant improvements in the experimental group
(Mean Difference −0.31, 95% CI −0.37 to −0.24) [31]. Two systematic reviews, rated
as “critically low” quality according to AMSTAR−2, which analyzed web-based edu-
cation, yielded a statistically significant improvement in glycemic control in patients
with T2DM with or without other chronic conditions [34,35].

• Total cholesterol, LDL, HDL: three systematic reviews evaluated serum cholesterol
levels [30,31,35] in 28,806 patients with chronic conditions. No improvement was
reported with reminders in terms of total cholesterol (Mean Difference—0.20, 95% CI
−0.49 to 0.08, p = 0.16), LDL (Mean Difference −0.14, 95% CI −0.39 to 0.11, p = 0.27)
and HDL (Mean Difference −0.01, 95% CI −0.11 to 0.10, p = 0.92) [30]. However,
significantly lower LDL cholesterol values were reported in patients with CVD follow-
ing supervision via telemonitoring (LDL, Mean Difference 12.45, 95% CI −14.23 to
−10.68; p < 0.00001) [31]. Another positive effect on LDL values was recorded with
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interventions using the internet and web-based education, although this review was
rated as of “critically low quality” [35].

• Peak oxygen: One systematic review was included with a total of 182 patients, in
which the chosen eHealth intervention was the use of reminders. Peak oxygen levels
were significantly higher in the intervention group of COPD patients [29].

• Body weight: A single review investigated this outcome in patients with CVD [30].
Reminders were associated with a statistically significant reduction in body mass
index (Mean Difference −1.08, 95% CI −2.04 to −0.13).

• Hospitalizations: This outcome was investigated in three of the eight reviews [29,32,36]
that included 2165 patients with CVD (heart failure) and T2DM. One review of the
use of reminders showed a reduction in emergency hotline use for re-hospitalizations
in T2DM patients (RR 0.32, 95% CI 0.09 to 1.08) [29]. One review of telemonitoring
interventions showed a statistically significant reduction in heart failure-related hos-
pitalizations (RR 0.85, 95% CI 0.77 to 0.93) [32], but another review showed no such
difference (OR 0.74, 95% CI 0.52 to 1.06) [36].

• All-cause mortality: Two systematic reviews with meta-analysis investigated this
outcome, both concerning telemonitoring interventions [31,32]. One of the reviews
showed positive results in patients with heart failure (RR 0.80, 95% CI 0.68 to 0.94) [32].
However, no statistical significance in all-cause mortality was found in a meta-analysis
(RR 0.89, 95% CI 0.76 to 1.03, p = 0.12) of patients with COPD, T2DM, and heart
failure [31].

3.4.2. Patient-Reported Outcomes

• Quality of life (QoL): Five of the eight systematic reviews evaluated improvement in
QoL by means of the SF-36 and SF-12 Health Status Questionnaires and the Kansas
City Cardiomyopathy Questionnaire in a total of 27,457 patients [31–33,35,36]. Tele-
monitoring interventions were effective for CVD patients [33], particularly in the case
of heart failure [32]. No difference was recorded between experimental and control
groups when web-based educational programs were used [35,36].

• Adherence to medication regime: The effectiveness of reminders and web-based
education interventions at ensuring adherence to a prescribed medication regime
was evaluated by two systematic reviews [29,35]. No significant changes in chronic
patients with T2DM, COPD, and CVD were uncovered.

4. Discussion

Healthcare systems worldwide face new health and organizational challenges as a
result of two distinct phenomena: an aging population with an increased prevalence of
chronic diseases and the need for healthcare systems to migrate outside of hospitals to
promote proactive medicine and community support [37–39]. Chronic patients are, in
fact, challenged with both an increase in their overall health needs and the necessity to
guarantee continuity of care [40,41]. Primary care settings can help achieve these objectives
by granting patients access to healthcare services and facilitating continuity of care [42].

According to the results of our overview of systematic reviews, community-wide
eHealth interventions can indeed have a positive impact on self-care in patients with
chronic diseases [29,31–35]. The eHealth approach also allows a higher degree of continuity
of care than traditional methods delivered in community settings and/or at home and
makes it possible to provide interventions founded on personalized care [31,32,35,43].
This is especially true in light of the recent COVID-19 pandemic [16], which highlighted,
even more, the need to maintain close contact with chronic patients [44,45] to offer as
much continuity of care as possible, despite a widespread reduction in the availability
of access to healthcare services [16]. In fact, the eHealth interventions included in this
overview appeared to be effective at improving self-care in chronic patients in six of the
eight systematic reviews retrieved [29,31–35]. Self-care interventions in chronic patients
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were found to be effective when consistently monitored and maintained with the support
of health services [46].

Thus, eHealth helps chronic patients in self-care by:

• Improving behavior that maintains physical and emotional stability (self-maintenance).
This is particularly effective in COPD patients who use web-based education to ensure
continuity in educational programs that maintain their physical and emotional status
and allow them to control respiratory exacerbations [33,47,48];

• Providing early recognition of those signs and symptoms that suggest a deterioration
in the patient’s own health status (self-monitoring). In fact, this review has shown
that the use of telemonitoring with the support of the operator, or reminders in
patients with T2DM and CVD, allows early recognition of a deterioration in health
status and prevents acute episodes, especially in patients with the decompensated
disease [29,32,49,50];

• Allowing prompt action by means of lifestyle changes (self-management) [30–32,34,51]
in all patients, particularly when using web-based education programs.

Our overview also showed that eHealth effectively enhances OROs and PROs in
chronic patients. For example, telemonitoring interventions improve the quality of
life for all chronic diseases and reduce hospitalization and mortality in patients with
CVD [29,31–33,52,53]. Another interesting observation that emerged from this overview
was that, although reminders are widely used to improve adherence to their medication
regime in patients with chronic diseases, this improvement declined in the long term.
Thus, patients using eHealth interventions for more than six months tended to return
to “bad habits” once the novelty of telemedicine had worn off [29,35,54]. In fact, the
duration of the intervention and engagement with it are also important factors that
influence its effectiveness [55,56]. This evidence, in line with the literature, highlights
the importance of the role of healthcare workers in encouraging patient adherence to
eHealth programs [57,58].

Regarding the role of healthcare workers, this summary emphasizes the fact that
eHealth interventions are most effective at improving self-care when they are led by multi-
disciplinary teams, especially when such teams work in primary care [30,32,34–36,59–62].
This is probably because specialized multidisciplinary teams can address both health and
social health issues, ensuring that care is personalized and based on the perceived needs of
the patient [63].

In conclusion, this overview carries some implications for practice, proving that
eHealth is effective in increasing self-care in chronic patients with T2DM, CVD, and COPD;
however, one must first be able to designate the most appropriate type of eHealth interven-
tion based on the outcome to be achieved (e.g., implementing telemonitoring to increase
self-monitoring of blood pressure). The results of this synthesis could help health care
providers choose the most effective, outcomes-based eHealth interventions. In addition,
this overview that included most of the major chronic diseases provided an overview of the
effectiveness of eHealth on improving self-care, considering two aspects: (i) most popula-
tion with chronic disease lives with multimorbidity, and designing an eHealth intervention
on the basis of pathology could be a limitation (ii) eHealth interventions in increasing
self-care should not be limited to disease, as self-care is a fundamental ability of patients
with NCDs to live with their new life condition.

Finally, this overview of evidence brings to light two implications for the research:
first, we observed that few systematic reviews in the literature use validated tools to assess
the effectiveness of eHealth interventions in improving self-care. This might be because
many of the self-care tools currently available have been developed for specific diseases
and thus have limited applicability to other conditions, and also because transferring the
data to the appropriate electronic platform can be a complex process [64]. Unfortunately,
these limitations make it impossible to systematically evaluate those results that are not
supported by standardized, validated instruments. Therefore, the quality of evidence
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would be markedly improved by the use of such standardized instruments across the
scientific community to systematically evaluate self-care in all populations.

Secondly, none of the systematic reviews in our survey assessed the eHealth literacy
of the patients involved, despite its importance for effective use of the interventions. The
literature shows that people with high levels of eHealth literacy are empowered and enabled
to fully participate in health decisions informed by eHealth resources and technologies [65].
Where eHealth literacy is at a low level, e.g., in elderly or rural populations [66], the ability
to participate in eHealth interventions that aim to improve self-care is known to be reduced.
If eHealth literacy levels are not assessed or if only technologically competent participants
are selected, the results of any eHealth study or program are likely to be affected.

Finally, it should be noted as a limitation that this systematic review included only
articles published in the last decade and up to July 2020. However, this choice allowed
us to synthesize the most recent evidence by including systematic reviews with RCTs in
chronic patient populations that were not affected by organizational changes resulting
from the COVID-19 pandemic and are therefore more representative of care delivered in
non-emergency settings.

5. Conclusions

eHealth interventions represent a means by which self-care and disease management
in chronic patients can be increased. These interventions could also be applicable to
the problems encountered during the COVID-19 pandemic. They might allow for much
greater continuity of care during an emergency and non-emergency situation, supporting
the sustainability of health care systems by reducing avoidable hospitalizations and re-
hospitalizations and managing patients in primary care. However, it will be necessary to
implement studies that investigate the effect of health inequality on the use of such eHealth
interventions, considering the cost and availability of the electronic tools that this type
of care requires. Furthermore, systematic reviews of higher methodological quality and
with larger patient populations, particularly COPD patients, are urgently needed to assess
the efficacy of eHealth in self-care programs. Wider adoption of standardized, validated
tools for self-care assessment is also needed to achieve greater homogeneity of self-care
measures, given that current evidence is based on a limited number of large studies of
mixed methodological quality that can lack reliable self-care assessment tools.
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Abstract: Physical activity plays an important role in controlling obesity and maintaining healthy
living. It becomes increasingly important during a pandemic due to restrictions on outdoor activities.
Tracking physical activities using miniature wearable sensors and state-of-the-art machine learning
techniques can encourage healthy living and control obesity. This work focuses on introducing novel
techniques to identify and log physical activities using machine learning techniques and wearable
sensors. Physical activities performed in daily life are often unstructured and unplanned, and one
activity or set of activities (sitting, standing) might be more frequent than others (walking, stairs
up, stairs down). None of the existing activities classification systems have explored the impact of
such class imbalance on the performance of machine learning classifiers. Therefore, the main aim
of the study is to investigate the impact of class imbalance on the performance of machine learning
classifiers and also to observe which classifier or set of classifiers is more sensitive to class imbalance
than others. The study utilizes motion sensors’ data of 30 participants, recorded while performing a
variety of daily life activities. Different training splits are used to introduce class imbalance which
reveals the performance of the selected state-of-the-art algorithms with various degrees of imbalance.
The findings suggest that the class imbalance plays a significant role in the performance of the system,
and the underrepresentation of physical activity during the training stage significantly impacts the
performance of machine learning classifiers.

Keywords: digital health; e-health; pandemic; physical activity; machine learning; performance evaluation

1. Introduction

Regular physical activity plays a vital role in improving the health of individuals,
whether it is a child under 5 or an elderly above 65. Physical activity has well-documented
health benefits and can extensively improve the health and well-being of individuals and
reduce the risks from noncommunicable diseases. Both moderate- and vigorous-intensity
physical activity improve health. Physical inactivity increases the risk of noncommunicable
disease mortality and puts inactive people at a 20–30% higher risk of death in comparison
to physically active people [1]. Physical inactivity is among the leading factors which
cause mortality and is estimated to contribute to 6% of worldwide deaths [2]. Therefore,
World Health Organization (WHO) also recommends people of all ages indulge in physical
activity and recommends the duration and intensity of physical activity for different age
groups [1]. It has been noted that physical activity improves muscular and cardiorespiratory
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fitness, bone health and mental fitness while reducing the risk of heart diseases, diabetes,
hypertension, obesity and fractures [1].

Physical activity and the promotion of healthy living can significantly lower the risks
of non-communicable diseases. It also serves as the best remedy for obesity [3]. Obesity
is one of the major chronic illnesses and increases the risk of developing many serious
comorbidities, such as hypertension, sleep apnea, type 2 diabetes, depression, etc. [3].
Furthermore, obesity is becoming an increasingly prevalent issue. Obesity has become a
global epidemic, with global stats suggesting nearly one-third of the world population is
obese or overweight. Obesity has also added a significant burden to healthcare services,
with nearly 10% of the medical costs in the US being spent on obesity-related issues. It also
has been among the major causes of death in the US. Similarly, in Saudi Arabia, with 36%
of the population being obese and 69% being categorized as overweight, nearly 20,000 lives
are claimed to obesity each year. Therefore, under such circumstances, the provision of
physical activity (PA) as a measure to control obesity has become increasingly important [4].

Obesity is one of the prevailing problems responsible for several health issues and
medical conditions. Weight loss surgery, also referred to as bariatric or metabolic surgery, is
one of the possible solutions for extremely overweight people. While the surgery can result
in significant weight losses, it is still not termed a cure for obesity. Obesity is not a matter
of concern only for the younger and older adults as it has become very common in children
as well [5,6]. Therefore, suitable lifestyle changes should be introduced to avoid regaining
weight. Patients who have undergone weight loss surgery need a balanced diet along
with regular exercise once they have recovered from surgery. They also need to maintain a
regular appointment schedule to keep everything in check. It is therefore important that a
technology-driven framework for long-term support is developed to assist these patients in
prolonging their healthy living choices and balancing exercise and diet accordingly. With
the emergence of digital technologies, information and communications technology (ICT)
solutions, machine intelligence and system analytics, post-surgery and long-term support
can be efficiently managed with technology-driven solutions. This work primarily focuses
on devising effective solutions for monitoring the physical activity levels of the patients in
the post-surgery phase to maintain healthy living and discourage weight gain.

The increasing stress on the healthcare systems and the need to promote healthy living
urge new measures to promote physical activities. The initial step in encouraging the
physical activity is the ability to be able to quantify the physical activity into individual
components of tangible impact. As such, physical activity classification can serve as a
foundation by recording and transforming physical activities of an individual to give
accurate quantification of a daily routine, thus encouraging active and healthy living. This
highlights a clear need to develop feasible solutions to monitor the activities of daily living
(ADLs) as a measure to avoid/overcome obesity.

Physical activities and exercise both serve as necessary measures for healthy living and
maintaining healthy weights. Exercise is the subbranch of physical activity, and it is more
structured, repetitive and planned with an intention to maintain or improve body fitness [7].
The promotion of physical activities is towards establishing and maintaining healthy living
habits, such as walking to work, using stairs instead of lifts, use of muscles instead of
motorized tools, etc. While promoting physical activities offer a more sustainable solution
for staying active, it still needs to be quantized to give a better estimation of the efforts put
in by the individuals and how these have impacted their healthy living. Quantifying the
physical activities performed offers a means to relay the impact to the individuals as well
as the medical staff to better evaluate the active status and suggest/intervene accordingly.

The physical activities are logged in several ways where questionnaires and direct
observations are conventionally used. The logging of activities requires information on the
type of activity performed, the duration for which it was performed and the intensity of
the activity. An example could be walking, where the information about how much time is
spent walking in a day/week, walking pace, etc. However, these are not as accurate and add
additional time commitments from the observee and observer. Therefore, novel techniques
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are needed to use technology-driven solutions to log the type of activity performed, its
duration and intensity.

The recent developments in the miniaturization of inertial sensors equipped with state-
of-the-art processing and communication capabilities lay the foundations for the smart
health and activity monitoring using machine learning techniques [8,9]. Wearable inertial
measurement units (IMUs) use accelerometers and gyroscopes to measure acceleration
and angular velocities to offer unobtrusive, reliable, and low-cost measurement of sensory
data for physical activity classification. Single or multiple wearable IMUs can be placed on
various body locations to classify daily life activities [10].

These small battery-operated wearable IMUs not only offer ease of use but are
also equipped with transceivers to accumulate the vitals and activity data of patients
to fog/cloud. The data accumulated at cloud or fog devices can be further processed using
machine learning techniques [11,12] to identify the activity performed, its duration and
intensity. While some existing works offer activity classification, however, there is still
much room for improvement.

In [13], the authors proposed a solution for activity classification to identify strange be-
havior using support vector machines (SVM); however, it used surveillance videos instead
of wearable sensors, and the focus of the work was security. Another similar study was car-
ried out in [14], where abnormal behavior of a person was identified using pose estimation.
Both these techniques, while detecting physical attributes, are still much further from the
objectives of this work and use visual sensors/cameras instead of wearable devices.

In [15], the authors use the asymmetric 3D Convolutional Neural Networks for action
recognition. The work was tested on the UCF-101 dataset, which combines actions from
YouTube videos. While the claimed results were promising, the work was more tilted
towards the general-purpose activity classification and use of visual sensing. Another work
presented in [16] provides a unified framework for exploring multidimensional features
in conjunction with body part models for pose estimation. A maximum entropy Markov
model was used as a recognition engine which was claimed to have accurately detected
body parts and recognized physical activity performed.

In [17], the authors used multimodal feature-level fusion for activity recognition. K-
nearest neighbor and SVM were used for the classification of activities. As an input to
the classification system, RGB camera, depth and inertial sensors data were used. While
diversity was exploited, the camera usually conflicts with personal and security preferences
and offers a limited field of view. Similarly, the depth sensor can also work only in a
constrained field of view, which limits the scope of the work. In addition, the study was
not focused on activities inspiring healthy living and controlling obesity.

In [18], the authors examined the relationship between physical activity and weight
status. The performance of several machine learning techniques was evaluated on a
largescale dataset. The objective of the study was to link physical activity with obesity.
However, no sensory data were used to classify or log physical activities.

The existing literature and research studies use diverse techniques for activity classifi-
cation with a wide scope of applications [18–21]. These applications range from security,
autonomous transportation, expression evaluation, healthcare, etc. A relatively wide vari-
ety of sensors are also used, with some less suitable for the proposed work. While there
are a variety of studies focusing on activity classification in healthcare using wearable
IMUs [11,12,22–25], these focus on well-balanced data where all the physical activities
performed are of equal samples. However, it is important to mention that in real life setting,
physical activities (e.g., sitting, standing, walking, lying, stairs up, stairs down, etc.) are
unstructured. Therefore, the natural occurrence and frequency of each activity cannot be
controlled. This can lead to an imbalanced set of activities where certain classes of activities
have more samples, data instances and sensory data than others [10,26]. Joana et al. [27]
also found that underrepresented physical activities can affect the performance of the
machine learning classifiers due to the availability of limited data at the training stage of
the classifier. Therefore, it is important to not only study the impact of class imbalance
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on the performance of machine learning classifier when classifying physical activities but
also investigate how such machine learning classifiers behave when more than one class
of physical activities are imbalanced at their training stage. To the best of our knowledge,
none of the existing studies have investigated the effect of multi class imbalance induced at
the classifier training stage and its impact on the performance of physical activity classifi-
cation. Moreover, the study also investigated a variety of machine learning classifiers to
observe, which are more sensitive to class imbalance than others considering the overall
performance of the physical activity classification system. Therefore, the work presented in
this paper offers a unique contribution to evaluating physical activity to support health-
care professionals and medical staff in making correct interventions, maintaining diet and
mandatory active living style for overweight and obese patients.

The main contributions of the paper are:

1. The paper compares several machine learning techniques to identify the best-suited
activity classification techniques on a balanced dataset.

2. The physical activity dataset is intentionally skewed to introduce class imbalance and
to evaluate the abilities of six well-known machine learning classifiers.

3. The proposed work compares the performance of the selected state-of-the-art machine
learning algorithms with different training splits and various degrees of imbalance
and identifies the best-suited machine learning techniques.

The rest of the paper is organized as follows: Section 2 presents the proposed system
model including a data communication and activity classification framework, dataset
used, feature computation, experimentation and implementation of machine learning
algorithms. Research and discussion are covered in Sections 3 and 4, respectively, whereas
the concluding remarks and future directives are presented in Section 5.

2. System Model

In this work, a data communications and activity classification framework is presented,
as shown in Figure 1. The proposed data communication and machine-learning-based activ-
ity classification framework lays out a communication infrastructure capable of sampling
and relaying patients’ sensory data (vitals + activity-related data such as accelerometer read-
ings etc.) over the internet to accumulate data from virtually infinite number of patients.
It also proposes a machine-learning-based activity classification framework to process
the accumulated patients’ data on the cloud and translate the sensory data into physical
activities, thus maintaining the exercise/activity logs for each patient.

Figure 1. Post-surgery patient’s sensory data communications and activity classification framework.
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2.1. Wireless Communications Framework

The wireless communications framework intends to collect the data from different
sensory elements mounted on the patient’s body. In addition, these data need to be relayed
to the access points to be transferred over longer distances. Considering the applicability
of the proposed framework in medical facilities, private indoor environments as well as
public outdoor places, a multi-layer hybrid network is recommended. A modular approach
must be followed to define a hybrid network to enable flexibility and scalability in network
sizes. The two main operational blocks in the hybrid network framework consist of the
body network and the Internet of Things (IoT) framework.

The sensory data collected from the potential multisensory agents on the body are com-
municated to the body communications hub (BCH) using the body network. A graphical
representation of the body network is presented in Figure 2.

 

Figure 2. A representation of body network to collect sensory data from body-mounted sensors.

2.2. Machine Learning Paradigm for Physical Activity Classification
2.2.1. Dataset

The study utilizes a publicly available dataset [28] to detect the activities of daily living
(ADLs). The dataset is collected using a Galaxy S II smartphone by using its triaxial (3D)
gyroscope and triaxial (3D) accelerometer sensors. The smartphone phone was mounted at
a waist level to carry on data collection. Thirty subjects participated in the data collection
experiment, aged from 19 to 48 years, and performed a variety of ADLs. The ADLs
performed were lying, sitting, standing, walking upstairs, walking downstairs and normal
walking. Data collection was conducted in a laboratory environment, and the participants
were instructed to perform ADLs as naturally as possible. The sampling frequency of the
accelerometer and gyroscope sensors was set to 50 Hz. The ground truth of the ADLs
performed was maintained through visual observation.

2.2.2. Feature Computation

Raw 3D accelerometer and gyroscope sensory signals obtained from the smartphone
underwent several preprocessing and feature extraction steps to derive features that are
fed to a machine learning algorithm later on to profile and classify ADLs.

The preprocessing steps involved are (i) low pass filtering using butter worth 3rd
order filter at cutoff 20 Hz and (ii) median filtering. The acceleration signal is then divided
into body acceleration and gravitational acceleration signals. To achieve this, a frequency
of 0.3 Hz is used to separate the gravitational signals (<0.3 Hz) from the body acceleration
signal (>0.3 Hz). Furthermore, jerk signals are derived from the acceleration signal and
gyroscope signal by taking their derivates. The cadence is also derived from these signals.
To analyze the frequency components, fast Fourier transform (FFT) is also computed to
detect the trends and variations occurring in the frequency domain when different ADLs
are performed. These derivations resulted in a total of 17 signals, including the original
3D gyroscope and 3D accelerometer signals. Further details about the feature extraction
process can be found in [28].

The originals signals (3D accelerometer and 3D gyroscope) and the aforementioned
derived signals are further processed using the windowing method to extract more features.
The window length is set to 2.56 sec (128 samples of data) with 50% overlap (64 samples).
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Several statistical, time and frequency domains features are obtained from these derived
signals, and each time, window of 128 samples is as follows: mean, standard deviation,
median, signal magnitude area, maximum value, minimum value, angle between two
signals, frequency domain band energy, skewness, kurtosis, average frequency component,
maximum frequency component, correlation coefficient between signals, autoregressive
correlation coefficients, interquartile range, sum of squares (energy) and band energy [28].

2.2.3. Experiments

Several experiments have been conducted using a different split of the training and
testing dataset to train the machine learning classifiers and to observe the performance
of different machine learning classifiers in overbalanced and imbalanced datasets. Class
imbalance is a critical issue in machine learning, and this often occurs when one or few
classes are underrepresented (having fewer samples) than other classes. This often creates
biases during the training stage of the machine learning algorithm, and the performance of
underrepresented class or classes is highly affected by these imbalanced distributions.

Therefore, in this study, we also investigated the impact of imbalanced classes on the
performance of the different machine learning classifiers by conducting different experi-
ments. In addition, we also investigated which machine learning algorithms are relatively
less sensitive to class imbalance or performed better than others.

The class distribution used in the first experiment or experiment 1 (E1) is presented in
Table 1. The class distribution shown in Table 1 is the original class distribution obtained
after the actual data collection. Each instance (number or sample) in Table 1 represents
the number of time windows obtained for that particular class. Column 1 represents the
activity type (walk, sit, stand, etc.), column 2 represents the total number of data instances
obtained originally, column 3 represents the proportion of each activity class with respect
to the total dataset, column 5 represents the train split or the number of time instances
used to train the machine learning model and the last column represents the test split
or the number instance used to test the performance of the machine learning algorithms.
This original distribution or the balanced distribution of the ADLs in the train/test split is
named experiment 1 (E1).

Table 1. Class distribution of different ADLs in experiment 1 (E1).

Activity Type Total Dataset
Percentage

(Total Dataset)
Train Split Test Split

Walk 1722 16.72% 1226 496
Upstairs 1544 14.99% 1073 471

Downstairs 1406 13.65% 986 420
Sit 1777 17.25% 1286 491

Stand 1906 18.51% 1374 532
Lie 1944 18.88% 1407 537

After designing experiment 1, six further experiments are conducted by inducing
class imbalance in each class to observe the performance of the machine learning classifier
in classifying different imbalanced ADLs. Table 2 represents the further six experiments
conducted (from E2 to E7) in addition to E1 (please see Table 1).
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Table 2. Class distribution of different ADLs in training samples during experiments 1–7 (E1, E2, E3,
E4, E5, E6 and E7).

Activity
Type

E1 E2 E3 E4 E5 E6 E7

Train Split Train Split Train Split Train Split Train Split Train Split Train Split

Walk 1226 100 100 100 100 100 100
Upstairs 1073 1073 100 100 100 100 100

Downstairs 986 986 986 100 100 100 100
Sit 1286 1286 1286 1286 100 100 100

Stand 1374 1374 1374 1374 1374 100 100
Lie 1407 1407 1407 1407 1407 1407 100

It is important to note that training samples of the underrepresented classes are
different in each of these experiments (from E1 to E7), while the test samples remain
the same as per the original distribution presented in Table 1. This is due to the fact
that the class imbalance added in the training samples may affect the performance of
the machine learning classifier and the testing samples have no influence on the trained
machine learning model.

2.2.4. Machine Learning Algorithms Used

We implemented several machine learning algorithms on the dataset generated from
7 experiments and observed the performance of the different machine learning in classify-
ing the ADLs in a balanced class distribution scenario (E1) and imbalanced class distribution
scenarios (from E2 to E7).

The classifiers used in this study are support vector machine (SVM), Gradient boosting
(GB) classifier, Extreme Gradient boosting (XGB) classifier, catboost (CB) classifier, AdaBoost
classifier using decision tree (ADA-DT) and AdaBoost classifier using random forest (ADA-
RF) [10,29–33]. The choice of classifiers is influenced by the fact that some of these are
preferred due to their ensemble properties of combining the weak learners and improving
the performance by collective or majority learning, while others, such as SVM, are widely
used due to their hyper plane properties to create significant margin, thus achieving high
performance [34,35].

All the simulations are performed in Python using its associated libraries. The pa-
rameters used to train these classifiers are as follows. The XGB parameters are maximum
depth = 50, minimum child weight = 2, number of estimators = 100 and learning rate = 0.16.
The GB parameters are objective function = multiclass, maximum depth= 50, learning
rate = 0.1 and number of estimators = 100. The CB parameters are learning rate = 0.15,
depth = 10 and loss function = Multi Class. The SVM parameters are kernel = linear, class
weight = balanced and complexity = 1. The ADA(DT) parameters are Tree = Decision
Tree Classifier with maximum depth = 10 and number of estimators = 100. The ADA(RF)
parameters are Tree = Random Forest Classifier with number of estimators = 100, maximum
features = auto and number of estimators = 100. Macro averaged F-score is used as a
performance metric to compute the performance of the different classifiers in classifying the
ADLs of daily living. The expression to calculate the F-score is expressed in Equation (1).

F − score =
2 ∗ TPC

2 ∗ TPC + FPC + FNC
∗ 100 (1)

where TPC represents true positive, FPC represents false positive, FNC represents false
negative and the subscript c represents the class it is computed for, such as sit, stand,
waling, lie, etc.
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3. Results

The performance achieved using various machine learning classifiers for seven experi-
ments (E1–E7) are presented in Figures 3–9, and the respective performance by classes are
presented in Tables A1–A7 in Appendix A.

Figure 3. Performance analysis of classifiers using the train/test split in experiment 1 (E1).

Figure 4. Performance analysis of classifiers using the train/test split in experiment 2 (E2).
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Figure 5. Performance analysis of classifiers using the train/test split in experiment 3 (E3).

Figure 6. Performance analysis of classifiers using the train/test split in experiment 4 (E4).
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Figure 7. Performance analysis of classifiers using the train/test split in experiment 5 (E5).

Figure 8. Performance analysis of classifiers using the train/test split in experiment 6 (E6).
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Figure 9. Performance analysis of classifiers using the train/test split in experiment 7 (E7).

It is fairly evident from Figure 3 that all the classifiers have achieved the performance
above 85% in classifying the ADLs (sitting, standing, walking, lying, walking upstairs
and walking downstairs). These findings show the strength of the proposed machine-
learning-based activity classification methods to classify ADLs. The best performer among
all classifiers appeared to be SVM which achieved a performance of 96.38% (please see
Figure 3). The SVM also outperformed the activity classification method proposed by
Anguita et al. [28], thus confirming performance improvement when compared to the
existing works. The second-best performer is GB, with the performance of 93.82%. All other
classifiers also performed considerably well except the CB, whose performance is worst
among all (85.99%). The detailed performance by class is visualized in Table A1. It is evident
from Table A1 that most low-performing classifiers largely struggled in distinguishing
between sitting and standing activities and struggled to distinguish between upstairs and
downstairs walking. This could be due to the fact the smartphone is waist mounted during
the data collection and the standing and sitting postures with respect to the accelerometer
and gyroscope signals are relatively similar considering the smartphone orientation. The
same is the case during upstairs and downstairs activities, which could make it hard for the
classifiers to distinguish between different postures and locomotive activities. However, the
SVM performed well in this scenario, and this could be due to the fact that SVM use high
margin and hyperplanes to distinguish between different classes during the training stage,
which assisted in better distinguishing these ADLs (sit vs. stand, upstairs vs. downstairs).

In experiment 2 (E2), only the walking class is imbalanced during the training stage
with a total of 100 samples, while number of samples of all other classes remained the same
as per the original or balanced distribution (please see Table 2). As expected and evident
from Figure 4 and Table A2, most classifiers struggled in classifying the walking activity
due to its low representation in the training stage. This suggests that class imbalance
has serious consequences on the overall performance of the activity classification system
and on the performance of the underrepresented/imbalanced class (es). Our findings
suggest that the best performance of 90.21% is obtained using the SVM classifier, while
none of the other classifiers are able to achieve the performance above 80%. This is an
interesting finding and suggests the strength of SVM in handling class imbalance. The SVM
inherently possess the properties of adaptive weighting, which provides more weight to
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the imbalanced classes and fewer weights to the over represented or balanced classes [10],
thus improving classification performance.

In experiment 3 (E3), walking and walking upstairs are imbalanced classes at the
training stage with a total of 100 samples each. The results in Figure 5 and Table A3 suggest
that the best performer is still SVM in classifying the different ADLs with performance of
around 80%, and the second best is ADA (RF) with performance of 75.69%.

In experiment 4 (E4), the underrepresented classes or imbalanced classes are walking,
walking upstairs and walking downstairs. The best performance of 87.88% is achieved
by the SVM classifier and the second best candidates are ADA (DT) and ADA (RF), with
performance of above 83%, as shown in Figure 6 and Table A4. The worst performer is GB,
with an F-score of 62.96%. It is important to note that the performance of all the classifiers
is generally improved in E4 as compared to in E3. This could be due to the fact that only
walking and walking upstairs are imbalanced in E3, while in E4, walking, walking upstairs
and walking downstairs are imbalanced. This suggests that in E3, class sample mismatch
between walking upstairs and walking downstairs could have more biased induced in
training classifiers due to class imbalance in only walking upstairs class and not in the
walking downstairs class. However, this has been reduced in E4 since both walking upstairs
and walking downstairs are imbalanced with equal proportion when compared to other
classes. Thus, giving equal opportunities to most of the classifiers to train properly.

In experiment 4 (E4), walking, walking upstairs, walking downstairs and sitting are
underrepresented and imbalanced as compared to other majority classes. The results shown
in Figure 7 and Table A5 suggest that the SVM again outperformed all the other classifiers
with an F-score of 81.7%, and ADA (RF) is the second-best classifier with an F-score of 78.02%.

During experiment 6 (E6), all classes are underrepresented except the majority class
represented class, which is lying. The performance analysis of the classifiers using the E6
train/test split is shown in Figure 8 and Table A6. All the classifiers are able to achieve the
performance of above 70%. Similar to previous experiments’ results, SVM outperformed all
the classifiers with performance of 85.03%, and the second-best performance was obtained
by the ADA (RF) classifier.

In experiment 7 (E7), all the classes are balanced with equal samples; however, the
samples are very low (100, please see Table 2) when compared to the original samples
(around 500 for each class, please see Table 2) in E1. Lower number of training samples
can influence the performance of the machine learning classifiers since supervised machine
learning is all about feeding sufficient data to the classifiers. Therefore, fewer samples
mean fewer training opportunities for the classifier to estimate and quantify the underlying
trends from the data. The performances of the different classifiers using the E7 dataset are
depicted in Figure 9 and Table A7. The SVM and ADA (RF) classifiers performed well with
the performance of 84.97% and 83.15%, respectively, while the lowest performance of 62.4%
was achieved by the GB classifier.

4. Discussion

The findings of the study are rather interesting and suggest the effect of class imbalance
on system performance and how different classifiers behave when training classes are
highly imbalanced. The SVM proved itself to be the best performance among all classifiers,
and the second-best classifier is the ADA (RF) classifier. The possible rationale behind the
high performance of the SVM in all the experiments could be due to the fact that it uses an
adaptive weighting approach at the training stage [10]. This adaptive weighting reduced
the bias induced at the training stage due to the class imbalance and underrepresentation
and penalized the majority of classes with weighted samples. Moreover, the ADA (RF)
uses a more sophisticated random-forest-based method to train, which could have been
able to handle class imbalance to some extent.

The analysis of the class imbalanced datasets also suggested that most of the machine
learning classifiers investigated in this work are sensitive to class balance except SVM,
which is less sensitive to class imbalance due to its inherited property of adaptive weighting
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at the training stage to compensate for class imbalance up to some extent. The direction that
can be opted in future works is to investigate the methods that can deal with class imbalance
by performing a variety of data-handling techniques. These methods include synthetic
minority over-sampling technique (SMOTE) [36], adaptive synthetic sampling technique
(ADASYN) [37], under sampling and over sampling [38]. Therefore, such methods should
be implemented on physical activity classification dataset collected in real life conditions
with more natural settings. It is also worth mentioning that treating class imbalance can be
harmful in some scenarios, as reported by Goorbergh et al. [39]. This is because treating
class imbalance also depends on the type of classifier implemented, application domain
and type of class imbalance dataset, as highlighted in [40].

Nevertheless, it is worth mentioning that the findings of the study are very encour-
aging and suggest that the proposed methods can obtain very high performance of above
96% in classifying the activities of daily living (sitting, standing, walking, lying, walking
upstairs and waking downstairs). This provides the strength of the proposed physical
activity classification system and its applicability in real life conditions. Promoting quality
of life and tracking daily life activities are strongly correlated with obesity since active
life patterns discourage sedentary behaviors and reduce the onset of several diseases (hy-
pertension, diabetes, cardiovascular diseases), including obesity. Profiling such ADLs
for a relatively longer duration (weeks, months, years, etc.) not only provides a detailed
insight to individuals but also provides a detailed overview of the activity behaviors to
the healthcare care practitioners, who can then tailor and customize the treatment to those
suffering from obesity and other severe conditions.

The proposed physical activity classification system is applicable to a variety of differ-
ent application scenarios in daily life conditions. Since the dataset used in this study utilizes
the in-built motion sensors (accelerometer and gyroscope) of smartphones, there is no need
for a separate sensing unit or equipment to acquire the activity patterns and retrieve sensory
data. This sensory dataset acquired through smartphone can benefit from the on-device
processing unit to compute the task requiring low computational power. Further processing
can benefit from the scenario presented in Figure 1, where IoT assessment points can trans-
mit the data to the cloud and storage units, where more sophisticated machine learning
models can be implemented to classify the activity patterns. These activity patterns can
then be profiled (e.g., 2% running, 10% walking, 20% sitting, 25% lying, 10% standing, 33%
other sedentary or active activity over the day) and provide the distribution of activities
performed by any individual over the course of a day, week, months and even years. This
will not only benefit the general population to adopt a healthier lifestyle and well-being
but also tracks the individuals with health issues such as obesity. The profiling of obese
individuals with health disorders can then be linked with the healthcare services via IoT
to track the activity patterns of individuals and to develop be-spoke exercise and therapy
plans to effectively reduce obesity and to become healthy and active members of society.
As the proposed system only used the smartphone for data gathering, its applicability
in large-scale studies would not require resource-intensive equipment to track activity
patterns. Moreover, such large-scale studies should be practiced in the future to develop
big datasets in real life conditions and to train data-intensive deep learning classifiers for
the efficient classification of daily life activities.

While the proposed research offers great to possibly deal with real life situations, there
are certain limitations. One of such limitations is that it uses the dataset of only healthy
individuals due to the unavailability of the sensory datasets collected from overweight
individuals. Therefore, future works should focus on collecting and analyzing the dataset
of only obese or overweight individuals to classify the activity patterns. It is important
to mention that conducting longitudinal studies for overweight cohorts to record sensory
data requires significant resources. This is one of the reasons why the publicly available
dataset is used for the analysis and classification of physical activities in the present work.
In future work, it would also be interesting to investigate how the deep-learning-based
machine learning classifiers’ (such as convolutional neural network (CNN) [41], long-short
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term memory (LSTM) [42] or other deep learning classifiers’) behaves on the imbalanced
dataset. In future research, a broad range of deep learning techniques will be evaluated for
imbalanced dataset to investigate their performance. Moreover, cloud-based computing
paradigms can be explored in the future to enable scalability and remote accessibility. The
future work should also focus on reducing the impact of class imbalance on the classifier’s
performance by implementing data-handling techniques such as over-sampling, under
sampling, SMOTE, ADASYN, etc.

5. Conclusions

The study developed a novel physical activity classification system and investigated
the impact of class imbalance on the performance of machine learning classifiers. The
findings concluded that the proposed system is capable of classifying daily life activities
such as sitting, standing, walking, lying, walking upstairs and walking downstairs with
very high accuracy (above 96%). In addition, a thorough analysis of the impact of class
imbalance on the performance of classifiers’ is also investigated. A number of experiments
are conducted with class imbalance. The findings also suggested that the weighted SVM
with penalized approach offered the best classification performance, followed by the
ADA(RF) in most of the experiments. Out of the six classifiers evaluated, the SVM, with an
overall performance of above 80% in all the class imbalance experiments, depicts its ability
to deal with real life situations with certain types of activities being underrepresented.
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Appendix A

Table A1. Performance by class of different classifiers using the train/test split in Experiment 1 (E1).

Activity
Type

SVM (%) XGB (%) GB (%) CB (%)
ADA (DT)

(%)
ADA (RF)

(%)

Walk 97.62 94.09 95.19 86.74 95.65 93.42
Upstairs 96.78 90.66 92.44 86.37 91.91 89.10

Downstairs 98.08 93.97 94.49 81.03 92.37 89.82
Sit 92.26 87.45 89.55 80.36 89.36 89.78

Stand 93.55 89.57 91.26 81.42 91.04 90.64
Lie 100.00 100.00 100.00 100.00 100.00 100.00

Overall 96.38 92.62 93.82 85.99 93.39 92.13
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Table A2. Performance by class of different classifiers using the train/test split in Experiment 2 (E2).

Activity
Type

SVM (%) XGB (%) GB (%) CB (%)
ADA (DT)

(%)
ADA (RF)

(%)

Walk 76.92 15.96 9.23 6.25 25.35 34.11
Upstairs 90.80 76.23 78.80 72.26 80.81 82.22

Downstairs 87.73 70.76 74.00 65.22 70.03 69.82
Sit 92.26 85.93 85.53 81.76 90.74 89.73

Stand 93.55 88.13 86.90 82.60 92.05 90.67
Lie 100.00 100.00 100.00 100.00 100.00 100.00

Overall 90.21 72.83 72.41 68.02 76.50 77.76

Table A3. Performance by class of different classifiers using the train/test split in Experiment 3 (E3).

Activity
Type

SVM (%) XGB (%) GB (%) CB (%)
ADA (DT)

(%)
ADA (RF)

(%)

Walk 81.92 51.04 13.83 44.41 47.15 60.22
Upstairs 49.68 39.11 27.09 65.26 47.36 53.82

Downstairs 64.55 59.53 61.23 62.82 56.04 59.89
Sit 92.28 85.99 84.05 80.81 89.36 89.66

Stand 93.47 87.87 70.42 81.84 90.88 90.55
Lie 100.00 100.00 100.00 100.00 100.00 100.00

Overall 80.32 70.59 59.44 72.52 71.80 75.69

Table A4. Performance by class of different classifiers using the train/test split in Experiment 4 (E4).

Activity
Type

SVM (%) XGB (%) GB (%) CB (%)
ADA (DT)

(%)
ADA (RF)

(%)

Walk 84.30 62.19 23.49 69.53 77.59 75.24
Upstairs 79.21 67.58 40.00 71.26 74.44 73.49

Downstairs 77.99 76.32 77.01 73.67 78.60 72.94
Sit 92.28 72.36 78.74 73.70 82.92 89.05

Stand 93.47 85.91 58.54 76.87 86.48 90.19
Lie 100.00 100.00 100.00 99.72 100.00 100.00

Overall 87.88 77.39 62.96 77.46 83.34 83.49

Table A5. Performance by class of different classifiers using the train/test split in Experiment 5 (E5).

Activity
Type

SVM (%) XGB (%) GB (%) CB (%)
ADA (DT)

(%)
ADA (RF)

(%)

Walk 84.30 71.29 35.79 60.89 65.68 78.91
Upstairs 79.35 65.12 45.05 72.67 42.90 72.75

Downstairs 77.99 75.60 78.09 68.01 67.74 73.81
Sit 67.29 61.67 61.06 46.13 61.02 63.20

Stand 81.23 77.69 55.93 77.30 77.17 79.48
Lie 100.00 98.71 100.00 95.30 100.00 100.00

Overall 81.70 75.01 62.65 70.05 69.09 78.02
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Table A6. Performance by class of different classifiers using the train/test split in Experiment 6 (E6).

Activity
Type

SVM (%) XGB (%) GB (%) CB (%)
ADA (DT)

(%)
ADA (RF)

(%)

Walk 84.30 58.55 65.23 61.04 F-score 69.80
Upstairs 79.35 55.60 48.78 67.14 64.38 71.53

Downstairs 77.99 76.61 79.96 67.58 57.96 72.94
Sit 83.12 65.34 66.55 79.92 70.77 84.11

Stand 85.43 74.15 80.73 81.68 80.08 83.47
Lie 100.00 98.08 90.86 100.00 80.99 99.63

Overall 85.03 71.39 72.02 76.23 100.00 80.25

Table A7. Performance by class of different classifiers using the train/test split in Experiment 7 (E7).

Activity
Type

SVM (%) XGB (%) GB (%) CB (%)
ADA (DT)

(%)
ADA (RF)

(%)

Walk 84.30 63.61 21.72 71.23 59.02 83.08
Upstairs 79.35 56.58 43.16 62.70 53.74 76.52

Downstairs 77.99 77.26 75.66 72.36 70.94 76.15
Sit 82.88 73.37 75.18 81.34 79.68 81.57

Stand 85.27 80.70 58.96 78.95 80.30 81.60
Lie 100.00 99.91 99.72 96.23 99.53 100.00

Overall 84.97 75.24 62.40 77.14 73.87 83.15
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Abstract: Brain tumors reduce life expectancy due to the lack of a cure. Moreover, their diagnosis
involves complex and costly procedures such as magnetic resonance imaging (MRI) and lengthy,
careful examination to determine their severity. However, the timely diagnosis of brain tumors in
their early stages may save a patient’s life. Therefore, this work utilizes MRI with a machine learning
approach to diagnose brain tumor severity (glioma, meningioma, no tumor, and pituitary) in a
timely manner. MRI Gaussian and nonlinear scale features are extracted due to their robustness over
rotation, scaling, and noise issues, which are common in image processing features such as texture,
local binary patterns, histograms of oriented gradient, etc. For the features, each MRI is broken down
into multiple small 8 × 8-pixel MR images to capture small details. To counter memory issues, the
strongest features based on variance are selected and segmented into 400 Gaussian and 400 nonlinear
scale features, and these features are hybridized against each MRI. Finally, classical machine learning
classifiers are utilized to check the performance of the proposed hybrid feature vector. An available
online brain MRI image dataset is utilized to validate the proposed approach. The results show that
the support vector machine-trained model has the highest classification accuracy of 95.33%, with a
low computational time. The results are also compared with the recent literature, which shows that
the proposed model can be helpful for clinicians/doctors for the early diagnosis of brain tumors.

Keywords: magnetic resonance imaging (MRI); brain tumor; machine learning

1. Introduction

The brain is the most complex organ in the human body. It has over 100 billion nerve
cells with trillions of synapses [1]. In other words, the human brain is the primary command
and control center of the neurological system. Therefore, an injury in the brain has a
catastrophic influence on human health. For example, in a brain tumor, the development of

237



Life 2022, 12, 1084

abnormal brain cells may damage the brain and may even threaten a patient’s life. Because
brain tumors have long-term and life-altering physical and psychological implications, they
can significantly influence a patient’s living quality and affect their entire life [2]. According
to a World Health Organization (WHO) report [3], cancer is the second greatest cause of
mortality globally. It is responsible for around 10 million fatalities. Therefore, early cancer
identification improves the patient’s survival chances. According to a National Brain Tumor
Foundation (NBTF) report [4], around 29,000 persons in the USA have primary malignant
tumors, and 13,000 people die due to this type of brain tumor.

The location, progression stage, type, and rate of growth of brain tumors determine
whether they are benign or malignant [5,6]. The affected cells rarely attack nearly healthy
cells in benign brain tumors. They also progress slowly and have clear limits, such as in
meningioma and pituitary tumors. In contrast, neighboring healthy cells are influenced
by affected cells in malignant brain tumors. These tumors also have a fast advancement
rate with broad limitations, such as gliomas. Furthermore, brain tumors may be divided
into two types based on their origin: primary and secondary brain tumors [7]. The brain
tumors that start in the brain tissues are known as primary tumors. In contrast, secondary
brain tumors develop in many areas of the central nervous system (CNS) and move to the
brain via the blood vessels. Therefore, early cancer type detection (meningioma, pituitary,
and glioma) is crucial for cancer treatment to save the patient’s life.

For brain tumor detection, several diagnostic methods, both invasive and non-invasive,
are utilized [8]. A biopsy is an invasive approach: a sample is retrieved by an incision
and is inspected under a microscope to assess malignancy. Unlike other tumors in other
areas of the body, the biopsy is usually delayed until the final brain surgery. Due to
this, computer-aided diagnostics (CAD) (non-invasive) such as computed tomography
(CT), positron emission tomography (PET), and magnetic resonance imaging (MRI) are
thought to be faster and safer than a biopsy for diagnosing brain tumors. Brain MRI is
considered to be the most recommended method owing to its ability to provide extensive
information regarding the position, extension, nature, and size of the brain tumor [9].
Meanwhile, manual MRI scan interpretation takes a long time and has a significant risk
of mistakes. Therefore, an automatic computer-aided diagnostic approach is required for
injury detection in the brain.

The evolution of machine learning methods has increased CAD systems’ efficiency in
assisting doctors in identifying brain tumors [7,10,11]. Numerous learning methods have
been presented in the literature to diagnose brain tumors; they can be further categorized as
deep learning and classical learning methods based on the literature [12]. In deep learning
approaches, convolution neural networks (CNNs) are generally utilized to identify brain
tumors using MRI [13]. Various researchers have used pre-trained and developed learning
models to classify MRI images. In one work [14], the authors developed a CNN model to
classify brain MRI images into two classes (tumor and no tumor). The main shortcoming
of their model was the detection of the subclasses of the tumor. Abiwinanda et al. [15] de-
signed a CNN model to detect brain tumor subclasses (glioma, meningioma, and pituitary).
However, their model had a low accuracy of only 84.19%. Recently, a new CNN model
was developed to classify brain MRI images into three subclasses [8]. The authors also
performed data augmentation to enhance the classification accuracy of brain MRI images.
A classification accuracy of 96.56% was achieved using a 10-fold cross-validation approach.
Irmak [16] developed a 25-layer CNN model to classify brain images into five classes, with
an accuracy of 92.66%. Pre-trained networks such as GoogLeNet and ResNet-50 are also
used to classify brain images [17–19]. However, the deep networks require long training
times, have a complex architecture, high memory requirements, a strong processing unit
(GPU), etc.

In contrast to deep learning models, classical models require the most basic features
of brain MRI images to diagnose a brain tumor. Therefore, they require less time to
train the models; methods include support vector machine (SVM), tree, Naïve Bayes, etc.
Kumari et al. [20] computed the gray-level co-occurrence matrix of brain MRI images to
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classify them into two classes. The model’s accuracy was high; however, the authors
only detected the tumors on the brain MRI images. The accuracy of these global-level
features is not high due to the high similarity in the brain MRI images. Therefore, local-
level features such as the bag of words [21], Fisher vector [22], and scale-invariant feature
transformation [23] are also used to classify brain MRI images. In one study [24], the authors
hybridized the gray-level co-occurrence matrix, histogram intensity, and bag of words
to classify brain MRI images. They achieved a classification accuracy of 91.28% for the
three-class classification MRI dataset. In a recent study [25], the authors calculated the deep
features of brain MRI image datasets using pre-trained CNN models. The results showed
that the hybrid features of the pre-trained model had the best accuracy of 93.72% when
using an SVM classifier. However, the size of their dataset was large, and it required a long
training time. Moreover, in machine learning images/MRI feature extraction approaches,
features such as texture (extracted through gray-level co-occurrence matrix), local binary
pattern, histogram of oriented gradient, etc., are quite sensitive to noise, scaling, rotation,
visibility, etc., which affect the performance, memory requirement, execution time, etc.

Considering the shortcomings of deep and machine learning approaches, the following
are the main contributions of this work:

1. This study presents a fast automatic approach for brain tumor detection and differen-
tiation using brain MRI images to increase the accuracy, grading, robustness to noise,
rotation, and scaling with the least memory and processing system requirements.

2. The Gaussian scale-space features are extracted through speeded up robust features
(SURF) and nonlinear scale-space features are extracted through KAZE of brain
MRI images.

3. Each MRI is divided into sub-MRIs of 8 × 8-pixel images to capture the small de-
tails/tumor information.

4. Afterwards, to reduce the memory requirements, the strongest features are selected
based on variance and subjected to segmentation into 400 Gaussian features and
400 nonlinear features against each brain MRI scan (a total of 800 features).

5. Various classical machine learning models are trained to check their performance.
6. Finally, two available online datasets are used to validate the proposed approach.
7. The findings of the work are also compared with the approaches present in the literature.

The paper’s organization is as follows: Section 2 presents the feature extraction and
the workings of the proposed approach. Then, the dataset and results are presented in the
third section. Finally, the results are discussed and concluded in Sections 4 and 5.

2. Materials and Methods

2.1. Feature Extraction

In computer image processing, feature detection and description are hot topics. In
image classification applications, computing features that are repeatable and distinct in the
face of various image transformations are of high importance. The classification of brain
tumors also mainly relies on retrieving the relevant and relatable features from brain MRI
images. Therefore, many global [20] and local features [22,23] are used to classify brain
MRI images. The global-level features have accuracy problems in a multiclass environment,
as discussed in Section 1. Various local features such as scale-invariant feature transform
(SIFT) [26], speeded up robust features (SURF) [27], and KAZE [28] compute distinctive
features at various interest point locations. These distinctive features primarily relate to
the local maxima/minima/mean in regard to the computed feature. A descriptor vector
represents the intensity patterns surrounding these interest points. Lowe [26] introduced
the SIFT feature descriptor. It gained much attention owing to its translation invariance,
robustness to image noise, invariance to scale, and rotation invariance properties. However,
the computational cost of SIFT feature extraction is very high, so it is not recommended for
real-time applications [29].
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2.1.1. Speeded up Robust Feature (SURF)

To overcome the issues related to SIFT, Bay et al. [27] introduced the SURF method
to tackle the robustness issues of the SIFT approach. The SURF approach is based on
Gaussian scale-space image analysis, similar to the SIFT method. Unlike the SIFT detector,
the SURF approach depends on the Hessian Matrix determinant. It employs integrated
images to enhance the speed of feature detection. SURF’s 64-bin descriptor characterizes
each detected feature using a dispersion of Haar wavelet responses within a specific area.
Unlike SIFT, the SURF features show limited affine invariance. However, to deal with
more considerable viewpoint shifts, the descriptor can be expanded to 128-bin values. The
Hessian Matrix is generated at the point “m = (m, n)” at scale “σ”.

H(m, σ) =

[
Lmm(m, σ) Lmn(m, σ)
Lmn(m, σ) Lnn(m, σ)

]
(1)

where Lmm(m, σ) is the Gaussian second-order derivate convolution ∂2

∂x2 g(σ) with the
image I at a point m, similar to Lmn(m, σ) and Lnn(m, σ).

2.1.2. KAZE

KAZE is a revolutionary 2D feature identification and description approach that
works entirely in nonlinear scale-space using nonlinear diffusion and the additive operator
splitting method [28]. Thus, blurring in images becomes locally adaptable to feature points,
resulting in noise reduction without affecting the image region boundaries. The KAZE is
derived by the Hessian Matrix determinant with a normalized scale and is calculated at
different scale levels. A moving window identifies the maxima/minima/mean of detector
response as feature points (mean is used in this work). In the feature description, the
rotation invariance property is introduced by determining the prevalent orientation in
a rounded region surrounding each detected feature. It has the properties of scale and
rotation invariance, little invariance to affine, and has greater distinctness at different
scales, with a slight increase in computational cost. The nonlinear diffusion equation is
presented below.

∂L
∂t

= div(c(m, n, t).∇L) (2)

where c, div, ∇, and L are the conductivity function, divergence, gradient operator, and
luminance of the image, respectively.

2.2. Support Vector Machine (SVM)

Cortes and Vapnik [30] proposed the SVM model in 1995, and it is a very popular
and powerful classifier used in various fields [31–33]. The SVM algorithm uses kernel
functions K(x, xa) to transfer the nonlinear low-dimensional input data space into a high-
dimensional linear data space. The hyperplane function used to separate the transferred
data (high-dimensional linear data) is presented in Equation (3).

y(x) =
n

∑
a=1

βaK(x, xa) + b1 (3)

Meanwhile, various kernel functions, such as linear kernel, sigmoid kernel, and RBF
kernel, can be used to classify the data. Further details about SVM can be found in [30,32].

2.3. Proposed Framework

This section discusses the overall framework of the proposed approach in detail. The
proposed approach consists of 4 main components, namely brain MRI image acquisition,
pre-processing, feature extraction, and model training, as shown in Figure 1.
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Figure 1. Framework of the proposed hybrid brain MRI image classification model.

The brain images were acquired using the brain MRI machine in the first step. Next,
the acquired brain MRI images were pre-processed from the RGB images into grayscale
images. Then, an 8 × 8-pixel grid was defined as a selection point for the feature extraction
of the brain MRI images. Variations in pixel size affect the computational cost and feature
vector size. Furthermore, the four-element vectors ([16, 32, 48, 64] and [17, 34, 51, 68])
were used to extract the KAZE and SURF features, respectively. The details of KAZE and
SURF extraction were already provided in Section 2.1. After this, 20% of the redundant
features were discarded to reduce the feature vector size. Finally, based on the simplicity
and robustness, the k-means clustering algorithm was utilized for feature segmentation.
Furthermore, it kept observations inside each cluster as close to each other and as far
away from objects in other clusters as possible Therefore, 400-feature histograms were
created using the k-means clustering approach. Further details about the k-means clustering
approach can be found in [34,35]. After this, various machine learning classifiers, such as
SVM, tree [36], Naïve Bayes [37], k-nearest neighbors (K-NN) [38], ensemble, and neural
network (NN), were used to train the models. The results of the proposed method are
presented in the subsequent section.

3. Brain MRI Dataset and Results

This study validates the suggested paradigm using an online collection of brain MRI
images [39]. The dataset for this study was obtained from the Kaggle website [39]. It
contains three tumor classes (glioma, pituitary, and meningioma) and one class of no tumor.
It has 2870 brain MRI images in total. Additionally, 80% of the data of each class were
utilized for the training of the models. The remaining 20% of the data were used to test the
trained models. The brain MRI images and percentage distribution of images per class are
shown in Figure 2.
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(a) (b) 

Figure 2. (a) The brain MRI images of each class; (b) the percentage distribution of MRI images
per class.

In this work, MATLAB 2021 was utilized for training the models in the 64-bit Windows
11 operating system (core i7, 11th generation, 32 GB RAM, NVIDIA GeForce GTX 1060, and
1 TB SSD). In addition, the classification accuracy was used as a comparison metric for the
various trained models (SVM, tree, Naïve Bayes, K-NN, ensemble, and NN). The results of
the KAZE- and SURF-trained models are presented in Figure 3.

Figure 3. The comparison of various machine learning models for SURF and KAZE features.

It is evident from Figure 3 that the SVM model trained with SURF and KAZE features
shows accuracies of 93.4% and 93.7%, respectively, which are the highest among all methods.
Therefore, it may be fruitful to concatenate the features of SURF and KAZE to determine
the model’s performance in classifying brain MRI images. Furthermore, the confusion
matrixes of the SURF-, KAZE-, and SURF + KAZE- (hybrid) trained SVM models are shown
in Figure 4.
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The SVM model trained with concatenation features shows the highest accuracy of
95.33%, almost 2% higher than the SVM model trained with SURF features. Therefore,
the proposed SURF + KAZE-trained SVM model has true positive rates (TPRs) of 97.75%
and 98.42% for the glioma and pituitary tumor classes. Furthermore, the proposed model
correctly classifies 19 more MRI brain images for the no tumor class than the KAZE-trained
model. Similarly, 36 more brain MRI images are correctly classified for the meningioma
tumor class compared to the SURF-trained model. Finally, the proposed model is compared
with the pre-trained deep-feature-trained SVM model presented by Kang et al. [25]. The
comparison results of various SVM models are presented in Figure 5.

 
(a) 

 
(b) 

Figure 5. Comparison of SVM model trained with deep features with the proposed model: (a) accu-
racy comparison; (b) accuracy and computational complexity.

For further validation of the proposed approach, another public dataset is utilized [40].
The dataset contains a total of 3064 brain MRI scans. Further details about the dataset are
shown in Figure 6. The classification result of the new dataset is presented in Figure 7.
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Figure 6. The percentage distribution per class of brain MRI dataset [40].

Figure 7. Confusion matrix of the proposed model for new dataset [40].

4. Discussion

Computer-aided detection/diagnosis involves a computer-based system that assists
clinicians in making quick judgments in the field of medical imaging. Several studies have
reported several training methods for categorizing brain MRI images [8,16,22,25,41].

In this work, an SVM model for brain MRI images trained with hybrid SURF and
KAZE features is proposed for brain tumor classification. First, the acquired brain MRI
images were processed using the 8 × 8-pixel uniform grid to extract the SURF and KAZE
features, as discussed in Sections 2.1.1 and 2.1.2. As a result, 16,577,120 features were
extracted for the whole dataset containing 2870 brain MRI images of various classes (see
Section 3 for details). In addition, 80% of the strongest features were computed using the
computer vision toolbox of MATLAB, which reduced the feature vector size to 7,300,864
for all of the brain MRI images. Finally, k-means clustering was utilized to form feature
vectors with a size of 400 for each image. As a result, the SVM-trained model showed
the best accuracies of 93.4% and 93.7% for SURF and KAZE, respectively (see Figure 3).
Furthermore, the concatenation of both the SURF and KAZE features resulted in a better
accuracy of 95.3% for brain MRI multiclass classification.

Kang et al. [25] trained the SVM model using pre-trained network deep features. The
results suggested that the DenseNet-169 + Shufflenet + MnasNet-trained SVM model had
the best classification accuracy of 93.72% for a similar dataset (see Figure 5). The proposed
SURF + KAZE-trained SVM model showed an accuracy of 95.33%, almost 1.5% higher
than the model proposed by Kang et al. (see Figure 5a). The computational cost of
the proposed model was also almost two times lower than their proposed model (see
Figure 5b). In a study [41], pre-trained CNN models (GoogleNet, VGGNet, and AlexNet)
were utilized to classify brain MRI images. The model showed high classification accuracy
with a high training time of around 1 h and 30 min for the fine-tuned VGGNet CNN
model. The model presented in our study (SURF + KAZE) showed an accuracy of 95.33%
and had a computational complexity of only 1.8992 s. For further validation, a new
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public dataset that had three classes was used to check the performance of the proposed
framework (see Figure 6). The proposed approach showed similar accuracy (95.9%) for
the classification in the new brain MRI dataset, as shown in Figure 7. The results validate
the adeptness, robustness, and high classification accuracy of the proposed approach. This
demonstrates that the presented model is relatively straightforward to implement for real-
time applications. As a result, the suggested technique has the potential to play a critical
role in assisting clinicians/doctors for early brain cancer detection.

5. Conclusions

This study presents an automatic brain tumor diagnostic approach using brain MRI
images. First, the proposed approach computes the SURF and KAZE features using a
grid of 8 × 8 pixels in size of brain MRI images. Then, 80% of the strongest features are
considered for segmentation using k-means clustering. The final feature vector has a size
of 400 per image for each feature (SURF and KAZE). Finally, the proposed hybrid feature
vector is used to train the SVM model. The classification accuracies of the proposed model
(SURF + KAZE) are 95.33% and 95.9%, almost 2% higher than the SURF-trained SVM model.
The comparison of the proposed approach with the findings presented in the literature also
shows its superiority due to its high accuracy and lower computational time. Thus, the
proposed approach can be used for the automatic detection of brain tumors.
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8. Badža, M.M.; Barjaktarović, M.Č. Classification of Brain Tumors from MRI Images Using a Convolutional Neural Network. Appl.

Sci. 2020, 10, 1999. [CrossRef]
9. Pereira, S.; Pinto, A.; Alves, V.; Silva, C.A. Brain Tumor Segmentation Using Convolutional Neural Networks in MRI Images.

IEEE Trans. Med. Imaging 2016, 35, 1240–1251. [CrossRef]

246



Life 2022, 12, 1084

10. Doi, K. Computer-aided diagnosis in medical imaging: Historical review, current status and future potential. Comput. Med.
Imaging Graph. 2007, 31, 198–211. [CrossRef]

11. Munir, K.; Elahi, H.; Ayub, A.; Frezza, F.; Rizzi, A. Cancer Diagnosis Using Deep Learning: A Bibliographic Review. Cancers 2019,
11, 1235. [CrossRef]

12. Wadhwa, A.; Bhardwaj, A.; Verma, V.S. A review on brain tumor segmentation of MRI images. Magn. Reson. Imaging 2019, 61,
247–259. [CrossRef]

13. Nazir, M.; Shakil, S.; Khurshid, K. Role of deep learning in brain tumor detection and classification (2015 to 2020): A review.
Comput. Med. Imaging Graph. 2021, 91, 101940. [CrossRef]

14. Pereira, S.; Meier, R.; Alves, V.; Reyes, M.; Silva, C.A. Automatic Brain Tumor Grading from MRI Data Using Convolutional
Neural Networks and Quality Assessment. arXiv arXiv:1809.09468, 2018.

15. Abiwinanda, N.; Hanif, M.; Hesaputra, S.T.; Handayani, A.; Mengko, T.R. Brain Tumor Classification Using Convolutional Neural
Network; Springer: Singapore, 2019; pp. 183–189.

16. Irmak, E. Multi-Classification of Brain Tumor MRI Images Using Deep Convolutional Neural Network with Fully Optimized
Framework. Iran. J. Sci. Technol. Trans. Electr. Eng. 2021, 45, 1015–1036. [CrossRef]

17. Deepak, S.; Ameer, P.M. Brain tumor classification using deep CNN features via transfer learning. Comput. Biol. Med. 2019,
111, 103345. [CrossRef] [PubMed]

18. Çinar, A.; Yildirim, M. Detection of tumors on brain MRI images using the hybrid convolutional neural network architecture.
Med. Hypotheses 2020, 139, 109684. [CrossRef]

19. Alanazi, M.F.; Ali, M.U.; Hussain, S.J.; Zafar, A.; Mohatram, M.; Irfan, M.; AlRuwaili, R.; Alruwaili, M.; Ali, N.H.; Albarrak,
A.M. Brain Tumor/Mass Classification Framework Using Magnetic-Resonance-Imaging-Based Isolated and Developed Transfer
Deep-Learning Model. Sensors 2022, 22, 372. [CrossRef]

20. Kumari, R. SVM classification an approach on detecting abnormality in brain MRI images. Int. J. Eng. Res. Appl. 2013,
3, 1686–1690.

21. Ayadi, W.; Elhamzi, W.; Charfi, I.; Atri, M. A hybrid feature extraction approach for brain MRI classification based on Bag-of-words.
Biomed. Signal Processing Control. 2019, 48, 144–152. [CrossRef]

22. Cheng, J.; Yang, W.; Huang, M.; Huang, W.; Jiang, J.; Zhou, Y.; Yang, R.; Zhao, J.; Feng, Y.; Feng, Q.; et al. Retrieval of Brain
Tumors by Adaptive Spatial Pooling and Fisher Vector Representation. PLoS ONE 2016, 11, e0157112. [CrossRef]

23. Bosch, A.; Munoz, X.; Oliver, A.; Marti, J. Modeling and Classifying Breast Tissue Density in Mammograms. In Proceedings
of the 2006 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’06), New York, NY, USA,
17–22 June 2006; pp. 1552–1558.

24. Cheng, J.; Huang, W.; Cao, S.; Yang, R.; Yang, W.; Yun, Z.; Wang, Z.; Feng, Q. Enhanced Performance of Brain Tumor Classification
via Tumor Region Augmentation and Partition. PLoS ONE 2015, 10, e0140381. [CrossRef]

25. Kang, J.; Ullah, Z.; Gwak, J. MRI-Based Brain Tumor Classification Using Ensemble of Deep Features and Machine Learning
Classifiers. Sensors 2021, 21, 2222. [CrossRef]

26. Lowe, D.G. Distinctive Image Features from Scale-Invariant Keypoints. Int. J. Comput. Vis. 2004, 60, 91–110. [CrossRef]
27. Bay, H.; Ess, A.; Tuytelaars, T.; Van Gool, L. Speeded-Up Robust Features (SURF). Comput. Vis. Image Underst. 2008, 110, 346–359.

[CrossRef]
28. Alcantarilla, P.F.; Bartoli, A.; Davison, A.J. KAZE features. In Proceedings of the European Conference on Computer Vision,

Florence, Italy, 7–13 October 2012; pp. 214–227.
29. Hongpeng, Y.; Chao, P.; Yi, C.; Qu, F. A robust object tracking algorithm based on surf and Kalman filter. Intell. Autom. Soft

Comput. 2013, 19, 567–579. [CrossRef]
30. Cortes, C.; Vapnik, V. Support-vector networks. Mach. Learn. 1995, 20, 273–297. [CrossRef]
31. Ali, M.U.; Khan, H.F.; Masud, M.; Kallu, K.D.; Zafar, A. A machine learning framework to identify the hotspot in photovoltaic

module using infrared thermography. Sol. Energy 2020, 208, 643–651. [CrossRef]
32. Ali, M.U.; Zafar, A.; Nengroo, S.H.; Hussain, S.; Park, G.-S.; Kim, H.-J. Online Remaining Useful Life Prediction for Lithium-Ion

Batteries Using Partial Discharge Data Features. Energies 2019, 12, 4366. [CrossRef]
33. Ali, M.U.; Saleem, S.; Masood, H.; Kallu, K.D.; Masud, M.; Alvi, M.J.; Zafar, A. Early hotspot detection in photovoltaic modules

using color image descriptors: An infrared thermography study. Int. J. Energy Res. 2022, 46, 774–785. [CrossRef]
34. Hartigan, J.A.; Wong, M.A. Algorithm AS 136: A k-means clustering algorithm. J. R. Stat. Society Ser. C (Appl. Stat.) 1979, 28,

100–108. [CrossRef]
35. k-Means Clustering. Available online: https://www.mathworks.com/help/stats/k-means-clustering.html (accessed on

17 March 2022).
36. Safavian, S.R.; Landgrebe, D. A survey of decision tree classifier methodology. IEEE Trans. Syst. Man Cybern. 1991, 21, 660–674.

[CrossRef]
37. Niazi, K.A.K.; Akhtar, W.; Khan, H.A.; Yang, Y.; Athar, S. Hotspot diagnosis for solar photovoltaic modules using a Naive Bayes

classifier. Sol. Energy 2019, 190, 34–43. [CrossRef]
38. Ali, N.; Neagu, D.; Trundle, P. Evaluation of k-nearest neighbour classifier performance for heterogeneous data sets. SN Appl. Sci.

2019, 1, 1559. [CrossRef]

247



Life 2022, 12, 1084

39. Brain Tumor Classification (MRI). Available online: https://www.kaggle.com/datasets/sartajbhuvaji/brain-tumor-classification-
mri?select=Training (accessed on 17 March 2022).

40. Jun, C. Brain Tumor Dataset. 2017. Available online: https://figshare.com/articles/dataset/brain_tumor_dataset/1512427
(accessed on 17 March 2022).

41. Rehman, A.; Naz, S.; Razzak, M.I.; Akram, F.; Imran, M. A Deep Learning-Based Framework for Automatic Brain Tumors
Classification Using Transfer Learning. Circuits Syst. Signal Processing 2020, 39, 757–775. [CrossRef]

248



Citation: Lampickienė, I.;
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Abstract: The use of digital care visits has been increasing during the COVID-19 pandemic. Learn-
ing more about healthcare professionals’ technology experiences provides valuable insight and
a basis for improving digital visits. This study aimed to explore the existing literature on healthcare
professionals’ experience performing digital care visits. A scoping review was performed follow-
ing Arksey & O’Malley’s proposed framework using the Preferred Reporting Items for Systematic
reviews and Meta-Analyses. The collected data were analyzed using thematic content analysis.
Five main themes were identified in the literature: positive experiences/benefits, facilitators, nega-
tive experiences/challenges, barriers, and suggestions for improvement. Healthcare professionals
mostly reported having an overall positive experience with digital visits and discovered benefits for
themselves and the patients. However, opinions were mixed or negative regarding the complexity of
decision making, workload and workflow, suitability of this type of care, and other challenges. The
suggestions for improvement included training and education, improvements within the system and
tools, along with support for professionals. Despite overall positive experiences and benefits for both
professionals and patients, clinicians reported challenges such as physical barriers, technical issues,
suitability concerns, and others. Digital care visits could not fully replace face-to-face visits.

Keywords: digital care visit; online consultation; medical staff; healthcare personnel; user experience

1. Introduction

Currently, Information and Communications Technology (ICT) plays a significant role
in all industries and people’s everyday lives. The healthcare field is no exception. Medical
institutions have been using advanced ICT for health records, telemedicine, various forms
of e-learning, as well as other tools. The increasing accessibility to the internet and smart
devices has influenced the use of applications and implementation of telemedicine in
healthcare [1].

One of the concepts used in today’s health care is video-conferencing [2]. Videocon-
ferencing is often described in different terms, such as video meetings [3], digital/virtual
meetings, digital visits [4], or video teleconferencing [5]. The concept is rather broad.
It includes consultations not only between patients and healthcare professionals [6] but
also consultations between two or more healthcare professionals. In which a patient and
a healthcare professional are present, on a clinical site or in the home, and together they
are consulted by an included specialist from another clinical site [7,8]. So, the consulta-
tion may be referred to as video-conferencing [9,10], even though it is broader than just
patient-to-healthcare professional consultations. In this review, a narrower concept of
video-conferencing is considered central, which is video consultations initiated by patients
consulted by health care professionals. This type of consultation is referred to differently
in the literature; virtual visits [11], telehealth which can mean both telephone and video
consultations [12,13], digital visits, or video consultations [13], to name a few.

It is important to note that the use of video visits has increased due to both its advan-
tages, such as providing timely care to patients in rural areas or homebound chronically
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ill patients, and the occurrence of the COVID-19 pandemic. While the pandemic has not
been the only factor driving the adoption of digital care visits, it still played a significant
role in the process. Due to the widespread infection, most countries implemented public
restrictions and recommendations such as minimizing or banning gatherings, countrywide
lockdowns, social distancing, wearing protective masks, and paying special attention to
hand hygiene to control the contagion [14]. The infection rates increased exponentially
during the first and second waves of the pandemic, and there were large numbers of
severely ill patients that needed immediate hospitalization and even intensive care [14].
This resulted in an unusually high workload for the healthcare sector; multiple hospital
wards were transformed into COVID-19 wards due to the shortage of beds in intensive
care units [15–17]. The situation was so severe that routine visits and other non-emergency
procedures had to be postponed, prioritizing COVID-19 patients [14,17].

On account of the circumstances, health care institutions were required to rapidly
adopt and implement digital care visits in their practice to be able to provide telemedicine
services [18,19]. The urgency of the situation sped up the process of authorization and regu-
lation regarding legal matters such as new payment models for remote health care services
and health information privacy [19]. Digital care visits got implemented in various areas of
health care—primary care, mental health [20,21], orthopedic care [22], neurology [18,23,24],
palliative care [25], pharmacy [26], dentistry [27], and others. Even though digital care
visits do not provide possibilities for physical examinations where a healthcare professional
would need to examine a patient physically, video consultations allow specialists to evalu-
ate and sometimes diagnose by inspecting the patient through video. The pandemic has
brought massive challenges and burdens to this world. Still, it also stimulated people to
adapt and seek quick and creative solutions, speeding up technology implementation in
different areas, including the health care sector.

Some research has been done regarding the use of video conferencing, implementation
issues, policies, etc. [11], along with patients’ experiences and perceptions of using video-
conferencing for healthcare visits [6,28–30]. However, the number of studies on healthcare
professionals’ experience with patient-initiated digital visits is limited.

A broader overview, including healthcare professionals from different specializations
and the latest literature, could contribute to a better understanding of what is known on
this topic, what the research gaps are, and what should be studied more. Finding out what
the benefits and challenges of using digital care visits are from the healthcare professionals’
perspective could help optimize the service for both health workers and patients. Thus
making it safer and more usable, resulting in higher satisfaction with the service as well as
more efficient use of limited healthcare staff resources.

Aim

The aim of this study is to explore the existing literature concerning the user experience
of digital care visits from different healthcare professionals’ points of view.

2. Materials and Methods

A scoping review design was chosen for this study. The review was conducted using
the methodological framework by H. Arksey and L. O’Malley [31] and adapted PRISMA-
ScR checklist by Tricco et al. [32]. Scoping reviews are “a type of knowledge synthesis,
follow a systematic approach to map evidence on a topic and identify main concepts,
theories, sources and knowledge gaps” according to A.C.Tricco et al. [32]. This type of
review may vary in the breadth of the literature coverage and the depth of the information
elicited from it [32].

2.1. Search Strategy and Timeframe

Specific search terms and their combinations for finding the literature were thoroughly
researched and tested. The search terms were chosen based on the aim of this study
and were adjusted to retrieve the most relevant studies that fall under the scope of the
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selected topic. MeSH term “telemedicine” was used in the test searches and retrieved
a large number of results, out of which many were irrelevant as there were publications
on phone consultations, remote monitoring, wearable tracking/monitoring devices, etc.
Therefore, to narrow down the search and retrieve more relevant results, this term was
not used and was replaced with more specific keywords. In addition, the queries were
adapted to match each chosen database’s syntax. Three databases were chosen for the
search: PubMed, Web of Science, and IEEE Xplore. The search queries used for the selected
databases are presented in Table 1. Special tags and MeSH terms were used for targeting
the most relevant studies—tag TIAB was used in PubMed for searching in the title, abstract,
and keywords, MH for MeSH terms, TS for searching in the title, abstract, and keywords
in Web of Science, and “All metadata” for searching in IEEE Xplory. IEEE Xplory digital
library does not use MeSH terms. Thus, additional synonyms to some keywords were
added to expand the search. The filters applied for the searches were 10 years’ time span,
English language, and full text available.

Table 1. Search strategy and the number of papers retrieved from the databases. The asterisk (*) in
the search quies in PubMed and Web of Science represents any group of characters. It also represents
no character.

Database Search Words Number of Papers

PubMed

(“digital visit*” [TIAB] OR “remote visit*” [TIAB] OR
“remote consult*” [TIAB] OR teleconsultation [TIAB] OR
“online consult*” [TIAB] OR “video consult*” [TIAB] OR
videoconferencing [MH] OR videoconferencing [TIAB]
OR “digital consult*” [TIAB] OR e-consultation* [TIAB]
OR “electronic visit” [TIAB] OR “virtual visit” [TIAB])

AND (“medical professional*” [TIAB] OR “medical staff*”
[MH] OR “medical staff*” [TIAB] OR “health personnel*”
[TIAB] OR “health personnel*” [MH]) AND (experience*

[TIAB] OR “user experience*” [TIAB]
OR “user satisfaction” [TIAB])

n = 122

Web of
Science

TS = (“digital visit*” OR “remote visit*” OR “remote
consult*” OR teleconsultation OR “online consult*” OR

“video consult*” OR “electronic visit*” OR “virtual visit*”
OR “telemedicine*” OR “telehealth*” OR video

conference* OR e-consult* OR e-health) AND TS =
(“medical professional*” OR “medical staff*” OR “health*

personnel” OR physician* OR nurs* OR therapist* OR
midwi* OR “health* professional” OR “dentist*” OR

“caregiver*” OR “pharmacist*”) AND TS = (experience*
OR “user experience*” OR “user satisfaction”)

n = 1289

IEEE Xplore

((“All Metadata”: “digital visit” OR “All Metadata”:
“remote visit” OR “All Metadata”: “remote consult” OR

“All Metadata”: teleconsultation OR “All Metadata”:
“online consult*” OR “All Metadata”: “video consult*” OR

“All Metadata”: “electronic visit” OR “All Metadata”:
“virtual visit” OR “All Metadata”: telemedicine OR “All

Metadata”: telehealth OR “All Metadata”:
videoconferenc* OR “All Metadata”: e-consult* OR “All
Metadata”: e-health) AND (“All Metadata”: “medical

professional” OR “All Metadata”: “medical staff” OR “All
Metadata”: “health personnel” OR “All Metadata”:

“health professional” OR “All Metadata”: physician OR
“All Metadata”: nurs OR “All Metadata”: therapist OR
“All Metadata”: midwi* OR “All Metadata”: dentist OR

“All Metadata”: caregiver OR “All Metadata”: pharmacist)
AND (“All Metadata”: experience* OR “All Metadata”:

“user experience” OR “All Metadata”: “user satisfaction”))

n = 59
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Apart from the database search, grey literature (“includes a range of documents
not controlled by commercial publishing organizations”) [33] was searched using similar
search terms through Google Scholar and reviewing the reference lists of included studies
to identify literature that has not been formally published in scientific journals. Manuscripts
that were not yet published, conference papers, dissertations, government documents, and
other types of grey literature [34] were searched and screened for eligibility. The search
was carried out from 1 March 2021–15 April 2021.

2.2. Study Selection

The literature was screened for eligibility based on inclusion and exclusion criteria.
The inclusion criteria were original articles, conference proceedings, review articles, and
reports published within the last 10 years in English, focused on healthcare professionals’
experience using digital care visits for patient consultations. Papers that fell under the
scope and were published within a specified time frame and were retrieved during the
“grey literature” search were also included. The exclusion criteria were articles published in
languages other than English and earlier than 2011. They focused on patients’ experiences
using digital care visits or covering healthcare professionals’ willingness to use digital care
visits rather than their experience using it.

For this review, 1440 studies were retrieved and 44 duplicates were removed—more
detailed numbers can be found in the flowchart (Figure 1). Citations were handled using the
referencing program Mendeley. The initial screening was performed by reading the titles
and abstracts of the retrieved results. After the screening, 97 studies were read in full to
decide which to include in the review. Out of those 97, 28 studies met the inclusion criteria
and were deemed eligible for this study. Studies were excluded if they focused on remote
consultations via phone, asynchronous telemedicine using store and forward technology,
clinician attitudes towards telemedicine or willingness to use it, healthcare professionals’
experience of using telemedicine for professional-to-professional consultations, or remote
monitoring. Studies that explored healthcare professionals’ and patients’ or caregivers’
experience with digital care visits were included if separating clinicians’ experience from
the results was possible. Papers in which healthcare professionals’ experience using several
methods for providing telemedicine were studied and deemed eligible for the review if it
was possible to separate the experience from digital care visits.

2.3. Data Analysis

The 28 studies were read again and the information was charted in an MS Excel
spreadsheet. Details such as title, publication date, study design, the type of healthcare
professionals who participated in the study, country/region, main findings, and other
relevant information were documented in the spreadsheet. The emergent themes are
presented in the results.

The collected information was analyzed using thematic content analysis. Several
themes had emerged, including positive experiences/advantages, facilitators, negative
experiences/challenges, barriers, and possible improvements in using digital care visits
from healthcare professionals’ experiences. The themes were divided into categories and
sub-categories.

2.4. Ethical Considerations

Ethical issues were considered for this study, although no human subjects were in-
volved due to the nature of this study. The data analyzed in this review is from published
articles and reports that are freely or institutionally accessible. No sensitive data such as
real medical records were used, meaning that no one’s integrity was compromised.
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Figure 1. The process of study selection—Preferred Reporting Items for Systematic reviews and
Meta-Analyses (PRISMA) flow chart.

3. Results

3.1. General Characteristics of the Reviewed Studies

Most of the selected studies were published in the last 5 years, while only one study
was published earlier in 2015. More than two-thirds of the included papers were recent and
published in 2020 or 2021. The studies were carried out in different countries, Australia
(n = 4) and Europe (n = 10), while half of the studies originated from the United States of
America (n = 14). More than a half of the studies explored the experiences of physicians,
among which were medical oncology professionals [35,36], general practitioners [13,37–39],
otolaryngologists [40], urologists [41], cardiologists [42], and sports medicine profession-
als (physiatrists) [43,44]. Another considerable group of professionals was mental health
professionals—therapists and psychotherapists—who participated in eight studies. The ex-
periences of other healthcare professionals such as nurses, advanced practice professionals,
dieticians, and physical therapists were studied in nine papers. Non-medical professionals,
patients, and caregivers were included in some studies; however, their experiences were
separated in the results, and findings regarding their experience were not included in this
review. Fifteen studies were related to the ongoing COVID-19 pandemic (Table 2).

Table 2. General characteristics of the included studies.

Characteristics Number of Studies Reference Number

Year of publication

2021 n = 13 [38–40,43,45–53]

2020 n = 9 [13,35,37,41,42,44,54–56]

2019 n = 2 [36,57]

2018 n = 1 [58]
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Table 2. Cont.

Characteristics Number of Studies Reference Number

2017 n = 2 [59,60]

2015 n = 1 [61]

Country

Australia n = 3 [36,49,59]

Belgium n = 1 [42]

France n = 1 [40]

Italy n = 1 [54]

Norway n = 2 [38,60]

Sweden n = 3 [13,37,39]

The Netherlands n = 1 [55]

USA n = 14 [35,43–48,50–53,57,58,61]

Worldwide n = 2 [41,56]

Methodology/type

Qualitative study—semi-structured interviews n = 5 [36,37,39,51,59]

Qualitative study—Focus groups n = 1 [60]

Web-based survey n = 12 [13,38,40,41,43,44,48,50,53,54,56,61]

Randomized controlled trial n = 1 [58]

Descriptive study n = 1 [52]

Observational survey n = 1 [55]

Mixed methods study n = 5 [35,45–47,57]

Design thinking—customer journey n = 1 [42]

Review n = 1 [49]

Study participants

Mental health professionals n = 8 [36,45,46,49,52,54,56,57]

Physicians n = 15 [13,35,37–44,48,50,53,58,61]

Surgeons n = 1 [55]

Nurses/nurse assistants/advanced practice
professionals/residents/physical therapists

/speech pathologists etc.
n = 8 [36,42,47,48,51,59–61]

Patients and/or caregivers n = 7 [40,43,55,58,60,61]

Non-medical professionals (education staff,
IT workers, social workers, care coordinators) n = 4 [36,43,48,61]

Studies related to COVID-19 pandemic n = 15 [35,36,40–50,52,54,56]

Five major themes emerged from the data—positive experiences/benefits, facilitators,
negative experiences/challenges, barriers, and possible improvements in digital care visits.
Each of these themes had multiple categories and sub-categories. The categories will be
used as subheadings further on. The results of each will be presented and explained in
more detail. (Tables 3–5).

3.2. Positive Experiences/Benefits of Digital Care Visits

Numerous benefits and aspects of a positive experience have been reported in the
reviewed literature. Aspects such as benefits of remote work, efficiency, satisfaction with
digital care visits, and benefits for the patient were identified (Table 3).
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Table 3. Positive experiences/advantages and facilitators of the digital care visits use.

Theme Category Sub-Category Reference

Positive
experiences/
advantages

Benefits of remote work Flexible working hours and/or place [13,37,39,45,46,54]

Saved travel time/costs [39,41,46]
Feeling more relaxed and at ease [39,54]

Convenience [45,46]
Reduced workload [37,39]

Efficiency Shorter visits [13,47,48,50]
Increased productivity/efficiency [35,37,39,41,47,49,54,59]

Satisfaction Overall positive experience [13,35,40,41,43–46,48,50,55,58,59]
Easy to learn how to use [41,44]

Easy to use [13,39,41–43,46,48,50,55,59–61]
Satisfaction with the system/
platform and/or its features [13,46,47,58]

Comfortable treating patients
via digital care visits [39,47]

The interaction between healthcare
professional and patient was

satisfactory/effective
[39,43,48,55,58]

Convenient, accessible
care and saved

resources for patients
Increased flexibility [13,39,46,51,57,59]

Greater accessibility [13,39,41,46,51,52,58,59]
Convenience [45,58]

Reduced costs and/or time for traveling [13,46,51,52,57–59]
Eliminated other costs [51,57,58]

Protection from communicable diseases [39,51]
Family inclusion and/or education [51]

Proper care for patients [39,41,58]
Patients‘ emotional state Reduced stress, empowerment [39,45,46,49,58,59]

Confidence and increased cooperation [45,46,59,60]
Patient satisfaction Satisfaction with digital care [37,38,48,53]

Facilitators
New perspectives

in remote care Ability to get instant non-verbal feedback [59]

Ability to intervene in real-time [57]
Focusing on what is most important [49,59]

Less demanding [39,59]
Increased personal safety [39,46]

Observing themselves on video is helpful [52]
Insight into patient‘s home environment [35,39,45,46,57]

More frequent visits [46,49,51]
Continuity of care [45,46]

More personal visits [59]
Visits can be intimate [52]

Better than phone call consultations [13,60]

Technical qualities Video and audio quality
is acceptable/good [13,37,38,43,48,55,59,61]

No connectivity issues [55]
Possibilities of

digital care visits
Possibility to

consult/examine/diagnose/treat patients [35,39,43,45,48,57,58,61]

Possibility to work with patients’ emotions [52]
Possibility to build rapport with patients [45,46]

The relationship with
patients was authentic [48,56]

Suitability Suitable for delivering
sensitive/bad news [47]

Suitable for follow-up visits [38,40,54,55]
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Table 3. Cont.

Theme Category Sub-Category Reference

Suitable to treat mental health problems [38,39]
Suitable for treating some skin conditions [39,51]

Suitable for administrative purposes [38]
Physical contact was not necessary [40,55]

Suitable for chronic disease management [40]
Suitable for palliative care [35]
Suitable for pediatric care [35]

Table 4. Negative experiences/challenges and barriers of the digital care visits use.

Theme Category Sub-Category Reference

Negative
experiences/
Challenges

Complicated
decision making

Difficulties making decisions
regarding patient’s diagnosis,

treatment, or referrals
[13,37–39,46,50,55]

Difficulties in guiding the right
patients to digital care visits [13,37,39]

The need to rely on patient’s
observations and descriptions [35,39,51,52,59]

Clinicians’ professional
competence development Concerns regarding loss of competence [37]

Lack of medical skills practice [37]

Work environment Loneliness and isolation
working from home [37]

Workload and workflow Requires higher concentration [45,54,57]
More tiring [45,49,54,56,57]

Difficulties structuring time [37,54]
More stressful [50]

Administration or
preparation takes time [36,49]

Lack of administrative support [35,36,41]

Dissatisfaction Overall dissatisfaction
with digital care visits [53]

Felt that patients’ needs were
not adequately addressed [53,60]

Digital care visits are
inferior to in-person visits [35,45,50,52,53]

Patient-professional
relationship Difficulty fostering rapport [44,56]

Difficulty in dealing
with emotional situations [45,49,52,56]

Digital care visits are less personal [52,60]
Digital care visits were less intimate [57]
Difficulty in maintaining patient’s

attention/engagement [45,46,56,57]

Unmet patients’
expectations

Patient’s desire for physical
consultation was unmet [51,60]

Unrealistic patient expectations
and poor understanding [13]

Patients are reluctant to pay
for digital care visits [51]

Technical challenges Patients lack technical skills [45,51]
Patients lack comfort
in using technology [45,49,51,57]

Restricted access to technology
due to socioeconomic status [51]
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Table 4. Cont.

Theme Category Sub-Category Reference

Complications from
the patient’s side

More visit cancellations
or rescheduling by patients [57,59]

Disruptions from patients’ side [45,57]
Patient safety and privacy Safety concerns [37,38,45]

Privacy concerns [45,52,56]

Barriers Physical barriers Inability to apply certain
treatment techniques [36,43,54]

Inability to provide written information [51]
Lack of physical

examination is problematic
[36,38,39,43,44,46,48,50,51,55,58,59,

61]
Inability to see non-verbal cues clearly [45,48–50,52,57]

Suitability Inapplicable for some types of patients [35,38,46,50,54]
Inappropriate for

sensitive conversations [51]

Technical issues Connectivity issues [36,42,45,46,50,52,53,58,60]
Poor quality or lost audio and/or video [42,46,52,53,58,60,61]

Lack of technical support
when working off office hours [37]

Lack of unified documentation system [37]
Difficult or uncomfortable to use [35]

Reimbursement issues Ambiguity of insurance coverage status [51]
Training and administration

time are not compensated [36]

Reimbursement model
needs to be adapted [13,41,44]

Table 5. Suggestions for improvement.

Theme Category Sub-Category Reference

Suggestions for
improvement

Training and education Provide proper training
in using the technology [13,36,42,44,47,56]

Tutorial materials on how to use the
technology for professionals and/or patients [55,59]

Promotion and education
on digital care visits [41,44]

System and tools Standardized equipment for providers [47]
Incorporate video-conferencing

tools into the EHR system [37]

Implement triage system [13,37,50]
Enhanced data security [42]

Use double web-cameras [49]

Clinician support Promotion of self-care
for healthcare professionals [46]

Incorporate administration/
coordination support [42,44,47]

Ensure access to a suitable work
environment and tools [45]

3.2.1. Benefits of Remote Work

Flexibility regarding working hours and the workplace has repeatedly been reported in
the literature. Cioffi’s study has found that nearly 60% of psychotherapists reported greater
flexibility [54]. In Koch and Guhres’s research, physicians expressed that digital care visits
allow “flexibility to work from home” and “flexibility regarding working time” [13]. Hardy
et al., in their mixed-methods study, found that therapists providing teletherapy for couples
felt similarly “Flexibility in scheduling and location” [45]. Björndell & Premberg have
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found that “the flexibility of work and the regulated assignment online were positive for
the physicians’ work situation and well-being” [39]. Sugarman et al. have also discovered
that therapists identify “scheduling/flexibility” as an advantage [46]. The same findings
mentioned in Fernemark et al. study—flexibility with work hours and the ability to choose
where to work from, were considered advantages by general practitioners in Sweden [37].

Less travel time and costs were also mentioned as benefits in several publications. Physi-
cians from three studies think the use of digital care visits saves commuting time [39,41,46]. This
plays a role in enhancing healthcare professionals’ quality of life: “saving travel time, being
present at home, and participating in family activities, etc., was considered beneficial” [39].

Digital care visits provide flexibility which contributes to healthcare professionals
feeling less stressed and more at ease. A small percentage of psychotherapists in an Italian
study agreed that they felt more relaxed during online sessions [54]. Björndell & Premberg
wrote that “working from home was appreciated by the physicians because it let them
work in peace, feel less stressed, and enjoy being at home” [39].

Sugarman et al. reported that digital care visit “supports personal safety concerns,
including COVID-19 risk” [46], and Björndell & Premberg mentioned “reduced risk of
infection transmission” in their paper [39].

3.2.2. Efficiency

It was indicated in several studies that working with digital care visits is more effi-
cient in the sense that it saves time and increases productivity. Kemp et al. [47], Koch &
Guhres [13], as well as Saiyed et al. [48] studies have shown that digital visits took less time
than in-person visits, according to healthcare professionals. A total of eight of twenty-eight
selected studies indicated that digital care visits increase productivity or efficiency. Health-
care professionals felt that by using telemedicine, they could be more productive [41,54],
more structured and efficient due to greater focus during the sessions [49]. The use of
technology made the visits more efficient [35], meaning that the patients were prepared,
and physicians could easily end the video calls after the consultation and consult another
patient right away [47,59]. Some physicians reported that it was easier to consult patients
via digital care visits as their cases were simpler than those in the physical visits, making it
possible to provide consultation to more patients [37,39].

3.2.3. Satisfaction

Overall, healthcare professionals, regardless of specialization or location, had mostly
positive experiences with digital care visits, ranging from at least slightly [45] to highly
satisfied [35,40,44], as stated in nearly half of the selected publications. Professionals felt
that digital care visits have a positive impact on their work environment [13], were generally
happy with their experience [41,43,55,58,59], and enjoyed it [48].

The usability of digital visits varied due to the use of different platforms. Some studies stated
that systems used for digital care visits were easy [41,44], and twelve out of twenty-eight studies
found that they were quite straightforward and easy to use [13,39,41,43,46,48,50,55,59–61]. Several
publications revealed that healthcare professionals were satisfied with the system/platform
itself [13,47,58] and/or appreciated its features [46].

Regarding the interaction between healthcare professionals and patients, healthcare pro-
fessionals in six studies expressed having a positive experience regarding patient-professional
interaction. Clinicians could discuss patients’ issues, assess their condition, and offer treatment
advice effectively. In many cases, an in-person visit was unnecessary [39,43,48,55,58].

3.2.4. Convenient, Accessible Care and Saved Resources for Patients

Increased flexibility and greater accessibility are some of the benefits of digital care visits.
Digital care visits allow patients to schedule visits at their convenience [13,39,46,58,59]. Patients
with responsibilities for, e.g., caring for their children, do not need to organize childcare for
visiting healthcare professionals [46,51,52,57]. Digital care visits offer high-quality medical
care for patients from rural or remote areas where such care is inaccessible [13,39,41,52,58].
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In addition, patients who are homebound due to their medical conditions or those who
simply do not have the means or wish to travel to a health care facility benefit from having
their visit digitally [46,51,57,59]. Saving travel costs was mentioned multiple times in
eight reviewed articles [13,46,51,52,57–59]. Moreover, patients feel more at ease when they
are surrounded by the environment and people that they are used to, such as their family or
their pets [39,45,58,59]. Digital care visits were emphasized in mental health-related studies
as well. Studies showed that patients tended to be more open, feel more secure, and often
shared more with their therapists during the online sessions from their homes [45,46,49].
Having remote visits from patients’ homes allows for better family member inclusion [51],
knowing more about their condition, and caring for them [51]. Hinman et al. study on
remote physiotherapy found that patients felt empowered when doing exercises at home.
Digital care visits increased their adherence to the program and allowed them to learn
correct and safe exercise techniques [59]. Patients gained more confidence in performing
rehabilitation exercises at home [59] and took more initiative to care for themselves and be
more self-reliant [60]. They even could form stronger therapeutic alliances or cooperation
with therapists [45,46].

Furthermore, by having remote health care visits, patients avoided transmission of
and exposure to communicable diseases, which enhanced their safety and contributed to
controlling the spread of infectious diseases [39,51]. Overall, clinicians from several studies
indicated they felt their patients were satisfied with digital care visits, their complaints
were addressed, and they got the necessary care [37,38,48,56].

3.3. Facilitators
3.3.1. New Perspectives in Remote Care

Digital care visits employ video-conferencing technology, opening new perspectives
in remote care. The ability to get instant non-verbal feedback through video, i.e., seeing the
patients’ facial reactions and body language, enables healthcare professionals to get more
unspoken information from the visit [59]. Seeing a patient’s symptoms during the video
consultation allows health care professionals to intervene in real-time [57]. Some clinicians
thought that caring for patients remotely made them focus more on what was the most
important in the treatment [49,59].

Clinicians noted that digital care visits felt more personal in Hinman’s study because
physical therapists had to listen to their patients to provide good service [59]. Levy et al.
stated that in a therapeutic setting with a close-up video of the patient’s face, the session
could be as intimate as in-person [52]. Being able to see the patient was one of the reasons for
healthcare professionals’ preference for digital care visits over phone consultations [13,60].
Interestingly, another new perspective brought by digital care visits, which was not present
in traditional visits, is a possibility to get insight into a patient’s home environment. This
allows clinicians to get a better overview of the patient’s life and gives valuable insight into
how they communicate, e.g., with their relatives or pets if they are in the picture, which
creates a unique possibility to “get closer” to the patient and many healthcare professionals
appreciated that [35,39,45,46,57]. According to clinicians, digital care visits allow for shorter
and more frequent visits [46,49,51] and ensure continuity of care [45,46], supporting access
to care for patients.

3.3.2. Technical Qualities

Eight out of twenty-eight studies indicated that technical features such as audio and video
were of good quality or that there were no issues during the visits [13,37,38,43,48,55,59,61]. Clini-
cians thought they could hear and see patients well enough to provide healthcare services.

3.3.3. Possibilities of Digital Care Visits

Using video-conferencing technology for digital care visits, it is possible to consult,
examine, and diagnose patients, as stated in eight reviewed studies [35,39,43,45,48,57,58,61].
Digital care visits seemed like a suitable form of care for some clinicians [58]. A total of
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57% of therapists in Becevic’s et al. study reported that they could treat patients via
digital care visits [61]. Furthermore, 83% of couple therapists in Hardy et al. study
replied that they could at least somewhat solve the conflicts as effectively as in in-person
visits [45]. In the Kirby et al. survey, surgeons were fairly confident in their diagnoses
and assessments [43]. Other studies showed that clinicians were comfortable treating
their patients or that their patients were appropriate subjects for getting treatment via
telemedicine [35,39,48]. Several studies indicated that clinicians felt they could establish
a connection with patients, an imperative part of patient-clinician interaction [45,46]. Some
even stated that the relationship with patients was as authentic as face-to-face visits [48,56].

3.3.4. Suitability

A total of four of the selected studies explained that digital care visits are best suitable
for follow-up visits, as it is easier to consult a patient who is known and whose condition
is not completely new for the healthcare professional [38,40,44,55]. Some other studies
showed that, in clinicians’ opinion, digital care visits are suitable for treating mental
health problems as no physical examination is required [38,39]. In addition, digital visits
are appropriate for some less complicated skin conditions if the video quality is good
enough [39,46]. This type of visit is also suitable for palliative and pediatric care [35], for
chronic disease management [40], and for administrative purposes such as extending a sick
leave for working patients [38].

3.4. Negative Experiences/Challenges of Using Digital Care Visits

Despite numerous advantages of digital care visits, multiple drawbacks and chal-
lenges are reported in the literature. Clinicians have encountered decision-making issues,
workload and workflow problems, patient-professional relationship-related considerations,
patient-related challenges, or low satisfaction. These negative experiences and challenges
will be presented further on.

3.4.1. Complicated Decision Making

Seven studies out of twenty-eight declared that clinicians experience difficulties mak-
ing decisions regarding a patient’s diagnosis, treatment, or referrals [13,37–39,46,50,55].
In Koch & Guhres’s paper, physicians reported that “information for decision making is
limited” in digital care visits [13]. The Johnsen et al. study revealed that 15% of GPs were
worried that they had possibly missed signs of serious disease. In addition, more than half
of the physicians considered the inability to perform a physical examination was a serious
disadvantage [38]. In another publication, it was explained that physicians think digital
care visits will never be able to replace hands-on examination [55]. Sugarman et al. articu-
lated that according to therapists’ experience, it was complicated to easily treat distracted
patients, to visualize their psychomotor symptoms, measure vital signs, and prescribe
medication based on their observations and discussions during the digital care visit [46].
Other authors got similar findings regarding these difficulties [37,39,51,52,59]. Physicians
and therapists also saw disadvantages in having to rely on the patients’ observations and
descriptions to diagnose, assess, or prescribe proper treatment [35,39,51,52,59]. GPs were
sometimes hesitant about trusting a patient’s complaints without an examination when
extending their sick leaves or prescribing medication [39].

Several studies revealed that healthcare professionals had difficulties guiding the
right patients to digital care visits. It was complicated for physicians to sort the patients
whose conditions were appropriate to be treated via digital care visits, who needed to have
an in-person visit, and who could have their problems solved by other health professionals,
e.g., by nurses to utilize the limited healthcare resources efficiently [13,37,39].

3.4.2. Professional Development and Work Environment

Clinicians’ concerns, such as lack of medical skills practice and loss of competence,
were raised in the Fernemark et al. paper [37]. GPs worried that digital care visits often
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deal with simpler cases where physical examinations and more complicated medical
manipulations are unnecessary. They were concerned that by working exclusively with
digital care visits, they would lose some of their skills and competence [37].

3.4.3. Workload and Workflow

Clinicians in several studies reported that digital care visits require a higher level of
concentration compared to traditional visits [45,54,57]. Over 55% of therapists said digital
care visits require a higher concentration level in the Cioffi et al. study [54]. Therapists
from another study pointed out that 30% of them experienced less engagement, that they
had to work harder because they needed to monitor technical aspects of the session, that
it tended to non-verbal communication ( difficult for 80% of the therapists), and that
disruptions during the visits occurred for 92% of the respondents [57]. Therapists in the
Hardy et al. study experienced “clinician fatigue—lethargy, tiredness, and discomfort”
and claimed digital care visits were more tiring [45]. Similarly, other studies reported that
treating patients online is more tiring as the clinician needs to compensate for the absence
of physical presence, focus harder, and use senses other than touch to assess patients, as
well as often helping patients with technology issues and dealing with a sometimes higher
workload [45,49,54,56,57]. Healthcare professionals from the Cioffi et al. and Fernemark
et al. studies felt it was more difficult to structure their time when working from home, and
they were unsure as to when and if they should take breaks [37,54].

Around one-fifth of the physicians who participated in the Gold et al. survey replied
that they experience increased stress while working with digital care visits [50]. Some
identified that the type of digital care visits conflicted with their views on how care should
be delivered [50]. Johnsson et al. and Paulik et al. discovered that clinicians feel ad-
ministration and preparation for digital care visits takes a lot of time, because they must
adapt certain treatment techniques to a new setting [36,49]. Other authors found that
clinicians experience a lack of administrative support, and they need to schedule visits and
do other tasks, that a secretary or a nurse could take over, instead of focusing on treating
patients [35,36,41].

3.4.4. Dissatisfaction

One study from the USA reported that 58% of the participating physicians were
generally neutral or dissatisfied with digital care visits. Nearly half were concerned that
the healthcare professional-patient relationship was compromised because of digital care
visits [53].

Two other studies discovered that clinicians felt their patients’ needs were not ade-
quately addressed as some patients could not get the necessary care online, or wished for
a physical presence and social interaction with the clinician [53,60]. Overall, five studies
reported that healthcare professionals consider digital care visits inferior to face-to-face
visits and prefer traditional visits over digital ones [36,45,50,52,53].

3.4.5. Patient-Professional Relationship

Several studies addressed the issue of the healthcare professional’s difficulty fostering
rapport with their patients [44,56]. Bekes et al. and Tenforde et al. reported that healthcare
professionals felt they had difficulties connecting emotionally to the patient [44,56]. Mental
health professionals expressed that it was difficult to deal with emotional situations in
digital care visits [45,49,52,56] mainly due to the inability to properly see patients’ body
language and facial expressions and the inability to use certain conflict management
techniques from a distance [45,49,52,56].

Another concern regarding the patient-professional relationship was that digital care
visits are less personal than face-to-face visits. This concern was reported in two studies
that explained it happened due to a lack of physical presence and being there for the
patient [52,60]. Similarly, therapists from the Wade et al. study felt that therapy sessions
via digital care visits were less intimate [57]. Mental health workers experienced difficulty
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maintaining patients’ attention and engagement due to their condition or distractions at
home [45,46,56,57].

3.4.6. Unmet Patients’ Expectations

A few studies reported that healthcare professionals felt their patients’ desire for
physical consultation was unmet, especially oncological and geriatric patients [51,60]. At
times, according to clinicians, patients desired to be examined physically to feel more secure
regarding their diagnosis [51] or because social interaction was important for homebound
patients [60]. Koch & Guhres found that physicians reported patients having unrealistic
expectations or poor understanding of what could be done during digital care visits,
resulting in dissatisfaction [13].

3.4.7. Technical Challenges

The fact that patients have different socioeconomic statuses was related to their access
to technology such as smartphones, tablets, and computers [51]. This meant that not
all patients got access to digital care visits. In addition, patients’ lack of technological
skills [45,51] or patients’ lack of comfort in using technology [45,49,51,57] often prevented
successful interaction via digital care visits.

3.4.8. Complications from the Patients’ Side

Other challenges clinicians had to deal with were more visit cancellations or rescheduling
by patients due to increased flexibility, as reported by Hinman et al. and Wade et al. [57,59].
Disruptions when patients get distracted by their family members or daily chores also had
a negative effect on the overall experience [45,57]. Moreover, Heyer et al. stated in their
study that sometimes patients do not feel they should pay for digital care visits the same as
they do for traditional ones [51].

3.4.9. Safety and Privacy

Several studies have covered clinicians’ concerns regarding patient safety, privacy,
confidentiality, and informed consent. Patients’ immediate safety due to acute conditions
and the need for emergency hospitalization [37,38] or safety regarding conflicts at home and
risks posed by their mental state [45] concerned clinicians. Privacy was an issue discussed
in three studies. In therapy sessions, privacy is important, and it is severely compromised
when a patient is unable to find a place in their homes where they feel secure and cannot
be overheard by family members [45,52,56].

3.5. Barriers
3.5.1. Physical Barriers

Using digital care visits for treatment sometimes poses barriers, such as the inability
to apply certain treatment techniques that could otherwise be used in a face-to-face visit.
Cioffi et al. showed that 50.69% of responding therapists felt digital care visits restrict
or prevent applying certain techniques [54], and surgeons from Kirby et al. had similar
experiences [43]. Allied health specialists reported that the medical interventions were
limited to those who did not require a trained occupational therapist’s presence. Therefore,
patients were less successful in reaching motor goals [36].

A similar problem occurred to healthcare professionals trying to examine the pa-
tients. In 13 studies, clinicians reported that lack of physical examination was problem-
atic [36,38,39,43,44,46,48,50,51,55,58,59,61]. Surgeons in Kirby et al. pointed out that they
had difficulty measuring sensation and tenderness [43]. In addition, occupational thera-
pists sometimes struggle to evaluate motor skills [36]. Mammen et al. found occasional
technical problems and the inability to touch sometimes hindered the physician’s abil-
ity to conduct the examination [58]. Physical therapists experienced discomfort with-
out hands-on assessment [59]. Other studies showed that clinicians thought not having
a physical examination was a loss, and digital care visits cannot replace hands-on examina-
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tion [38,39,44,46,48,50,51,55,61]. Mental health workers [45,49,52,57] and physicians [48,50]
considered the inability to see non-verbal cues as a disadvantage.

3.5.2. Suitability

Clinicians expressed that digital care visits were not always a suitable form of care
for some patients. Studies have found that digital care visits were less applicable for
new patients [38,50]. This also applies to patients that have musculoskeletal, skin [38,50],
pediatric problems, acute and severe health issues [38,51], or conditions that certainly
require physical examination [35]. They were also unsuitable for patients with severe
mental problems such as paranoia, psychosis, etc. [46]. Medical oncology professionals
noted that digital care visits were inappropriate for sensitive conversations with the patient,
such as for delivering bad news [51].

3.5.3. Technical Issues

Technical issues may become a serious barrier to providing quality care. In ten of
twenty-eight studies, authors reported that healthcare professionals had encountered
connectivity issues. Lost connection [36,45,51,52,60], difficulty logging on [46], patients
not being able to connect [42], poor or unstable internet connection [50,60], over half the
clinicians in Mammen et al. and Yu et al. indicated they experienced audio, video, and
connectivity issues [53,58]. Healthcare professionals from other studies also expressed
they had problems with poor quality sound or video during the visits, which affected the
overall quality of the consultation as it was more difficult to communicate and assess the
patient [42,46,52,60,61].

3.5.4. Reimbursement Issues

Healthcare professionals mentioned problems related to reimbursement for digital
care visits. Due to rapid telehealth adoption, the insurance companies have not adapted
their policies for coverage regarding digital care visits, which is problematic for healthcare
professionals [51]. Allied health therapists experienced they had to spend a lot of time
training to use digital care visits and administrate them. At the same time, they were
only compensated for the factual duration of the visits, not the preparation, which posed
a risk of job dissatisfaction [36]. Other authors suggested the reimbursement models
should be adapted to offer fair pay for healthcare professionals providing care via this
technology [13,41,44]. Negative experiences and challenges are presented in Table 4.

3.6. Suggestions for Improvement

Lastly, a theme about possible suggestions for improving digital visits emerged from
the reviewed literature. The findings suggest that main improvements could be done in
training and education, improving tools, and adapting the system, as well as offering
greater support for clinicians.

3.6.1. Training and Education

Providing proper training for healthcare professionals on how to use the technology
and train them in providing health care services remotely would be beneficial and improve
clinicians’ experience, as well as increase their confidence in using digital care visits, as
reported in six studies [13,36,42,44,47,56]. Preparing tutorial materials such as video clips or
booklets concerning how to use the digital care visit platform to support both professionals
and patients was indicated as a potential benefit [55,59]. Promotion and education about
digital care visits could raise awareness and encourage and support healthcare professionals
in using the technology [41,44].

3.6.2. System and Tools

Standardized equipment for providers would ensure that digital care visit platforms
are supported by all used devices, and it would be easier to use, as stated in Kemp et al. [47].
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Clinicians would also benefit from the video-conferencing tool being integrated into the
EHR system they use routinely to grant easy access to patient records [37]. Addition-
ally, healthcare professionals find it difficult to guide appropriate patients to digital care;
therefore, implementing a triage system would be helpful [13,37,50]. In response to
safety and confidentiality concerns, improvements could be made to enhance security
by setting session passwords, end-to-end encryption, and ensuring GDPR compliance [42].
Paulik et al. suggested using two cameras for the patients—one showing a close-up image
of the face and another capturing the whole body to improve visibility and understanding
of non-verbal cues shared by the patient during therapy sessions [49].

3.6.3. Clinician Support

Providing clinicians with properly functioning devices and ensuring they have
a suitable work environment that is private, quiet, and well-lit would contribute to the
professional’s comfort and the quality of the consultation [45]. Not putting a burden of
excessive administration and coordination tasks that could be done by other staff on the
clinicians [42,44,47] could help them better cope with the workload. Lastly, another im-
portant aspect is the promotion of self-care. It has been reported that digital care visits
may be more tiring than regular sessions, and professionals caring for themselves to cope
with fatigue caused by digital care visits is crucial [46]. Suggestions for improvement are
presented in Table 5.

4. Discussion

This study aimed to explore the literature and determine the user experience of digital
care visits from different healthcare professionals’ points of view [62]. This study showed
that healthcare professionals mostly had positive experiences with digital care visits. Many
authors stated that healthcare professionals believe that digital care visits are advantageous
for the professionals considering benefits such as remote work, efficiency, satisfaction
with this type of consultation, and new perspectives in remote care. Clinicians particularly
appreciated the ability to be flexible in terms of work hours, choosing the work environment,
increased productivity and efficiency, as well as the ease of use of the technology. Similarly,
when exploring patients’ points of view, a systematic review has shown that the patients
had overall high satisfaction with information sharing and consumer focus [6].

Many healthcare professionals agreed that digital care visits significantly increased
the accessibility of health care services to patients who live in remote locations, are not able
to travel to a health facility due to various reasons (limited or restricted mobility, social
phobias, lack of resources, etc.,), or even those with responsibilities at home such as caring
for young children or sick relatives. These findings align with other studies that explored
the caregivers’ and patients’ points of view toward remote care [63,64]. A significant portion
of studies declared clinicians found their patients became more confident in themselves,
felt more at ease, and cooperated in their treatment better when they had the chance to
stay in their home environment. Specifically, this was mentioned not only by mental health
professionals, who rarely need to apply hands-on techniques in their treatment, but also
by physical therapists who were teaching their patients exercise techniques and managed
to achieve good outcomes [39,45,58,59]. Facilitators found in the literature were related to
new perspectives and features of remote care, such as real-time video aspects that added
visual information compared to consultations over the phone.

Health care professionals had mixed experiences with technical quality. Eight of the
selected papers reported the quality as being good with no issues at all. In ten of the other
studies, it was reported that clinicians experienced technical issues related to video/audio
quality or connectivity issues from their or their patients’ side [13,37,38,43,48,55,59,61].

The possibilities of digital care visits were rated positively among healthcare profes-
sionals. Physicians and therapists thought it was possible to consult, examine, diagnose,
and treat patients via digital care visits. However, in almost half of the reviewed papers,
healthcare professionals expressed that the lack of physical examination was at least some-
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what problematic. Particularly, general practitioners and healthcare professionals who work
with musculoskeletal disorders and oncologic patients found the inability to physically
examine patients to be an obstacle in some cases [36,38,39,43,44,46,48,50,51,55,58,59,61].
Overall, there were mixed opinions on whether digital care visits could replace face-to-face
visits. Health care professionals reported that digital care visits are suitable to assess some
conditions, such as simpler skin conditions, mental health issues, and other conditions that
did not require touch to assess as well as follow-up visits for chronically ill patients [38–40,46].
On the other hand, when the conditions were more complicated or the patient was new,
clinicians reported that a physical visit would be more suitable [35,38,46,50,51]. Compared
with another study, health personnel found both benefits and disadvantages of treating
patients remotely. Some found it advantageous because the patients did not need to wait
long to receive care; others expressed it was easier for them to write a referral rather than
have a digital care visit [64].

The findings suggest that digital care visits are suitable for visits that involve treatment
of rather simple conditions. Those that do not require a physical examination or do not
involve sensitive conversations would be better managed in face-to-face visits. Naturally,
selecting the right kind of patients for remote care would decrease the complexity of
decision-making when a professional must rely on other senses and information collected
without being physically present with a patient. This could be achieved by employing
a triage system as suggested in two Swedish studies [13,37] and one American study [50].
By implementing a triage system that would filter the patients and direct them to the
right type of care, limited medical resources could be utilized more efficiently. Other
suggestions for improvement include training and educational materials, which could
potentially improve healthcare professionals’ experience in using digital care visits, as well
as raise awareness among those who have not started to use it yet and encourage them to
employ the technology [13,36,42,44,47,56]. Conversely, general practitioners from another
study noted that even though reading manuals on how to use the technology were often
helpful, they rarely found the time “to read and understand the instructions” due to tight
scheduling [64].

Some healthcare professionals expressed digital care visits were not well integrated
into their workflow. They felt unsure when prescribing medication to patients without
knowing their health history [39]. Using separate video-conferencing tools, scheduling
consultations, and coordinating remote care added to the workload [50], thus implementing
the necessary tools into the EHR system could make the workflow smoother and allow
healthcare professionals to access patients’ health records, ensuring greater confidence
for the clinicians and safety for the patient [37]. Another important aspect of remote
consultations or remote work, in general, is fatigue that comes from communicating on-
line and the feeling of isolation and loneliness from being unable to meet with peers.
One study suggested that self-care should be promoted among healthcare professionals
working remotely [46]. Online social activities for the healthcare teams such as communi-
cation channels, virtual social groups, peer support, and games or team challenges could
be offered to healthcare professionals to provide them with an opportunity for casual and
less formal communication with colleagues as a replacement for running into each other
at the office [65]. This, in turn, could make them feel more connected to the team and
less isolated.

Few of the studies in this review involved resident doctors or young professionals
who do not have extensive work experience [50,51,53]. It was reported that they had more
difficulties in using digital care visits. It was more complicated to assess and diagnose
patients due to limited work experience [50,51,53], and therefore it is possible their experi-
ence with remote consultations was more negative. It is possible that clinicians with more
in-person work experience would be a better fit for providing such services [39], and they
would be more comfortable in such a setting. Alternatively, it could be beneficial if young
professionals got mentorship or support from their more experienced peers whenever they
needed to increase their confidence. Also, as mentioned in some of the reviewed articles,
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training and education on how to use the technology and provide remote health care would
be beneficial [66].

It is worth mentioning that because of the COVID-19 pandemic, the adoption of digital
care visits was extremely rapid, and many health organizations were unprepared for it.
Health workers were pushed out of their comfort zones and forced to move to remote
care abruptly without having the time to prepare or train for it properly, and many of
the organizational changes had to be made suddenly to make the shift happen [45,46,54].
Therefore, the studies published during the pandemic were strongly influenced by these
aspects, and healthcare professionals’ experiences of using digital care visits were affected
by the sudden shift as well as general stress and pressure caused by this unprecedented
contagion. Many of the professionals have not used digital care visits prior to the pandemic,
and the sudden change may have influenced their experiences more negatively. However,
on the contrary, many stated an overall positive experience and would continue to use the
technology to a smaller or larger extent in the post-pandemic future [35,38,41,44,45].

It is clear from the results that digital care visits will never fully replace in-person
visits [67,68]. However, the studies showed that it is possible to provide health care services
via digital care visits in cases that do not require a physical examination for the assessment,
such as chronic disease management [40]. Patients with conditions such as diabetes who are
consulted and monitored by healthcare professionals online may be able to manage their
condition at home without the need for hospitalization, thus saving time and resources for
both parties [68–70]. Almathami et al. performed a systematic literature review on “Barriers
and facilitators that influence telemedicine-based, real-time, online consultation at patients’
homes” in 2020 and found that the majority of their included studies (98 percent) proved
the effectiveness of digital care visits in “improving patients’ overall health conditions
and in assessing patients’ health conditions successfully” [71]. The same review found
that more than a quarter of analyzed studies proved online consultations were as good
as face-to-face visits [71]. However, digital care visits should not take over all in-person
visits but act as a complement to the physical visits. It is important to note that the social
interaction and physical presence facilitate better conditions for showing empathy and
simply “being there” for the patient, which are essential parts of care and bear significant
value to patients and professionals alike.

4.1. Implications of This Study

Admittedly, only a fraction of healthcare professionals’ specializations was included in
the reviewed studies. The knowledge of the experience of surgeons, midwives, dental care
professionals, and specialized physicians other than those included in this study is limited
and should be studied in the future to get a clearer picture of their perspectives. The COVID-
19 pandemic is surely transforming remote care, and there have already been studies that
described the shift towards digital care visits and the organizational changes [11,18,72,73].
However, a more detailed review of how the perspectives have changed and how the rapid
adoption has affected the use and experience of clinicians could be beneficial in the future.
Moreover, more research could be done on the usability of digital care visits integrated into
the EHR systems because, so far, the clinicians mostly use separate platforms. In addition,
more explorations of how digital care visits could be combined with in-person care and the
perspectives of professionals, patients, and caregivers on this approach could be studied
further. Finally, more studies regarding the use of digital care visits in self-management
and follow-up of chronically ill patients are needed. Knowing how digital care visits affect
patient safety is also of interest to be studied in the future. Moreover, studying the economic
impact of digital care visits on health care is also of great importance.

4.2. Strengths and Limitations

One of the strengths of this study is a comprehensive search strategy in three large
databases containing large amounts of healthcare and technology-related publications. The
search was carefully documented. The search queries were tested and adjusted to retrieve
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more relevant results. MeSH terms were used to broaden the search. Many studies were
retrieved from the databases, and an additional search for the grey literature was performed.
Various types of publications and different study types were included in the review to
ensure broad coverage of the topic. All the citations were managed using Mendeley’s
reference system to ensure orderly documentation.

This scoping review is not without limitations. Firstly, filtering the search results by
the language (including only English papers) may have prevented getting more results and
potentially missed data that could have been included in this study. Secondly, a limited
time frame may have affected the quality and quantity of the findings. Additionally, lack
of critical appraisal is one of the disadvantages of the scoping review type of studies and
therefore poses a risk of bias [74]. The search terms and search queries were discussed in
detail. The search queries were adjusted, and new search words were added several times.
However, the screening and the selection of studies were performed by the first author,
increasing the risk that some studies were missed [75].

5. Conclusions

To summarize, this scoping review explored the existing literature on the user expe-
rience of using digital care visits from different healthcare professionals’ points of view.
The themes of positive experiences/benefits, facilitators, negative experiences/challenges,
barriers, and suggestions for improvement were identified. The findings suggested that
overall, healthcare professionals had a positive experience with the use of digital care visits
and found numerous benefits of this type of remote care for themselves as healthcare work-
ers as well as for their patients. Despite the overall positive experience, clinicians reported
challenges and issues they faced when using the technology, including decision-making
difficulties, physical barriers, technical issues, suitability concerns, and others. Finally, it
is suggested that digital care visits cannot replace in-person visits in full. However, they
could be effectively used in combination to treat and manage suitable conditions. Further
research could be done to explore the experiences of other healthcare professionals not
represented in this study, as well as the effects of the COVID-19 pandemic on digital care
visit use.
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Abstract: The adoption of digital contact-tracing apps to limit the spread of SARS-CoV-2 has been
sup-optimal, but studies that clearly identify factors associated with the app uptake are still limited.
In April 2021, we administered a questionnaire to healthcare university students to investigate their
attitudes towards and experiences of the IMMUNI app. A multivariable logistic regression model
was built to identify app download predictors. Adjusted odds ratios (aORs) and 95% confidence
intervals (CIs) were calculated. We surveyed 247 students. Most respondents (65.6%) had not
downloaded IMMUNI, reporting as the main reason the perceived app uselessness (32.7%). In
the multivariable analysis, being advised to use the app (aOR: 3.21, 95%CI: 1.80–5.73), greater fear
of infecting others (aOR: 1.50, 95%CI: 1.01–2.23), and greater trust in the institutional response to
the emergency (aOR: 1.33, 95%CI: 1.00–1.76) were positively associated with the outcome, whereas
greater belief in the “lab-leak theory” of COVID-19 was a negative predictor (aOR: 0.75, 95%CI:
0.60–0.93). Major technical issues were reported by app users. Targeted strategies aimed at improving
awareness of digital health applications should be devised. Furthermore, institutions should invest
in the development of these technologies, to minimize technical issues and make them accessible to
the entire population.

Keywords: digital contact tracing; IMMUNI app; COVID-19; students

1. Introduction

Contact tracing has long been a key public health tool for slowing or stopping the
spread of infectious diseases [1]. It allows rapid and accurate identification of individuals
who have been exposed to confirmed or probable cases (contacts) and, thus, the infection’s
chain of transmission to be broken [2]. During the COVID-19 pandemic, contact tracing has
assumed a critical role in mitigating transmission of the SARS-CoV-2 virus and limiting its
dramatic effects on health systems and societies [3–5]. Nevertheless, several challenges in
using the traditional contact-tracing strategy have become apparent in many countries [6].
Among these, the scarcity of previously trained personnel, the short time between infection
and the onset of symptoms, as well as a possible recall bias, may have hindered the
effectiveness of this surveillance system [7]. For these reasons, and because a number of
digital health technologies have been implemented successfully in recent years, several
mobile applications have been developed to support the traditional approach by enabling
digital contact tracing [8,9].

Using Bluetooth or GPS technology together with an appropriate app, it is possible
to geolocate and record every device that has been in close proximity with another [10].
This allows users to be tracked and notified when they have been near the device of a

271



Life 2022, 12, 871

person who reports testing positive for SARS-CoV-2, and, consequently, to take preventive
measures, such as quarantine [11]. Recognizing the public health potential of digital contact
tracing (DCT) tools, which is underpinned by modelling studies that demonstrate how
DCT could help control the spread of SARS-CoV-2 [8], several countries have introduced
these systems, some of them with positive experiences, especially Eastern countries [7]. In
Italy, the DCT app “IMMUNI” was launched in June 2020 and its use was on voluntary
basis [12]. Briefly, when installed on a smartphone, IMMUNI emits a Bluetooth signal that
includes a random code. It does this on a continuous basis. When a person approaches
another one, their smartphones exchange these codes and store them in their memory, thus
making note of that contact. When a person is notified of testing positive to SARS-CoV-2,
with the help of healthcare personnel, the user is able to report this result to IMMUNI,
sharing his or her random codes and alerting the people he or she has been in close contact
with [13]. However, despite initial interest in this innovation in Italy, and in similar apps in
other Western countries, the intense international debate over the ethical, legal, and societal
implications has hampered efforts to implement DCT strategies [8,14,15].

Recent evidence shows a generally positive attitude towards DCT apps [16], but
issues of cyber security, variable risk perception, and poor awareness of benefits have been
indicated as barriers to their use [17,18]. However, studies that clearly identify factors
associated with app uptake are still limited, and results are mixed [19–21]. Therefore, it is
critical to further investigate the factors that may have hindered app use. This is especially
pertinent among young people, who on one hand are at higher risk of SARS-CoV-2 infection
given their frequent opportunities to socialize [22], while on the other hand they have a
greater degree of digital literacy and acceptance of downloaded apps [21]. The objective
of our study was to investigate the attitude towards the IMMUNI app in a sample of
healthcare university students. We also explored their experiences of using it as well as the
main barriers to its download. Specifically, we aimed to identify the key factors associated
with its uptake among a cohort of people who have been trained to adopt health prevention
behavior, and, thereby, to better understand what may have hampered its adoption in a
population that should be receptive to DCT.

2. Materials and Methods

2.1. Setting and Participants

This cross-sectional study was conducted at Sapienza University of Rome between
14 and 19 April 2021. An online survey was administered to students enrolled in the
healthcare area (i.e., three nursing science courses and one physiotherapy course). Access
to the questionnaire was via a link sent by e-mail to the students’ institutional e-mail
addresses. The study was performed in accordance with the World Medical Association
Declaration of Helsinki. Participants were asked for their consent and were guaranteed
anonymity in the information collected. The institutional ethics board of the Umberto I
teaching hospital/Sapienza University of Rome approved this study (protocol number
571/2021).

2.2. Questionnaire

The questionnaire was self-administered and took approximately five minutes to fill
out (Supplementary Materials). It consisted of a maximum of 33 closed-ended questions
grouped into three sections.

The first section aimed to collect sociodemographic information: age, gender, field of
study, year of study, nationality, Italian Region, finances (i.e., with the financial resources
at your disposal, how well do you get to the end of the month?), main source of health
information (i.e., what is your main source of health information?), health literacy (HL)
(i.e., how often do you need to have someone help when you read instructions, pamphlets,
or other written material from your doctor or pharmacy? [23]), chronic pathologies, and
the occurrence and symptoms of a SARS-CoV-2 infection in the past.
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The second section explored students’ perceptions of and attitudes towards the COVID-
19 pandemic. Specifically, we asked them to rate on a 5-point scale (from 1 [very low]
to 5 [very high]) how great was their fear of getting the SARS-CoV-2 infection, fear of
infecting others, and their concern about the COVID-19 emergency. We also asked students
to express their feelings in relation to the pandemic (i.e., depression, anxiety, and anger,
from 1 [not at all] to 5 [extremely]), to self-report adherence to COVID-19 precautionary
measures (i.e., compliance with social distancing and use of mask, from 1 [not at all] to
5 [extremely]), their trust in institutions (i.e., on a scale from 1 [not at all] to 5 [extremely];
how much do you trust the response of the institutions to the emergency?), and their
belief that the virus originated from a laboratory in Wuhan (i.e., on a scale from 1 [not at
all] to 5 [extremely]; how much do you believe in the “lab-leak theory” of the origin of
COVID-19?). Finally, we asked whether someone had advised them to download and use
IMMUNI, when they had actually downloaded it and whether they were still using it.

The third section was different for students who had downloaded the app and those
who had not. In the first group, we investigated the main reasons for such a download and
their assessment of some app features (i.e., on a scale from 1 [very poor] to 5 [excellent],
how would you assess the privacy features, ease of use, usefulness, and intuitiveness?). In
addition, students were asked to report their personal experience with app notifications.
Two possible scenarios were investigated: (i) receipt of at least one notification as a potential
contact, and the nature of their post-notification behavior, or (ii) at least one notification via
the app of having a SARS-CoV-2 infection, and their assessment of the notification process
(from very lacking to very good) together with the difficulties encountered in submitting
the notification, if applicable. For the students reported to have not download the app,
the third section explored their attitudes. We asked the main reason why they did not
download IMMUNI, and to rate on a scale from 1 (not at all) to 5 (definitely) how effective
some hypothetical incentives would have been in promoting app uptake: (i) receiving
concrete feedback on how the app could help limit the virus spread; (ii) being informed
about the app’s uptake among the population; (iii) making app download mandatory;
(iv) having the opportunity to give feedback on the technical aspects of the app; (v) receiv-
ing more information about personal data collection and management; and (vi) receiving
an economic reward.

2.3. Statistical Analysis

Descriptive statistics were obtained using median and interquartile range, or mean
and standard deviation, for continuous variables and proportions for dichotomous and
categorical variables. Student age was dichotomized using 21 years as a cut-off. Partic-
ipants were classified into four groups according to their year of study: first-, second-,
or third-year students, and students outside prescribed courses. As for nationality, re-
spondents were classed as Italian or non-Italian. Health literacy was categorized into
two groups: adequate HL (answering never/rarely) and non-adequate HL (answering
sometimes/often/always) [24]. Chronic pathologies were grouped into nine categories:
none, autoimmune disease, cardiovascular disease, endocrine disease, genetic disease,
gynecological disease, psychiatric disease, respiratory disease, and cancer. SARS-CoV-2
infection was categorized into four groups: no infection, asymptomatic, mild symptoms,
and moderate/severe symptoms.

For the univariable analysis, the Mann–Whitney U test was used to compare continu-
ous variables between students who had download IMMUNI and the students who had
not, whereas Pearson’s chi-squared test or Fisher’s test was used for dichotomous and
categorical variables, as appropriate. A multivariable logistic regression model was built to
identify predictors of app download. Variables were included in the model based on expert
opinion. Multicollinearity was checked using as threshold a variance inflation factor of 5.
The Hosmer and Lemeshow test was used to evaluate the goodness of fit of the model. As a
result, the final model consisted of the following variables: age (<21 vs. ≥21 years), gender
(male vs. female), HL (inadequate vs. adequate), fear of getting the SARS-CoV-2 infection
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(continuous), fear of infecting others (continuous), concern about the COVID-19 pandemic
(continuous), trust in the response of the institutions to the emergency (continuous), belief
in the “lab-leak theory” of the origin of COVID-19 (continuous), and receipt of some advice
to download the app (yes vs. no). Adjusted odds ratios (ORs) and 95% confidence intervals
(CIs) were calculated.

All analyses were performed using Stata (StataCorp LLC, 4905 Lakeway Drive, College Sta-
tion, TX, USA), version 17.0. A two-sided p-value < 0.05 was considered statistically significant.

3. Results

A total of 247 students answered the questionnaire (response rate: 72.4%). Of the
85 students who had downloaded IMMUNI (34.4%), more than half had done it immedi-
ately on launch of the app (N = 48), and the remaining participants between September
and November 2020, but all of them were still using it in April 2021 [Table 1]. The two
groups were of a similar age. Most were females (71.8% vs. 77.2%); almost three in every
four attended undergraduate nursing courses (68.2% vs. 75.3%) and more than 90% were
enrolled as first- or second- year students. Only a minority of responders were non-Italian
(around 2.5%) and approximately half the Italian respondents came from the Lazio Region.
More than 60% of the students in both groups reported that they got to the end of the
month (financially) very well or well enough. The mass media was indicated as the main
source of health information in both groups (around 40%), followed by social networks
and the Internet, whereas only a limited number of students reported not looking for any
health information (~1%). Most students showed adequate HL, with more than two thirds
answering that they never or rarely needed help understanding medical material. The vast
majority of respondents in both groups did not suffer from any chronic conditions and had
never contracted the SARS-CoV-2 infection.

Table 1. Students’ sociodemographic characteristics vs. IMMUNI app download. Results are
expressed as frequency (percentage).

App Download
Yes (N = 85) No (N = 162) p-Value *

Age 0.463
<21 years 43 (50.6) 74 (45.6)
≥21 years 42 (49.4) 88 (54.3)

Gender 0.350
Female 61 (71.8) 125 (77.2)
Male 24 (28.2) 37 (22.8)

Field of study 0.235
Nursing science 58 (68.2) 122 (75.3)
Physiotherapy 27 (31.8) 40 (24.7)

Year of study 0.911
First 37 (43.5) 69 (42.6)
Second 39 (45.9) 79 (48.8)
Third 8 (9.4) 13 (8.0)
Outside prescribed

course 1 (1.2) 1 (0.6)

Nationality 0.999
Italian 83 (97.6) 158 (97.5)
Non-Italian 2 (2.4) 4 (2.5)

Italian Region (N = 241) 0.049
Abruzzo 0 (0.0) 2 (1.3)
Calabria 3 (3.6) 5 (3.1)
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Table 1. Cont.

App Download
Yes (N = 85) No (N = 162) p-Value *

Campania 3 (3.6) 11 (6.9)
Lazio 41 (49.4) 90 (56.9)
Puglia 18 (21.7) 13 (8.2)
Sardegna 1 (1.2) 0 (0.0)
Sicilia 17 (20.5) 29 (18.4)
Umbria 0 (0.0) 1 (0.6)
Veneto 1 (0.0) 2 (1.3)
Missing 2 (0.0) 5 (3.1)

Finances 0.169
I have many difficulties 6 (7.0) 11 (6.8)
I have some difficulties 26 (30.6) 48 (29.6)
Managing well enough 34 (40.0) 83 (51.2)
Managing very well 19 (22.4) 20 (12.4)

Main source of health
information 0.999

Mass media 35 (41.2) 65 (40.1)
Web 20 (23.5) 39 (24.1)
Social network 29 (34.1) 56 (34.6)
None 1 (1.2) 2 (1.2)

Health literacy 0.360
Non-adequate 24 (28.2) 55 (33.9)
Adequate 61 (71.8) 107 (66.0)

Chronic pathologies 0.164
None 72 (84.7) 149 (91.9)
Autoimmune disease 3 (3.5) 1 (0.6)
Cardiovascular disease 0 (0.0) 2 (1.2)
Cancer 1 (1.2) 0 (0.0)
Endocrine disease 1 (1.2) 2 (1.2)
Genetic disease 1 (1.2) 1 (0.6)
Gynecological disease 1 (1.2) 0 (0.0)
Psychiatric disease 0 (0.0) 1 (0.6)
Respiratory disease 6 (7.1) 6 (3.7)

SARS-CoV-2 infection 0.865
No infection 78 (91.7) 149 (92.0)
Asymptomatic 1 (1.2) 1 (0.6)
Mild symptoms 5 (5.9) 8 (4.9)
Moderate/severe

symptoms 1 (1.2) 4 (2.5)

* Pearson’s chi-squared test or Fisher test.

No significant difference in terms of fear of contracting SARS-CoV-2 was observed
between those who downloaded the app compared to those who did not [Table 2]. By
contrast, although it did not reach statistical significance (mean score: 4.5 vs. 4.2), the
first cohort seemed to have a slightly greater fear of infecting others. Concern about the
COVID-19 pandemic did not differ (mean score: 3.9 vs. 3.8), and neither did the students’
feelings in relation to the pandemic, among which, depression was the most reported in
both groups (depression, mean score: 3.1 vs. 3.2; anxiety, mean score: 2.9 vs. 3.0; anger,
mean score: 2.5 vs. 2.8). Self-reported adherence to COVID-19 precautionary measures (i.e.,
respect of social distancing and use of mask) was slightly higher in the first group, albeit not
significantly (mean score: 4.8 vs. 4.6 in both items). Conversely, the group that downloaded
the app had a greater trust in the response of the institutions to the emergency (mean score:
3.6 vs. 3.3). By contrast, students that did not download the app had a significantly greater
belief that the virus originated from a laboratory (mean score: 2.4 vs. 1.9). Finally, a greater
proportion of students among those who had downloaded the app reported they had been
advised to do so (64.7% vs. 38.3%).
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Table 2. Students’ perceptions of and attitudes towards SARS-CoV-2 pandemic vs. IMMUNI app
download. Results are expressed as mean (standard deviation) or frequency (percentage).

App Download
Yes (N = 85) No (N = 162) p-Value *

Fear of getting the SARS-CoV-2 infection 2.8 (1.1) 2.7 (1.2) 0.545
Fear of infecting others 4.5 (0.8) 4.2 (1.1) 0.051
Concern about the COVID-19 emergency 3.9 (1.0) 3.8 (1.1) 0.954
Feelings about the COVID-19 pandemic

Depression 3.1 (1.3) 3.2 (1.3) 0.578
Anxiety 2.9 (1.3) 3.0 (1.4) 0.547
Anger 2.5 (1.4) 2.8 (1.4) 0.122

Adherence to COVID-19 precautionary measures
Maintaining physical distance 4.8 (0.6) 4.6 (0.7) 0.074
Use of mask 4.8 (0.5) 4.6 (0.7) 0.137

Trust in institutional response to the emergency 3.6 (1.0) 3.3 (1.1) 0.025
Belief in the lab-leak theory of COVID-19 origin 1.9 (1.3) 2.4 (1.4) 0.003
Receipt of advice to download the app <0.001

No 30 (35.3) 100 (61.7)
Yes 55 (64.7) 62 (38.3)

COVID-19: coronavirus diseases 2019. * Pearson’s chi-squared test for categorical variables and Mann–Whitney U
test for continuous variables.

The main reasons for uptake of the app, among those who downloaded it, were sense
of duty (40.0%) and respect for others (30.6%), followed by fear of getting the infection
(20.0%), and curiosity (9.4%) [Table 3]. On average, students rated as very good the privacy
features of the app (mean score: 4.0), and they found it easy to use (mean score: 3.8), but
also quite intuitive and useful (mean score: 3.4 for both). Overall, only 8.2% of the students
who downloaded the app received at least one alert that they were a potential contact and
most followed the app advice (around 70%). Similarly, only seven students (8.2%) tried
to notify a positive COVID-19 test through the app, but most of them were not successful
(71.4%). Of these, one student was unable to get the National Unique Code (CUN) whereas
three participants were unable to enter the CUN in the app. Almost three quarters of these
students rated the notification process as lacking or very lacking (71.4%).

Table 3. Attitudes and experiences of surveyed students who downloaded the IMMUNI App. Results
are expressed as mean (standard deviation) or frequency (percentage).

N = 85

Main reason for the app download
Sense of duty 34 (40.0)
Respect for others 26 (30.6)
Fear of getting the infection 17 (20.0)
Curiosity 8 (9.4)

Assessment of app features
Privacy 4.0 (1.1)
Ease of use 3.8 (1.1)
Usefulness 3.4 (1.3)
Intuitiveness 3.4 (1.3)

Receipt of at least one contact notification
No 78 (91.8)
Yes 7 (8.2)

Post-notification behavior (N = 7)
I received and followed the advice provided by the app 5 (71.4)
I received the advice, but I did not do anything 2 (28.6)

Notification of positivity (N = 7)
No, I was not able to 5 (71.4)
Yes, I was given the CUN, and I entered the requested data

on the app 1 (14.3)
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Table 3. Cont.

N = 85

Yes, I provided the CUN to the healthcare professional who
contacted me for contact-tracing purposes 1 (14.3)

Assessment of the notification process (N = 7)
Very lacking 4 (57.1)
Lacking 1 (14.3)
Good 1 (14.3)
Very good 1 (14.3)

Challenges/technical issues (N = 7)
I was unable to get the CUN 1 (14.3)
I was unable to enter the CUN in the app even after calling

the IMMUNI call center 1 (14.3)

I was unable to enter the CUN in the app and I did not
know that I could call the IMMUNI call center 2 (28.6)

I did not had any difficulty 2 (28.6)
Missing 1 (14.3)

CUN: National Unique Code.

Students who did not download IMMUNI reported that the main reason for not doing
so was the belief that it was useless (32.7%) and because they did not know they had to
do it (23.5%), but also for technical issues (almost 20%) and, albeit less frequently, because
of a distrust in data management (around 16%) [Table 4]. In addition, a small percentage
reported hearing of negative experiences (5.6%). As for the hypothetical incentives that
could increase app uptake, information on how app usage could impact virus transmission
dynamics was the main driver (mean score: 3.5), followed by information on the app’s
uptake among the population (mean score: 3.4) and making its download mandatory (mean
score: 3.4). A slightly lower importance was attributed to the opportunity to give feedback
on the technical aspects of the app (mean score: 3.2) and information about personal data
collection and management (mean score: 3.1). Lastly, having an economic reward seemed
to be the least effective incentive (mean score: 2.4).

Table 4. Attitudes of surveyed students who did not download the IMMUNI App. Results are
expressed as mean (standard deviation) or frequency (percentage).

N = 162

Reason for not downloading the app
I do not think it is useful 53 (32.7)
I did not know I had to download the app 38 (23.5)
Technical problems (e.g., no smartphone, operating system
incompatibility, battery problems, insufficient storage on the
phone, etc.)

31 (19.1)

I do not trust data management (privacy issue) 26 (16.1)
I have heard of negative personal experiences 9 (5.6)
Other reasons 5 (3.1)
Effectiveness of hypothetical incentives in increasing the app uptake
Information on how usage can impact transmission dynamics 3.5 (1.3)
Information on the app’s uptake among the population 3.4 (1.3)
Making the app download mandatory 3.4 (1.4)
Opportunity to give feedback on the technical aspects of
the app 3.2 (1.4)

Information about personal data collection and management 3.1 (1.4)
Economic reward 2.4 (1.5)

In the multivariable analysis [Table 5], participants who had received some advice
to download the app seemed to have the highest odds of IMMUNI uptake (aOR: 3.21,
95% CI: 1.80–5.73). Similarly, reporting a higher fear of infecting other people was asso-
ciated with higher likelihood of app download (aOR: 1.50, 95% CI: 1.01–2.23), as well
as a greater trust in the response of the institutions to the emergency (aOR: 1.33, 95%

277



Life 2022, 12, 871

CI: 1.00–1.76). On the other hand, greater belief in the “lab-leak theory” of the origin of
COVID-19 was negatively associated with download (aOR: 0.75, 95% CI: 0.60–0.93). By
contrast, age, gender, HL, fear of getting the SARS-CoV-2 infection, and concern about the
COVID-19 pandemic did not seem to be predictors of the outcome.

Table 5. Multivariable logistic regression model for IMMUNI app download among the students
surveyed between 14 and 19 April 2021, Sapienza University of Rome.

App Download
aOR (95% CI) p-Value

Age
<21 years Ref.
≥21 years 0.77 (0.43–1.27) 0.373

Gender
Female Ref.
Male 1.48 (0.75–2.89) 0.265

Health literacy
Adequate Ref.
Non-adequate 0.69 (0.36–1.30) 0.256

Fear of getting the SARS-CoV-2 infection 1.04 (0.79–1.37) 0.776
Fear of infecting others 1.50 (1.01–2.23) 0.042
Concern about the COVID-19 emergency 0.85 (0.62–1.17) 0.327
Trust in institutional response to the
emergency 1.33 (1.00–1.76) 0.049

Belief in lab-leak theory of COVID-19 origin 0.75 (0.60–0.93) 0.011
Receipt of advice to download the app

No Ref.
Yes 3.21 (1.80–5.73) <0.001

aOR: adjusted Odds Ratio. CI: confidence interval. COVID-19: coronavirus diseases 2019.

4. Discussion

The usefulness of DCT apps has been a subject of intense discussion during the
COVID-19 pandemic [18,25]. Most governments have struggled with low participation
rates, which, in turn, have limited the effectiveness of these tools, contributing to the idea
that they are useless and, thus, hindering their adoption [21]. Recently, several researchers
have investigated the acceptability and use of contact tracing apps. Most studies are based
on surveys assessing the uptake of DCT apps among different population subgroups with
a focus on hypothetical tools or the intention to use it, but only a few collect information
on the use of an existing app [21]. The majority of documents report the real uptake using
data of national statistics without a scientific and theoretical background, while other
studies are critical viewpoints arguing on the ethical, technical, political, and scientific
impact of contact tracing apps on society [21]. In our study, we found a higher uptake
rate of the IMMUNI app compared to that in the general Italian population [12], probably
because our sample consisted of students attending healthcare courses, who are more
likely to be committed to health prevention strategies [26]. In addition, the fact that, in our
analysis, almost all students had the opportunity to download the app since they owned a
smartphone, in contrast to the official data where it is more difficult to estimate the number
of people eligible for the app uptake, may have contributed to such discrepancy [18].
Nevertheless, we found that use of the DCT app was relatively limited, albeit at a similar
rate to uptake of comparable apps in other European nations [21]. This is a concern,
however, as these students are the healthcare workforce of tomorrow, and, therefore, it
is imperative to implement educational programs that further encourage the adoption
of preventive strategies [27]. Moreover, it should be mentioned that the current increase
in virus transmission rates due to the omicron variant, and the concomitant abolition
of restrictive measures at both the national and regional level, could make it difficult to
promptly identify the transmission chain using traditional methods [28]. In this scenario, a
high uptake rate of the app would have some advantages, including the support to trace
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contacts, but also would make the population autonomous in the timely application of the
preventive measures and create an environment in which citizens are effectively engaged
in maintaining their personal and community health [29].

As for determinants, IMMUNI uptake was not associated with any socio-demographic
characteristic, including HL, probably because of the healthcare curricula of our students,
but some attitudes towards the pandemic seemed slightly different between the two groups.
Risk perception was confirmed to be a key driver, but it changed over time; thus, people
may have become used to a high level of risk as the pandemic continued, consequently
reducing their motivation to act and use DCT tools [18]. Such changes in risk perception
could explain the app download trend in Italy, which consisted of an initial peak when
the app was launched in June 2020 (up to 600,000 downloads in a single day), followed
by another massive increase in downloads at the beginning of the second wave, reaching
more than 200,000 per day. This then tailed off to around 2000 downloads per day until
April 2021, when the number of cases was limited and the vaccination campaign was at full
deployment [30]. Among other factors explored, a few studies have already documented
how high levels of trust in governments and health authorities can motivate people to
adhere to prevention strategies [18,19,31]. It is fundamental that institutions convey official
messages clearly and coherently, and combating disinformation from other sources as
much as possible [18]. In addition, good communication seems important for increasing
the acceptability of the app in our study population: the strongest predictor of app uptake
in our analyses was being advised to download it, while a reason for non-adoption was a
lack of awareness of the app. Lastly, our participants belonged to an age group that may be
characterized by sociability, the importance of self-identifying with a peer group and the
influence of peers on the adoption of health behavior [32]; therefore, exploiting these social
mechanisms by implementing targeted communication strategies is likely to be effective at
reaching a large fraction of this population [33].

As aforementioned, at the time of the survey (April 2021), Italy was at the end of the
second wave, which had been characterized by a high incidence of SARS-CoV-2 infections
during the fall and winter of 2020–2021 [34]. Hence, in the low transmission risk scenario
of April 2021, it was not unexpected that we found a low perception of the utility of the
DCT tool, similarly to other studies [19,21]. Within this context, communication policies
that help people understand the importance of such measures in safeguarding their own
and community health should be devised [33]. Such campaigns are most effective when
risk perception is high, because people are motivated to take action to protect themselves,
which potentiates DCT acceptance [18]. In fact, it is well known that a low adoption
rate is the main barrier to the effectiveness of these apps [35] and the poor uptake may
be responsible for the limited number of app notifications that our students reported.
However, while potential contacts mostly followed the health recommendations provided
by the app, which is encouraging because it highlights their awareness of the need to adopt
preventive measures promptly, a substantial proportion of our students claimed they were
hampered by technical issues with the notification process. This underlines the importance
of investing in technical improvements of these apps and making them easy to use for the
entire population, most of whom are less digitally literate than young people [35,36]. It is,
in fact, important to highlight that several technical skill challenges could occur, such as
some people not knowing how to download and install an app, or how to interact with it,
thus limiting its acceptance and usage [18].

Interestingly, our findings contrast with a few international studies that report how
concerns about data privacy can negatively impact DCT app adoption [16,31,37,38]. This
could be explained by the fact that, compared to other, similar apps, IMMUNI collects
relatively few data [39]. Additionally, our cohort was composed of university students,
who may be accustomed to sharing their data on the web and not be particularly concerned
about privacy issues [40]. Lastly, as for incentives that might promote the adoption of DCT
apps, despite their recognized importance [41], few studies have investigated this aspect
and available evidence focuses only on financial incentives [42,43]. In our study, it was the
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app’s actual utility (or otherwise) that seemed to influence its adoption rate. This highlights
how the feeling of being engaged may motivate people to participate in a DCT system and
confirms the importance of investing in communication policies that point out the potential
health benefits of using such technologies [44].

This study has some limitations. Firstly, the cross-sectional design hindered the oppor-
tunity to draw causal conclusions between app uptake and associated factors. Secondly,
the relatively low number of participants might have limited the statistical power. Thirdly,
since we investigated students enrolled in healthcare degree courses, results are not gener-
alizable to all university students. For these reasons, further analyses should be conducted
comparing students of both medical and non-medical subjects to highlight possible differ-
ences between the two groups. However, to the best of our knowledge, this is the first study
that investigates how Italian students relate to IMMUNI by analyzing factors that affect its
adoption. Since these factors are specific and different across population subgroups, it is
fundamental to assess and monitor them over time, so that they can be addressed in the
development of similar technologies. In addition, we were able to examine the experience
of students that used the app and also to explore possible incentives to encourage reluctant
or disinterested users. The data provided in this study may support policymakers in devel-
oping effective strategies for the promotion of app uptake and, more broadly, to facilitate
engagement of people with digital health prevention measures.

5. Conclusions

The results of our study suggest that more efforts should be made aimed at raising
population awareness on the usefulness of health digital technologies, restoring their
confidence in health authorities, and limiting the spread of disinformation. To maximize
the active engagement of the population, stakeholders should implement strategies that
provide quality, clear, targeted, and straightforward information. Furthermore, institutions
should invest in the development of these technologies, minimizing technical issues and
facilitating their use in the population. Since university students represent an amenable
target audience, because they are undergoing (often relevant) training and are, therefore,
particularly receptive to educational campaigns, interventions should focus on improving
their knowledge and awareness of how adhering to these strategies can contribute to
safeguarding individual and public health.
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A Deep Dive into the Nexus between Digital Health and Life
Sciences Amidst the COVID-19 Pandemic:
An Editorial Expedition
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Centre Tisp, Istituto Superiore di Sanità, 00161 Rome, Italy; daniele.giansanti@iss.it; Tel.:+39-06-49902701

I am proposing this editorial to briefly trace the evidences that emerged from the
Special Issue (SI)—The Digital Health in the Pandemic Era—[1] that I had the pleasure of
following in Life.

The idea of developing this Special Issue was born when the COVID-19 pandemic
was still having a major impact on the health of the planet [2].

As is well known, digital health (DH) encompasses a diverse range of technologies,
including wearable and internal devices, various types of sensors, and innovative solutions.
DH can facilitate the identification of health risks and provide assistance in the diagnosis,
treatment, and monitoring of various health conditions. Generally, DH presents immense
potential for both the general population and healthcare professionals.

Since the beginning of the pandemic [2], this technology has been applied to the health
domain, and it has played a crucial role in providing remote assistance and continuity of
care at home, thereby protecting patients, healthcare workers, limiting the spread of the
virus, and reducing the need for hospitalization.

For instance, digital measurement of oxygen saturation at home has provided key
decision-making data for patients’ health, such as choosing between hospitalization and
respiratory support.

Additionally, remote monitoring of frail patients with underlying conditions, such
as diabetes, cardiovascular disease, or oncological problems has improved the continuity
of care and reduced pressure on hospitals. Digital contributions have affected the fight
against the pandemic in numerous ways, such as managing digital contact tracing and
vaccination processes using smart technology.

The SI:

• Explored innovations in the field of DH stimulated by the COVID-19 pandemic,
and the acceptance of this revisited DH by all, including stakeholders, healthcare
professionals, and citizens.

• Also, analyzed the successes and failures of DH applications during the pandemic,
highlighting the critical role played by remote health monitoring systems, the con-
tribute of the Artificial Intelligence, and the potentials they could offer for post-
pandemic healthcare delivery.

At the time of writing this editorial contribution, 18 papers have been published [1],
including one editorial, one opinion, one review, one systematic review, one comment and
one reply, and twelve scientific articles.

A quick overview of the contents of the published works demonstrates how the topic
of DH, as faced and revisited during the pandemic, has played a connecting role for many
of the branches of the life sciences [3], shown in Table 1.
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Table 1. Branches of the life sciences.

Branches of Life Sciences

Anatomy, Biochemistry, Bioengineering, Bioinformatics, Biophysics, Biotechnology, Botany, Cell
biology, Developmental biology, Ecology, Entomology, Epidemiology, Ethology, Evolutionary

biology, Genetics, Hematology (also known as Haematology), Microbiology, Molecular biology,
Neuroscience, Physiology, Population biology, Structural biology, Toxicology, Zoology

Five scientific papers were published, including the editorial [2,4–7], equal to 27.8% of
all the papers contained in the SI, which dealt with the topic of DH applied to contact
tracing, the so-called digital contact tracing (DCT). These studies reported [4,5] and/or
discussed [6,7] the impact of the DCT on the spread of the pandemic in different populations,
together with the factors that influenced its use. The DCT, a new application of the DH, uses
apps and various methods of tracking position and proximity, and it had a wide diffusion
during the pandemic [2]. It has been consolidated as a technological method with great
potential, applying digital solutions for automatic contact tracing, for both a punctual and
a global tracking of the evolution of an epidemic. A strategic epidemiology activity was
developed for tracking communicable diseases, as in the case of the COVID-19 pandemic.
The DCT highlights an important role of DH in epidemiology as a major component of
public health research in the branch of the life sciences (Table 1), studying factors affecting
the health of populations.

All the other studies [8–20] have dealt with the use of DH in the life sciences, which,
in addition to bioengineering, touched by all, have examined, from time to time, other
categories (Table 1), such as Anatomy [8,11], Bioinformatics [14,16], Cell biology [8,11],
Neuroscience [8,12,15,17,20], Physiology [9,10,12,13], Population biology [14,16,18,19], and
others that are shown in Table 1.

The SI, in particular, highlights how the contribution of DH to the life sciences during
the pandemic also took place with the support of artificial intelligence (AI), both in applica-
tions related to COVID-19 specific diagnostics, diagnostics in general, and on population
surveys regarding biomedical aspects during the pandemic.

In [8], an application of AI in brain tumors integrated in diagnostic imaging is reported.
Two studies, based on AI, have addressed aspects connected with the fitness and wellness
of the population.

The first study applied AI, integrated with wearable devices, to monitor physical
activity (which plays an important role in controlling obesity and maintaining healthy
living) during the pandemic [9].

The second study applied IoT and AI [10] in investigating the risk factors and the ratio
of obesity, proposing an approach for obesity diagnosis in its initial stages, significantly
increasing the patient’s chances of effective treatment.

An AI algorithm for the early detection of abnormalities in chest X-rays, for COVID-19
diagnostics, was proposed in [11]. It used a deep hybrid learning-based framework for the
detection of COVID-19 using chest X-ray images.

The importance of DH application in the physiological issues related to physical activ-
ity was investigated in [12,13], through population surveys. In [12], the authors tested the
feasibility of virtually delivering an exergame-based physical activity intervention to older
breast cancer survivors, while the authors of the study reported, in [13], that they investi-
gated the changes experienced by Austrian therapists when switching to psychotherapy
at a distance.

Large-scale population surveys have been conducted, both to analyze the impact
of biomedical parameters and health determinants on the population, as well as digital
literacy, key factors in using DH [14–16].

The study in [14] addressed the importance of Big-medical-data classification and image
detection as crucial tasks in the field of healthcare. They proposed a specific algorithm
for medical data classification and image detection in the COVID-19 era that may have
significant implications in the health domain.
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The outcome from “Understanding COVID” (a public health campaign designed in
2020 and launched in 2021 in Asturias in Spain to provide reliable and comprehensive
information oriented towards vulnerable populations, which is also related to digital
literacy) was reported in [15].

The study reported in [16], using AI, and particular feature selection approaches,
evaluated the aspects affecting the health of students throughout the COVID-19 lockdown
time period.

The importance and the impact of mental health monitoring through self-monitoring
apps was addressed in a study reported in [17].

Two specific reviews addressed and overviewed the impact of DH in remote health
care and healthcare interventions [18,19]. The impact of eHealth interventions on the
improvement of self-care in chronic patients was overviewed in [18], while the healthcare
professionals’ experience of reforming digital care visits was investigated in [19].

Finally, an opinion piece investigated the impact of chatbots in the health domain [20],
reporting an increasing of their use during the pandemic, also thanks to the AI.

In conclusion:
The published works on the DH, reported in the collection [1,2,4–20], demonstrate

the usefulness of DH in connecting various branches of life sciences, especially during
the pandemic. The use of DH in contact tracing has been particularly significant, with
several studies reporting on its impact and factors influencing its use [2,4–7]. In fact, the
application of DH in digital contact tracing (DCT) has emerged as a major component of
public health research, showcasing its potential role in epidemiology, a major component
of the life sciences (Table 1).

Additionally, DH applications have been used in biomedical diagnostics [8,11], physical
activity [12,13], mental health monitoring [17], and remote healthcare interventions [12–19].

Large-scale population surveys have also been conducted to analyze the impact of
biomedical parameters, health determinants, and healthcare literacy on the population [14–16],
while chatbots have increasingly been used in the health domain [20].

Moreover, the support of Artificial Intelligence (AI) has further amplified the impact
of DH in diagnostics [8,11], physical activity monitoring [12], obesity diagnosis [12], and
healthcare interventions and determinants on the population [12–19].

DH has effectively aided public health research related to studying factors affecting
the health of populations, while also contributing to advances in various fields of the life
sciences (Table 1), such as, Biongineering [8–20], Anatomy [8,11], Bioinformatics [14,16],
Cell biology [8,11], Neuroscience [8,12,15,17,20], Physiology [9,10,12,13], and Population
biology [14,16,18].

Overall, this highlights that:

• DH has played and plays the role of a connector among different branches of life
sciences, particularly in times of crisis.

• The high-quality research in this area remarks the usefulness of DH as a powerful tool
for scientific and medical research.
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