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1. Introduction and Scope

Materials used under extreme conditions are important in various industrial and de-
fense fields [1,2]. The performance of these materials critically affects the lifetime of related
facilities [1,2]. Thus, it is essential to explore the underlying damage mechanisms of materi-
als under extreme conditions. Considering the difficulty and high cost of the experiments
carried out to investigate these mechanisms, numerical modeling of the material response
is crucial for study in these fields [3,4]. Until now, although various approaches and models
from the atomic scale to the macroscale have been used or developed to simulate the
mechanical response and microstructural evolution during the processes [4–8], detailed in-
vestigations are still needed to further understand the materials under extreme conditions.

The scope of this Special Issue embraces numerical work on material responses to
extreme conditions such as high-speed impact or loading, neutron or ion irradiation, and
high-pressure and/or high-temperature environment. Related simulation results based on
the first-principle molecular dynamics and finite element methods are reported.

2. Contributions

The Special Issue collects contributions from different research groups by focusing on
materials under extreme conditions, at various levels, with different simulation methods.
Twelve papers, including eleven research papers and one review paper, have been reviewed
and accepted by this Special Issue [9–20].

Ouyang et al. [9] fitted a new angular-dependent potential for a U-Mo system, which
well reproduces the macroscopic properties of the system. The threshold displacement
energy surface at intermediate and short atomic distances is also more accurately described
by this new potential. Furthermore, simulations based on this potential corroborate the
negative role of local Mo depletion in the mitigation of irradiation damage and consequent
swelling behavior.

Zeng et al. [10] simulated the adsorption and diffusion behaviors of a Na atom on
a Mo (110) surface with the presence of Re and O atoms by the first-principles approach.
The result shows that the Re alloy atom can strengthen the attractive interactions between
Na/O and the Mo substrate, and the existence of a Na or O atom on the Mo surface can
slow the Na diffusion by increasing the diffusion barrier. The surface vacancy formation
energy results indicate that the dissolution of Mo is a potential corrosion mechanism in the
liquid Na environment with O impurities. Furthermore, Liu et al. [11] performed ab initio
molecular dynamics simulations to understand the interactions between the Na solvent
and Mo or Re solute in the liquid phase. It was found that Mo2 and Re2 dimers can be
stabilized in liquid Na and a higher temperature leads to a stronger binding force. The
Mo species diffuse faster than the Re species and the diffusivity decreases as the cluster
size increases.

Li et al. [12] employed molecular static simulations to investigate the interaction
between a 1/2 [111] interstitial or vacancy dislocation loop and a vacancy-type defect
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including a vacancy, di-vacancy, and vacancy cluster in tungsten (W), through binding
energy calculations. Furthermore, the effect of a vacancy cluster on the mobility of the
1/2 [111] interstitial dislocation loop was also explored by the molecular dynamics method.
The results indicate that a vacancy cluster can attract the 1/2 [111] interstitial dislocation
loop and pin it at low temperatures. At high temperatures, the 1/2 [111] interstitial
dislocation loop can move randomly.

Using molecular dynamics methods, Dai et al. [13] calculated the elastic constants
C11, C12, C44, bulk modulus, and shear modulus of FeCrAl alloy, one of the candidate
materials for accident-tolerant fuel (ATF) cladding in the nuclear power industry. The
results show that the concentrations of Al and Cr have different effects on the elastic
constants. When the concentration of Al was fixed, a decrease in bulk modulus and
shear modulus with increasing Cr content was observed, which is consistent with previous
experimental results. The dependence of elastic constants on temperature was also the same
as in the experiments. Investigations into the elastic properties of defect-containing alloys
have shown that vacancies, void, interstitials, and Cr-rich precipitations have different
effects on the elastic properties of FeCrAl alloys.

Wang et al. [14] investigated the influence of radiation defects on the thermo-mechanical
properties of UO2 within 600–1500 K through the molecular dynamics method. The results
indicate that these point defects reduce the thermal expansion coefficient (α) at all studied
temperatures. The elastic modulus at finite temperatures decreases linearly with an increase
in the concentration of Frenkel defects and antisites. All these results indicate that Frenkel
pairs and antisite defects could degrade the performance of UO2.

Xia et al. [15] simulated the behavior of xenon (Xe) bubbles in uranium dioxide (UO2)
grain boundaries by using the molecular dynamics method. The results indicate that the
formation energy of Xe clusters at the Σ5 grain boundaries (GBs) is much lower than
in the bulk. The diffusion activation energy of a single interstitial Xe atom at the GBs
was approximately 1 eV, lower than that in the bulk. The bubble pressure dropped with
increasing temperature at low Xe concentrations, whereas the volume increased. Xe atoms
were more regular in the bulk, whereas multiple Xe atoms formed a planar structure at
the GBs.

Wang et al. [16] studied the effects of point defects on the behaviors of Xe/Kr clusters
in UO2 by using molecular dynamics. The results show that Xe and Kr clusters occupy
vacancies as nucleation points by squeezing U atoms out of the lattice, and the existence of
vacancies increases the stability of the clusters. Higher temperature and higher concentra-
tions of interstitial Xe/Kr atoms or vacancies in the system all facilitate the formation of
the clusters. The activation energy of interstitial Xe/Kr atoms and clusters in UO2 is ~2 eV,
indicating that the diffusion of the interstitial atoms is very difficult.

Xiao et al. [17] simulated the influence of grain boundaries on Fe-H2O interfacial
corrosion through the molecular dynamics method with a new Fe-H2O reaction force field
potential. The results indicate that the corrosion rate at the polycrystalline grain boundary
is significantly higher than that of twin crystals and single crystals. By the analysis of stress,
it can be found that the stress at the polycrystalline grain boundary and the Σ5 twin grain
boundary decreases sharply during the corrosion process. The severe stress release at the
grain boundary could promote the dissolution of Fe atoms. The formation of vacancies
on the Fe matrix surface will accelerate the diffusion of oxygen atoms, resulting in the
occurrence of intergranular corrosion.

Ma et al. [18] investigated the evolution of atomic structures and related changes
in the energy state, atomic displacement, and free volume of several symmetrical grain
boundaries (GB) under the effects of external strain in body-centered cubic (bcc) iron by
the molecular dynamics (MD) method. The results indicate that under external strain, two
mechanisms are responsible for the failure of these GBs, including slip system activation,
dislocation nucleation, and dislocation network formation. This is induced directly by
either the external strain field or by phase transformation from the initial bcc to fcc structure
under the effects of external strain.
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Lee et al. [19] performed a side crash simulation and investigated the effect of hot
press forming (HPF) a center pillar with a combination of patchwork (PW) and partial
softening (PS) techniques on collision toughness and energy distribution flow. The roles of
the PW and PS techniques were verified during the side crashes. PW improves the strain
energy and intrusion displacement by 10% and 7.5%, respectively, and PS improves the
plastic deformation energy and intrusion displacement by 10%. When PW and PS were
applied to the HPF center pillar simultaneously, a synergistic effect was achieved.

Wang et al. [20] reviewed the experiments and models for the effect of strain rate
on NiTi shape memory alloys (SMAs). Experimental observations on the rate-dependent
properties, such as stress responses, temperature evolutions, and phase nucleation and
propagation, under uniaxial loads, are classified and summarized based on the order of the
strain rate magnitudes, with the influences of the microstructure on the strain-rate responses
briefly discussed. This review of modeling for the rate-dependent behaviors of NiTi SMAs
focuses on how the physical origins are reflected or realized in the constitutive relationship.

Acknowledgments: As Guest Editors, we would like to especially thank all the contributing authors,
reviewers, and editors.

Conflicts of Interest: The authors declare no conflict of interest.
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Investigation of Collision Toughness and Energy Distribution
for Hot Press Forming Center Pillar Applied with Combination
Techniques of Patchwork and Partial Softening Using Side
Crash Simulation

Min Sik Lee 1, Chul Kyu Jin 2,*, Junho Suh 1, Taekyung Lee 1 and Ok Dong Lim 3

1 School of Mechanical Engineering, Pusan National University, 2 Busandaehak-ro 63beon-gil, Geumjeong-gu,
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Abstract: Various techniques can be applied to center pillars to enhance collision characteristics
during side crashes. For instance, patchwork (PW) can be welded to the center pillar to increase its
stiffness, and partial softening (PS) can be applied to provide ductility. Side crash tests are conducted
by the Insurance Institute for Highway Safety (IIHS) to evaluate collision resistance. However, it is
difficult to evaluate collision toughness and energy distribution flow for each automobile component.
In this study, a side crash simulation was performed with IIHS instruction. We investigated the
effect of hot press forming (HPF) a center pillar with a combination of PW and PS techniques on
collision toughness and energy distribution flow. As a result, the role of PW and PS techniques were
verified during side crashes. PW improved the strain energy and intrusion displacement by 10% and
7.5%, respectively, and PS improved the plastic deformation energy and intrusion displacement by
10%. When PW and PS were applied to the HPF center pillar simultaneously, a synergistic effect
was achieved.

Keywords: center pillar; side crash simulation; patchwork; partial softening; energy distribution

1. Introduction

In light of global environmental concerns, the automobile industry has become in-
creasingly interested in fuel efficiency and weight reduction. With increasing demand for
technological development to achieve high performance and high fuel efficiency, research
on the application of advanced high-strength steel (AHSS) for automobile components has
progressed [1–4].

The HPF process was introduced to enhance the stiffness and strength of automobile
components. In the HPF process, a blank is heated to a high temperature to create an
austenitic phase and then cooled rapidly in forming dies to form a martensite phase [5,6].

However, the use of hot stamped parts is restricted in automobile components and
requiring collision absorption, owing to their low elongation. For example, in the case
of a side crash, the B-pillar, also known as the center pillar, is among the most important
automobile components with respect to passenger safety. During side crash impact, the
center pillar must be ductile to absorb the collision energy and stiff to improve intrusion
resistance. Much research has been conducted on center pillars made with alternative
materials [7–9] or post tempering processes to obtain tailored properties [10,11].

Owing to productivity demands and manufacturing costs, the PW and PS techniques
are well-known and widely used in the automobile industry to improve the collision
characteristics of center pillars.

Metals 2022, 12, 1941. https://doi.org/10.3390/met12111941 https://www.mdpi.com/journal/metals5
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To improve intrusion resistance and increase the stiffness of automobile components, a
PW is attached to the center pillar to achieve reinforced structural stiffness. The formability
of laser-welded PW blanks was investigated by Mori et al. and Shi et al. [12,13]. The spot
weld conditions to attach PW to HPF parts was optimized by Ahmad et al. [14]. Chengxi
et al. studied methods to improve the mechanical properties of B-pillars with PW and
predict the temperature distribution using FE simulation [15].

PS can be applied to improve energy absorption and increase the ductility of auto-
mobile components. Gao et al. investigated the characteristics of temperature-dependent
IHTC of 22MnB5 during the spray-quenching process [16]. Ota et al. [17] evaluated the
damage value and tailored temperature using a forming limit diagram. Bok et al. per-
formed a simulation to predict the microstructure and mechanical properties of a B-pillar
in comparison with experimental results [18]. Kim et al. manufactured a B-pillar using the
partial strengthening method with minimal shape change [19]. However, the above studies
investigated only the manufacturing process and were limited in that they did not evaluate
the impact toughness and energy distribution flow, which affect performance when applied
to an actual vehicle. A few studies have been conducted involving impact tests to evaluate
the effects of PW and PS on impact toughness and energy distribution. Recently, M. S. Lee
et al. manufactured an HPF center pillar with PW and PS by controlling the cooling rate
and conducted experimental and numerical drop weight tests [20]. Owing to the limitations
of the experimental equipment, the results were limited in terms of evaluating the energy
absorption characteristics of PW and PS, and test collisions could not be conducted at high
speed or using real vehicles owing to high costs.

In this study, given the importance of the evaluation of safety in high-speed collisions,
a vehicle and an impactor were modeled according to the IIHS guidelines to evaluate the
collision absorption capacity at high speed based on a previously verified low-speed drop
weight test, as well as energy distribution in a high-speed collision. To improve stiffness
and ductility, PW and PS techniques were applied to the HPF center pillar, and experiments
were performed for comparison with the simulations to verify the results.

2. Experiment and Simulation

2.1. Materials

Figure 1a shows that the function of the center pillar during a side crash. Generally, the
HPF center pillar has a low elongation of less than 5%, so collision toughness is not satisfied.
In addition, the stiffness of the center pillar in the top region is not sufficient against
intrusion resistance. The PS technique provides ductility to the HPF center pillar and, PW
strengthens the stiffness of the HPF center pillar to improve collision characteristics, such
as energy absorption and intrusion resistance.

 

 

(a) (b) 

Figure 1. (a) Function of the center pillar during a side crash. (b) Four kinds center pillars [20].
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In this study, a 22MnB5 boron steel sheet was used for the HPF center pillar and PW.
The PS region was controlled by a cartridge heater during manufacturing of the HPF center
pillar [20]. Table 1 shows the material properties of 22MnB5 (HPF) and 22MnB5 (PS). The
thicknesses of the HPF center pillar and PW were both 1.2 mm. To evaluate the effect of
PW and PS on energy distribution and intrusion resistance, a side crash simulation was
performed with four kinds of the center pillar, as shown in Figure 1b.

Table 1. Material properties of 22MnB5 (HPF) and 22MnB5 (PS) [20].

Material
Tensile Strength

(MPa)
Elongation

(%)
Elastic Modulus

(GPa)
Vickers Hardness

(HV)

22MnB5 (HPF) 1500 5 210 440
22MnB5 (PS) 715 11~13 210 225

2.2. Drop Weight Test and Simulation
2.2.1. Geometry Modeling, Mesh, and Weld Constraints for FE Simulation

An FE simulation for the drop weight test was performed using ABAQUS/explicit
software. Figure 2 shows the geometry modeling and welding constraints between the
HPF center pillar and PW. The fine mesh was defined in the impact region, and the rough
mesh was defined in other regions to reduce computation time. The element types of the
center pillar and weld nodes were S4 and CNN3D2, respectively. The PW was welded to
the HPF center pillar with 1200 × 440 × 51.5 mm3 dimension. As shown in Figure 2b, the
master weld node was defined on the element of center pillar, and the slave weld node
was defined on the element of the PW. The master and slave weld nodes were bonded, and
the attachment method used for the welding connector was point to point. The damage
criterion and damage evolution of weld constraints were not applied because a fracture did
not occur at the weld point. The detailed weld conditions for the FE simulation are listed
in Table 2.

 

(a) (b) 

Figure 2. Center pillar and PW: (a) geometry and mesh; (b) weld constraints.

Table 2. Spot weld conditions for FE simulation.

Attachment Method Additional Mass (kg) Spot Radius (mm) Degrees of Freedom

Point-to-point 0 3 0

2.2.2. Boundary Conditions for Drop Weight Test

Figure 3 shows the simulation and experimental apparatus for the drop weight test.
The center pillar was fixed by clamp, as shown in Figure 3a. The drop height from the center
pillar was 610 mm, and the load cell was attached to an impactor with a weight of 160 kg.

7
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A drop weight simulation was also performed for comparison with the experimental data.
The impactor velocity was 3.450 m/s before collision. The 6 degrees of freedom of the
center pillar were fixed in the zig region by a clamp. The friction coefficient between the
center pillar and impactor was 0.1. The collision time was 0.18 s. The detailed boundary
conditions for the drop weight test are listed in Table 3.

  

(a) (b) 

Figure 3. Boundary conditions for the drop weight test: (a) experiment; (b) simulation.

Table 3. Boundary conditions of the simulation for the drop weight test.

Impactor
Mass (kg)

Collision
Time (s)

Impactor Velocity
(m/s)

Drop Height
(mm)

Initial Potential
Energy (J)

Friction Coefficient
between Front Bumper

Beam and Impactor

160 0.18 3.45 610 956 0.1

2.3. Side Crash Simulation
2.3.1. Geometry and Properties of a Moving Deformable Barrier in a Sedan

A moving deformable barrier (MDB) was modeled for side crash simulation according
to IIHS guidelines. Figure 4 shows the geometric modeling of an MDB with dimensions of
450 × 1000 × 650 mm3. The MDB consists of two parts: a main honeycomb block and an
aluminum sheet used as the cover layer. The two parts were adhesively bonded together.
The main honeycomb block was hexagonal in shape with a cell size of 22 mm made Al5052
foil. The foil thickness was 0.05 mm, with a crush strength of 31 MPa [21]. The weight of the
MDB was 1360 kg ± 5 kg with a deformable element, and the center of mass was 1000 mm
from the front of the deformable element, as shown in Figure 4. The MDB roll (Ix), pitch (Iy),
and yaw (Iz) moments of inertia were 542 kg·m2, 2471 kg·m2, and 2757 kg·m2, respectively.

Figure 4. Geometric modeling of an MDB for side crash simulation.
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Figure 5 shows the geometric modeling and material section of the automobile and
pillars. The automobile geometry for used for simulation had the same dimensions as
an automobile: 4580 × 1820 × 1250 mm3. As an actual automobile, the shell model was
used, and the element type was set to S4 to reduce the hourglass effect and enable detailed
measurement of absorbed energy. Owing to the complexity of the shape of the automobile,
with curves and had many holes, the automobile part was meshed using a bottom-up
mesh technique. The collision region was finely meshed, whereas regions away from
the collision area were roughly meshed. The thicknesses of the center pillar, outer and
inner reinforcement, and doors and other frames were 1.2 mm, 1.2 mm, and 2.0 mm,
respectively. Multiple materials were used to design the sedan. The center pillar, PW, and
frame and other parts were made with HPF with PS, HPF, and DP590 and CR420 (mild
steel), respectively.

 
Figure 5. Geometry and material sections of the sedan for side crash test.

2.3.2. Boundary Conditions for Side Crash Test

Figure 6 shows a schematic diagram of the side crash test. A side crash test involves a
stationary vehicle, evaluating the impact characteristics when an impactor equipped with
an MDB collides with the side region of a stopped vehicle according to IIHS regulation. An
impactor with an MDB has a collision velocity of 50 km/h (13.8 m/s) and hits the stopped
vehicle at a 90 degree angle, as shown in Figure 6. The mass of the sedan and the impactor
with an MDB were 1420 and 1360 kg, respectively. The 6 degrees of freedom of the stopped
vehicle were fixed on the ground. The friction coefficient between the ground and the
impactor’s wheel was 0.1. The collision time was 0.1 s. Because the opposite side of the
collision zone would not be deformed, a half body of a stopped vehicle (sedan) was used
as a rigid body in order to reduce the analysis time. The detailed side crash conditions
are listed in Table 4. Mass scaling was not used, and the stable time increment size was
1.67821 × 10−8 s.

Table 4. Collision conditions for side crash simulation.

Sedan
Mass (kg)

MDB
Mass (kg)

Collision Time
(s)

Impactor Velocity
(m/s)

Initial Kinetic
Energy (kJ)

Friction Coefficient
between Ground and Vehicle

1420 1500 0.1 13.8 142 0.1
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Figure 6. Boundary conditions for side crash simulation.

2.3.3. Energy Absorption Method

In the side crash simulation, the various energies, such as elastic, plastic, kinetic,
friction, and viscoelastic energy, were transformed by deformation during the collision. The
energy absorbed by deformation was experimentally calculated using load-displacement
data according to Equation (1) [22].

Eab =
∫ s

0
F(x)dx (1)

where Eab, s, and F are absorbed energy, crash displacement, and impulsive force, respectively.
The specific energy absorption (SEA) was obtained by Equation (2):

SEA =
Ea

M
(2)

where M and Ea are total mass and absorbed energy, respectively.
When the SEA value is high, the energy absorption capability is high. However, this

is approximate (rather than exact) estimation method and cannot determine elastic and
plastic deformation energy.

In this study, the integrated stress–strain curve data per unit element volume were used
to calculate the accurate absorbed energy, such as elastic and plastic dissipated energies,
and for analysis of the distribution of energy flow in the time domain.

Figure 7a shows the meshed shell with the S4 element type used to accurately calculate
the energy variable data and avoid the hourglass effect. As shown in Figure 7a, the shell
element has 4 points, which are inside the mid-surface, in contrast with a solid element
type. Because the mid-surface was used for analysis, the change in shell thickness was
not visually expressed, and the strain in the thickness direction of the shell element was
calculated as Equation (3):

ε33 =
ν

1 − ν
(ε11 + ε22) (3)

Treating these as logarithmic strains,

ln
t
to

= − ν

1 − ν
ln
(

l0
l

)
= − ν

1 − ν
ln
(

A
Ao

)
(4)

where l, t, ν, and A are the element length, thickness, Poisson’s ratio, and area of the shell’s
reference surface, respectively.

10



Metals 2022, 12, 1941

The change in shell thickness is expressed by Equation (5).

t
to

=

(
A
Ao

)(− ν
1−ν )

(5)

According to the above equations, the element volume of each mesh can be measured
by Equation (6) after deformation.

Velement = Ato

(
A
Ao

)(− ν
1−ν )

(6)

The stress–strain curve describing the calculation of absorbed energy per element
volume during deformation is shown in Figure 7b.

 
(a) 

 
(b) 

Figure 7. Shell element and energy absorption of the stress–strain curve per element volume: (a) element
deformation; (b) elastic strain energy and plastic deformation energy.

As shown in Figure 7b, the specific elastic and plastic deformation energies are mea-
sured by Equations (7) and (8), respectively:

ΔEes =
1
2

σNewΔεesΔV (7)

ΔEp =
1
2
(σOld + σNew)ΔεpΔV (8)

where σNew, σOld, σu, and ΔV are the new stress, previous stress, user-defined equation
stress, and specific element volume, respectively.

The internal energy can be expressed by integrating Equation (9):

EI =
∫ t

o

(∫
V

σu :
.
ε dV

)
dt (9)
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Then,
.
ε =

.
ε

es
+

.
ε

p
+

.
ε

c and EI can be separated as in Equation (10):

EI =
∫ t

o

(∫
V

σu :
.
εdV

)
dt =

∫ t

o

(∫
V

σu :
.
ε

esdV
)

dt +
∫ t

o

(∫
V

σu :
.
ε

pdV
)

dt +
∫ t

o

(∫
V

σu :
.
ε

cdV
)

d = Ees + Ep + Ec (10)

where
.
ε

es,
.
ε

p, and
.
ε

c are the elastic strain rate, plastic strain rate, and creep strain rate,
respectively; and Ees, Ep, and Ec are the elastic energy, plastic energy, and creep strain
energy, respectively.

The elastic strain energy (Ees) results from linear deformation, whereas energy is dissi-
pated by plasticity (Ep) when permanent deformation of the meshed element begins. The
elastic and plastic strain regions are linear and non-linear, respectively. The aforementioned
energies are defined by Equations (11) and (12), respectively:

Ees =
∫ t

o

(∫
V

σu :
.
ε

esdV
)

dt = ∑
t

n

∑
i=1

1
2

σiεiΔVi (11)

Ep =
∫ t

o

(∫
V

σu :
.
ε

pdV
)

dt (12)

In this study, the element set of PW, PS, and MDB was selected, as shown in Figure 8.
The Ees and Ep of the four kinds of center pillars were compared during a side crash because
the elastic strain and plastic deformation energies account for most of the internal energy,
which is known as the absorbed energy during a collision. Ees and Ep of PS and PW were
calculated using the above equation during the deformation of the element according to
the four types of center pillars, as shown in Figure 1b.

 

Figure 8. Energy distribution of the center pillar and MDB.

2.3.4. Damage Initiation Criteria and Damage Evolution

Local necking in the shell element could not be realized because the sheet metal in
the simulation was very thin. To predict the onset of necking instability, the forming limit
diagram (FLD) curve was used in this study. Simulations were performed by applying the
previously obtained FLD for 22MnB5 (HPF and PS) to Abaqus/explicit [23,24].

3. Results and Discussion

3.1. Comparison of Impulse between Experiment and Simulation

Figure 9 compares the experimental and simulation results after the collision test for
the HPF center pillar with PW and PS. Figure 9a,b show the top and side views of the center
pillar, respectively, between the experiment and the simulation. The figure shows that the
deformation behaviors of the experiment and the simulation were similar [20].
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(a) (b) 

Figure 9. Comparison of the HPF center pillar with PW and PS after the drop weight test: (a) top and
side view after the experiment; (b) top and side view after the simulation [20].

Figure 10 shows the comparison result of impactor load between experiment and
simulation according to time. The maximum impact load of the experiment and simulation
were 9.5 kN and 12.7 kN, respectively. The value of impulse and collision time between
the experiment and simulation were 799 N·s, 0.165 s and 787 N·s, 0.117 s, respectively.
Based on above results, the simulation and experiment were validated, and these material
sections of mechanical properties were used for side crash simulation.

Figure 10. Comparison of the impactor load of the HPF center pillar with PW between the experiment
and the simulation [20].

3.2. Side Crash Simulation
3.2.1. Energy Distribution during Side Crash Simulation

The first law of thermodynamics is the law of conservation of energy. In an isolated
system, the total energy remains constant, even when the energy changes from one form to
another. The energy can be converted into various types in an automobile side impact, such
as kinetic energy, potential energy, internal energy, or friction dissipation energy. In general,
most kinetic energy in an automobile crash causes a considerable change in internal energy
as a result of elastic and plastic deformation. Total energy can be measured as the sum of
several energies according to Equation (13):

Etotal = Ei + Ek + Ev + Ef + Ee (13)
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where Ei, Ek, Ev, Ef, and Ee are internal energy, kinetic energy, viscous dissipation energy,
friction dissipation energy, and external work, respectively.

Figure 11 shows the distribution of the total energy during the side crash. The total
energy is 142 kJ. First, the velocity of MDB decreased gradually as a result of friction
between the ground and MDB before the collision. The Ek decreased sharply during the
collision because the velocity of the MDB decreased, whereas the Ei was increased by plastic
and elastic deformation, and Ev increased to 5.8 kJ as a result of material damping. During
the collision, other energies increased, but total energies were maintained. For example,
when the collision time was 0.0385 s, the Ei.MDB, Ei.Sedan, Ek, Ev, and Ef were 45.1 kJ, 45.7 kJ,
45.4 kJ, 2.9 kJ, and 5.9 kJ, respectively, as shown in Figure 11a,b. The value of Ee was 0 kJ
because the external work had not yet occurred.

 
(a) 

 

 
(b) (c) 

Figure 11. Energy conversion during side crash: (a) flow of energy distribution at t = 0.0385 s;
(b) distribution of energies according to collision time; (c) distribution of energy conversion at
t = 0.071 s.

Figure 11c shows the percentage of energy at t = 0.071 s, when MDB velocity was
about 0 m/s. The Ei.MDB was 82.5 kJ, accounting 58.1% of the total energy, indicating that
the 58.1% of total energy (142 kJ) was absorbed by the MDB during the side crash. On the
other hand, the sum of Ei.Sedan absorbed by the doors, automobile body, and other frames
was 44.6 kJ, with 5.4 kJ of energy absorbed by the center pillar and PW. According to the
above data, the center pillar and PW took 12% of the sedan internal energy. The inner part
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of the center pillar was not included in this study. If the inner part of the center pillar been
included, the center pillar, including the outer and inner portions, as well as the PW, would
be expected to absorb 15~18% of the internal energy. The effect of PW and PS on energy
distribution and intrusion resistance was investigated following, as reported below.

3.2.2. Effect of PW and PS on Elastic Strain Energy

Figure 12 shows the elastic strain energy (Ees) of the four kinds of center pillar (HPF,
HPF + PW, HPF + PS, and HPF + PW + PS) during a side crash. For the HPF center pillar,
the maximum Ees was 0.851 kJ at collision time (t) = 0.064 s and decreased to 0.30 kJ after
the collision as a result of elastic recovery. When the PW was applied to the HPF center
pillar, the maximum Ees increased to 0.928 kJ at t = 0.056 s. Because the rigidity of the HPF
center pillar with PW increased, the absorption of elastic energy improved significantly.
However, for the HPF center pillar with PS, the maximum Ees decreased to 0.655 kJ at
t = 0.061 s. When the PS was applied to the bottom region of the HPF center pillar, because
the stiffness of the HPF center pillar with PS decreased, the absorbed energy decreased in
terms of elastic deformation.

 
Figure 12. Elastic strain energy (Ees) of the four kinds of the center pillar during a side crash.

Figure 13 shows the maximum Ees of the four types of center pillar for detailed
evaluation of energy absorption of PW and PS. The Ees of the HPF center pillar with PW
was 0.1 kJ, accounting for 10% of the total energy absorbed by the HPF center pillar with
PW. The Ees of the HPF center pillar with PS decreased to 0.655~0.660, regardless of the
inclusion of PW.

 

Figure 13. Maximum elastic strain energy (Ees) of the four types of center pillar.
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3.2.3. Effect of PW and PS on Plastic Dissipated Energy

Figure 14 shows the plastic deformation energy (Ep) of the four kinds of the center
pillar during a side crash. For the HPF center pillar, Ep increased to 4.538 kJ during
deformation. The Ep was maintained after the collision, in contrast to the Ees, as a result
of permanent deformation. For the HPF center pillar with PS, the Ep increased to 4.998 kJ
at 0.1 s. The Ep of the HPF center pillar with PS was higher than that of the HPF center
pillar. When PS was applied to the HPF center pillar, a large deformation occurred in the
soft bottom region of the center pillar as a result of the ductility. As a result, the absorbed
energy improved by 9.3%. However, there was no difference in absorbed energy between
the HPF center pillar and the HPF center pillar with PW in terms of plastic deformation.

 

Figure 14. Plastic deformation energy (Ep) of the four kinds of the center pillar during side crash.

Figure 15 shows the maximum Ep of the four types of center pillar. For the HPF center
pillar with PS and the HPF center pillar with PW and PS, 2.52~2.54 kJ of Ep was absorbed
in the PS region, i.e., the bottom region of the center pillar. In terms of plastic deformation,
the effect of PW was minimal, unlike elastic strain energy, whereas the Ep of the PS region
accounted for 49.8~50.9% of the total plastic deformation energy between the HPF center
pillar with PS and the HPF center pillar with PW and PS.

 

Figure 15. Maximum plastic deformation energy (Ep) of the four types of center pillar.
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3.2.4. Effect of PW and PS on Internal Energy

Figure 16 shows the internal energy (Ei) of the four kinds of center pillar during a side
crash. The total internal energy resulting from a collision consists of several energies and
can be expressed by Equation (14):

Ei = Ees + Ep + Ea + Eothers (14)

where Ei is the internal energy; Ees is the elastic strain energy; Ep is the plastic deformation
energy; Ea is the artificial strain energy; and Eothers is the energy dissipated by creep,
viscoelasticity, and swelling.

 
Figure 16. Internal energy (Ei) of the four kinds of center pillar during a side crash.

Generally, Ees and Ep are the dominant factors affecting Ei during a collision, and the
contributions of other energies are relatively small. Therefore, in this study, the internal
energy was expressed as the sum of Ees and Ep, excluding other types of energy, such as
viscoelasticity, friction, and creep energy. In terms of internal energy, when the PS technique
was applied to the HPF center pillar, there was a slight difference in the absorbed energy.
However, a synergistic effect occurred when PW and PS were applied to the HPF center
pillar, and a large amount of energy was absorbed, as shown in Figure 16.

Figure 17a shows the maximum Ei for the four types of center pillar. As shown in
Figure 17a, there is almost no difference in the plastic deformation energy between the
HPF center pillars with and without PW. The PW was welded on the upper part of the
HPF center pillar to increase the stiffness, but the impact region was applied from the
middle to the bottom, as shown in Figure 17b. Therefore, small deformation occurred
in the PW. Likewise, a comparison between the HPF center pillar with PS and the HPF
center pillar with PW and PS revealed similar phenomenon with respect to the absorbed
plastic deformation energy. Based on the above results, it is necessary to review whether
PS technology should applied in light of the relationship between technical performance
and manufacturing cost.
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(a) (b) 

Figure 17. (a) Maximum internal energy (Ei) for the four types of center pillar. (b) Stress distribution
of the center pillar during collision.

3.2.5. Effect of PW and PS on the Intrusion Resistance

During a side crash, a large amount energy is absorbed. However, if the material is soft
and a large amount of deformation occurs, the intrusion displacement increases, putting
the passenger in danger. Therefore, it is important to evaluate intrusion displacement for
passenger safety, as well as collision energy absorption.

As shown in Figure 18a, because both the center pillar and the MDB were deformed
during the collision, the maximum intrusion displacement was calculated according to
Equation (15).

dmax.i = dmax.DMB(t)− Lb (15)

where dmax.DMB is the maximum displacement of DBM, and Lb is the barrier length.

 

 
(a) (b) 

Figure 18. (a) Introduction of dMDB and Lb. (b) Simulation data on intrusion displacement (di) of the
four kinds of center pillar.

The evaluation method for the anti-intrusion resistance was introduced according to
IIHS guidance. The primary performance of the center pillar is related to anti-intrusion
resistance against side impact. According to the IIHS rating protocol, the center line of
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the vehicle’s seat was generally in compliance with standard of the measured intrusion
displacement, as shown in Figure 18b, with categories of good, acceptable, marginal, and
poor [25]. In this study, multistructures, such as automobile seats, dummies, and windows
were, not considered, so the maximum intrusion of the HPF center pillar with PW was
used as the acceptable distance, achieving an acceptable level. As shown in Figure 18b, the
maximum intrusion displacement of the HPF center pillar and the HPF center pillar with
PW were −134.0 mm and −123.9 mm, respectively. When the stiffness of the upper part
was strengthened with PW, the safety of the intrusion displacement was also improved
by 7.5%. Likewise, in the case of the HPF center pillar with PS, the maximum intrusion
displacement was −123.1 mm. A similar result was achieved with the HPF center pillar
with PW. On the other hand, the maximum intrusion displacement of the HPF center pillar
with PW and PS was −116.1 mm, representing an improvement of 13.4%. When the PW
and PS were combined, a synergistic effect occurred.

4. Conclusions

In the side crash simulation performed in the present study, the effects of the HPF
center pillar with PW and PS on energy distribution and anti-intrusion resistance were
investigated, and the following conclusions were obtained:

1. During a side crash collision, the effect of PW in the HPF center pillar on plastic
deformation energy was minimal but important with respect to elastic strain energy
and intrusion resistance. When PW was applied to the HPF center pillar to strengthen
the stiffness, the elastic strain energy and intrusion displacement were 10.0 and
7.5% respectively.

2. Because the PS technique provided ductility to the lower region of the HPF center
pillar, large deformation occurred, and the plastic deformation energy was improved
significantly by 10%. The plastic deformation energy of the PS region accounted for
49.8~50.9% of the plastic deformation energy of the HPF center pillar with PS.

3. In terms of total internal energy, the PS technique achieved better results than the PW
technique. The maximum intrusion displacement of the HPF center pillar with PS
was similar to that of the HPF center pillar with PW. In the case of the HPF center
pillar with PW and PS, the maximum intrusion displacement was improved by 13.4%,
and a synergistic effect of PW and PS occurred.
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Abstract: In the present work, the evolution of atomic structures and related changes in energy state,
atomic displacement and free volume of symmetrical grain boundaries (GB) under the effects of
external strain in body-centered cubic (bcc) iron are investigated by the molecular dynamics (MD)
method. The results indicate that without external strain, full MD relaxations at high temperatures are
necessary to obtain the lower energy states of GBs, especially for GBs that have lost the symmetrical
feature near GB planes following MD relaxations. Under external strain, two mechanisms are explored
for the failure of these GBs, including slip system activation, dislocation nucleation and dislocation
network formation induced directly by either the external strain field or by phase transformation
from the initial bcc to fcc structure under the effects of external strain. Detailed analysis shows that
the change in free volume is related to local structure changes in these two mechanisms, and can
also lead to increases in local stress concentration. These findings provide a new explanation for the
failure of GBs in BCC iron systems.

Keywords: grain boundary; free volume; strain effect; micro-cracking; molecular dynamics

1. Introduction

It is well known that body-centered cubic (BCC) Fe-based steels have been extensively
used in various industrial applications [1–3]. Typically, these steels are polycrystalline
materials in which grain boundaries (GBs) are formed between crystallites [4]. Thus, the
grain boundaries have a significant influence on the physical, mechanical and chemical
properties of Fe-based materials. The investigation of their properties, including energy,
structures and mechanics, presents a popular topic in the field of materials science [5,6]. For
example, GB could act as a “sink” to absorb the interstitials and vacancies [7], which can
decrease the number of radiation defects but can also affect the micro-structure of GB and
related mechanical properties. Furthermore, external stress or strain fields, in addition to
contribution from dislocations, GB sliding, migration, dislocation nucleation and failure are
all involved in plastic deformation [8,9]. Since GB failure is a crucial factor for the design
and application of Fe-based materials [10], it is necessary and important to study GB failure
mechanisms at the atomic scale to explore the potential reasons for these phenomena.

The relationship between the atomic structure and energy of GBs has been studied
extensively in the literature [11,12]. For example, Ratanaphan et al., calculated the energies
of 408 grain boundaries in Fe and Mo using embedded atom method (EAM) potentials [5].
They reported that the calculated energies vary significantly with the grain boundary plane
orientation but the energies do not show any distinct trends with misorientation angle or
with the density of coincident lattice sites [5]. Gao et al. studied three typical GBs in BCC
iron using molecular statics (MS) simulations, ab initio density-functional theory (DFT)
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calculations and the simulated high-resolution transmission electron microscopy (HRTEM)
method, indicating the importance of relaxing the GBs in order to further investigate the
properties of GBs through a multiscale method [13]. Du et al. also reported the energy
states of some GBs in α-and γ-Fe using density-functional theory and found that the
∑3 twin boundaries exhibit low interface energies [14]. In addition to these results, the
deformation behavior of GBs under different conditions is also a key factor to understand
the GB properties. Spearot and colleagues investigated the influence of the structure of
grain boundaries (e.g., bi-crystal GBs) on deformation behavior of the system by using MD
simulations, through which the roles of dislocation nucleation and emission phenomenon
under uniaxial tension were recognized for aluminum [15] and copper [16] symmetric tilt
grain boundaries (STGBs). Terentyev et al. studied a set of <110> tilt grain boundaries
(GB) in α-Fe with a misorientation angle varying from 26◦ to 141◦ by applying atomistic
calculations and discovered grain boundary sliding is closely related to the structure
determined by the misorientation angle [4]. Singh et al. reported the investigation of
structure, energy and tensile behavior of niobium (Nb) bi-crystals containing symmetric
and asymmetric tilt grain boundaries via molecular dynamics simulations [6]. Cui et al.,
further studied the <001>, <101> and <111> twist grain boundary structures in copper
through molecular dynamics simulations to obtain the dependence of tensile strength on
twist angle of grain boundary [17]. They reported that for a <001> and a <101> twist grain
boundary, the tensile strength increases on average with an increasing misorientation twist
angle [17]. However, the misorientation bears slight influence with respect to <111> twist
GB structures [17]. From these results, it can be observed that various factors affect the
structure and mechanical properties of GBs, highlighting the complicated nature of this
topic within the material field. In order to solve these difficulties, researchers recently
applied neutron diffraction method to investigate the free volume of sub-microcrystalline
Ni [18], in which the anisotropic annealing of relaxed vacancies at GBs was identified, and
is considered the main reason behind induction of the anisotropic length change upon
annealing [18]. However, until now there are no detailed reports regarding the free volume
change in GB under an external stress or strain field, thus warranting further investigated
to better understand the properties of GBs.

As stated above, in addition to energy, structure and the deformation of grain bound-
ary, the properties of free volume (FV) in grain boundaries should also be investigated in
detail especially under the effect of an external stress or strain field. Generally, free volume
in materials is generally defined as the maximum volume of a sphere that can be inserted
between atomic sites in the system [19]. It has been reported that the free volume in grain
boundary could assist the mobility of neighboring atoms, enabling GB sliding, grain rota-
tion and GB dislocation emission [20]. By using molecular dynamics simulations through
the investigation of three face-centered cubic (fcc) and body-centered cubic (bcc) metals,
Sun et al. found that the free volume shrinks much faster above a critical temperature [21].
Tschopp et al. reported the dependence of free volume on the spatial correlation functions
in grain boundary [20], which provides a better understanding of dislocation dissociation
and nucleation in Cu grain boundaries. Furthermore, Tucker et al. investigated the effect of
free volume on the stretching process of fcc copper grain boundaries and found that the free
volume influences interfacial deformation through modified atomic-scale processes [22].
Wang et al. also suggested that FV may provide a site for micro-crack nucleation in bcc
symmetrical grain boundaries after irradiation [23]. However, although research has been
performed investigating the effect of free volume on the properties of grain boundaries,
the relationship between free volume and grain boundary mechanical properties has not
been reported in detail. For example, the relationship between the FV change and the
stress concentration resulting in slip system activation and the role of FV change in GB
failure, warrants further investigation. The results are expected to provide a comparison
and validation with neutron diffraction results induced by the external stress or strain field
in the future.
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Therefore, in this paper, the properties of the symmetrical grain boundaries including
∑3(112), ∑3(111), ∑5(012), ∑5(013), ∑9(221), ∑11(113) and ∑17(410) in bcc iron are investi-
gated at the atomic scale, and in particular, the influence of free volume on stress–strain
properties. New mechanisms of GB failure by considering the free volume influence were
explored in this work according to the simulation results. In the following, details of the
simulation methods are introduced in Section 2, and the results and discussion are provided
in Section 3. Finally, the conclusions are given in Section 4.

2. Method

In this work, molecular dynamics (MD) simulations are performed by Large scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS) [24] which is an open source
MD software to simulate atomic interactions for a given system. The output data are
analyzed by OVITO software (Version 3.5.4, OVITO GmbH, Darmstadt, Germany) [25].
Meanwhile, as stated above, 7 different grain boundaries including ∑3(112), ∑3(111),
∑5(012), ∑5(013), ∑9(221), ∑11(113) and ∑17(410) are built in bcc Fe based on coincidence
site lattice (CSL) theory [26]. The GB angle of these GBs is from around 36◦ to 109◦. Periodic
boundary condition (PBC) is applied along 3 directions. In order to avoid the interaction
between two GBs induced by PBC, the distance along the normal direction of GB is set
to at least 14.8 nm, as listed in Table 1. A schematic of the symmetrical GB model is
shown in Figure S1, provided in the Supplementary Materials. The other information for
each simulation box is also included in Table 1. Atomic structures of these 7 GBs before
full relaxation are shown in Figure 1. The Fe-Fe interaction is described by Fe potential
developed by Mendelev et al., [27]. This potential has been well applied for grain boundary
simulations [5,13,28] and is suitable for the present purpose.

Table 1. Parameters of symmetrical GBs used in the present work.

NO.
GB Plane

(hkl)
Sigma

(∑)
Simulation Box

Length(Å)

Number of Unit Cells along
x, y, z and Normal Direction

of GB Plane

Number of
Atoms

1. (112) ∑3 121.15 × 74.2 × 209.8 30 × 30 × 15, Z 162,000
2. (111) ∑3 121.2 × 148.4 × 209.8 30 × 30 × 30, Y 324,000
3. (310) ∑5 85.8 × 271.8 × 271.8 30 × 30 × 15, Z 270,000
4. (210) ∑5 85.8 × 191.5 × 191.5 30 × 30 × 15, Z 540,000
5. (221) ∑9 121.2 × 363.4 × 256.9 30 × 30 × 15, Z 972,000
6. (113) ∑11 133.9 × 80.8 × 189.4 10×20×20, Z 176,000
7. (410) ∑17 235.4 × 57.2 × 235.4 20 × 20 × 10, Z 272,000

Figure 1. GB atomic structures before and after MD relaxations shown in the top and bottom panels,
respectively: (a) ∑3(112) GB, (b) ∑3(111), (c) ∑5(013), (d) ∑5(012), (e) ∑9(221), (f) ∑11(113) and
(g) ∑17(410). Structure types are analyzed by the common neighbor analysis method. Atoms near
the GB region are colored white, while the atoms in the grain are colored blue.
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Based on the above simulation models, conjugate-gradient (CG) method is used for
relaxation at 0 K, and subsequently followed by MD relaxation at 300 K and 600 K. After
full MD relaxation, the CG method is applied again to obtain the atomic structure and
energy at 0 K. In this way, the local structure may overcome the energy barrier and reach a
lower energy state after the CG-MD-CG relaxation process. In CG relaxation, the specified
energy tolerance is 10−10 and the specified force tolerance is 10−10 eV/Å3. During the MD
relaxation, the timestep is 1 fs and at least 20 ps relaxation is applied for each process to
ensure the system is fully relaxed at the given temperature. It should also be noted that
during relaxation, the constant number of atoms, pressure and temperature (NPT) ensemble
is applied in order to relax both the atomic position and simulation volume. Furthermore,
for volume relaxation, each direction of the box is allowed to relax independently to fully
release the internal elastic stress and obtain a more stable state for further calculations.
The GB formation energy, EGB, is then calculated according to the following equation
as applied in previous studies [13,29,30], which is defined as the difference between the
potential energy Etotal of n atoms in the supercell containing GBs and the potential energy
of a computational cell with the same number of atoms in a perfect crystal, divided by the
cross-sectional area, S, of two GB planes.

EGB =
Etotal − NEp

2S
(1)

where Etotal is the total energy of a system containing 2 GBs. N is the number of atoms
in this system. Ep is the cohesive energy of one atom in a perfect bcc Fe crystal, which is
−4.12 eV according to Mendelev potential [27].

To investigate the mechanical property of the grain boundary, after full relaxation,
external strain is applied to the system along the normal direction of GB plane with a strain
rate of 5 × 109/s. The simulation temperature is set at 300 K. It should be noted that during
the strain application along the normal direction of GB plane, the box length along the
other two directions of the computational box is allowed to change automatically to ensure
zero pressure along these two directions. The stress related to the increases in strain is also
calculated and thus, the stress–strain curve is obtained. For comparison, this process is also
performed for a perfect structure with strain direction along the same normal direction of
GB plane. During the strain application along GB normal direction, the length of the box
along the directions perpendicular to GB normal direction is also allowed to vary, which is
similar to the real experimental condition and ensures the system is at a single stress–strain
state [31].

To investigate the underlying factors affecting the mechanical property of GB, different
methods are used to analyze GB structures and properties including the common neighbor
analysis (CNA) [32], free volume (FV), single-atom potential energy distribution, local
stress field and the single-atom displacement magnitude. In this work, CNA analysis,
atomic energy distribution and displacement are performed by OVITO software and details
can be found in [25]. The free volume is obtained by introducing enough grids along three
directions in computation box and calculating the maximum distance (Dmax) of each grid
point to surrounding atoms. The free volume is then calculated as the sphere volume
with radius of Dmax-r, where r is the atomic radius in perfect lattice. This method has
been well used in previous studies [33]. The FV calculation under the application of
external stress was performed for polymer and amorphous materials [34], which have an
FV distribution through the whole system. In this work, this method is also applied firstly
for GB investigation since the FV in GB is expected to change in the GB failure process.
Furthermore, as stated in the Introduction, the results from the present work may be used
for comparison with neutron diffraction measurements under the effect of external stress
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field in future. The stress of each atom is calculated according to the following equation
and can be viewed via the Ovito software:

σV
ij =

1
V ∑

α

[
1
2

N

∑
β=1

(
Rβ

i − Rα
i

)
Fαβ

j − mαvα
i vβ

j

]
(2)

where (i,j) take values of x, y and z (directions). β takes values 1 to N neighbors of atom α.
Rα

i is the position of atom α along direction i. Fαβ
j is the force (along direction j) applied on

atom β from atom α. V is the total volume of the system. mα is the mass of atom α and vα
i is

the thermal excitation velocity of atom α along i direction.

3. Results and Discussion

3.1. Grain Boundary Energy and Structure after Different Relaxation Processes

Grain boundary energies of seven GBs calculated by using the method mentioned
above are listed in Table 2, which includes the results following CG relaxation and CG-MD-
CG relaxation. For comparison, the results from DFT calculations [35,36] are also listed.
From this table, it is clear that CG-MD-CG relaxation results in lower energy state of GB
according to Equation (1). The difference with and without MD relaxation is smaller for
∑3(111), ∑3(112) and ∑5(013) GBs while it is larger for the other cases investigated in
this work. The reason for this relates to the local atomic structure change induced by MD
relaxation, as indicated by CNA and displacement results, shown in Figure 2. For example,
∑3(112) and ∑5(013) grain boundaries almost retain the symmetrical character with short
atomic displacement distances after MD relaxation. However, for ∑3(111) GB, after 600 K
MD relaxation, some atoms located in the grain boundary area have moved a long distance,
up to 1.3 Å, resulting in the loss of symmetry locally. In contrast, ∑5(012), ∑9(221), ∑11(113)
and ∑17(410) GBs have almost lost the symmetrical character at the GB plane region as
shown by displacement of the atoms in the GB region. The maximum atomic displacement
of these cases is up to 4.81 Å. Therefore, the high temperature MD relaxations induced
losses in symmetrical features in certain symmetrical GBs, through which these systems
have overcome the energy barriers to lower energy states. In fact, a similar conclusion
was made in previous studies [23,33], while in this work, more GBs confirm that the MD
relaxation to a lower state is necessary for further analysis. The relationship between the
GB formation energy and GB angle has also been investigated, as shown in Figure 2, which
can be fitted by a Gaussian function (Equation (3)). Further, we have defined a new variable
called Δσ, which is a fit for stress peak value by GB energy, as shown in Equation (4). Δσ
could help explain how the free volume had coupled with stress in the GB failure process.

EGB = 1.228 − 0.958 exp

[
−0.5

(
θ − 109.49

5.1696

)2
]

(3)

Table 2. Grain boundary energy calculated by CG and CG-MD-CG relaxation processes. For compar-
ison, the results from DFT calculations are also listed.

Sigma (∑)
EGBs J/m2

(CG-MD-CG)
EGBs J/m2

(CG)
DFT

∑3(112) 0.2703 0.3233 0.46 [35]
∑3(111) 1.3144 1.3438 1.61 [36]
∑5(012) 1.1301 1.6741 1.64 [35]
∑5(013) 0.9889 1.0649 1.6 [35]
∑9(221) 1.2639 2.3318 1.66 [37]
∑11(113) 1.2551 2.4361 1.45 [37]
∑17(441) 1.2356 2.5315 -
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Figure 2. Gaussian Fit of the relationship between GB energy and GB misorientation.

3.2. Evolution and Related Failure Mechanisms of GBs under the External Strain Effect

In this section, the stress–strain curves for GBs and related single perfect crystal cases
are calculated firstly, as shown in Figure 3. It is clear from Figure 3a, ∑3(111) and ∑17(410)
GBs have the maximum and minimum peak tensile stress, respectively. In fact, a similar
conclusion could also be made for single perfect crystal cases, as shown in Figure 3b.
The peak tensile stresses of all cases studied in this work are listed in Table S1, in the
Supplementary Materials. Compared with the results of single crystals, it is clear that the
appearance of GBs induces the decrease in peak tensile stress.

 

Figure 3. (a) Strain–stress curves of ∑3(111), ∑3(112), ∑5(012), ∑5(013), ∑9(221), ∑ 11(113), ∑17(410).
(b) Strain–stress curves of single crystals corresponding to each grain boundary.

In order to explore the reason behind the peak value decrease induced by GB defect,
the atomic stress state and related atomic structure were analyzed for these GB systems.
Based on the analyses, the following mechanisms have been explored.

3.2.1. Phase Transformation Induced Grain Boundary Failure

Figure 4 depicts the structural evolution of the ∑3(112) and ∑5(013) GB system under
the effect of external strain. From these results, it can be found that with increasing strain,
the phase transition occurs initially in the GB region and extends to the grain interior, that
is, from an initial bcc phase to fcc phase, as shown in Figure 4a. In the present work, this
transition occurs with strain around 10% and related stress around 12.67 GPa, as shown in
Figure 3a, and is also confirmed by the atomic potential energy and displacement, that is,
atoms in the phase-transition region have higher potential energy and larger displacement
distance, as shown in Figure S2 in the Supplementary Materials. In fact, the phase transition
from bcc to fcc under external stress has also been reported in polycrystalline Fe systems
with stress values up to around 13 GPa under shock wave [38]. It is clear that ∑3(112) GB
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has a similar effect on the phase transformation of Fe system. An example of a formed fcc
structure is also shown in Figure S3 in the Supplementary Materials with a lattice constant
around 3.7 Å, which is slightly larger than the value (3.6 Å) of fcc-Fe under the normal
condition [39]. Together with this phase transition, a new interface is formed between the
newly formed fcc phase and the original bcc phase, as shown in Figure 4b, whose position
varies with the phase transition until the slip system {123}<111> becomes activated near
the interface from the bcc phase side. Dislocation nucleation is then initiated from this
activated slip system and finally the dislocation network is formed with increasing strain.
One possible reason for the slip system activation in bcc instead of fcc phase for ∑3(112)
GB can be explained by different Schmid factors (μ) in these two phases with external
stress along <112> direction. In this case, the maximum Schmid Factor μ of bcc and fcc slip
systems is 0.4115 and 0.4082, respectively. The larger Schmid factor in bcc phase indicates
the it has higher probability to initiate the slip system in bcc phase. The value of 0.4115 in
bcc phase is related to the {123}<111> slip system, same as the present simulation results,
as shown in Figure 4b. In addition to above results, the larger displacement related to the
phase transition is also confirmed to result in a larger free volume near the bcc-fcc interface,
which is suspected as a possible reason for the change in stress field of the GB system. For
example, comparing the maximum free volume in GB at states of 0 strain and 15% strain,
as shown in Figure 5, it is clear that without strain, the maximum free volume (FVmax)
is around 17.99 Å3 and the average value of free volume is around 7.99 Å3. While with
15% strain, FVmax reaches around 25.71 Å3 with an average value around 11.98 Å3 at the
bcc-fcc interface induced by the phase transition. The stress field around this maximum
free volume is around 21.48 GPa, resulting in the local stress concentration increasing and
related activation of the slip system. Thus, the present results indicate that the increase in
free volume induced by phase transition may be also one possible reason to induce the
local stress to its critical value and the failure of GB system in bcc Fe.

Figure 4. Snapshots of ∑3(112) and ∑5(013) GB under external strain effect. (a) Shows the state of
∑3(112) GB at which the phase transition starts with a strain value of 10% and (b) is the state at which
the slip system in bcc phase near bcc-fcc interface is activated for ∑3(112). (c) Shows the state of
∑5(013) GB at which the phase transition starts with a strain value of 8.5% and (d) is the state at
which the slip system is activated for ∑5(013) in fcc phase near the bcc-fcc interface. In the figure, the
green, blue and white points are atoms in fcc, bcc and other phase states, respectively.

In fact, a similar process has also been observed in the ∑5(013) case, as shown in
Figures S4 and S5 in the Supplementary Materials. The difference between these two
cases is that in ∑5(013) case, there are still three atomic layers at the GB center without
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going through the phase transition process, as shown in Figure 4c. The phase transition
occurs with strain up to 8%, at which the maximum free volume is also observed near the
bcc-fcc interface with FVmax up to 24.43 Å3. The local stress concentration is also observed
above the maximum free volume region with a value around 21.65 GPa, resulting in the
activation of slip system and related dislocation nucleation, as shown Figure 4d. Different
to the activation of slip system initially in bcc phase for ∑3(112) GB, the activation of slip
system under external stress along the <013> direction occurs initially in fcc phase in the
{111} plane along <110> direction. Following the same method, the Schmid factor is also
calculated for this case with external stress along <013> direction. The maximum Schmid
factor for bcc and fcc phases are 0.4115 and 0.4899, respectively, in this case, which is the
main reason for slip system activation near the interface from fcc phase side, as shown in
Figure 4d.

Figure 5. The maximum free volume and related stress distribution near the bcc-fcc interface when
the stress is up to the peak value (shown by stress-strain curve in Figure 2 for (a) ∑3(112), (b) ∑5(013)
and (c) ∑5(012) GB respectively. The blue and green balls are atoms in bcc and fcc state respectively.
The larger red balls are free volume higher than 20 Å3 in GB region.

3.2.2. Mechanical Failure Induced by Activation of Slip System from GB Plane

The second phenomenon accompanying the failure of GB explored in this work is
the activation of slip systems directly at GB region without going through the phase
transformation, as observed in the ∑5(012) and ∑3(111) ∑9(221), ∑11(113) and ∑17(410)
GB cases. One example of ∑5(012) case is shown in Figure 6. As shown in Figure 6, the
slip systems are activated from the GB plane to the grain interior at a time of around 16 ps
after applying the external strain, at which the strain is around 8%. The Schmid factor
is also calculated for this case. The results indicated the μmax is up to 0.4625, which is
related to the slip in {123} plane along <111> direction, as shown in Figure 6c. Furthermore,
careful analysis of the local structure indicates local disordered regions in the GB region,
which have high potential energy and high stress along the normal direction of GB plane.
In fact, the local stress concentration is also observed in these regions with maximum
stress around 27.4 GPa, as shown Figure S6 in the Supplementary Materials. Following
the analysis method in Section 2, the atomic displacements were calculated around GB,
indicating the maximum displacement distance also observed in these regions, as shown
in the Supplementary Materials. The free volume change around these regions is then
calculated. When the strain is 0, FVmax is around 31.24 Å3, which is then increased to
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33.36 Å3 above the disordered region, as shown in Figure 5c Therefore, the maximum free
volume change is also one possible factor relating to the failure of ∑5(012) GB from the
activation of slip system directly in local GB plane region. Further analysis of ∑3(111)
∑9(221), ∑11(113) and ∑17(410) GB reaches a similar conclusion. The example of ∑3(111)
GB has been shown in Figures S7 and S8 in the Supplementary Materials. Based on these
results, the derivative of critical stress along the normal direction of GB plane of GB failure,
Δσ, can be described as a function of GB formation energy, EGB, as shown in Figure 7a and
the following equation:

Δσ = 1.241 − 1.297exp

[
−0.5

(
EGB − 4.073

0.3886

)2
]

(4)

Figure 6. Snapshots of ∑5(012) GB evolution under external stress at different simulation times (t):
(a) t = 16 ps, (b) t = 17 ps, (c) t = 19 ps and (d) t = 21 ps, respectively.

Figure 7. The Gaussian Fit of the relationship between GB energy and Δσ (a). The relationship
between free volume and fit stress. Fit stress equals the sum of the stress peak value and Δσ (b).

Furthermore, the dependence of critical stress (σ + Δσ) of GB failure on free volume
change (ΔFV) has also been explored, as shown in Figure 7b, which can be described by a
new equation (Equation (5)). All of these results indicate that once the free volume change
has been identified, the mechanical properties of GB can be estimated.

σ + Δσ = 8.21 ΔFV0.2421 (5)

4. Conclusions

In this work, the failure mechanism of symmetrical grain boundaries (GB) under
external strain effects in body-centered cubic (bcc) iron are investigated via the molecular
dynamics (MD) method. The local atomic structure evolution, energy state change, atomic
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displacements and free volumes were calculated for the above purpose. The following
conclusions have been made:

(1) Full MD relaxations at high temperatures are necessary to obtain the lower energy
states of GBs for further simulations under external strain.

(2) Two mechanisms are explored for the failure of symmetrical GBs under the exter-
nal strain effect, including slip system activation, dislocation nucleation and dislocation
network formation initially from the GB plane region induced by the external strain field or
from the bcc-fcc phase interface induced by phase transformation under external strain ef-
fects.

(3) The change in free volume near the GB plane or bcc-fcc interface is not only related
to the local structure change in the above two mechanisms, but can also lead to increases in
the local stress concentration, providing a new explanation for the failure of GBs in BCC
iron system.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/met12091448/s1, Figure S1: Schematic of grain bound-
ary simulation model used in the present work. For stress-strain simulations, the external tensile
strain field is applied on top and bottom surface of box, Figure S2: Atomic potential energy (a) and
displacement distribution (b) of ∑3(112) GB at state with peak stress, Figure S3: Example of FCC
lattice structure in fcc phase after phase transition, Figure S4: Snapshots (y-z plane) shows ∑ = 5(013)
undergoes phase transition and green atom is fcc struc-ture blue atom is bcc. Then the GB happens
to crack at 31 ps, region a, b and c are most obvious, Figure S5: Atomic potential energy (a) and
displacement distribution (b) of ∑5(013) GB at state with peak stress, Figure S6: (a) The structure of
∑5(012) when slip system is activated with strain around 8%. The potential energy(b), stress(c) and
atomic displacement distribution(d) at this state are shown respectively. Figure S7: (a) The structure
of ∑3(111) when slip system is activated with strain around 14%. The potential energy, stress and
atomic displacement distribution at this state are shown in (b), (c) and (d) respectively, Figure S8:
Distribution of free volume near ∑3(111) GB region at (a) 0 ps and (b) at 28 ps (strain around 14%),
Table S1: The peak tensile stresses of all cases studied in this work are listed in table.

Author Contributions: Conceptualization, N.G.; methodology, W.M. and N.G.; software, W.M.;
validation, W.M.; formal analysis, W.M.; investigation, W.M.; resources, N.G.; data curation, W.M.;
writing—original draft preparation, W.M.; writing—review and editing, Y.D., M.Y., Z.W., Y.L., N.G.,
L.D. and X.W.; visualization, W.M.; supervision, N.G.; project administration, N.G.; funding ac-
quisition, N.G., X.W. and Y.L. All authors have read and agreed to the published version of the
manuscript.

Funding: This research was funded by the National Natural Science Foundation of China, grant
number (Project Nos. 12075141, 12175125 and 12105159).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are contained within the article.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Bonny, G.; Terentyev, D.; Elena, J.; Zinovev, A.; Minov, B.; Zhurkin, E.E. Assessment of Hardening Due to Dislocation Loops in
Bcc Iron: Overview and Analysis of Atomistic Simulations for Edge Dislocations. J. Nucl. Mater. 2016, 473, 283–289. [CrossRef]

2. Messina, L.; Nastar, M.; Sandberg, N.; Olsson, P. Systematic Electronic-Structure Investigation of Substitutional Impurity Diffusion
and Flux Coupling in Bcc Iron. Phys. Rev. B 2016, 93, 184302. [CrossRef]

3. Bauer, K.D.; Todorova, M.; Hingerl, K.; Neugebauer, J. A First Principles Investigation of Zinc Induced Embrittlement at Grain
Boundaries in Bcc Iron. Acta Mater. 2015, 90, 69–76. [CrossRef]

4. Terentyev, D.; He, X.; Serra, A.; Kuriplach, J. Structure and Strength of <1 1 0> Tilt Grain Boundaries in Bcc Fe: An Atomistic
Study. Comput. Mater. Sci. 2010, 49, 419–429. [CrossRef]

5. Ratanaphan, S.; Olmsted, D.L.; Bulatov, V.V.; Holm, E.A.; Rollett, A.D.; Rohrer, G.S. Grain Boundary Energies in Body-Centered
Cubic Metals. Acta Mater. 2015, 88, 346–354. [CrossRef]

30



Metals 2022, 12, 1448

6. Singh, D.; Parashar, A. Effect of Symmetric and Asymmetric Tilt Grain Boundaries on the Tensile Behaviour of Bcc-Niobium.
Comput. Mater. Sci. 2018, 143, 126–132. [CrossRef]

7. Samaras, M.; Derlet, P.M.; Van Swygenhoven, H.; Victoria, M. Radiation Damage near Grain Boundaries. Philos. Mag. 2003, 83,
3599–3607. [CrossRef]

8. Van Swygenhoven, H.; Derlet, P.M. Grain-Boundary Sliding in Nanocrystalline Fcc Metals. Phys. Rev. B Condens. Matter Mater.
Phys. 2001, 64, 224105. [CrossRef]

9. Hasnaoui, A.; Van Swygenhoven, H.; Derlet, P.M. Cooperative Processes during Plastic Deformation in Nanocrystalline Fcc
Metals: A Molecular Dynamics Simulation. Phys. Rev. B Condens. Matter Mater. Phys. 2002, 66, 184112. [CrossRef]

10. Chen, J.; Hahn, E.N.; Dongare, A.M.; Fensin, S.J. Understanding and Predicting Damage and Failure at Grain Boundaries in BCC
Ta. J. Appl. Phys. 2019, 126, 165902. [CrossRef]

11. Gui-Jin, W.; Vitek, V. Relationships between Grain Boundary Structure and Energy. Acta Metall. 1986, 34, 951–960. [CrossRef]
12. Van Beers, P.R.M.; Kouznetsova, V.G.; Geers, M.G.D.; Tschopp, M.A.; McDowell, D.L. A Multiscale Model of Grain Boundary

Structure and Energy: From Atomistics to a Continuum Description. Acta Mater. 2015, 82, 513–529. [CrossRef]
13. Gao, N.; Fu, C.C.; Samaras, M.; Schäublin, R.; Victoria, M.; Hoffelner, W. Multiscale Modelling of Bi-Crystal Grain Boundaries in

Bcc Iron. J. Nucl. Mater. 2009, 385, 262–267. [CrossRef]
14. Du, Y.A.; Ismer, L.; Rogal, J.; Hickel, T.; Neugebauer, J.; Drautz, R. First-Principles Study on the Interaction of H Interstitials with

Grain Boundaries in α- and γ-Fe. Phys. Rev. B Condens. Matter Mater. Phys. 2011, 84, 144121. [CrossRef]
15. Spearot, D.E.; Jacob, K.I.; McDowell, D.L. Nucleation of Dislocations from [0 0 1] Bicrystal Interfaces in Aluminum. Acta Mater.

2005, 53, 3579–3589. [CrossRef]
16. Spearot, D.E.; Tschopp, M.A.; Jacob, K.I.; McDowell, D.L. Tensile Strength of <1 0 0> and <1 1 0> Tilt Bicrystal Copper Interfaces.

Acta Mater. 2007, 55, 705–714. [CrossRef]
17. Cui, C.; Yu, Q.; Wang, W.; Xu, W.; Chen, L. Molecular Dynamics Study on Tensile Strength of Twist Grain Boundary Structures

under Uniaxial Tension in Copper. Vacuum 2021, 184, 109874. [CrossRef]
18. Kotzurek, J.A.; Hofmann, M.; Simic, S.; Pölt, P.; Hohenwarter, A.; Pippan, R.; Sprengel, W.; Würschum, R. Internal Stress and

Defect-Related Free Volume in Submicrocrystalline Ni Studied by Neutron Diffraction and Difference Dilatometry. Philos. Mag.
Lett. 2017, 97, 450–458. [CrossRef]

19. Farkas, D.; Van Petegem, S.; Derlet, P.M.; Van Swygenhoven, H. Dislocation Activity and Nano-Void Formation near Crack Tips
in Nanocrystalline Ni. Acta Mater. 2005, 53, 3115–3123. [CrossRef]

20. Tschopp, M.A.; Tucker, G.J.; McDowell, D.L. Structure and Free Volume of <1 1 0> Symmetric Tilt Grain Boundaries with the E
Structural Unit. Acta Mater. 2007, 55, 3959–3969. [CrossRef]

21. Sun, H.; Singh, C.V. Temperature Dependence of Grain Boundary Excess Free Volume. Scr. Mater. 2020, 178, 71–76. [CrossRef]
22. Tucker, G.J.; Tschopp, M.A.; McDowell, D.L. Evolution of Structure and Free Volume in Symmetric Tilt Grain Boundaries during

Dislocation Nucleation. Acta Mater. 2010, 58, 6464–6473. [CrossRef]
23. Wang, X.Y.; Gao, N.; Setyawan, W.; Xu, B.; Liu, W.; Wang, Z.G. Effect of Irradiation on Mechanical Properties of Symmetrical

Grain Boundaries Investigated by Atomic Simulations. J. Nucl. Mater. 2017, 491, 154–161. [CrossRef]
24. Thompson, A.P.; Aktulga, H.M.; Berger, R.; Bolintineanu, D.S.; Brown, W.M.; Crozier, P.S.; in ’t Veld, P.J.; Kohlmeyer, A.; Moore,

S.G.; Nguyen, T.D.; et al. LAMMPS—A Flexible Simulation Tool for Particle-Based Materials Modeling at the Atomic, Meso, and
Continuum Scales. Comput. Phys. Commun. 2022, 271, 108171. [CrossRef]

25. Stukowski, A. Visualization and Analysis of Atomistic Simulation Data with OVITO-the Open Visualization Tool. Model. Simul.
Mater. Sci. Eng. 2010, 18, 015012. [CrossRef]

26. Santoro, A.; Mighell, A.D. Coincidence-site Lattices. Acta Crystallogr. Sect. A 1973, 29, 169–175. [CrossRef]
27. Mendelev, M.I.; Han, S.; Srolovitz, D.J.; Ackland, G.J.; Sun, D.Y.; Asta, M. Development of New Interatomic Potentials Appropriate

for Crystalline and Liquid Iron. Philos. Mag. 2003, 83, 3977–3994. [CrossRef]
28. Chaussidon, J.; Fivel, M.; Rodney, D. The Glide of Screw Dislocations in Bcc Fe: Atomistic Static and Dynamic Simulations. Acta

Mater. 2006, 54, 3407–3416. [CrossRef]
29. Gao, N.; Ghoniem, A.; Gao, X.; Luo, P.; Wei, K.F.; Wang, Z.G. Molecular Dynamics Simulation of Cu Atoms Interaction with

Symmetrical Grain Boundaries of BCC Fe. J. Nucl. Mater. 2014, 444, 200–205. [CrossRef]
30. Wang, X.Y.; Gao, N.; Xu, B.; Wang, Y.N.; Shu, G.G.; Li, C.L.; Liu, W. Effect of Irradiation and Irradiation Defects on the Mobility of

Σ5 Symmetric Tilt Grain Boundaries in Iron: An Atomistic Study. J. Nucl. Mater. 2018, 510, 568–574. [CrossRef]
31. Gao, N.; Setyawan, W.; Kurtz, R.J.; Wang, Z. Effects of Applied Strain on Nanoscale Self-Interstitial Cluster Formation in BCC

Iron. J. Nucl. Mater. 2017, 493, 62–68. [CrossRef]
32. Faken, D.; Jónsson, H. Systematic Analysis of Local Atomic Structure Combined with 3D Computer Graphics. Comput. Mater. Sci.

1994, 2, 279–286. [CrossRef]
33. Gao, N.; Perez, D.; Lu, G.H.; Wang, Z.G. Molecular Dynamics Study of the Interaction between Nanoscale Interstitial Dislocation

Loops and Grain Boundaries in BCC Iron. J. Nucl. Mater. 2018, 498, 378–386. [CrossRef]
34. Hossain, D.; Tschopp, M.A.; Ward, D.K.; Bouvard, J.L.; Wang, P.; Horstemeyer, M.F. Molecular Dynamics Simulations of

Deformation Mechanisms of Amorphous Polyethylene. Polymer 2010, 51, 6071–6083. [CrossRef]
35. Wang, J.; Janisch, R.; Madsen, G.K.H.; Drautz, R. First-Principles Study of Carbon Segregation in Bcc Iron Symmetrical Tilt Grain

Boundaries. Acta Mater. 2016, 115, 259–268. [CrossRef]

31



Metals 2022, 12, 1448

36. Bhattacharya, S.K.; Tanaka, S.; Shiihara, Y.; Kohyama, M. Ab Initio Study of Symmetrical Tilt Grain Boundaries in Bcc Fe:
Structural Units, Magnetic Moments, Interfacial Bonding, Local Energy and Local Stress. J. Phys. Condens. Matter 2013, 25, 135004.
[CrossRef]

37. Wang, J.; Madsen, G.K.H.; Drautz, R. Grain Boundaries in Bcc-Fe: A Density-Functional Theory and Tight-Binding Study Grain
Boundaries in Bcc-Fe: A Density- Functional Theory and Tight-Binding Study. Model. Simul. Mater. Sci. Eng. 2018, 26, 025008.
[CrossRef]

38. Gunkelmann, N.; Bringa, E.M.; Kang, K.; Ackland, G.J.; Ruestes, C.J.; Urbassek, H.M. Polycrystalline Iron under Compression:
Plasticity and Phase Transitions. Phys. Rev. B Condens. Matter Mater. Phys. 2012, 86, 144111. [CrossRef]

39. Pan, F.; Zhang, Z.S. Magnetic Property of the Face Center Cubic Iron with Different Lattice Parameter in Fe/Pd Multilayers. Phys.
B Condens. Matter 2001, 293, 237–243. [CrossRef]

32



Citation: Xiao, Z.; Huang, Y.; Liu, Z.;

Hu, W.; Wang, Q.; Hu, C. The Role of

Grain Boundaries in the Corrosion

Process of Fe Surface: Insights from

ReaxFF Molecular Dynamic

Simulations. Metals 2022, 12, 876.

https://doi.org/10.3390/

met12050876

Academic Editor: Amir Mostafaei

Received: 6 April 2022

Accepted: 17 May 2022

Published: 21 May 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

metals

Article

The Role of Grain Boundaries in the Corrosion Process of Fe
Surface: Insights from ReaxFF Molecular Dynamic Simulations

Zigen Xiao 1, Yun Huang 2, Zhixiao Liu 1,*, Wangyu Hu 1, Qingtian Wang 3 and Chaowei Hu 3,*

1 College of Materials Science and Engineering, Hunan University, Changsha 410082, China;
xiaozigeng@hnu.edu.cn (Z.X.); wyuhu@hnu.edu.cn (W.H.)

2 School of Physics and Electronics, Hunan University, Changsha 410082, China; huangyun19@hnu.edu.cn
3 Key Laboratory of Nuclear Reactor System Design Technology, Nuclear Power Institute of China,

Chengdu 610041, China; wqtian@126.com
* Correspondence: zxliu@hnu.edu.cn (Z.L.); npichd10@npic.ac.cn(C.H.)

Abstract: Intergranular corrosion is the most common corrosion phenomenon in Fe-based alloys.
To better understand the mechanism of intergranular corrosion, the influence of grain boundaries
on Fe-H2O interfacial corrosion was studied using molecular dynamics simulation based on a new
Fe-H2O reaction force field potential. It is found that the corrosion rate at the polycrystalline grain
boundary is significantly faster than that of twin crystals and single crystals. By the analysis of
stress, it can be found that the stress at the polycrystalline grain boundary and the sigma5 twin
grain boundary decreases sharply during the corrosion process. We believe that the extreme stress
released at the grain boundary will promote the dissolution of Fe atoms. The formation of vacancies
on the Fe matrix surface will accelerate the diffusion of oxygen atoms. This leads to the occurrence of
intergranular corrosion.

Keywords: ReaxFF; corrosion; Fe-H2O interface; grain boundary

1. Introduction

Fe-based alloys are widely used as structural materials [1] because of their excellent
tensile strength and high toughness [2]. However, the corrosion of metal in the working en-
vironment will reduce the mechanical properties of metal and shorten its service life. In the
corrosion process, the metal is electrochemically oxidized into ions or some compounds [3].
In particular, the presence of grain boundaries can cause intergranular corrosion. The dis-
solution rate of Fe atoms in the grain boundary region is much greater than the dissolution
rate of crystal grains, leading to local corrosion [4]. Intergranular corrosion refers to the
boundaries of crystallites of the material being more susceptible to corrosion than their
insides, which is mainly caused by the difference in chemical composition between the
surface and the interior of the grains and the existence of internal stress.

The surface structure of the Fe-based alloys is complex with defects such as grain
boundaries, corners, edges, boundaries, interference layers, etc. [5,6]. Corrosion usually
occurs at the defect first, and the corrosion at the defect is more severe than inside the
crystal. It can be observed in the experiments that the corrosion is more severe at the grain
boundary compared with the inside of the crystal [7]. You et al. found that the corrosion
in pure Fe is initiated by pits that quickly become blocked and that it propagates around
the pits giving rise to the formation of porous layers [8]. The grain refinement obtained
by rolling improved the corrosion resistance of iron in sulfuric acid solution, borate buffer
solution, and borate buffer solution with chloride ion [9]. Bennett et al. studied the influence
of orientation angle and grain boundary structure on grain boundary corrosion of austenitic
and ferritic stainless steels. They pointed out that the grain boundary corrosion mechanism
is not only the dissolution of the chromium-depleted alloy but also other mechanisms, but
the specific mechanism is not distinct [10]. According to Lapeire’s study, grain orientation
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can also affect corrosion behavior, and the orientation of adjacent grains plays a dominant
role in the dissolution rate [11]. The reduction of the electronic work function at the grain
boundary indicates the electrons at the grain boundary are more active, which makes
the grain boundary vulnerable to electrochemical attack [12]. Emily et al. believed that
the corrosion at the grain boundary is caused by the combined effect of sensitization and
crevice corrosion. The precipitation of chromium and the grain boundary has set the local
corrosion sensitivity [13].

Up to now, the density functional theory calculations (DFT) and reaction force field
(ReaxFF) molecular dynamics (MD) simulations have been usually used to study Fe and
Fe-water surface corrosion mechanisms. Hu et al. studied the effects of four typical
surface adsorbates [14]. Their works suggested that the strong interaction between oxygen
and surface will weaken the bonds’ strength between substrate atoms, which will lead
to structure deformation and charge redistribution in the substrate. In addition, Bucun
et al. studied the effects of oxygen precovering and water adsorption on the surface of Fe
substrates [15]. The time and space scales of the above simulations are seriously limited,
which can only describe the trend and cannot carry out the complete dynamic evolution
of the corrosion process. The ReaxFF-MD provides an alternative method to simulate
the interface reaction and can explain the effect of defects (such as grain boundaries) on
corrosion from stress changes and energy changes [16,17]. Verners et al. [18] studied
nickel-based alloys’ stress corrosion cracking behavior. The existence of stress will hinder
the twin dislocation failure and activate the new slip to reduce the strength of nickel.
DorMohammadi et al. used ReaxFF-MD to study the initial stage of Fe corrosion in
pure water under different applied electric fields and temperatures and then studied the
passivation mechanism of Fe substrate and the depassivation process of chloride [19–21].
The study of Klu et al. showed that the existence of polycrystalline grain boundaries could
significantly increase the diffusion coefficient of carbon, and the release of stress can reduce
the diffusion barrier of carbon [22].

In summary, defects in pure iron will preferentially corrode during the corrosion
process. Whether the grain boundary as a typical defect will affect the surface corrosion
process of pure iron. The computational methods involving simulations of dynamic
processes are an important tool for understanding the mechanism of dynamic processes in
reactive systems, such as corrosion. The present article, using a reactive force field (ReaxFF)
molecular dynamics (MD) simulation, highlights the effect of grain boundaries on the
evolution of the corrosion process in a reactive pure Fe-H2O system.

2. Computational Details

In this study, three kinds of Fe models—single crystal, sigma3 or sigma5 twins, and
polycrystalline—were used to study the influence of grain boundary on the corrosion
process of pure Fe-H2O surface systems. The sigma3 twin boundary is composed of the
(111) plane, and the sigma5 twins plane is composed of the (02-1) plane. The structure at the
twin grain boundary is stable and the interfacial energy is low. However, the polycrystalline
grain boundary structure is unstable, the lattice distortion is large, and there are many
defects. The stress in this paper is the shear stress of the Fe substrate on the Y-axis. It is
obtained by counting the stress sum of Fe atoms at the grain boundary in the Y direction
and dividing it by the corresponding total atomic volume. The volume of polycrystalline
grains is 35 nm3. The schematic diagram of the models is shown in Figure 1. The Fe
substrate comprises twelve atom layers in the polycrystalline simulation system, including
9215 Fe atoms and existing many defects such as grain boundaries and stacking fault. The
water-side part includes the water layers of 40 Å thickness with the density of 0.99 g/cm3

(about 4669 water molecules at 300 K and 1 atm).
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Figure 1. Schematic diagram of the simulation model for the Fe-water surface system.

All the simulations were based on the open-source Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) code [23] and the atomic interactions were de-
scribed using the ReaxFF for pure Fe-H2O systems. The original ReaxFF was developed
by van Duin et al. [24]. The ReaxFF-MD can simulate the chemical reaction process that
includes chemical bonds breaking and forming between atoms; therefore, it is suitable for
studying interfacial corrosion. Recently, our group developed a new Fe-H2O ReaxFF poten-
tial function [25], which can accurately describe the nature of the defects in Fe substrate
and the Fe-water interactions. The interaction between vacancy and hydrogen/oxygen
is emphasized to describe the precipitation of hydrogen/oxygen near the vacancy. The
energy contributions to the Fe-H2O ReaxFF potential are summarized by the following [25]:

Esystem = Ebond + Eover + Eunder + Eval + Elp + ECoul + EH−bond + EvdW (1)

which includes terms related to bond, angle, over coordination, undercoordination, lone
pair, van der Waals, Coulomb, and H-bond energies. The details of the ReaxFF potential
have been shown in our recent paper. The essential part of ReaxFF is that the charge
equilibration (QEq) method can be used to obtain the charge distribution [26,27]. The
charge values were determined at each simulation time step and depended on the system’s
geometry. This feature made it possible to describe charge transfer in chemical reactions
using ReaxFF. Subsequently, this study did not consider an absolute stress value analysis,
instead focusing on relations between reactivity and stress states.

The periodic boundary conditions were applied in the X- and Y-directions in all
simulated boxes, and the Z-direction uses aperiodic boundary conditions. A reflective wall
is added at the upper Z boundary to prevent atoms from passing through the boundary.
The Fe substrate and water molecules are relaxed with a Nose/Hoover isothermal–isobaric
(NPT) [28] to reach equilibrium. Nose–Hoover thermostat [29,30] is used to maintain the
prescribed system temperature during corrosion for the canonical (NVT) ensemble. The
MD simulation time step is 0.2 fs. The corrosion process of the pure Fe-H2O system was
observed by external electric field [31] acceleration at 300 K and NVT ensemble, which is
located at 0~3 Å on the surface of the Fe substrate. We chose the most suitable external
electric field to be 325 MV/cm by observing the corrosion phenomenon. All subsequent
simulations are performed under this electric field strength. The relationship between
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individual atomic charges and the corresponding electrostatic energy E(q) with time is
shown in Equation (2):

E(q) =
N

∑
i=1

⎡
⎣χiqi + ηiq2

i + Tap
(
rij
)
kc

qiqj(
r3

ij + γ−3
ij

)
⎤
⎦ (2)

where q represents a vector of length N containing the charges, qi is the charge of ion i,
N is the total number of ions, kc is the dielectric constant, χi and ηi are represent the
electronegativity and the hardness of ion i, Tap(r) is a seventh-order taper function, and
γij refers to the shielding parameter between the two atoms I and j.

We reproduced their works to verify the correctness of the ReaxFF potential according
to the article of DorMohammadi et al. [19]. The simulation models mainly consist of
body-centered cubic (bcc) Fe and water molecules. The corrosion processes of low-index
surfaces (100), (110), and (111) were accelerated by applying an external electrical field. The
corrosion phenomenon is consistent compared with the works of DorMohammadi et al.
The difference is that the diffusion of H atoms into the substrate can be clearly observed
during the corrosion process. Therefore, we believe that the ReaxFF potential parameters
can simulate Fe-water interfacial corrosion accelerated by an external electric field at room
temperature. The relevant verification process is in the supporting materials.

3. Results

The Corrosion Process at the Grain Boundary

In order to study the corrosion process of a perfect crystal, we simulate the pure
Fe-H2O interfacial corrosion of Fe (110) single crystal for that the (110) surface is the most
stable close-packed one. The corrosion processes of the single crystal are shown in Figure 2.
It can be found that water molecules are adsorbed on the surface of the Fe substrate at
0.14 ps (Figure 2a); then the hydrogen-oxygen bond of the water molecule begins to stretch
(Figure 2b); and finally, the water molecules decomposed completely into OH− and free
H+ ions (Figure 2c). The chemical reaction during the corrosion process is shown below:

Figure 2. (a) The adsorption of water molecules on the Fe substrate; (b) the elongation of the O-H
bond in the adsorbed water molecules; and (c) the breaking of the O-H bond and the formation of
OH−.

Step 1: The water molecules adsorbed on the surface of the Fe substate dissociate to
form OH− and H+:

H2O → OH− + H+

OH− is adsorbed on the surface of the substrate to generate Fe(OH):

Fe + OH− → FeOH + e−

The charge of the Fe atoms on the surface rises to 0.4 e, and the charge of the O atoms
drops to −0.69 e.

Step 2: The Fe(OH) on the surface dissolves into the water:

Fe + FeOH + OH− → FeOH + FeOH+ + 2e−
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The charge of the Fe atoms on the surface rises to 0.57 e
Step 3: Fe is oxidized to form Fe2+:

FeOH+ + H+ → Fe2+ + H2O

Step 4: The adsorbed OH− also dissociate into O and H ions, forming additional H3O+

and iron oxides.
During the process of the adsorption of H2O on the surface of Fe substrate to form

Fe(OH)2, the surface Fe atoms are oxidized, and the average charge increases to 0.7 e. The
O atoms adsorbed on the surface are reduced and the average charge drops to −0.775 e,
H ions also penetrate into the Fe substrate with an average charge of −0.25 e. Finally, the
adsorbed OH− also dissociate into O and H ions, forming additional H3O+ and iron oxides.

In Fe single crystal, O ions penetration uniformly into the Fe substrate to form oxides
(Figure 3a). The Fe (110) surface with a sigma3 twins is also studied, as shown in Figure 3b.
It can be found that the corrosion process of the sample with sigma3 twins is similar to
that of single crystals. After water molecules decompose on the Fe surface, Fe atoms will
dissolve into the water solution, O ions will penetrate into the Fe substrate to form oxides,
and H ions will diffuse into the Fe substrate. The existence of the twin grain boundary does
not affect the corrosion rate of the Fe substrate. This situation is because the sigma3 grain
boundaries are relatively stable and not easy to corrode.

Figure 3. The snapshots at different corrosion stages for the different pure Fe-H2O models in
300 K: (a) Fe single crystal (110); (b) Fe sigma3 (110) [111] twins; (c) Fe sigma5 (02-1) [012] twins;
(d) polycrystals. The yellow, red, and white spheres represent Fe, oxygen, and hydrogen atoms.

However, the corrosion of sigma5 twins is different from that of sigma3 twins. The
most stable (210) surface is used to test the effect of different grain boundaries on corrosion.
As shown in Figure 3c, the penetration of O ions at the grain boundary is faster, and the
corrosion depth at the grain boundary is more than four atomic layers. This phenomenon
is related to the structure and stability of the grain boundary. As the angle of the grain
boundary increases, the corrosion at the grain boundary will be easier.

To verify the above speculation, we simulate the corrosion of the polycrystalline
grain boundary. According to Figure 3d, polycrystalline consists of three grains, and
irregular grain boundaries are obtained by rotating the grain in the middle. The corrosion
phenomenon of polycrystal is similar to sigma5 twins, but the phenomenon of grain
boundary corrosion is more prominent. Many Fe atoms on the grain boundary are dissolved
and O ions penetrate rapidly into the grain boundaries to form oxides. The number of
dissolved Fe atoms in polycrystals is far greater than that of sigma5 twins, and the corrosion
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rate of grain boundaries is speedy. This may be related to the reduction of Fe work function
(ionization energy) during H2O adsorption obtained by the multielectron intercalation
theory [17] and may also be related to stress.

It is found that O ions penetrate faster at the polycrystalline and sigma5 twin grain
boundaries, and local corrosion occurs at the grain boundaries, as shown in Figure 4. In
the polycrystalline model, O ions first penetrate into the grain boundaries and then along
the grain boundaries to the surroundings to form oxides. In the twinned system, a small
number of O ions are distributed on the sigma5 twin grain boundary. However, it is
impossible to judge whether it penetrates along the grain boundaries, and the O ions in
the sigma3 twins exhibit uniform penetration. During the corrosion process, the stress
changes at the grain boundaries, as shown in Figure 5. The stress at the polycrystalline
grain boundary decreases in a wide range during the corrosion process, and the stress at
the sigma5 twin is only reduced at the grain boundary, but the stress at the sigma3 twin
remains unchanged. The variation range of stress is consistent with the penetration range
of O ions.

 

Figure 4. Distribution of oxygen atoms in Fe substrate during corrosion. (a) Fe single crystal (110);
(b) Fe sigma3 (110) [111] twins; (c) Fe sigma5 (02-1) [012] twins; (d) polycrystals.

Figure 5. The stress change of the Fe substrate during the corrosion process. (a,b) are the polycrys-
talline; (c,d) are the sigma5 twins; (e,f) are the sigma3 twins.
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4. Discussion

4.1. The Principle of Grain Boundary Corrosion

Figure 6 shows the variation of shear stress in the Y-direction of the iron substrate;
the vertical axis is the difference between the initial stress and the instantaneous stress.
During the corrosion process, the stress at the polycrystalline grain boundary was reduced
by 2.0 GPa within 200 ps, the stress at the sigma5 twin boundary was reduced by 1.25 GPa,
and the sigma3 twin boundary was only reduced by 0.75 GPa, but the stress of the single
crystal remained unchanged. The changing trend of stress corresponds to the corrosion
phenomenon of the model. Therefore, we believe that the enormous stress relief in the high-
stress region at the grain boundary will deform the grain boundary structure and cause
the atoms at the grain boundary to dissolve, leaving many vacancies on the surface. The
existence of vacancies accelerates the diffusion of O ions, thereby promoting the corrosion
of grain boundaries.

Figure 6. Changes in shear stress of polycrystalline and twin models over simulation time.

The effects of different grain boundaries on the corrosion process were compared by
counting the number of dissolved Fe atoms near the grain boundaries and the number
of O ions diffused into the Fe substrate. According to Figure 7a, the number of dissolved
Fe atoms in polycrystalline and sigma5 twins is the largest due to the early stress release.
Within 50 ps, about 250 Fe atoms are dissolved from polycrystalline, and about 100 Fe atoms
are dissolved from sigma5 twins. The number of dissolved iron atoms in sigma3 twins and
single crystals is roughly the same. Figure 7b shows the number of O ions penetrating into
the vicinity of the grain boundaries of the iron substrate. It can be seen that a large number
of iron atoms at the grain boundaries of the polycrystalline model are dissolved, and most
vacancies are formed on the surface, which causes O ions to penetrate into the substrate
quickly. Therefore, the polycrystalline model has the most oxygen atoms penetrating into
the substrate. Approximately 100 O ions in sigma5 twins penetrate into the substrate. The
number of oxygen atoms in sigma3 twins is 20 more than that in single crystals, but the
number of dissolved Fe atoms is the same.

Corrosion at grain boundaries is always accompanied by the massive dissolution of
Fe atoms at grain boundaries. Therefore, we simulated the effect of the concentration of
vacancies in the Fe substrate on the penetration of O ions in corrosion. Randomly add
vacancies in the Fe substrate, and the vacancy concentration is 0%, 5%, and 10%. The result
is shown in Figure 8. The concentration of vacancies affects the penetration and depth of
O ions penetrate. When the vacancy concentration is 5%, the penetration depth of O ions
only increases by 0.25 Å, but when the vacancy concentration rises to 10%, the penetration
depth of O ions increases by 1.5 Å. We can conclude that the concentration of vacancies
in the Fe substrate reaches a certain level, and O ions can quickly penetrate into the bulk.
In intergranular corrosion, the excessive initial stress of the grain boundary causes a large
number of Fe atoms at the grain boundary to dissolve to form vacancies, which makes it
easier for O ions to penetrate into the substrate to form oxides in accelerated local corrosion.
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Figure 7. (a) The number of Fe atoms dissolved into H2O over time. (b) The number of O atoms
diffused into the substrate over time.

Figure 8. The effect of vacancy concentration on the diffusion of oxygen atoms. The curve represents
the average position of oxygen atom diffusion. Simulate by randomly adding vacancies to the Fe
substrate proportionally.

4.2. Characterization of Corrosion at the Grain Boundary

The dynamic evolution of the chemical composition of the Fe/water interface system
is shown in Figure 9a. In the early 5 ps of corrosion, due to the adsorption and dissociation
of many water molecules, a large number of byproducts such as H3O+, H2, OH−, and
H atoms are generated, which means that the early corrosion rate is high. After 10ps, the
system enters the slow-corrosion state. After the dissociation of water molecules, O ions
diffuse into the Fe substrate, and H ions enter the solution to form H3O+. Therefore, as
the corrosion progresses, the amount of H3O+ gradually increases. Figure 9b shows the
changes in the number of water molecules over the simulation time. To avoid interference,
we only count the changes of water molecules above the grain boundaries. The changing
trend of water molecules in all models is the same. The significant reduction of water
molecules in the first 50 ps means a faster corrosion rate. After the initial passivation,
the number of water molecules slowly decreases. As the angle of the grain boundary
increases, the number of water molecules decreases. It also shows that the existence of
grain boundaries will affect the adsorption and dissociation of water molecules and the
subsequent penetration of oxygen atoms.

The atomic charge distribution at the end of the pure Fe-H2O system simulation is
depicted in Figure 10. The charge of the Fe atoms at the bottom of the metal substrate has
fluctuated around 0 e. The charges of O and H atoms in the solution fluctuate slightly
around −0.775 e and 0.320 e, respectively. These atomic charges are consistent with the
previous simulation articles [19]. Charge exchange mainly occurs in the electric double
layer, where the Fe atom loses electrons, and the charge of the surface Fe atoms rises to
nearly 0.7 e. In addition, the charge of oxygen atoms diffused into the Fe substrate decreases
to 0.3 e. When hydrogen atoms enter the Fe substrate as interstitial atoms or combine with
Fe atoms in the solution, the hydrogen atoms possess a specific negative charge of about
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0.2 e. In contrast, the hydrogen atoms in the OH− ions still carry a positive charge. The
related research reveals that the H atoms spread into the Fe substrate possess a negative
charge [32,33]. Therefore, during the corrosion process, there is a process of redistribution
of electric charge on the pure Fe-H2O system.

Figure 9. (a) The change of ions numbers of polycrystalline during the simulation time and (b) the
evolution of water molecules in the simulation time.

Figure 10. Charge distributions of the polycrystal pure Fe-H2O system at 500 ps.

The radial distribution functions (RDFs) can study the different Fe oxide phases in
simulation can be studied by the radial distribution functions (RDFs). Generally, the partial
radial distribution function (RDF), g (r), defined as the probability of an atom at a distance
from the origin, which is used to characterize the bonding and the structure of the formed
oxide film [34,35]. Figure 11 shows the RDFs for the O-H bond and the Fe-O bond at the
end of the simulation. The RDFs were calculated every 0.4 ps and took an average of 450 to
500 ps. It has two prominent peaks for the Fe-O bond length. The first peaks at 1.78 Å
correspond to the interaction of Fe ions and OH- ions, but this peak spans from 1.5 Å to
2.5 Å covering the peaks of FeO, Fe2O3, and Fe3O4. These results show that the oxide film
formed on the Fe surface mainly consists of Fe hydroxides and oxides in the corrosion
process. The transformation trend is the transformation of Fe hydroxide to Fe oxide.
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Figure 11. Partial radial distribution functions for the oxide film of polycrystal model at 500 ps.

5. Conclusions

In this paper, the reactive molecular dynamics simulation method studied the effect of
different grain boundaries on the corrosion interface process of pure Fe-H2O. Our study
shows that the stress release in the high-stress region of the grain boundary during the
corrosion process promotes the rapid penetration of O ions into the grain boundary to form
oxides, resulting in the occurrence of intergranular corrosion in pure iron. The effect of grain
boundaries on intergranular corrosion is revealed from the point of view of simulation,
which provides a theoretical explanation for the occurrence of intergranular corrosion in
Fe-H2O corrosion in a realistic environment.
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Abstract: Xe and Kr gases produced during the use of uranium dioxide (UO2)-fuelled reactors can
easily form bubbles, resulting in fuel swelling or performance degradation. Therefore, it is important
to understand the influence of point defects on the behaviour of Xe and Kr gases in UO2. In this
work, the effects of point defects on the behavioural characteristics of Xe/Kr clusters in UO2 have
been systematically studied using molecular dynamics. The results show that Xe and Kr clusters
occupy vacancies as nucleation points by squeezing U atoms out of the lattice, and the existence of
vacancies makes the clusters more stable. The diffusion of interstitial Xe/Kr atoms and clusters in
UO2 is also investigated. It is found that the activation energy is ~2 eV and that the diffusion of the
interstitial atoms is very difficult. Xe and Kr bubbles form at high temperatures. The more interstitial
Xe/Kr atoms or vacancies in the system, the easier the clusters form.

Keywords: UO2; Xe; Kr; occupation; diffusion; nucleation; molecular dynamics

1. Introduction

With the increasing consumption of energy on Earth, the development of nuclear
energy has attracted considerable research attention from all walks of life. Nuclear fission is
a critical way to generate clean energy, and uranium dioxide (UO2) is the standard nuclear
fuel used in pressurised water reactors [1]. Fission gases, such as Xe and Kr, are among
the essential fission products in UO2 fuel, which can exacerbate the fuel swelling, thereby
leading to the interaction between the fuel and the cladding [2–6]. As the fission products
deposit energy in the surrounding material, point defects that control the microstructural
evolution of the fuel occur. The point defects that survive the initial damage from irradiation
in nuclear fuel form extended defects, such as vacancy clusters, dislocation loops, and
voids [7]. Numerous experimental and modeling studies have been conducted to improve
the understanding of the behaviour of Xe and Kr gases [7–14].

Among all volatile fission products, Xe and Kr have the highest concentration and
are mainly studied herein. Previous literature mainly focused on stable configurations
with a constant Xe-vacancy ratio; for example, Moore et al. [15] found that clusters of Xe
atoms are formed by single Xe atoms occupying Schottky positions, which is caused by the
supersaturation of Schottky vacancies in UO2. Due to the complexity of the behavioural
characteristics of UO2 fuel materials and Xe bubbles, it is difficult to determine the be-
havioural mechanism of Xe gases. Consequently, several separation effect experiments have
been proposed to simplify complex material systems by describing the physical processes
of one or more fission gases to elucidate the underlying behavioural mechanisms. Thus,
Zhang et al. [16] briefly explained the mechanism of UO2 by simulating molybdenum.
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They simulated the stable configuration of Mo by adding Xe atoms and found that Mo
was most stable when the Xe-to-vacancy ratio was unity. This study compares the stable
occupation of Xe/Kr clusters in perfect and varying defect-containing systems.

The diffusion of the Xe atoms in bulk UO2 or Xe-vacancy clusters formed by Xe atoms
in Schottky vacancies has been studied in previous literature, and even the self-diffusion
behaviour of U and O in UO2 has been studied [17–19]. Yun et al. [20] have investigated
the vacancy-assisted diffusion of Xe in UO2, and calculated the incorporation, binding, and
migration energies. They found that the tri-vacancy is a significant diffusion pathway of
Xe in UO2. Lawrence [21] discussed the uncertainty in fission gas diffusion coefficients as
a function of temperature. Higher activation energies in computing diffusion are usually
compensated by higher pre-exponential factors [22]. The diffusion of cations in UO2 and
other related compounds is very slow, at <1015 or <1017 cm2/s [23,24], even at high temper-
atures from 1800 to 2000 K, which is one of the highest temperatures achieved in crystal
correlation experiments. One of the most commonly used models in fuel performance codes
was published by Massih and Forsberg [25–27]. Turnbull et al. [7] analysed this model and
other models, and then computed the bulk fission gas diffusion rates, which capture both
intrinsic and radiation-enhanced diffusion. This model divides the diffusivity into three
regimes. Davies et al. [28] experimentally studied the diffusivity of UO2 at high tempera-
tures (D1, T > 1650 K) and concluded that its activation energy (Ea) and pre-exponential
factor (D0) were 3.04 eV and 7.6 × 10−10 m2/s, respectively. This study provides signifi-
cant guidance for the subsequent diffusion studies of UO2 by many researchers [29–31].
The in-pile diffusion coefficient of UO2 is close to the intrinsic diffusion coefficient, so it
is considered that the radiation-enhanced diffusion coefficient has high uncertainty [32].
However, due to the complex diffusion of Xe at interstitial sites, the diffusion of interstitial
clusters has not presently been well described. Therefore, it is necessary to explore the
diffusion behaviour of Xe/Kr clusters at octahedral interstitial sites in UO2 and to explain
the relationship between the interstitial and vacancy diffusion mechanisms.

There are two main nucleation mechanisms of fission gases, such as homogeneous
and heterogeneous nucleation [33]. Transmission electron microscopy (TEM) images of
UO2–irradiated bubbles show that they are characterised by their high density and small,
almost uniform bubble size. Nelson [34] predicted that the nucleation density of bubbles
was almost independent of irradiation temperature and fission rate. Evans [35] observed
bubbles in Kr- and Xe-irradiated UO2 using TEM and found that the threshold temperature
for bubble nucleation was in the range of 350 ◦C–500 ◦C. Michel et al. [36] found sub-
nanometer Xe bubbles in polycrystalline UO2 under low flux irradiation at 600 ◦C. Previous
studies focused on the vital role of temperature and irradiation dose in the nucleation
and growth of bubbles in UO2, but there are few studies on defect concentration. Hence,
studying the formation of Xe/Kr clusters in systems with different defect concentrations is
important for subsequent nucleation studies.

Thus, the influence of defects in materials on Xe/Kr gas clusters is worth further
investigation. Therefore, it is crucial to investigate the effect of point defects on Xe/Kr
clusters in UO2 to understand the evolution of fuels.

2. Simulation Method

2.1. Interatomic Potential

The interatomic interaction potentials of UO2 have been widely reported previously.
Among them, the potentials reported by Basak et al. [37], Morelon et al. [38], and Cooper
et al. [39] are more commonly used. For the further addition of fission gas, Xe, based on
UO2, and UO2–Xe interatomic interaction potentials have been mainly developed by Geng
et al. [40], Chartier et al. [41], Thompson et al. [42], and Cooper et al. [43]. For the UO2–Kr
system, only one interatomic interaction potential developed by Cooper et al. [43] can
be presently used. These UO2–Xe and UO2–Kr potentials use the Xe and Kr potentials
proposed by Tang and Toennies [44].
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Herein, the UO2 potential reported by Cooper et al. [39] is adopted to describe the
U–U, U–O, and O–O interactions. This potential reproduces a range of thermophysical
properties, such as the lattice parameter, bulk modulus, enthalpy, and specific heat at
temperatures between 300 and 3000 K, as well as some defect properties in UO2. In
addition, this potential’s bulk modulus and elastic constant are more accurate and in
accordance with experimental values [45]. The Xe–Xe interaction is described by the Tang–
Toennies potential [44]. Further, the interactions of Xe–U and Xe–O have been described by
Thompson et al. [42], and are very flexible and can be applied to a wide variety of potential
forms and materials systems, including metals and EAM potentials. For the UO2–Kr
system, the interatomic interaction potential developed by Cooper et al. [43] is adopted.

2.2. MD Simulation Setup

An MD simulation programme, LAMMPS (7Aug19 version) [46], is employed herein
for all simulations. Images of atomic configurations were produced with the visualisation
tool OVITO (3.5.0 version, Darmstadt, Germany) [46]. The Wigner–Seitz (W–S) cell method
determined the type and position of the interstitial atoms or vacancies [47,48]. The time
step was set as 0.001 ps for all MD simulations. The temperature was controlled via a
Nose/Hoover temperature thermostat, and the periodic boundary condition was used. For
static relaxation, the energy minimisation was performed, and the minimisation algorithm
was set as the conjugate gradient method (cg). The specific simulation processes for different
behaviours differ, and the details of the different simulations are described as follows.

2.2.1. Stable Occupation of Xe/Kr Cluster in UO2-Containing Point Defects

In addition to studying the stable occupation of Xe(Kr) clusters in defect-free bulk
UO2, the influence of different defects in UO2 on the stable occupation of Xe(Kr) clusters
was studied, such as U, O, UO double, Schottky, and double Schottky vacancies. A cubic
box of 25 a0 × 25 a0 × 25 a0 (a0 is the lattice constant of the UO2 fluorite structure at 0 K)
containing 187,500 atoms was used. MD simulation was performed after generating each
configuration to equilibrate the system. After energy minimisation, the first atom was
introduced into the system. The site with the lowest energy formation was searched through
energy minimisation again to determine the stable site of the first atom. Afterwards, the
second atom was introduced around the first atom, and the process was repeated to obtain
a stable space for the two atoms. Further, the same process was performed until stable
positions for six atoms were found successfully.

The formation energy of a Xe/Kr cluster in defect-free UO2 bulk is defined as follows:

E f
N Xe/Kr = EInt

N Xe/Kr − EP − NEXe/Kr (1)

where EInt
N Xe/Kr is the energy of the UO2 system containing the Xe (or Kr) cluster, EP is

the energy of perfect UO2, N is the number of Xe (or Kr) atoms, and EXe/Kr is the energy
of a single-isolated Xe (or Kr) atom (this value is zero for the interatomic potential under
consideration).

The formation energy of a Xe/Kr cluster in defective UO2 is defined as

E f
N Xe/Kr = EInt

N Xe/Kr − Em
VD − NEXe/Kr (2)

where EInt
N Xe/Kr is the total energy of the system with the Xe (or Kr) cluster added on VD

(represent different vacancy-type defects), Em
VD is the total energy of systems containing the

VD, m is the number of vacancies for VD, N is the number of Xe (or Kr) atoms, and EXe/Kr

is the energy of a single-isolated Xe (or Kr) atom.
The binding energy of an additional X (X = Xe or Kr) atom to a VD-X cluster in UO2 is

defined as follows:

Eb(X + VD − X cluster) = E f (X) + E f (VD − X cluster)− E f (X + VD − X cluster) (3)
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where Ef(X) is the formation energy of a Xe (or a Kr) atom located on the most stable
interstitial site in bulk UO2.

2.2.2. Diffusion of Xe/Kr Cluster in UO2

Generally, diffusion in solids occurs with point defects [18]. The point defect concen-
tration is thermally activated, and it increases as the temperature increases. Migration is
also a thermally activated process, accelerated by an increasing temperatures. Hence, the
diffusion coefficients and diffusion energy barriers of small Xe and Kr clusters (number
of atoms < 6) in UO2 are calculated by the mean square displacement (MSD) method,
which can intuitively reflect the strength of the self-diffusion ability of particles. A box
of 10 a0 × 10 a0 × 10 a0 (a0 is the lattice constant of the UO2 fluorite structure at different
temperatures from 1800 to 2300 K) containing 12,000 atoms was used. The total simulation
time is up to 5 ns, with a timestep of 1 fs.

The Arrhenius’s equation can express the temperature dependence of the diffusivity,

D = D0 exp
(
− Ea

kBT

)
(4)

where D is the diffusion coefficient, Ea is the diffusion barrier, T is the temperature, D0 is a
pre-diffusion factor, and kB is the Boltzmann constant. Taking the logarithms of both sides
of the above equation give

ln D = ln D0 − Ea

kBT
(5)

Therefore, if the ln D at different simulated temperatures is obtained, Ea can be ob-
tained by linear fitting, whereas the diffusion coefficient D at different temperatures can be
obtained by the MSD method:

DT =
(MSD)T

2dt
=

< Δr(t)2
T >

2dt
(6)

In the simulation process, a long simulation time and short coordinate position output
intervals are used to obtain the atomic coordinate information. The results are obtained by
averaging the MSD trajectory segmentation severally.

2.2.3. Nucleation of Xe/Kr Cluster in UO2-Containing Point Defects

MD simulation was performed to simulate the nucleation process of Xe bubbles.
Five systems with sizes of 10 a0 × 10 a0 × 10 a0 (a0 is the lattice constant of UO2 fluorite
structure at the temperature of 2500 K) were studied, which are mainly perfect bulk
without defects, with 1% vacancies concentration, with 2% vacancies concentration, with
1% interstitial concentration, and with 2% interstitial concentration. Then, 2% and 5%
concentration of Xe/Kr atoms were added to the different systems, and the Xe/Kr atoms
were randomly and uniformly located at octahedral interstitial sites. The specific simulation
process is as follows.

After static relaxation of the initial system relaxation of the above configuration with a
high temperature, the temperature was raised to 2500 K to accelerate the diffusion of Xe/Kr
atoms. Then, the simulation was conducted in the NVT ensemble for 20 ns. Finally, the
obtained configuration was subjected to static relaxation to ensure a stable configuration.

3. Results and Discussion

3.1. Stable Occupation of Xe/Kr Cluster in UO2-Containing Point Defects

By studying the position and energy changes of Xe/Kr atoms in UO2, it is found that,
after adding Xe/Kr atoms into UO2, the Xe/Kr atoms move to the octahedral interstitial
sites after structural optimization. Figure 1a shows that, when a Xe atom is randomly
inserted into the bulk UO2, it moves to the nearest octahedral site. The energy is lowest at
the octahedral interstitial site, with a formation energy of 9.79 eV. The phenomenon is the
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same for the Kr atom, but, because the Kr atom is smaller than the Xe atom, its formation
energy is smaller at 8.45 eV. When two interstitial Xe or two interstitial Kr atoms are added
into UO2, after relaxation, the energy of the two atoms forming a dimer is the lowest. The
formation energies of Xe2 and Kr2 are 16.44 and 15.60 eV, respectively. The stable structure
of three interstitial atoms is shown as an equilateral triangle. The formation energies of
Xe3 and Kr3 are 22.49 and 21.53 eV, respectively. After the addition of the fourth Xe atom
and complete relaxation (Figure 1b), the positions of the four atoms appear as triangular
cones at different octahedral sites. The first lattice U atom is squeezed out of the cluster,
and the Xe atoms cluster around the U vacancy. However, the interstitial U atom moves
away from the cluster, and the formation energy of Xe4 is 27.92 eV. The Kr4 cluster slightly
differs from Xe4. The four Kr atoms are located on different octahedral gaps, forming a
planar quadrilateral. However, no interstitial atoms are squeezed out of clusters, and the
formation energy of Kr4 is 27.38 eV. After inserting the fifth atom, the first lattice U atom in
the Kr cluster is squeezed out. After adding the sixth atom, the second lattice U atom is
squeezed out of the Xe cluster (Figure 1c). The formation energies of Xe5, Kr5, Xe6, and Kr6
are 32.19, 32.41, 39.79, and 37.21 eV, respectively.

Figure 1. Relaxation configuration diagrams of different UO2 systems after adding Xe atoms. (a–c) are
1, 4, and 6 Xe in the defect-free system, respectively; (d–f) are 1, 3, and 6 Xe in the system containing
U vacancies, respectively. (g–i) are 1, 3, and 6 Xe in the system containing double Schottky vacancies,
respectively. The dashed frames are the schematics of the squeezed interstitial atoms. The red,
yellow, green, and purple balls represent U atoms, Xe atoms, U vacancies, and U interstitial atoms,
respectively. The O atoms are ignored.

Additionally, the stabilities of Xe/Kr atoms in configurations with different defects are
compared. As shown in Figure 1d, in the configuration containing a single U vacancy, the
addition of one Xe/Kr atom occupies the vacancy. When adding three or six Xe/Kr atoms
in this system (Figure 1e,f), the atoms occupy the vacancy and distribute in the octahedral
interstitial sites around the vacancy. The configuration of a single O vacancy is consistent
with that of a single U vacancy. In the case of the UO double vacancy, one Xe/Kr atom was
added to occupy the U vacancy. Two Xe/Kr atoms are evenly distributed into the central
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region of the two vacancy centres; when multiple atoms are added, they take the central
region as the origin and occupy the surrounding octahedral interstitial sites. Figure 1g–i
shows that, when there is a double Schottky vacancy, the Xe/Kr atom moves to the position
near the central vacancy region. When more than one atom is present in the box, the Xe/Kr
atoms are mainly distributed in the central vacancy region or the surrounding octahedral
interstitial sites.

Figure 2 shows that, as the number of Xe/Kr atoms increases, the formation energy
of the configuration with various defect types increases gradually. The formation energy
of the O vacancy was 5 eV larger than that of the U vacancy on average at each stage.
The Xe/Kr atom was more accessible to form in the U vacancy than in the O vacancy.
Further, Figure 2 shows that the formation energy of Xe/Kr clusters in the six systems can
be divided into three layers. The first layer contains the bulk UO2 and the system with
O vacancy. They are characterized by no U vacancy, and the formation energy difference
is very small. The second layer contains U, UO double, and Schottky vacancies, which
contain only one U vacancy. The third layer contains double Schottky vacancies, which
contain two U vacancies. Additionally, the volume of the U vacancy is much larger than
that of the O vacancy, which provides more space for clusters. Thus, the stability of Xe/Kr
clusters depends on the number of U vacancies. Figure 3 shows that, as the number of
Xe/Kr atoms increases, the binding energy of Xe/Kr and cluster decreases and stabilises.
The overall trends of adding Xe or Kr atoms are consistent, and the changes caused by
different defects in the system are similar. The double Schottky configuration has a more
vital ability to adsorb Xe atoms and weaken. When additional atoms are adsorbed to a
certain extent, the adsorption capacities of all defective configurations tend to be the same,
which mainly depends on the number of vacancy defects contained in the configurations.

Figure 2. The formation energy (eV) of (a) Xe clusters and (b) Kr clusters in UO2 with and without
defects as a function of the number of Xe or Kr atoms in the formed cluster.
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Figure 3. The binding energy (eV) of (a) an additional Xe atom and (b) an additional Kr atom to a
cluster as a function of the number of Xe or Kr atoms in the formed cluster.

3.2. Diffusion of Xe/Kr Cluster in UO2

Based on empirical potential calculations, the diffusivity of Xe/Kr clusters in bulk
UO2 has been calculated. Since the first U interstitial atom was excited by adding four
Xe atoms or five Kr atoms to the bulk UO2, we studied the Xe/Kr clusters with less than
four atoms. Xe usually diffuses due to a vacancy-assisted mechanism. The diffusion of Xe
at U, O, UO, one U, two O vacancies, and vacancy clusters (comprising two U vacancies
and zero, one, or two O vacancies) has been studied in most studies. Earlier studies
concluded that Xe atoms occupied trap sites that contained at least one uranium vacancy
and, in many cases, one or two additional oxygen vacancies [49,50]. The conclusion
showed that triple vacancy was the main diffusion pathway of Xe in UO2. Previous
DFT data [51–53] have shown the activation energies of Xe from 2.87 to 3.95 eV and pre-
diffusion factors from 5 × 10−4 m2/s to 2.9 × 10−12 m2/s. Due to experimental factors,
Lawrence et al. [21] found that the diffusion coefficients between different studies have
many orders of magnitude. Herein, the interstitial diffusion mechanism of Xe/Kr was
investigated. The simulation estimated the diffusion barrier of Xe atoms as 2.11 eV and the
pre-diffusion factor index as 1.8 × 10−5 m2/s at temperatures between 1800 and 2300 K,
and the simulation estimated the diffusion barrier of Kr atoms as 2.31 eV and the pre-
diffusion factor index as 0.12 × 10−3 m2/s. Tables 1 and 2 show the detailed data of the
Xe/Kr atom and clusters. Torres et al. [54] calculated the migration energies of Xe/Kr in
bulk UO2 by a direct mechanism, and the results were 4.09 and 4.72 eV, respectively.

Table 1. Diffusion energy barrier and diffusion prefactor of small interstitial Xe clusters in UO2.

Number of Xe Diffusion Energy Barrier (eV) Diffusion Prefactor (m2/s)

Xe1 2.11 1.8 × 10−5

Xe2 2.15 0.35 × 10−5

Xe3 2.07 0.25 × 10−5

Table 2. Diffusion energy barrier and diffusion prefactor of small interstitial Kr clusters in UO2.

Number of Kr Diffusion energy Barrier (eV) Diffusion Prefactor (m2/s)

Kr1 2.31 0.12 × 10−3

Kr2 1.89 0.20 × 10−5

Kr3 1.95 0.12 × 10−5
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The activation energy of the Xe cluster was ~2 eV, and the diffusion coefficient can
be seen in Figure 4, which shows the diffusion coefficient for Xe and Kr clusters in bulk
UO2. Figure 4 illustrates the difficulty of cluster diffusion. It is consistent with the data
proposed by Davies et al., indicating that clusters are not easy to diffuse. By analysing the
movement of the atoms during migration, we find that, when studying the diffusion of
individual atoms, evidently, individual atoms are fast and have a wide range of motion.
When studying clusters with two atoms, the atoms move mainly by the rotating bypass
method. In the diffusion process, atom A was stapled at random, and then atom B rotated
around atom A to find a stable position, and then spread over continuously. When there
were three atoms in a cluster, a small cluster was formed with one of the atoms pinned
together, and the remaining atoms rotated slightly, causing the whole cluster to move and
spread out. These trajectories suggested that the diffusion of interstitial clusters is more
complicated and may require more complex conditions. In fact, there are little data on
experimental interstitial diffusion.

Figure 4. The diffusion coefficient for (a) Xe and (b) Kr clusters in bulk UO2. The lines are linear
Arrhenius fits.

3.3. Nucleation of Xe/Kr Cluster in UO2-Containing Point Defects

Here, the Xe/Kr atoms cluster together at high temperatures. A similar phenomenon
occurred while studying Mo. Zhang et al. [16] studied the clustering process of Xe atoms
dispersed in Mo at high temperatures. They observed the formation of Xe bubbles when
the concentration of Xe atoms exceeded the threshold concentration value. In this paper,
we studied randomly distributed Xe/Kr atoms at octahedral interspaces in UO2. Figure 5
shows that, as the relaxation progresses to 5 ns, small Xe clusters form, and then the tiny
clusters gradually grow larger by absorbing extra Xe atoms. The clusters are more evident
and are larger, almost stable clusters at relaxation to 10 ns. To ensure the stability of clusters,
we observed the clustering phenomenon until 20 ns, which was almost not very different
from that at 10 ns. The simulation results were consistent with the growth model proposed
by Turnbull [55]. The bubbles were heterogeneously nucleated in the wake of fission
fragments. They grew by collecting gas by atomic diffusion for a time controlled by a
resolution process.
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Figure 5. System evolution of Xe clusters at different times at 2500 K (the yellow balls represent Xe
atoms, the red circles mark the clusters); (a) 0 ns, (b) 5 ns, (c) 10 ns, (d) 20 ns.

In the system with the same defect concentration, the number of clusters formed
increases as the interstitial Xe/Kr atomic concentration increases. Figure 6 shows that the
number and size of clusters in the system with 5% interstitial Xe atoms added significantly
exceeded those with 2% interstitial Xe atoms. The former are more likely to form larger
clusters, with a considerable number of clusters over 50 atoms or even over 100 atoms in
size. In comparison, the latter are mainly distributed in 2 to 50 atoms.

When there are equal interstitial atom concentrations, the system with more vacancies
is more likely to form larger clusters. Similarly, the more interstitial atoms prearranged in
the system, the more difficult it is for the Xe/Kr atoms to aggregate during relaxation. The
system mainly forms many small clusters ranging in size from 2 to 10 atoms.

The W–S cell method was used to analyse the defect results of the five systems.
Three systems were selected for a detailed demonstration, namely the defect-free system
(bulk), the system with 1% vacancy concentration (1% vac), and the system with 2%
vacancy concentration (2% vac). Figure 7 shows the final distribution of Xe atoms at 5%
concentration and the distribution of vacancy atoms and interstitial atoms after defect
analysis, respectively. The Xe/Kr atom cluster region overlaps with the position of the
vacancy cluster. In other words, the nucleation of the Xe/Kr atom mainly occupied the
vacancy position by squeezing out the atoms on the original lattice, which is consistent
with the analysis of the stable occupation above. The Xe/Kr atoms squeeze out U atoms to
form vacancies, and interstitial atoms moved away from clusters. In addition, Xe/vac is ~1.
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Figure 6. The cluster sizes distribution of (a) 2% Xe, (b) 5% Xe, (c) 2% Kr, and (d) 5% Kr in different
systems, respectively. The pink, light blue, dark blue, green and red bars are the systems with 2%
interstitial concentration, with 1% interstitial concentration, perfect bulk without defects, with 1%
vacancies concentration, with 2% vacancies concentration, respectively.

Figure 7. Xe clusters distribution and defects distribution at 5% concentration of Xe atoms in different
systems. The green, red, and yellow balls represent the lattice U vacancies, U interstitials, and
Xe atoms.
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4. Conclusions

In this paper, molecular dynamics simulations were used to study the stable occupancy
of Xe/Kr clusters in defect-free configurations and configurations with five different defects.
The results show that the system was energetically favourable when Xe/Kr clusters were
trapped by vacancies, especially U vacancies, because they can provide a larger space, and
the complex of Xe/Kr and vacancies were more stable. The diffusion of Xe/Kr atoms and
small clusters at octahedral interstitial sites in bulk UO2 was also studied. The diffusion of
Xe/Kr atoms in bulk UO2 was relatively complex. The activation energy of Xe/Kr small
clusters is ~2 eV, and the Xe/Kr clusters are difficult to diffuse. The nucleation of Xe/Kr
in systems containing different defect concentrations was also investigated. At 2500 K,
the Xe/Kr atoms dispersed in the system gather into clusters after a 20 ns relaxation. A
comparison of the different systems revealed that the vacancy-containing system is more
likely to form large clusters than a system containing interstitial atoms.
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Abstract: In this study, we investigated the behavior of xenon (Xe) bubbles in uranium dioxide (UO2)
grain boundaries using molecular dynamics simulations and compared it to that in the UO2 bulk.
The results show that the formation energy of Xe clusters at the Σ5 grain boundaries (GBs) is much
lower than in the bulk. The diffusion activation energy of a single interstitial Xe atom at the GBs
was approximately 1 eV lower than that in the bulk. Furthermore, the nucleation and growth of
Xe bubbles in the Σ5 GBs at 1000 and 2000 K were simulated. The volume and pressure of bubbles
with different numbers of Xe atoms were simulated. The bubble pressure dropped with increasing
temperature at low Xe concentrations, whereas the volume increased. The radial distribution function
was computed to explore the configuration evolution of Xe bubbles. The bubble structures in the GB
and bulk material at the same temperature were also compared. Xe atoms were more regular in the
bulk, whereas multiple Xe atoms formed a planar structure at the GBs.

Keywords: UO2; grain boundary; Xe bubble; molecular dynamics

1. Introduction

Uranium dioxide (UO2) has been widely used as fuel for nuclear reactors owing to
its properties, such as there being no specific deformation when it is strongly irradiated,
having an unchanged lattice structure at high temperatures, being non-volatile and being
chemically unreactive with water [1]. During the operation of nuclear reactors, the nuclear
fuel elements are subjected to a harsh working environment and numerous radioactive
fission products are produced during the fission of the fuel assembly in the reactor core.
With the development of burnup, solid and gas fission products are produced in the fuel
elements and their volume is greater than that of the material before fission. The volume
of the fuel element increases with the development of burnup, which is called irradiation
swelling. The radiation swelling of nuclear fuel induces interactions between fuel pellets
and cladding, resulting in radial deformation and transverse tension of the cladding tube,
causing damage to the cladding tube, which seriously threatens the safe operation of the
reactor [2]. Swelling caused by solid fission products is simple and increases linearly
with burnup; the behavior of gas fission products is complex and this field has not been
extensively studied.

Due to the numerous radiation and structural changes experienced during the life of
UO2 and storing, understanding and controlling the microstructural changes requires a
comprehensive approach that considers all aspects of the material’s behavior, from basic
radiation damage processes to longer-term changes in the material microstructure. To
better understand the fission gas behavior, such as microstructural changes and swelling,
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many experimental and theoretical studies have been conducted [3–8]. It is difficult to
analyze the behavior of xenon (Xe) atoms in UO2 through experiments [9–12] because the
growth mechanism of Xe bubbles and the entire physical process are not well understood.
Therefore, intragranular rare bubbles under dynamic conditions, cannot be studied through
experiments, making computational simulations the only choice. Niemiec et al. proposed
a basic evolution equation describing the kinetics of the nucleation and growth phase
transitions to study phase transformation or microstructure formation kinetics in physical
systems originally composed of several grains [13]. Atomistic simulations are vital to a
provide good insight into the atomic structure and damage mechanisms.

To date, all simulations have been conducted in monocrystals. Gadomski et al. [14]
studied the kinetic anomalies occurring in nucleation and growth phenomena in complex
systems, such as polycrystalline partly ordered alloys, quasicrystal line assemblies, and
mesomorphs, to understand the kinetics of the evolution of the microstructure and the
system during growth. UO2 pellets are manufactured through traditional powder metal-
lurgical processes; hence, they are polycrystalline materials composed of particles with a
diameter of approximately 10 μm. The opening at the grain boundaries (GBs) is a crucial
phenomenon since the energy of defects decreases near the GB and fission gas, which
causes aggregation at the GB, and can be released to the outside of the fuel. As a result,
the properties of UO2 GBs at the atomic scale have been studied [15–19]. In this study, we
compare the early behavior of Xe bubbles in the GBs and the entire block of UO2. Previous
numerical studies on this subject have mainly focused on metal systems, such as metallic
tungsten [20–22]. Herein, we focus on the behavior of Xe atoms at the GBs and the bulk
UO2, including the migration of a single Xe interstitial atom, the nucleation and growth of
Xe bubbles and the bubble pressure and expansion associated with bubble growth. This
study serves as a good reference for higher length scale simulation models.

2. Simulation Method

2.1. Interatomic Potential

Molecular dynamics (MD) simulation is an effective means of studying the microworld,
providing insight into the atomic structure and the mechanism of bubble growth. An
MD simulation program, LAMMPS [23], was employed for all simulations in this study.
However, the accuracy of MD simulations depends largely on the potential function of the
atoms used to support the simulation.

Yang et al. studied the influence of different potential functions on the growth of
high-pressure Xe bubbles [3]. With the continuous addition of Xe atoms, the pressure of the
bubbles is divided into two stages. In stage I, where the bubble pressure is monotonically
increased, the bubble characteristics and the microstructure evolution of UO2 are relatively
independent with the interatomic potential used; thus, the results of the five potential
functions are approximately the same. In stage II, the bubble pressure is released and then
fluctuates and the volume and pressure of the bubbles, as well as the evolution of the
bubble configuration and the UO2 matrix as a function of the number of Xe atoms, highly
depend on the potentials used [3]. In addition, the formation energy of Xe at the same
location in UO2 varies significantly with the potential of UO2 and Xe–UO2 [3,24,25].

To ensure the accuracy of MD simulations herein, we evaluated different sets of
potential functions and compared them with density functional theory (DFT) or DFT + U
data to select a better comprehensive potential function for adding Xe to UO2 [26–30].

The first and second sets of potentials have the same UO2 potential and were de-
veloped by Basak et al. [31]. However, IPR [27] and Geng [32] potentials were used to
interact with Xe–UO2. In the third and fourth sets of potentials, the potential reported by
Morelon [33] was used for the UO2 matrix, whereas those reported by Chartier [29] and
IPR [27] were used to describe the Xe–UO2 interaction. In the fifth and sixth sets of poten-
tials, the CRG potential [25] was used as a potential function of UO2 and the interaction of
Xe–UO2 was described by Cooper [34] and IPR [27]. Therefore, the six sets of potentials
are called Basak/IPR, Basak/Geng, Morelon/IPR, Morelon/Chartier, CRG/Cooper and
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CRG/IPR, respectively. Among them, three potential functions of UO2, are paired with
different potential functions of Xe–UO2, because the interactions between Xe–U and Xe–O
are determined in Xe–UO2. Thus, even in the case of the same UO2 potential function, we
simulated it with different Xe–UO2 potential functions and the results are different.

We can determine the accuracy of using interatomic potentials by comparing them
with the energetics of relatively small defects calculated using MD [3]. We developed
several physically relevant benchmarks to compare the six sets of potentials on an equal
basis. We placed Xe at different sites in UO2 (small, intermediate and large vacant sites).
For small incorporation, we used the following defects: Xe in an interstitial (IntXe) and Xe
on a uranium site with uranium in the neighboring interstitial (SubXe-IntU). The formation
energies of the intermediate-sized incorporation sites are a Xe atom located at a U vacancy
(Xe in Vu), an O vacancy (Xe in Vo), two nearest U and O vacancies (Xe in Vuo), or the
three configurations of Schottky defect clusters (Xe in SD). Finally, we calculated the defect
energetics of a single large incorporation site with Xe in a double Schottky defect cluster
(Xe in 2SDs). To directly compare the MD values, a 2 × 2 × 2 supercell of the cubic fluorite
unit cell (96 atoms for stoichiometric UO2) with a lattice constant of 5.454 Å was used in
the molecular statics calculations. The simulation results are compared with the data in
Table 1 [3]. The difference in energy is small, the maximum error value is 0.28 eV and
the difference is 0.1 eV. The energy difference may be attributed to the difference in the
machines used. However, in general, the results show that the potentials used are adequate.
Then, through the MD simulations, we used a larger supercell (12,000 atoms) for better
convergence to calculate the energies of Xe atoms at different sites in the UO2 lattice. In
addition to the formation energies, we calculated the migration energy of interstitial Xe
(Em

IntXe
). The results are compared with selected DFT and DFT + U data in Table 1. The

results obtained using the CRG/IPR potentials show the best consistency with the DFT
results; thus, we chose CRG/IPR as the potential function for adding Xe to UO2 for our
subsequent simulations.

Table 1. Comparison of energy of xenon (Xe) point defects in uranium dioxide (UO2) bulk calculated
using various interatomic potentials at 0 K. Charge corrections for charge defects were not considered
in the calculations herein.

Basak/Geng Morelon/ChartierBasak/IPR Morelon/IPR CRG/IPR CRG/Cooper DFT

Ef
IntXe

22.73 11.94 9.68 8.32 9.79 11.70 9.73 [27] 9.71 [28]
9.7–12.0 [26]

Ef
Xe in Vu 5.76 5.31 1.84 0.70 1.72 3.60 2.0–5.8 [26] 1.95 [28]

Ef
Xe in Vo 20.55 9.31 8.41 7.17 7.96 8.26 7.5–9.1 [26] 7.85 [28]

Ef
Xe in Vuo

5.32 4.98 1.52 0.61 1.56 2.96 1.6 [26] 1.55 [28]
Ef

SubXe−IntU
20.77 Unstable 11.89 10.76 10.29 12.27 11.33 [29]

Ef
Xe in SD (1) 4.82 4.33 0.91 0.48 0.95 1.99 1.06 [27] 1.2 [29]

Ef
Xe in SD (2) 4.92 4.77 1.53 0.67 1.68 3.02 1.83 [27] 1.8 [29]

Ef
Xe in SD (3) 5.02 4.70 1.81 0.65 1.89 3.45 1.94 [27] 2.3 [29]

Ef
Xe in 2SDs 3.46 2.79 0.19 0.16 0.18 0.59 0.27 [27]
Em

IntXe
0.76 0.84 5.54 3.28 4.32 1.91 4.48 [30]

2.2. Model Building

The structure of GBs is essential for predicting the behavior of Xe bubbles. Up to now,
most theoretical studies on the properties of GB have been based on molecular statics (MS)
or DFT [35,36] without considering the influence of temperature. However, experimental
observations have shown that GB microstructures and corresponding properties reflect
the effect of temperature on GBs to a certain extent [37–39] because temperature changes
may cause the relative sliding of grains at GBs [17,19]. Therefore, heat treatment of GBs is a
necessary process to expand the understanding of GB. Hong et al. [40] reported that high
temperature can cause complex ion transitions in some GBs. In this study, the symmetrically
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tilted GB, Σ5(310)/[100], in UO2 was used as a GB model because the Σ5 symmetric tilt
GB has been extensively studied both experimentally and theoretically [17,41–43]; thus, we
could compare our results with the available data.

In this study, the symmetrically tilted GB Σ5(310)/[100] in UO2 were formed by
rotating perfect UO2 crystals. Symmetrically tilted GB means that the crystals on both sides
of the GB are tilted towards each other and the interface of the GB is symmetrical to the
two grains. The specific process of constructing the GB is as follows. First, half of the perfect
UO2 crystal simulation box is rotated along the axis by half of the orientation difference
angle. Then, the second crystal is constructed through mirror inversion, taking the first
crystal as a reference. However, this method causes an overlap of the atoms at the crystal
interface. Thus, we removed the overlapped interface atoms to maintain a neutral charge.

The annealed structures of the Σ5(310) GB based on MD are shown in Figure 1 and a
common neighbor analysis was performed to identify the GB region and bulk region. The
atomic configuration was viewed using OVITO software [44]. At 1000 K, the structure of
the interface is conserved with the repetition of a triangular-like pattern (depicted by lines
in Figure 1); however, at 2000 K, a structural change occurs with the boundary showing
reduced diamond shapes arranged end-on-end. Previous simulation results show that,
with an increase in temperature, the disorder degree of GB increases [45]; e.g., at 2000 K,
the Σ5(310) GB has a more distorted triangular pattern [19].

 
Figure 1. Structures of grain boundaries (GBs) simulated at (a) 1000 K and (b) 2000 K. Oxygen atoms
are removed for clarity. The atoms in the GB and bulk regions are colored white and green, respectively.

2.3. MD Simulation Setup

For all MD simulations, the time step was set as 0.001 ps. For static relaxation, energy
minimization was performed and the minimization algorithm was set as the conjugate
gradient method (cg), with the stopping criteria for energy tolerance of 10−25 s−1 and a
force tolerance of 10−25 eV/Å.

We studied the characteristics of Xe atoms in UO2 GB, including the formation energy
of a single Xe atom in the GB, the migration of a single Xe atom in UO2 GB and the
nucleation of Xe bubbles, and compared them with those in the bulk. The specific simulation
processes for various characteristics are different. Thus we constructed two simulation
boxes of different sizes: one contains 38,290 atoms, with a size of 10 a0 × 20 a0 × 10 a0
(a0 is the lattice constant of UO2) and was used to calculate the migration of a single Xe
interstitial atom at the GB, and periodic boundary conditions were used in three directions
of the box; the second is a 25 a0 × 40 a0 × 25 a0 large system simulation box and was used
to simulate the nucleation and growth of Xe bubbles and the energy of Xe atoms at the
GB, and periodic boundary conditions were used in three directions of the box. Similarly,
in the bulk, a cubic box of 10 a0 × 10 a0 × 10 a0 containing 12,000 atoms was used with
periodic boundary conditions to calculate the migration of a single Xe interstitial atom.
The other system is 25 a0 × 25 a0 × 25 a0 with 187,500 atoms and was used to simulate
the nucleation and growth of Xe bubbles and the energy of Xe atoms. We performed the
same simulation process at the GB and in the bulk to better compare the differences in the
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behavior of Xe bubbles. A cutoff distance of 1.1 nm was adopted and used for all potentials
used in this study.

To determine the stable configuration of Xe atoms in the GB, the stable structures of Xe
clusters with different sizes (the number of atoms less than six) were obtained by adding
Xe atoms gradually and performing MS simulations for each configuration.

After determining the stable Xe site in the GB, the diffusion mechanism of a single Xe
interstitial atom at the GB was studied. The migration of a single Xe atom at the GB was
studied using MD and the nudged elastic band (NEB) methods [46–48]. Then, the mean
square displacement (MSD) method was used to calculate the diffusion coefficient and
diffusion energy barrier of a single Xe atom at the GB.

Finally, to study the evolution mechanism of Xe bubbles, the microcanonical NVT
(constant volume and temperature) ensemble was used to simulate Xe bubbles in UO2 GB.
To describe the bubble characteristics during bubble evolution, the volume V and pressure
P of the bubble after inserting each Xe atom were calculated by MD. The number of Xe
atoms in the bubble is too small (only 50 Xe atoms) to obtain a good statistical result. V is
the sum of the volumes of all Xe atoms, which were calculated using the Voronoi technology
implemented in LAMMPS [49] and the pressure of the Xe bubble was calculated from the
sum of the diagonal component of the atomic stress tensor and the bubble volumes as
follows [8,50]:

P = − 1
3V

n

∑
i
[S11(i) + S22(i) + S33(i)] (1)

where n is the number of Xe atoms in the bubble, Sαα(i) is the diagonal component of the
stress tensor for atom i, V is the volume of all Xe atoms.

Before the first Xe atom was randomly introduced into the simulation box, energy
minimization was performed and the minimization algorithm was set using the conjugate
method (cg), with the stopping criteria for energy tolerance and force tolerance of 10−25.
Then, the first Xe atom was randomly added to the system. The initial system with Xe
atoms was minimized to avoid long-distance movements of inadvertently overlapping
atoms and the temperatures were set to 1000 K and 2000 K, respectively. The velocities of
atoms were set and an additional 10 ps simulation was performed using microcanonical
NVT (constant volume and temperature). Following this thermal equilibration (i.e., no
change in the various properties of the system over time), Xe atoms were sequentially
inserted one by one every 10 ps into the Xe bubble center of mass until 50 Xe atoms were
contained in the bubble. After inserting each Xe atom, to avoid introducing artificial energy
into the system resulting from atoms placed too close together, the system energy was
minimized using the conjugate gradient (cg) and then simulated under NVT conditions for
10 ps at 1000 K and 2000 K.

3. Results

3.1. Formation Energy and Diffusion Behavior of a Single Xe Atom at the GB

The interaction between Xe atoms and the microstructure of UO2 fuel is key in fission-
gas release. To simulate the redistribution of fission gas atoms in the UO2 microstructure,
the interaction range between fission gas atoms and GB must be determined first, to
determine the stable structure of migrated Xe atoms at the GB. We calculated the formation
energy of a single Xe atom at different positions from the Σ5(310) GB.

There are two distinct regions of a Xe interstitial atom near the GB, as indicated by E
in Figure 2. The first region is located at a distance of more than 1.5 a0 for interstitial Xe,
in which the energy is almost equal to the calculated formation energy of Xe interstitial
atoms in the bulk (9.89 eV), indicating that the driving force for the segregation of Xe
atoms to GB can be ignored. In the second region, where the distance is within 1.5 a0
from the GB, E decreases, having a maximum value of approximately 6.88 eV, which
indicates that interstitial Xe can be absorbed by GB. Thus, the interaction range between Xe
interstitial atom and GB is approximately 1.5 a0 from the plane of GB. Figure 2 also shows

63



Metals 2022, 12, 763

that the lowest energy point for interstitial Xe is located at the GB. Thus, it is energetically
favourable for interstitial Xe to be absorbed by the GB region.

Figure 2. Formation energy of interstitial Xe as a function of the distance from the Σ5(310) GB.

The behavior of fission gas in nuclear fuel is the main factor that determines the
change in radiation swelling with fuel consumption. Therefore, it is necessary to study the
migration of fission gas in UO2 GB.

Herein, we calculated the migration of an interstitial Xe atom in UO2 GB using NEB,
i.e., a direct hopping mechanism from one octahedral site to another. NEB showed an
energy barrier of 3.87 eV. Thus, whether migration is along or perpendicular to the GB
direction, the calculated energy barrier is high. These results suggest that the migration
of Xe between the two interstitial sites is not the main mechanism due to the higher
energy barrier [51]. The relatively high energy barrier is mainly attributed to the lattice
deformation caused by Xe movement between two adjacent interstitial sites, indicating that
the octahedral interstitial position in UO2 is highly strained and, therefore, energetically
unfavourable [52,53].

In addition to NEB, we employed the MSD method to calculate the diffusion coeffi-
cients and diffusion energy barriers of a single Xe atom at the GB. A long simulation time
and a short distance between the position were employed to obtain information on the
atomic position. The results were obtained by dividing the tracks of the MSD and averag-
ing them several times. As shown in Figure 3, we calculated the diffusion coefficient and
diffusion energy barrier separately at the GB and in the bulk. The diffusion energy barrier
of the Xe atoms at the GB was 1.40 eV and that in the bulk was 2.46 eV. The magnitude
of the preexponential factor was used to describe the ease of diffusion of a Xe atom. We
conclude that Xe atom diffuse more easily at the GB than in the bulk.

The diffusion barrier calculated using MSD and the migration barrier calculated using
NEB are different. When NEB was used, the single Xe atom showed a high energy barrier
in the interstitial site, which is consistent with that of the bulk. However, the calculation
results with MSD are different. This is because Xe may not diffuse directionally in UO2. The
temperature accelerated dynamics simulations revealed that the dynamics of defect clusters
strongly depends on their size and the diffusion direction is not one-dimensional [54].
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(a) 

(b) 

Figure 3. Diffusion coefficients of Xe (a) at the Σ5 GB and (b) in the bulk UO2. The lines are linear
Arrhenius fits.

3.2. Formation Energies of Small Xe Clusters at the GB

We calculated the formation energies of Xe atoms and atomic clusters at the GB and
compared them with those in the bulk. The formation energies of Xe atoms at the GB are
shown in Table 2. The formation energy of the Xe bubble is defined as:

E f (n) = Ebubble(n)− Ebulk − nEatom
Xe (2)

where Ebubble(n) is the total energy of the simulation supercell containing n Xe atoms in the
bubble, Ebulk is the total energy of the supercell without bubbles and Eatom

Xe is the isolated
Xe atom energy, which was set to zero. As shown in Table 2, the energy of a single Xe
interstitial atom at the GB was 1.3 eV, whereas that in the bulk it was 9.79 eV. The total
energy difference (ΔE) was 8.49 eV. As the number of Xe atoms increases, ΔE increases.
Whether at the GB or the bulk, the formation energy increases with an increase in the
number of Xe atoms. At all stages, the formation energy of Xe clusters at the GB is smaller
than that in the bulk, indicating that Xe bubbles are easier to form at the GB than in the
bulk. This is because Xe atoms are at the GB plane, which improves the energy compared
to that in the bulk. Similar to previous results [8], at smaller bubble sizes (1–5 Xe atoms),
the Xe bubble nucleus at the GB has a much lower formation energy than that of bubbles in
the bulk with a similar size.
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Table 2. Formation energies of Xe atoms at the GB and in the bulk UO2.

N 1 2 3 4 5 6

E f
Σ5 (eV) 1.3 3.8 6.34 10.91 13.41 15.59

E f
Bulk (eV) 9.79 16.44 22.49 27.92 32.19 39.79

3.3. Nucleation of Xe Bubbles at the GB

Early-stage nucleation and growth of Xe bubbles were simulated using the MD method.
We simulated the nucleation and growth of Xe bubbles at 1000 and 2000 K. When the system
reached a thermodynamic equilibrium after relaxing the system at a given temperature and
volume, Xe atoms were regularly added to the bubble. For each Xe atom added, the system
needed 10 ps to relax, to ensure there was no change in the properties of the system over
time, i.e., the equilibrium state was reached. Thus, the Xe bubble growth was simulated
until the bubbles could contain 50 Xe atoms.

Figure 4 lists the differences in the nucleation configurations of Xe bubbles at the
Σ5(310) GB and the bulk. At 2000 K, Xe atoms were more regular in the bulk (Figure 4b).
This is consistent with a previous report [3], which showed that Xe bubbles evolve into a
glassy/amorphous state, a nearly face-centred cubic (FCC) solid structure and subsequently
to a high density amorphous or glassy state. At the GB, Xe atoms are absorbed by the GB
and multiple Xe atoms form a planar structure, which is similar to the case of rhenium
(Re) atoms in metals [55]. The results are consistent with the figure showing the formation
energies of an interstitial Xe at the GB. However, comparing the configurations at 1000 K,
as shown in Figure 4a, we found that at a smaller bubble size (20 Xe atoms), Xe atoms at
the GB remain at the GB plane. However, with the growth of Xe bubbles, most Xe atoms
in the larger bubbles are located in the bulk-like region away from the GB plane. This is
attributed to the increase in temperature, which causes a change in the lattice constant and
the reconstruction of the GB. An increase in temperature decreases the interfacial energy
and it is easy to form segregation at the GB, where the energy of Xe atoms in the bulk is
higher than that of the atoms at the GB. Thus, Xe atoms spontaneously converge toward
the GB.

 

Figure 4. Comparison of the configurations bubbles at the Σ5(310) GB and bulk UO2 at (a) 1000 K
and (b) 2000 K.
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Next, to analyze the characteristics of Xe bubbles, the volume (V) and pressure (P) of
the bubbles after inserting each Xe atom were calculated. Figure 5 shows the relationship
between the volume and pressure of Xe bubbles and the number of Xe atoms in the
bubble. The inset of Figure 5a shows that the volume of Xe bubbles increases with an
increase in temperature and, during bubble growth, the volume of Xe bubbles increases
approximately linearly with an increase in the number of Xe atoms. However, at the
same temperature, the volume of Xe bubbles at the GB is higher than that of the bubbles
in the bulk. This is because GBs are surface defects in solid materials and there are many
defects, such as vacancies, at the GBs. Thus, under the same conditions, the volume of
Xe bubbles at the GB is larger than that of the bubbles in the bulk. Also, it reflects the
influence of temperature on the volume of Xe bubbles, which is attributed to the increase
in temperature, which changes the lattice constant and the reconstruction of GBs [19]. At
2000 K, the Σ5(310) GB consists of a more distorted triangular pattern, the middle gap
is larger and the lattice constant increases. In Figure 5b, at the GB, the pressure of the
Xe bubble is initially quite high and then drops with increasing Xe concentration until
the number of Xe atoms reaches 10. When there are more Xe atoms in the bubbles, the
pressure increases with an increase in the number of Xe atoms, which is consistent with
that of Xe in the UO2 bulk [4,8]. Then, with an increase in bubble growth, the bubble
pressure generally decreases with some fluctuations involving several peaks and drops.
This is because the bubbles may be far from the equilibrium, from which they grow
because of rapid changes in temperature or insufficient local lattice vacancies [56]; thus,
the smallest bubbles have a very high pressure, which results in a density comparable
to that of solid Xe [57]. For larger bubbles, the density and pressure are relatively
low. Experiments have shown that at the very early stages of bubble development, the
bubble density is high with little evidence of deviation from circular bubbles. However,
extensive bubble coalescence can greatly reduce the density of bubbles [58]. Under the
same conditions, the pressure of Xe bubbles at the GB is less than that of the bubbles in
the bulk. The internal pressure of Xe bubbles depends on not only the external stress on
UO2 but also the surface tension of the bubble voids [56].

In addition to volume and pressure, we evaluated the configuration of Xe bubbles
at 1000 and 2000 K. Snapshots of the radial distribution function of Xe atoms at 1000
and 2000 K are shown in Figure 6. To avoid thermal fluctuations at 1000 and 2000 K,
the positions of Xe atoms were obtained by taking an average total time of 50 ps before
inserting the next Xe atom into the bubble. As shown in Figure 6, the peak is smaller and
fuzzy at high temperatures because the atomic amplitude is large at high temperatures;
thus, it is easy to deviate from the equilibrium position and approach the liquid state.
With an increase in Xe atoms, Xe in the bubble evolves into a glassy/amorphous state,
indicating that the behavior of Xe atoms in UO2 is similar to that of a system with a
hard spherical liquid in a solid. This observation is consistent with the results of Geng
et al. [32]. For smaller bubbles (1–5 Xe atoms), the distribution of Xe atoms at the GB is
more dispersed than that in the bulk, which also shows that Xe atoms at the GB diffuse
more easily than those in the bulk, according to the MSD results. In the bulk, there is
only one peak of Xe atoms at the beginning, indicating the uniform distribution of Xe
atoms in the UO2 matrix. With an increase in Xe atoms, the first peak gradually grows
and the second peak appears, indicating the formation of Xe clusters and the emergence
of the second layer of atoms in the clusters.
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Figure 5. (a) Volume (Å3) and (b) pressure (GPa) of Xe bubbles as a function of the number of Xe
atoms in the bubbles. The lines are linear Arrhenius fits.
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(a) 

(b) 

Figure 6. Radial distribution function of Xe atoms in Xe bubbles at (a) 1000 K and (b) 2000 K. The
icons 1, 2, 3, 4 and 5 correspond to the number of Xe atoms 5, 10, 20, 40 and 50, respectively.

4. Conclusions

In this study, MD and static simulations were employed to investigate the energy and
diffusion of a single Xe atom and small Xe clusters and the nucleation and growth of Xe
bubbles at the UO2 Σ5(310) GB. The results show that the formation energies of single Xe
atoms and small Xe clusters at the GB are much lower than those in the bulk, indicating that
impure Xe atoms are more stable at the GB and can precipitate into clusters. The diffusion
activation energy of a single interstitial Xe atom at the GB is approximately 1 eV lower
than that in the bulk. The energy barrier for interstitial Xe atoms to diffuse through the
interstitial mechanism is high, which is mainly due to lattice deformation caused by the
movement of Xe between two adjacent interstitial sites. The growth of Xe bubbles at the
GB was simulated by sequentially inserting Xe atoms into a pre-existing Xe bubble. Then,
the bubble volume and pressure were estimated for different numbers of Xe atoms. The
pressure dropped with an increase in temperature, whereas the volume increased. At low
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Xe concentrations, the Xe bubble volume increased approximately linearly with an increase
in the number of Xe atoms. We also compared the configurations of Xe atoms at the GB
and in the bulk at the same temperature and found that Xe atoms are more regular in the
bulk, whereas, at the GB, multiple Xe atoms form a planar structure.
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Abstract: Nuclear fuel performance is deteriorated due to radiation defects. Therefore, to investigate
the effect of irradiation-induced defects on nuclear fuel properties is essential. In this work, the
influence of radiation defects on the thermo-mechanical properties of UO2 within 600–1500 K has been
studied using the molecular dynamics method. Two types of point defects have been investigated
in the present work: Frenkel pairs and antisites with concentrations of 0 to 5%. The results indicate
that these point defects reduce the thermal expansion coefficient (α) at all studied temperatures. The
elastic modulus at finite temperatures decreases linearly with the increase in concentration of Frenkel
defects and antisites. The extent of reduction (R) in elastic modulus due to two different defects
follows the trend Rf > Ra for all studied defect concentrations. All these results indicate that Frenkel
pairs and antisite defects could degrade the performance of UO2 and should be seriously considered
for estimation of radiation damage in nuclear fuels used in nuclear reactors.

Keywords: uranium dioxide; Frenkel pairs; antisites; molecular dynamics; elastic modulus;
thermal expansion

1. Introduction

Uranium dioxide (UO2) is widely used as a nuclear fuel in the nuclear industry for
various nuclear power reactors [1]. Thus, the safe operation of a nuclear reactor correlates
strongly with the stability of UO2. However, under extreme conditions, different radiation
defects (e.g., vacancies, interstitials, and voids) would be created within the nuclear fuel due
to irradiation. These defects would lead to severe degradation of the physical, thermal, and
mechanical properties of the nuclear fuels [2–4]. For example, irradiation-induced fission
products and vacancies can produce bubbles and voids, causing swelling and fragmentation
which thus deteriorates the performance of fuels [5]. Therefore, to investigate the effect
of radiation-induced defects on the thermo-mechanical properties of uranium dioxide
is essential.

In the literature, numerous experimental and theoretical studies have been performed
to understand the impact of fission products, porosities, and other defects on thermal
transport in UO2. For example, Hobson et al. analyzed porous UO2 with porosity levels of
4.11 to 8.58% and observed the relationship of reductions in thermal conductivity to the
temperature [6]. An experimental study on the effect of soluble fission products on thermal
conductivity was also performed, which found that at lower temperatures the thermal
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conductivity would decrease with an increase in fission product concentration; however, at
higher temperatures the concentration of fission products has only a slight influence on
thermal transport [7].

In addition to experiments, computer simulations have also provided an effective
tool to analyze the specific mechanism of fuels at the atomic level. Liu et al. investigated
the effect of uranium vacancies, oxygen vacancies, and fission products on the thermal
conductivity of uranium. They also observed a stronger effect on the reduction in thermal
conductivity by uranium vacancies compared to that by oxygen vacancies [8]. Chen et al.
performed molecular dynamics (MD) simulations to examine the effect of Xe bubble size
and pressure on the thermal conductivity of uranium dioxide and demonstrated that the
dispersed Xe atoms could result in a lower thermal conductivity than by clustering them
into bubbles [9]. Uchida et al. performed molecular dynamics simulations to evaluate
the effect of Schottky defects on the thermal properties in UO2 and reported that thermal
conductivity decreased with the increasing concentration of Schottky defects [10]. Further-
more, the thermal transport of ThO2, as an alternative to conventional uranium nuclear
fuel, was also investigated extensively. For example, Park et al. [11] investigated the effect
of vacancies and substitutional defects on the thermal transport of ThO2 by employing
reverse non-equilibrium molecular dynamics (NEMD). The authors reported that the effect
of thorium vacancy defects on the thermal transport of ThO2 is even more detrimental
than that of oxygen vacancy defects. In addition, compared to vacancy defects, substitu-
tional defects in ThO2 slightly affect the thermal transport [11]. To investigate the effect
of irradiation-induced fission products on the thermal conductivity of thorium dioxide,
Rahman et al. [5] examined the effect of Xe and Kr with impurity concentrations of 0 to 5%
on the thermal conductivity of ThO2 with the molecular dynamics method, and found that
Xe and Kr resulted in significant reductions in the thermal conductivity of ThO2.

In order to use nuclear fuels safely in reactors, the mechanical feature of fuels after
irradiation is also an important property which needs to be considered [12]. For example,
Jelea et al. examined the thermo-mechanical properties of a UO2 matrix containing different
concentrations of porosity and observed that the elastic modulus decreased with an increase
in porosity concentration [13]. Rahman et al. examined the effect of fission products (Xe
and Kr) and porosity on mechanical properties of ThO2 within 300–1500 K using molecular
dynamics simulations. By comparing the effect of fission products and porosity, the authors
reported that the fission products resulted in a stronger reduction in elastic modulus than
the porosity [14].

Although the effects of fission products and porosity on thermo-mechanical properties
of UO2 have been studied by different groups, to our best knowledge no investigation has
been performed about the effect of Frenkel defects and antisites on the thermo-mechanical
properties of irradiated UO2. Considering its importance, in this work, the influences of
Frenkel defects and antisites on the thermal expansion coefficient and elastic modulus of
uranium dioxide are investigated extensively via molecular dynamics simulations. The
thermal expansion coefficient of perfect and damaged systems is evaluated from changes
in lattice parameters. Three independent elastic constants are calculated for each system,
which are used to estimate the elastic modulus. The reduction in the elastic modulus
induced by Frenkel defects and antisites is also calculated as a function of concentrations of
defects in the system. A comparison is finally made between the effects of Frenkel defects
and antisite defects to provide more understanding about the structure and property
changes of UO2 after irradiation. In the following sections, the computational method is
first presented. The results and discussion are provided in Section 3. The conclusion is
made in the last section.

2. Computational Method

In this work, MD simulations are performed using the LAMMPS (Large scale Atomic/
Molecular Massively Parallel Simulator) code (Sandia National Laboratories, Livermore,
CA, USA) [15], which is a classical molecular dynamics (MD) code used to simulate the
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atomic interaction of selected materials. The interatomic potential developed by Cooper,
Rushton, and Grimes (CRG) is used in this work for U-U, U-O and O-O interactions [4],
which has been proven to reliably predict the various thermo-mechanical properties within
the temperature range of 300 K to 3000 K [8,16–18]. In order to accurately describe the
properties of UO2, the Coulomb interaction is further included with the original pair. The
computational box used in this work is a 10 × 10 × 12 extension of fluorite (CaF2) unit cells
containing 14,400 atoms. The lattice parameter for the computational box is the equilibrated
lattice parameter at the investigated temperature. The periodic boundary condition is
applied in all directions.

Generally, the O/U ratio in all defects after a displacement cascade in UO2 is close to
two [19], which is in agreement with the results presented by Devanathan et al. [20] and Van
Brutzel et al. [21]. In order to create this structure of uranium dioxide with Frenkel defects
and maintain the neutral charge of the system, uranium and oxygen atoms are removed
from the system by keeping 1:2 ratio. The same amount of uranium and oxygen atoms are
then randomly inserted at the octahedral interstitial positions of the face-centered cubic
(fcc) cation sublattice [22]. Different from Frenkel defects, oxygen-antisites are created by
substituting O atoms with U atoms. Similarly, uranium-antisites are created by substituting
U atoms with O atoms. In order to maintain the stoichiometry of the defected system, the
number of O-antisites is equal to that of U-antisites. In order to investigate the effect of
defect concentration, UO2 structures with 1%, 2%, and 5% Frenkel defects and 1%, 2%, and
5% antisite defects are built for further simulations. It should be noted that in the present
work the concentration is defined as the value before MD relaxation at given temperatures.
The main reason is that the relaxations at different temperatures could result in different
concentration values after full relaxation. In order to avoid this misunderstanding during
the investigation of concentration effects in this work, the concentration value before MD
relaxation is used. For each defect concentration the statistical results are made based on
3 samples by randomly creating Frenkel or antisite defects.

The simulation box is first relaxed by the conjugated gradient (CG) method at 0 K
and further relaxed for 500 ps at the temperature of interest under NPT (constant number,
pressure, and temperature) ensemble with zero external pressure. It should also be noted
the system containing 5% defects requires longer equilibration time (600 ps) to reach the
equilibrium state. The equilibration is checked by the dependence of total energy and
volume of the system on simulation time, which both indicate that the system has reached
the equilibrium state before further calculations of lattice constants, thermal expansion
coefficient, and elastic modulus. Therefore, the results obtained in the present work are
reliable and could provide useful information to understand the properties of UO2 after
irradiation. The timestep of 1 fs is used for all simulation processes.

The lattice parameter as a function of temperature for different concentrations of
Frenkel defects and antisite defects is first calculated. The thermal expansion coefficient
(α) is then determined from the first derivate of the lattice parameter with respect to the
temperature using the following Equation (1):

α(T) =
1
L
(

∂L
∂T

)
p

(1)

where L is lattice parameter and ( ∂L
∂T )p is the slope of the plot for the lattice parameter

as a function of temperature at the given temperature [23]. It should be noted that, in
the present work, the structure of UO2 is FCC and thus the thermal expansion coefficient
is isotropic.

As the structure of uranium dioxide is cubic, three independent elastic constants (C11,
C12, and C44) need to be calculated. These elastic constants can be calculated by applying
elementary strain in six directions and measuring the changes in the six stress components.
In this work, the strain to induce the deformation of the simulation box was set to be
10−5. Based on the dependence of the stress on the strain, these constants are calculated
as described in [24]. Based on these three constants, the bulk modulus (B), shear modulus
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(G), and Young’s modulus (Y) can be calculated. The bulk modulus is calculated with the
following equations [14].

B = (C11 + 2C12)/3 (2)

Furthermore, according to the Hill’s suggestion [25], in order to determine the shear
modulus, the shear modulus (GV) using the Voigt method and the shear modulus (GR)
using the Reuss method need to be obtained, which can be determined using the following
Equations (3) and (4), respectively.

GV = (C11 − C12 + 3C44)/5 (3)

GR = (5(C11 − C12)C44)/(4C44 + 3(C11 − C12)) (4)

Thus, the shear modulus (G) using Hill’s method can be obtained as the arithmetic
average of GV and GR.

G = (GV + GR)/2 (5)

Based on the calculated bulk modulus and shear modulus, Young’s modulus is calcu-
lated with the following Equation (6).

Y = 9BG/(3B + G) (6)

3. Results and Discussion

3.1. Effect of Defects on Lattice Parameter and Thermal Expansion Coefficient

The lattice parameter (L) of pure UO2 as the function of temperature is plotted in
Figure 1. The error bars in the figure correspond to the standard deviation calculated
among the five different statistical lattice constants calculated at the given temperature.
For comparison, the results from the VASP calculation by Wang et al. [26] and from the
experimental measurement by Taylor et al. [27], Yamashita et al. [28], and Momin et al. [29]
are also included in Figure 1. It is also clear that L increases linearly with increases in
temperature from 0 K to 1500 K as investigated in this work. From these results, the results
from the present MD agree better with the experimental value than those from VASP
calculations. Thus, the MD method and the related empirical potential could be used for
the present purpose for further simulations.

 

Figure 1. Dependence of lattice constant on temperature including the results from the present work,
the experiment studies by Taylor et al. [27], Momin et al. [29], Yamashita et al. [28], and the VASP
results by Wang et al. [26].
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When defects are formed after irradiation, the effects of radiation defects are also
simulated in this work. In Figure 2, the dependence of the lattice parameter of UO2 on
defect concentration at different temperatures is provided for Frenkel defects (dash) and
antisite defects (solid). From Figure 2, it is clear that the lattice parameter of the system
increases with an increase in Frenkel defect concentration from 0 to 5% at all investigated
temperatures in the present work, although the increases are limited around 1.0%.

 

Figure 2. Dependence of lattice constant of UO2 on defect concentration at different temperatures for
Frenkel defects (dash) and antisite defects (solid).

The present results indicate that the formation of Frenkel pairs or antisite defects
could increase the lattice constant quickly when the defect concentration is less than 2.0%,
above which the lattice constant is almost a constant or increases or decreases slightly.
Thus, the results are different from previous studies about the effect of porosity on the
lattice parameter L of ThO2, which reported that the L of the system increased linearly with
increases in porosity concentration. The reason for the above difference may be mainly
from the property of anisotropic effects induced by antisite defects and interstitials in
Frenkel pairs, which is different from the isotropic vacancy or porosity. It should also be
noted here that in this work, only defect concentrations up to 5% are considered. If higher
concentrations were considered, the lattice constant may change accordingly.

As stated previously, because of the high temperature within the fuel due to the
fission reaction, thermal expansion coefficient is considered to be an important factor for
modelling and predicting the nuclear fuel’s behavior [13]. Figure 3 presents the effects
of Frenkel defects and antisite defects on the thermal expansion coefficient of UO2 as a
function of temperature. The uncertainty of the thermal expansion coefficient at different
temperatures has also been calculated by changing the defect distribution but keeping
the same concentration as stated in the computational method section. As shown in
Figure 3, the uncertainty is limited for the three cases investigated in the present work.
For comparison, the experimental results [27], MD derived values [30], and first principles
data [31] for pure UO2 are included in the figure.
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(a) (b) 

Figure 3. Thermal expansion coefficient for pure UO2 and for defective UO2 with different per-
centages of Frenkel defect (a), and antisites (b), as a function of temperature. For comparison, the
experiment studies by Taylor et al. [27], the MD results by Cooper et al. [30] and the first-principles
data by Yun et al. [31] are included in the figure.

Figure 3a shows that compared to the perfect system, the thermal expansion coefficient
of systems containing 1% Frenkel defects has similar results to that of perfect systems at
temperatures from 600 K to 1200 K, while at 1500 K the 1% Frenkel defects induce larger
thermal expansion coefficients with an increase around 4.0%. When the system contains a
higher concentration of Frenkel defects, e.g., 2.0% and 5.0%, the lower thermal expansion
coefficients are observed. For example, when the concentration of Frenkel defects is
2%, the maximum reduction of thermal expansion coefficient up to 15% is observed at
1500 K. When Frenkel defect concentration is 5%, the maximum reduction is around 30%
within 600–1500 K. Thus, it is found that the reduction of the thermal expansion coefficient
increases with the increase in the concentration of Frenkel defects. Furthermore, it can
also be observed from Figure 3a that when the defect concentration is low, e.g., 1%, the
thermal expansion coefficient increases with an increase in temperature, while the higher
concentration defects (2% and 5%) result in an increase in the thermal expansion coefficient
for systems from 600 K to 1200 K, but decrease from 1200 K to 1500 K. In fact, according
to Sun et al. [32], the thermal expansion coefficient can be described as a function of both
temperature (T) and atomic restoring force of the system (F(r)), especially around the defect
region. The F(r) is a function of atomic distance, which depends on the temperature and
defect distribution in the computational box. Therefore, when the temperature changes, the
change of F(r) together with temperature results in non-monotone temperature dependence
of the thermal expansion coefficient.

Figure 3b presents the effect of antisite defects on the thermal expansion coefficient
of UO2. Different from the effects of Frenkel defects, Figure 3b clearly indicates that for
the concentrations of antisites investigated in the present work, the thermal expansion
coefficient of the system increases with an increase in temperature. When the temperature
is 600 K, the thermal expansion coefficient decreases with an increase in antisite defect
concentration. When the temperature is 900 K or 1200 K, the thermal expansion coefficient
has similar values for systems containing antisite defects less than 2%, but decreases around
25–30% when the antisite defect concentration is 5%. When temperature is 1500 K, the
thermal expansion coefficient has the same value for systems containing 1% to 5% antisite
defects, which is lower than that of the perfect system. Comparing the results shown in
Figure 3a,b, it could be found that antisite defects have stronger effects than Frenkel defects
on the thermal expansion coefficient of UO2.
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3.2. Elastic Modulus of UO2

After the calculation of elastic constants, the bulk modulus, Young’s modulus, and
shear modulus of perfect UO2 are initially calculated from three independent elastic con-
stants (C11, C12, and C44) using Equations (2), (5) and (6). Figure 4 depicts the dependence
of the bulk modulus of perfect UO2 on temperature calculations of systems. For com-
parison, the experimental results from Belle et al. [33], the MD derived bulk modulus
from Basak et al. [23], and ab initio data calculated by Wang et al. [26] are also included
in this figure. It is clear that the present study has similar results to those obtained by
previous MD calculations and experiments but lower than those from the VASP calcula-
tion. Figure 4 also indicates that the bulk modulus of perfect UO2 derived in this study
decreases with an increase in temperature, which has been confirmed in the previous study
by Dorado et al. [34].

Figure 4. Variation of the bulk modulus of pure UO2 versus temperature. For comparison, the
experiment studies by Belle et al. [33], the Vasp data by Wang et al. [26] and the MD results by
Basak et al. [23] are included.

Figure 5 shows the bulk modulus of the damaged UO2 at different temperatures as
a function of Frenkel defect concentration (dash) and antisite defect concentration (solid).
Figure 5 shows that both a Frenkel defect and an antisite defect could considerably decrease
the bulk modulus of UO2, showing a linear decreasing dependence on temperature from
600 to 1500 K. With an increase in defect concentration, the elastic modulus also decreases
accordingly, as shown by the figure. The extent of reduction in the elastic modulus for
the system containing defects becomes smaller with increasing temperature and defect
concentration. In addition, Figure 5 demonstrates that Frenkel defects increase the bulk
modulus to a larger extent compared to that induced by antisite defects.

Figure 6 presents the effects of Frenkel (dash) and antisite defects (solid) on the shear
modulus (G) of UO2. Firstly, for the concentration of defects investigated in this work, the
shear modulus decreases with an increase in temperature. The extent of reduction in the
shear modulus decreases with increases in temperature from 600 to 1500 K. Similar to the
effects on the bulk modulus shown in Figure 5, it can be seen from Figure 6 that the increase
of defect concentration could significantly reduce the shear modulus of UO2. However,
the extent of reduction in G resulting from Frenkel defects is larger than that observed for
antisite defects. For example, for 5% Frenkel and antisite defects there is a maximum of
20% and 17% reduction in G at all temperatures, respectively.
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Figure 5. Variation of the bulk modulus of UO2 containing different concentrations of Frenkel (dash)
and antisite defects (solid) versus temperature. The fitted lines are also included in the figure.

 

Figure 6. Variation of the shear modulus of UO2 containing different concentrations of Frenkel (dash)
and antisite (solid) defects versus temperature. The fitted lines are also included in the figure.

Young’s modulus of UO2 containing different concentrations of Frenkel (dash) and
antisite defects (solid) as the function of the temperature is plotted in Figure 7. From this
figure, it is clear that Young’s modulus of uranium dioxide decreases linearly with the
increase in temperature for Frenkel and antisite defects within the given concentrations.
This result is similar to that reported by Jelea [13] et al. who observed that Young’s modulus
for damaged UO2 with different percentages of porosity linearly decreases with increases
in temperature. Similar to the results of the bulk modulus and the shear modulus, Young’s
modulus also decreases with increasing temperature and concentration of defects. The
relative change in Y due to Frenkel defects is larger than that observed for antisite defects.
Within the given temperatures, a maximum of 20% reduction in Y is observed for UO2
systems containing 1%, 2%, and 5% Frenkel defects. In contrast, for antisite defects with
the same concentrations, there is a maximum of 16% reduction in Y at all temperatures.
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Figure 7. Variation of Young’s modulus of UO2 containing different concentrations of Frenkel (dash)
and antisite (solid) defects versus temperature. The fitted lines are also included in the figure.

3.3. Reduction of Elastic Modulus of UO2 by Frenkel Defects and Antisites

The effects of Frenkel defects and antisites on elastic modulus are reported in detail in
Figures 8–10. In each of these figures, (a) and (b) represent the influence of Frenkel defects
and antisite defects on the elastic modulus, respectively. The percentage of reduction (R)
in the elastic modulus as the function of fractional point defects for all temperatures is
plotted. The percentage of reduction of the elastic modulus is calculated using the following
Equation (7).

R = (Mp − M)/Mp (7)

where Mp and M represent the elastic modulus of a perfect and defective UO2, respectively.

  
(a) (b) 

Figure 8. RB as a function of the concentration of Frenkel defects (a) and antisites (b) at
different temperatures.
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(a) (b) 

Figure 9. RG as a function of the concentration of Frenkel defects (a) and antisites (b) at
different temperatures.

  
(a) (b) 

Figure 10. RY as a function of the concentration of Frenkel defects (a) and antisites (b) for
different temperatures.

Figures 8a, 9a and 10a illustrate that in low concentration ranges the difference among
the percentages of reduction in the elastic modulus for different temperatures is small.
However, this difference is more evident at higher defect concentrations. In addition, this
is not as significant for antisite defects as it is for Frenkel defects. The R of the elastic
modulus due to antisite defects is smaller than that by Frenkel defects. For 5% defects,
the degradation of the bulk modulus, shear modulus, and Young’s modulus by Frenkel
defects is higher than that of antisite defects by 3.4, 3.9, and 2.9%. Therefore, by comparing
Figures 8–10, it can be observed that the percentage of reduction in the elastic modulus by
Frenkel and antisite defects follows the trend Rf > Ra for all studied defect concentrations.

4. Conclusions

In order to characterize the effect of irradiation on the performance of the nuclear
fuel, it is necessary to investigate how the irradiation defects affect the thermal-mechanical
property of nuclear fuel. In this study, the impact of Frenkel defects and antisites on
thermal expansion and elastic constants has been examined in UO2 via the molecular
dynamics method in the temperature range of 600 to 1500 K. The results indicate that both
Frenkel defects and antisite defects reduce the thermal expansion coefficient. However,
the reduction in the thermal expansion coefficient due to antisite defects is larger than
that observed for Frenkel defects. For the elastic modulus, the calculated bulk, shear,
and Young’s modulus of the pure UO2 are in agreement with the experimental values.
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Furthermore, the present results indicate that both Frenkel defects and antisite defects
reduce the elastic modulus at all temperatures. The degree of reduction in the elastic
modulus increases with increasing concentrations of defect. In addition, the percentage
of reduction in the elastic modulus due to Frenkel and antisite defects follows the trend
Rf > Ra at all studied defect concentrations. All these calculated values can be used to
predict the performance of UO2 under irradiation used in the nuclear reactor environment.
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Abstract: The FeCrAl alloy system is recognized as one of the candidate materials for accident-
tolerant fuel (ATF) cladding in the nuclear power industry due to its high oxidation resistance under
irradiation and high-temperature environments. The concentrations of Cr and Al have a significant
effect on elastic properties of the FeCrAl alloy. In this work, elastic constants C11, C12, C44, bulk
modulus and shear modulus of FeCrAl alloy were calculated with molecular dynamics methods.
We explored compositions with 1–15 wt.% Cr and 1–5 wt.% Al at temperatures from 0 K to 750 K.
The results show that the concentrations of Al and Cr have different effects on the elastic constants.
When the concentration of Al was fixed, a decrease in bulk modulus and shear modulus with
increasing Cr content was observed, consistent with previous experimental results. The dependence
of elastic constants on temperature was also the same as in the experiments. Investigations into
elastic properties of defect-containing alloys have shown that vacancies, voids, interstitials and
Cr-rich precipitations have different effects on elastic properties of FeCrAl alloys. Investigations of
elastic properties of defect-containing alloys have shown that vacancies, void, interstitials and Cr-rich
precipitations have different effects on elastic properties of FeCrAl alloys. Therefore, the present
results indicate that both the Cr and Al concentrations and radiation defects should be considered to
develop and apply the FeCrAl alloy in ATF design.

Keywords: FeCrAl; elastic properties; temperature effect; molecular dynamics

1. Introduction

After the Fukushima Daiichi nuclear power disaster in 2011, development of accident-
tolerant fuels (ATF) has been in great demand to enhance the safety of nuclear power
plants, especially under accident conditions [1]. In addition to coated claddings, FeCrAl
cladding is one of the possible technologies for use in ATF. In the past few years, based on
this concept, FeCrAl alloys have been extensively studied and the advantages have been
recognized, including improved high-temperature steam oxidation resistance [2], resistance
to radiation damages [3], strength under both normal conditions and high-temperature
accident conditions [4], and enhanced corrosion performance under normal conditions [5].

The roles of Cr and Al elements have been explored to understand the above properties.
For example, Cr is added to improve the water corrosion resistance of these alloys at
normal operating temperatures, and Al is added to improve the high-temperature oxidation
resistance of the alloy through the formation of protective α-Al2O3 [6,7]. However, it
should also be noted that various properties of FeCrAl alloys are strongly affected by
the addition and concentrations of Cr and Al, including the mechanical properties. For
example, the α′ phase in FeCrAl alloy will nucleate and grow at temperatures around
475 ◦C with a concentration of Cr, CCr, around 10~18 at.%, which leads to embrittlement of
the alloy under normal conditions [8,9]. Meanwhile, under irradiation, the α′ phase could
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form even at 320 ◦C, with CCr around 10~18 at.% [10]. Hence, it is necessary to decrease
the concentration of Cr to reduce the α′ phase formation and related embrittlement of
the alloy under irradiation at medium temperatures [11]. For this purpose, Oak Ridge
National Laboratory (ORNL) has prepared a variety of FeCrAl-Y alloys with different Cr
concentrations to develop new low-Cr, high-strength FeCrAl-Y alloys [11]. They found that
a FeCrAl alloy with CCr less than 13 wt.% can effectively avoid the formation of a brittle
phase at 475 ◦C. Gussev et al. found that adding Al to the alloy can improve the oxidation
resistance, but the higher Al concentration, CAl, increases, the greater the difficulty of
welding and manufacturing the FeCrAl alloys [8,12].

In addition, previous studies have also reported that the concentration of Cr and
Al could significantly affect the mechanical properties of FeCrAl alloys [12]. The elastic
properties have been investigated for evaluating the survivability of cladding materials
under energetic neutron irradiation [13]. In fact, mechanical properties, including the elastic
modulus, yield stress, ultimate tensile stress, and so on, have been generally measured and
estimated for selection of structural materials used in reactors before neutron irradiation
experiments [14,15]. For example, before irradiation, it was reported by Liu et al. that the
increase in Cr concentration will enhance the bulk modulus of the alloy. However, when
the concentration of Al increases from 4.5 wt.% to 6 wt.%, the bulk modulus could also
slightly decrease [14]. From experimental viewpoints, Speich et al. measured the shear
modulus G, the ratio of the bulk modulus to the shear modulus K/G, and the Poisson’s
ratio v [16] using an ultrasonic pulse echo repeat method [17] at 298 K, indicating that
the shear modulus and Poisson’s ratio of the Fe-rich region of the Fe-Cr alloy showed
a linear dependence with the increase of Cr concentration. Harmouche et al. prepared
FeAl-B2 phase samples with Fe atomic fractions from 50.87% to 60.2%, and by measuring its
Young’s modulus at room temperature, the authors found that the dependence of Young’s
modulus on the concentration of Fe shows a quadratic relationship [18]. The dependence of
elastic modulus, Poisson’s ratio, and shear modulus on temperature has also been explored
for FeCrAl alloy and almost no variation has been observed as a function of major alloy
elements [12]. Based on the above literature review, it is clear that although there are many
studies on the mechanical properties of binary alloys, research on the elastic properties of
ternary alloys needs to be enriched, especially on the mutual effect of Cr and Al on the
elastic constants of a ternary FeCrAl alloy. From the viewpoint of fundamental research,
it would be necessary to investigate the Cr and Al concentration effect from the lower to
higher values in order to present the possible dependence of elastic properties on these
alloy elements.

Different from the effect of Cr and Al on mechanical properties before the irradiation,
the effect of radiation-induced defects on the mechanical properties of FeCrAl alloy is
another key factor in evaluating the performance of the selected material. From previous
studies, it is well known that the elastic modulus is one of important parameters to be
dynamically measured in order to estimate the state of structure materials during the
performance of nuclear reactors [13]. Thus, understanding the elastic constant and modulus
before and after the irradiation is important for the development and further optimization
of FeCrAl alloys used in ATF design. Under irradiation, the super-saturated interstitials,
vacancies, voids, and precipitates are generally observed, which are expected to affect
the mechanical properties of FeCrAl alloys. For example, the formation of Cr-rich a′
phases in irradiated FeCrAl alloys has been investigated by small-angle neutron scattering
(SANS) [19,20], atom probe tomography (APT) [21,22], high-efficiency STEM-EDS (energy-
dispersive spectroscopy) [21] and a series of technical studies. Unfortunately, although the
irradiation hardening and embrittlement of FeCrAl after irradiation have been investigated,
the detailed dependence of elastic constants or modulus on irradiation defects in FeCrAl
alloys is not well understood, so research comparing this to the dynamically measured
elastic modulus of materials to increase the safe operation of nuclear reactors would
be valuable.
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Therefore, in order to shed light on above questions, in this work, molecular dynamics
(MD) simulations have been performed to calculate the elastic constants of FeCrAl alloy
with 1~15 wt.% Cr and 1~5 wt.% Al at different temperatures (0 K, 300 K, 450 K, 600 K
and 750 K) to understand the concentration effect of alloy elements on elastic properties
of FeCrAl alloy. The effects of radiation defects, including vacancies, interstitials and Cr
precipitates on the elastic properties, are also simulated. Through these calculations, the
elastic properties of FeCrAl alloy before and after the irradiation can be understood from an
atomic scale. In the rest of this paper, the method of calculations is introduced in Section 2,
results and discussion are provided in Section 3, and conclusion is given in the last section.

2. Methods

In this work, molecular dynamics (MD) simulations have been performed with
LAMMPS software to calculate the elastic constants at different temperatures. The computa-
tional box was built with three directions along [100], [010] and [001]. There are 10 unit cells
along each direction, thus, 2000 atoms in the matrix box. The interactions between atoms in
FeCrAl are described by the F-S potential developed by Liao et al., which has been shown
to be accurate to describe the characteristics of the elements in FeCrAl alloys [22]. The time
step is 1 femtosecond (fs), and the total simulation time is up to 10 ps for each simulation.

The elastic tensor can be written as a 6 × 6 matrix using the Voigt concept, that is, Cij
instead of Cijkl. According to this definition, during calculations, the elastic constants can
be calculated by applying elementary deformations in the six distinct strain components
and measuring the changes in the six stress components accordingly. In this work, the
strain to induce the deformation of the simulation box was set as 10−6. Thus, according to
the dependence of stress on strain, the elastic constants can be calculated. For temperatures
higher than 0 K, thermal motion is included in the calculation of the stress. For the cubic
lattice simulated in this work, the elastic tensor has three independent elastic constants,
namely C11, C12 and C44. With the above method, these elastic constants can be calculated
with or without temperature effect. In fact, this method has been applied by different groups
to investigate the elastic properties of materials. For example, Miller et al. studied the elastic
constants of PbTe, SnTe and Ge0.08Sn0.92Te with this method [23]. In order to understand
the influence of solute atoms on the elastic constants of FeCrAl alloys, 1~15 wt.% Cr and
1~5 wt.% Al atoms were introduced as substitutional solutes to form a solid solution, since
FeCrAl alloys generally form a solid solution, as observed in previous experiments [10,24].
For convivence, the atomic concentration, at.%, is usually applied for atomic simulations.
The conversion between wt.% and at.% can be obtained by including the atomic mass for
Fe, Cr and Al. Examples of this unit conversion are listed in Table 1. It should also be
noted that both Cr and Al atoms were introduced into the computational box in a randomly
substitutional way by keeping the distance between each pair of substitutional atoms at
least one lattice constant. As stated above, simulations at different temperatures (0 K, 300 K,
450 K, 600 K, 750 K) were performed to explore the effect of temperature on the elastic
constants of the alloy. Furthermore, at each temperature, 50 simulations were performed to
get reliable statistics and to estimate uncertainties in the results.

Table 1. Examples of conversion from wt.% to at.% for several FeCrAl alloys.

Solute Fe1Cr1Al Fe2Cr5Al Fe5Cr3Al Fe8Cr5Al Fe13Cr5Al

Element Fe Cr Al Fe Cr Al Fe Cr Al Fe Cr Al Fe Cr Al

wt.% 98 1 1 93 2 5 92 5 3 87 8 5 82 13 5
at.% 97 1 2 88 2 10 89 5 6 82 8 10 77 13 10

In addition, in order to consider the effect of vacancies, interstitials and Cr precipitates
on elastic constants, a big simulation model with 36,000 atoms was built with three direc-
tions in the same orientation as before. The radiation-induced vacancies (and voids) are
included in the computational box by changing, n, the number of vacancies in each vacancy
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cluster or void and, m, the number of vacancy clusters or voids. For convenience, in this
work, the total number of vacancies in the box was kept as 320, and thus nm = 320. The
value of m is defined as 1, 2, 4, 5, 10, 20, 40, 80, 160 and 320, thus n is calculated accordingly.
To investigate the effect of interstitials, different numbers of separated interstitials are were
in the computational box. For a single interstitial, the <110> Fe-Fe or Fe-Cr dumbbell was
built after the construction of FeCrAl alloy since the substitutional Al has lower formation
energy, and thus, only the Fe-Fe and Fe-Cr dumbbells were built in the present work. As to
the effect of Cr-rich α′ on elastic properties, similar to the model of vacancy clusters, the
precipitates containing different numbers of Cr atoms were considered. The number of
precipitates was 1 to 7 and two cases with a total number Cr atoms in the box up to 4300
(CCr ~ 11%) and 4850 (CCr ~ 13%), respectively, were considered. Following above method,
simulations at 0 K were performed to explore the effects of vacancies, interstitials and Cr
precipitates on the elastic constants of the alloys. In each case, 50 simulations were also
performed to obtain reliable statistics and estimate the uncertainty in the results.

3. Results and Discussion

3.1. Dependence of Elastic Constants on Concentration of Cr and Al

The calculated elastic constants, C11, C12, C44 and related bulk modulus and shear
modulus, of FeCrAl alloy as a function of concentration of Cr and Al at 0 K are shown
in Figure 1. The statistical uncertainties of these elastic constants and modulus were also
calculated, which showed a similar dependence on concentration of Cr and Al, and thus just
one example is presented in Figure 1f. Each panel in Figure 1 has five curves, corresponding
to the five different concentrations of Al from 1 wt.% to 5 wt.%. For each curve, the data
are plotted as a function Cr concentration from 1 wt.% to 15 wt.%. Some curves show an
increasing trend, while others exhibit an opposite trend, indicating different dependencies
of elastic constants on the concentrations of Al and Cr.

Figure 1. (a–e) Dependence of elastic constants, C11, C12, C44, bulk modulus and shear modulus on
Cr and Al concentrations at 0 K. (f) Example of statistical uncertainties for these elastic constants
based on 50 simulations.
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As shown in Figure 1a, for the lowest concentration of Al at 1 wt.%, C11 increases
slightly with Cr concentration up to 15 wt.%. While for 2 to 5 wt.% Al, C11 decreases
accordingly. Furthermore, from Figure 1a, when CCr is in the range of 1–3 wt.%, C11
increases with the increase of CAl, while the opposite is true for CCr in the range of
5–15 wt.%. Interestingly, all curves intersect at a common point at 4 wt.% Cr, indicat-
ing that at this Cr concentration, C11 does not depend on CAl.

For C12, as shown in Figure 1b, when CAl is 1 wt.% or 2 wt.%, C12 increases with CCr
from 1 to 15 wt.%. When CAl is 3 wt.%, C12 decreases firstly and then increases with CCr.
When CAl is 4 wt.% or 5 wt.%, C12 decreases with CCr. Furthermore, when CCr is fixed and
CCr is lower than 5 wt.%, C12 increases with the increase of CAl. When CCr is in the range
of 5–13 wt.%, there is no clear dependence on CAl with a fixed CCr. For C44, as shown in
Figure 1c, when CAl is fixed from 1 to 5 wt.%, C44 increases firstly to a peak value and then
decreases with the increase of CCr. It should also be noted that the peak is a function of CAl,
that is, the higher CAl the higher the peak, and that the peak occurs at a smaller CCr. When
CCr is fixed, C44 increases with the increase of CAl.

In addition, the bulk modulus (K) and the shear modulus (G) have also been calcu-
lated according to the relationship between the elastic constants and K and G, derived by
Voigt [25], as shown in Figure 1d,e. It is clear that when CAl is 1 wt.%, the bulk modulus
increases with CCr, which is consistent with the results of previous studies [26], that is, the
bulk modulus of the alloy increases with the increase of Cr content. When CAl is 2 wt.%, the
bulk modulus decreases firstly and then increases with CCr. When CAl is higher than 2 wt.%,
the bulk modulus decreases with the increase of CCr. When the concentration of Cr is fixed,
the bulk modulus increases with the increase of CAl for CCr < 4 wt.%. For CCr in the range
of 4–8 wt.%, the dependence of the bulk modulus on CAl is not linear. For CCr > 8 wt.%, the
bulk modulus decreases with the increase of CAl. Regarding the shear modulus G, at 1 wt.%
Al, the shear modulus is almost a constant with CCr. When the concentration of Al is higher
than 1 wt.%, the shear modulus decreases with the increase of CCr. From this figure, there
is also a common intersection of the shear modulus curves at a critical Cr concentration
(8 wt.%), similar to the case of C11 (at 4 wt.%). Thus, for CCr < 8 wt.%, the shear modulus
increases with Al content, while the opposite is true for CCr > 8 wt.%.

3.2. Dependence of Elastic Constants on Temperature

The elastic constants and modulus calculated at 300 K are shown in Figure 2. As
shown in Figure 2a, the dependence of C11 on CCr and CAl is similar to the results obtained
at 0 K, as shown in Figure 1a. For C12, comparing to the results shown in Figure 1b, for
CAl < 4 wt.%, a similar dependence of C12 on CCr can be observed, that is, C12 increases
with CCr. However, for CAl equal to 4 wt.% and 5 wt.%, different trends were obtained.
C12 is almost a constant as a function of CCr for CAl = 4 wt.%. While for CAl = 5 wt.%, C12
decreases firstly with CCr up to around 7 wt.% and then remains almost constant, as shown
in the Figure 2 b. Furthermore, for a fixed CCr, C12 always increases with the increase of
CAl. For C44, C44 increases with the increase of both CCr and CAl, a behavior that is different
from the C44 at 0 K, as previously shown in Figure 1c. Compared to the results at 0 K, the
bulk modulus shows a similar dependence on the concentration of Cr and Al, as shown
in Figures 1d and 2d. The shear modulus also shows a similar trend, but the critical CCr
concentration for G (the intersection point) has changed from ~8 to ~15 wt.%. From these
results, especially from the bulk modulus and shear modulus, it can be estimated that from
the mutual effects of Cr and Al concentration on elastic properties, the concentration of Al
should be not higher than 3% and the related Cr concentration should be higher than 10%
in the bulk FeCrAl alloys. However, it should also be noted that the above results were
obtained only according to the effect of concentration of Cr and Al on elastic properties
but without considering the other defects and related defect interactions. Furthermore,
since the formation of Al2O3 on the material surface is the main reason to increase the
high-temperature oxidation resistance of FeCrAl alloy and addition of Cr is necessary to
increase the corrosion resistance, the Cr and Al concentrations are expected to be higher
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to satisfy this requirement. In fact, many researchers have suggested to add the other
elements to increase the performance of FeCrAl alloy. Therefore, the optimization of Cr
and Al concentration needs to consider various conditions, which is beyond the topic of
the present paper. The optimization of FeCrAl alloy can be found elsewhere [26,27].

Figure 2. (a–e) Dependence of elastic constants, C11, C12, C44, bulk modulus and shear modulus on
Cr and Al concentration at 300 k. (f) Example of statistical uncertainty for these elastic constants
based on 50 simulations.

In this work, as stated in the Methods section, the elastic constants and modulus at
450 K, 600 K and 750 K were also calculated. Detailed analysis indicates that the results
obtained at different temperatures, including 0 K, 300 K, 450 K, 600 K and 750 K, show a
similar dependence on the concentration of Cr and Al. One example for CAl = 1 wt.% is
shown in Figure 3, which clearly indicates the same dependence of elastic constants on
Cr and Al concentration at different temperatures. Therefore, based on these results, the
dependence of elastic constants and modulus on temperature can be explored.

The dependence of elastic properties on temperature is shown in Figure 4. The results
for alloys with 1 wt.% Al and 4 wt.%, 8 wt.% and 14 wt.% Cr, are shown to illustrate the
temperature effect. From this figure, it is evident that all elastic constants investigated in
this work, C11, C12, C44, bulk modulus and shear modulus of these three alloys, decrease
with increasing temperature from 300 K to 750 K, which is also consistent with the results of
a previous study [27]. It is worth noting that in a previous experiment [28], the decrease of
elastic constants with the increase of temperature has also been observed, in which the bulk
modulus decreased from about 200 GPa at 300 K to about 150 GPa at 750 K, and the shear
modulus decreased from about 77 GPa at 300 K to about 65 GPa at 750 K, both of which
decreased by about 15% [28]. In the present work, the bulk and shear moduli decrease
by about 6% and 9%, respectively, less than in the experiment. The main reason is that in
the experiment, the sample was polycrystalline, while a single crystal is employed in our
calculations. In a polycrystalline material, the effect of grain boundaries could contribute
to the decrease of the elastic properties.
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Figure 3. (a–e) Dependence of elastic constants, C11, C12, C44, bulk modulus and shear modulus on
the concentration of Cr in an FeCrAl alloy with 1 wt.% Al at temperatures 0~750 k, (f) example of
statistical uncertainty for these elastic constants based on 50 simulations.

 

Figure 4. (a–e) Dependence of elastic constants, C11, C12, C44, bulk modulus and shear modulus on
temperature for 4Cr1Al (wt.%), 8Cr1Al (wt.%) and 14Cr1Al (wt.%) compositions at 300–750 K.
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As shown in Figure 4, the dependence of each elastic constant on temperature follows
the same trend for different concentration of Cr and Al, which, thus, can be described by
the same equation but with different parameter values. For C11, this dependence can be
described as:

C11(T) = A − BT (1)

where A and B are parameters that depend on the concentration Cr and Al. For example,
for 4Cr1Al (wt.%), 8Cr1Al (wt.%) and 14Cr1Al (wt.%), A is 236.23, 235.63 and 236.65 GPa,
respectively, and B is 0.045, 0.045 and 0.047 GPa/K, respectively. The dependence of
the other elastic constants, C12, C44, K and G, on temperature can be described by the
following equation:

C(T) = A + BT − CT2 (2)

The fitted values for A, B and C for different concentrations of Cr and Al are listed
in Table 2. In Figure 4, the fitted equations for FeCrAl alloy with CCr ~ 4%(wt.%) and
CAl ~ 1%(wt.%) are also included.

Table 2. Fitted parameter values in the models of elastic constants and modulus as a function of
temperature for Fe4Cr1Al (wt.%), Fe8Cr1Al (wt.%) and Fe14Cr1Al (wt.%). The models are given in
Equations (1) and (2).

Solute Fe4Cr1Al(wt.%) Fe8Cr1Al(wt.%) Fe14Cr1Al(wt.%)

Constants A(GPa) B(GPa/K) C(GPa/K2) A(GPa) B(GPa/K) C(GPa/K2) A(GPa) B(GPa/K) C(GPa/K2)

C11 236.23 0.045 / 235.63 0.045 / 236.65 0.047 /

C12 140.81 2.39 × 10−5 0.036 139.61 1.64 × 10−5 0.027 141.60 1.49 × 10−5 0.024

C44 112 2.67 × 10−5 0.047 112.25 2.67 × 10−5 0.046 112.11 2.37 × 10−5 0.042

K 174.07 2.18 × 10−5 0.045 172.68 1.52 × 10−5 0.038 174.18 1.35 × 10−5 0.035

G 87.16 1.48 × 10−5 0.033 87.20 1.54 × 10−5 0.034 86.90 1.26 × 10−5 0.031

The nature of the decrease in the elastic constant after the temperature rises is due to
the change in the lattice constant caused by thermal expansion [13]. This phenomenon can
also be understood from the elastic constant temperature dependence formula derived by
Leibfried and Ludwig in 1961 [29].

3.3. Influence of Radiation Defects on Elastic Properties

The effects of different vacancy types on elastic properties are shown in Figure 5.
According to experimental results, the concentrations of Cr and Al in FeCrAl are generally
from 12 wt.% and 5% respectively. In this work, the Fe8Cr5Al and Fe13Cr5Al alloys were
selected as examples to show the effects of radiation defects on elastic constants. From
these figures, it is clear that after the formation of radiation-induced vacancies, the C11,
C12, C44, bulk modulus and shear modulus of these two alloys decrease in comparison to
the perfect state. It should also be noted that when the vacancy clusters are formed, these
elastic constants decrease slightly or are kept constants and then increase with an increase
of vacancy cluster size but decrease of the number of vacancy clusters. The K/G value
remains around 2.30, larger than 1.75, which is still a ductility alloy according to Pugh’s
rule [30].

The dependence of elastic properties on different numbers of dumbbell interstitials
are shown in Figure 6 for Fe8Cr5Al and Fe13Cr5Al alloys. It is also clear that C11, C44 and
shear modulus decrease when the interstitials are formed in these two alloys. However,
C12 and bulk modulus increase when the number of interstitials increases, different from
the results of C11, C44 and shear modulus. Therefore, according to the definitions of bulk
and shear modulus, it can be understood from the present results that the formation of
interstitials could increase the ability of the alloys to resist the volume change under the
effect of pressure but decrease the ability to resist the torsion applied on alloys. When
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the materials are applied in a nuclear reactor, the interaction between dislocations and
these interstitials could further affect the mechanical properties. Thus, the present results
indicate that the formation of an interstitial should be included, even if these interstitials
are distributed separately and before their interaction with dislocations.

Figure 5. (a–e) The effects of vacancy and void on C11, C12, C44, bulk modulus and shear modulus,
(f) shows the value of K/G as a function of vacancy type. In these figures, n is the number of vacancies
in each vacancy cluster or void and m is the number of vacancy clusters or voids.

When the Cr-rich precipitates are formed, the dependence of elastic properties on
numbers of Cr precipitates are shown in Figure 7 for Fe8Cr5Al and Fe13Cr5Al alloys. From
these results, it can be seen that after the Cr-rich precipitates are formed, these elastic
properties of alloys increase but are kept as almost a constant, thus they are independent
of the number and volume of precipitates. From previous studies, it is known that the
precipitates would affect the mechanical properties. According to the present results, it
can be understood that the effect of α′ precipitates on the mechanical properties of FeCrAl
should be mainly due to their interaction with dislocations, different from the effects
of vacancies, voids and interstitials, as shown in Figures 5 and 6. All results shown in
Figures 5 and 6 indicate that an increase of Cr concentration would result in the decrease
of elastic properties under the irradiation environment. Thus, the concentration of Cr in
alloys should also be limited as indicated experimentally [3,9]. These results also indicate
the radiation defects could result in larger decreases or increases of elastic properties than
the Cr and Al concentrations. Furthermore, comparing the effects from vacancies, voids,
interstitials and Cr-rich precipitates, it is clear that the interstitials have stronger effects on
bulk and shear modulus than vacancies, voids and Cr-rich precipitates. It should also be
noted the present results only consider the effects from radiation defects. The effect from
the interaction between dislocations and radiation defects on mechanical properties should
be investigated in future work.
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Figure 6. (a–e) The dependence of C11, C12, C44, bulk modulus and shear modulus on number of
dumbbell interstitials, (f) shows one example of statistical uncertainty for these elastic constants
based on 50 simulations at 0 K.

Figure 7. (a–e) The dependence of C11, C12, C44, bulk modulus and shear modulus on number of Cr
precipitates. (f) Example of statistical uncertainty for these elastic constants based on 50 simulations
at 0 K.
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4. Conclusions

In this work, the elastic constants, C11, C12, C44, bulk modulus and shear modulus of
FeCrAl alloys were calculated with molecular dynamics methods for compositions with
1~15 wt.% Cr and 1~5 wt.% Al at temperatures from 0 K to 750 K. The effects of Cr and
Al concentrations and temperature on elastic constants have been explored. The results
indicate that C11, C12, C44, bulk modulus and shear modulus show different dependencies
on the concentrations of Cr and Al. In particular, for alloys with Al concentration >3 wt.%,
the bulk modulus decreases with the increase of Cr concentration. However, for Al con-
centration of 1–5 wt.%, the shear modulus decreases with the increase of Cr concentration.
Both results are consistent with experimental results. An decrease of elastic constants with
increasing temperature was also observed in the present work, which is consistent with
experimental results. Investigation on elastic properties of defect-containing alloys have
shown that vacancies, voids, interstitials and Cr-rich precipitations have different effects
on elastic properties of FeCrAl alloys. Vacancies and voids result in the decrease of elastic
properties, while interstitials could result in the increase of bulk modulus but decrease of
shear modulus. The formation of Cr-rich precipitates increases the elastic properties, which
is independent of the number and volume of precipitates. Therefore, the present results
indicate that compared to the concentration effect, the radiation defects show different
effects on elastic properties. Furthermore, when the radiation effects are predicted, e.g.,
radiation hardening, not only the contribution from the interaction between dislocation and
radiation defects, but also the radiation defects before the interactions with dislocations,
should be considered. All these results provide a new understanding to develop and apply
the FeCrAl alloy in AFT design.
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Abstract: Tungsten (W) is considered to be the most promising plasma-facing material in fusion
reactors. During their service, severe irradiation conditions create plenty of point defects in W, which
can significantly degrade their performance. In this work, we first employ the molecular static
simulations to investigate the interaction between a 1/2[111] dislocation loop and a vacancy-type
defect including a vacancy, di-vacancy, and vacancy cluster in W. The distributions of the binding
energies of a 1/2[111] interstitial and vacancy dislocation loop to a vacancy along different directions
at 0 K are obtained, which are validated by using the elasticity theory. The calculated distributions
of the binding energies of a 1/2[111] interstitial dislocation loop to a di-vacancy and a vacancy
cluster, showing a similar behavior to the case of a vacancy. Furthermore, we use the molecular
dynamics simulation to study the effect of a vacancy cluster on the mobility of the 1/2[111] interstitial
dislocation loop. The interaction is closely related to the temperature and their relative positions. A
vacancy cluster can attract the 1/2[111] interstitial dislocation loop and pin it at low temperatures. At
high temperatures, the 1/2[111] interstitial dislocation loop can move randomly. These results will
help us to understand the essence of the interaction behaviors between the dislocation loop and a
vacancy-type defect and provide necessary parameters for mesoscopic scale simulations.

Keywords: atomic simulations; dislocation loop; vacancy defect; tungsten

1. Introduction

Tungsten (W), owing to its high melting temperature, good thermal conductivity, and
low sputtering yield, is believed to be the most promising candidate for plasma-facing
materials (PFMs) in fusion reactors [1–4]. During the operation of the reactors, high-energy
neutrons escaped from the plasma will bombard on PFMs, creating plenty of self-interstitial
atoms (SIAs) and vacancies in them [5]. These point defects further aggregate into small
vacancy clusters including voids and dislocation loops [6–10]. Experimental observations
showed voids and dislocation loops are major defect clusters in pure W at the low dpa
level (less than 1.54) in the temperature range from 300 to 900 ◦C [11]. The dislocation
loop can be either the vacancy dislocation loop or the interstitial dislocation loop with
different properties [10–13]. The existence of various irradiated defects makes the system
difficult to be understood. The interactions between them further complex the system,
which is believed to play an important role in the microstructural evolution of PFMs.
For examples, the dislocation loop can grow or shrink by absorbing SIAs and vacancies,
respectively [14,15]. Two dislocation loops attract or repel each other when they are in
different relative positions [16]. The dislocation loops and voids act as an obstacle to
the dislocation glide [17–23]. For the interaction between the dislocation loop and the
dislocation, it closely depends on the character and nature of the loop, and their relative
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positions and temperature [16,18–20]. For the interaction between voids and dislocations,
the presence of an edge dislocation in the vicinity of the void can generate a stress field
that impacts on the motion of the dislocation [23]. Therefore, understanding the interaction
between these defects is very important to explore their microscopic mechanism and thus
correlate them to the macroscopic mechanical properties [10,16,20,21,23].

Several previous studies focused on the interaction behaviors between vacancy-type
defects and dislocation loops in iron [23–26]. Dislocation loops act as biased sinks that
attract SIAs and vacancies. For the interaction between a vacancy and SIA clusters
(9-127SIAs), the vacancy can be annihilated only when it is placed along the edge of
the dislocation loop and parallel to the Burgers vector. When the vacancy is in a site next to
the center of the cluster, it does not annihilate with SIAs but affects the motion of the cluster,
reducing or even preventing its migration [24]. Furthermore, their interactions are temper-
ature and cluster size dependent. Thus, the vacancy has an influence on the movement
and evolution of the dislocation loop. When the vacancies aggregate into vacancy clusters,
they can further interact with the dislocation loop in a large distance. The vacancy clusters
can attract the dislocation loop due to the elastic interaction between them [27]. Molecular
dynamics (MD) simulations showed that when the vacancy cluster is placed within the
interaction distance to a 1/2[111] dislocation loop in W, it directly diffuses towards the
vacancy cluster. The diffusion speed of the dislocation loop is related to the shape, size, and
position of the vacancy clusters. The vacancy clusters can be annihilated eventually if the
dislocation loop is large enough [27]. However, although several studies of the interaction
between vacancy-defects and dislocation loops have been done for iron, there is still a lack
of relevant investigations on W, in which the stable structure of the interstitial crowdion
and the diffusion mechanism of the dislocation loop are different from that of ion [28,29].
Therefore, the objective of this work is to systematically investigate the interaction between
a dislocation loop and a vacancy-type defect in W.

In this work, we study the interaction behaviors of the dislocation loop and a vacancy,
di-vacancy, and vacancy clusters by using the molecular statics (MS) and MD simulations.
We first calculate the binding energies of two types of 1/2[111] dislocation loops to a
monovacancy. To validate the simulation results, the widely-used elasticity theory (ET)
is performed to calculate their binding energies [24–26]. Then we calculate the binding
energies of the 1/2[111] interstitial dislocation loop to a divacancy and a vacancy cluster
using MS simulations. The effect of the vacancy cluster on the mobility of the 1/2[111]
dislocation loop at different temperatures is also investigated using MD simulations. We
hope our results can provide useful datasets for large-scale simulations such as kinetic
Monte Carlo, cluster dynamics, and dislocation dynamics and help to study the long-term
and large-scale microstructure evolution in W under irradiation.

2. Simulation Details

We employ the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
software (Sandia National Laboratories, Albuquerque, NM, USA) to study the interaction
between a dislocation loop and vacancy-type defects including a vacancy, di-vacancy,
and vacancy cluster. A previous study indicated that nearly 60% of the dislocation loop
is the 1/2[111] dislocation loop in W at 0.4–30 dpa and temperatures between 300 and
750 ◦C [21]. The size of the dislocation loop is usually less than 20 nm with most of them
less than 6 nm [22]. Thus, we choose the 1/2[111] dislocation loop with its radius less than
6 nm. The embedded atom method (EAM) empirical interatomic potential developed by
Marinica et al., denoted as “EAM2”, is employed in our simulations, which has been used
to investigate the properties of dislocation loop [30,31].

The direction of X, Y, and Z is set as [112], [110], and [111], respectively. The simulation
box created by LAMMPS contains about 0.59 million atoms. Periodic boundary conditions
are imposed on all boundaries of the simulation box. The 1/2[111] dislocation loop is placed
at the center of the box and the vacancy-type defects are created at designed positions. The
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sketch of the simulation box and a schematic picture of the configuration of a 1/2[111]
dislocation loop and a vacancy-type defect is shown in Figure 1.

Figure 1. (a) The sketch of the simulation box. The green ring represents the 1/2[111] dislocation
loop. (b) The schematic picture of the configuration of a 1/2[111] dislocation loop and a vacancy-type
defect. The vacancy-type defect is placed at the position that is along three different directions.
Direction I is through the center of the dislocation loop and parallel to the Burgers vector. Position I is
along the Direction I and has a distance of 15 Å to the habit plane (HP). Direction II is along the edge
of the dislocation loop and parallel to the Burgers vector. Position II is along the Direction II and has
the distance of 15 Å to the HP. Direction III is through the center of the dislocation loop on the HP.

Binding energies can be used to evaluate the static interaction between a dislocation
loop and a vacancy-type defect. We first construct a 1/2[111] dislocation loop at the center
of the simulation box. Then we insert a vacancy-type defect at a certain position (Position I
and II) as shown in Figure 1b and relax the system to reach the equilibrium state by using
the conjugate gradient method. The binding energy of the loop to a vacancy-type defect is
given by:

Eb = E1 − E2 (1)

where E1 stands for the minimum energy of the system with a vacancy-type defect that
is far away from the dislocation loop to ensure that there is no interaction between them,
and E2 stands for the minimum energy of the system with a vacancy-type defect that is
in a specific position. A positive Eb represents the attraction of the dislocation loop to a
vacancy-type defect, while the negative value denotes the repulsion between them.

The elasticity theory is first used to verify our MS simulation results. A vacancy can be
regarded as a sphere whose elastic constants are zero. On the one hand, the elastic constant
of a vacancy is different from that of system, which will interfere with the existing elastic
field and produce the interaction energy E1

int. On the other hand, the stress produced by the
vacancy will interact with the original elastic field and produce the interaction energy E2

int.
According to the linear elasticity theory, the total interaction energy is equal to the sum
of the two energies E1

int and E2
int [32]. Then the interaction energy between a dislocation

loop and a vacancy can be obtained. The HP of the dislocation loop is (r, θ) with a radius
R. The center of the loop is at the origin and the Burgers vector is parallel to the Z axis.
The interaction energy between a vacancy and a loop can be calculated by the following
formula [32]:

E1
int(ξ, ρ) = −K2(1 − σ)Ω
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K =
b
R

μ

2(1 − σ)
(6)

In
m(ξ, ρ) =

∫ ∞

0
tn Jm(tρ)J1(t)e−ξtdt(n, m = 0, 1, 2) (7)

Φ(ξ, ρ) = (1 − 2σ)I1
0 − ξ I1

1 (8)

where (z, r) is the position of the vacancy, R is the dislocation loop radius, k and μ represents
the elastic constant tensor C12 and C44 of W, respectively. k1 and μ1 represent the elastic
constant of the vacancy, which equals 0. σ is the Poisson’s ratio. Ω is the volume of the
vacancy, and In

m(ξ, ρ) is a complete elliptic integral. The used elastic constant tensors of W
are C11 = 523 GPa, C12 = 203 GPa, and C44 = 160 Gpa.

3. Results and Discussion

We first use the MS to calculate the binding energies of the 1/2[111] interstitial disloca-
tion loop (IDL) and 1/2[111] vacancy dislocation loop (VDL) to a vacancy by varying the
type and size of the loop at 0 K. The binding energies of the IDL to a vacancy are compared
with that calculated by ET. We then simulate the binding energies of the IDL to a di-vacancy
and a vacancy cluster. Finally, the effects of the temperature and position of the vacancy
cluster on the mobility of the IDL are obtained by the MD simulations.

3.1. Interaction between an 1/2[111] IDL to a Vacancy

Two types of the 1/2[111] dislocation loop, IDL and VDL, can be experimentally
observed [21]. To understand the interaction mechanism of the IDL and VDL to a vacancy,
we calculate their binding energies by varying the relative position of the vacancy. Figure 2
depicts the binding energies of the IDL to a vacancy on the HP of the loop along the
Direction I and Direction II.

Figure 2. The distribution of binding energies of an IDL to a vacancy when the vacancy is placed
on the HP (a), along the Direction I (b), and along the Direction II (c), respectively. The inset figure
shows the binding energies at a small energy scale.
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The distribution of the binding energies of IDL (R = 40.0 Å) to a vacancy placed on
the HP (XY plane) is shown in Figure 2a. We choose the center of the loop as the origin
of the coordinate. The binding energy is calculated by creating a vacancy at every lattice
position on the HP. The color bar indicates the values of the binding energies of the IDL to
the vacancy. It can be seen that the binding energy is relatively small when the vacancy
is placed far away from the dislocation loop. The binding energy becomes large when
the vacancy is placed close to the edge of the IDL, where the vacancy can be absorbed.
We define the regime that the IDL can absorb the vacancy as their absorption area. This
absorption area has a ring-like shape and its width is defined as the absorption distance.
The calculated absorption distance is ~8.0 Å. The binding energies approach zero when the
vacancy is not in the absorption area.

Due to the symmetrical distribution of the binding energies on the HP as shown in
Figure 2a, we calculate the binding energies only along one particular direction to save
computational resources. Figure 2b shows the calculated distribution of binding energies
of the IDL to a vacancy as a function of their distance along the Direction I. With the
increase of the distance, the binding energies gradually decrease for the same sized IDL.
The binding energies are almost zero (<0.025 eV) when the distance is larger than 30.0 Å
for all sized IDL. As the radius of the IDL is increased from 10.0 Å to 50.0 Å, the highest
binding energy decreases from 0.25 eV to 0.01 eV. Figure 2c shows the distribution of the
binding energies between the IDL and vacancy as a function of their distance along the
Direction II. The binding energies remain constants within a certain distance for the same
sized IDL. This indicates the vacancy is absorbed by IDL. Beyond this distance, the binding
energies are nearly zero (<0.15 eV). This distance is defined as the absorption distance along
the Direction II. With the radius of the IDL increasing from 10.0 Å to 50.0 Å, the largest
binding energy decreases from 5.1 eV to 1.4 eV and the absorption distance is 14.0–17.0 Å.
There is no clear evidence that the IDL size has an influence on the absorption distance
based on our simulation results.

Comparing the binding energies calculated along the Direction I and Direction II, we
can find that the binding energies along the Direction II are always larger than that along
the Direction I for the same sized IDL with the same relative distance. This implies that
the attraction of the IDL to the vacancy is stronger along the Direction II than that of the
Direction I. The vacancy can be annihilated by IDL only when it is placed close to the edge
of the loop.

We find that a stable VDL cannot be formed in the system if the radius of the VDL is
smaller than 40.0 Å in our simulations. It will evolve into a void. Therefore, we construct
a series of VDLs with a radius of 40.0 Å to 60.0 Å. Figure 3 shows the distribution of the
binding energies of VDL to a vacancy on the HP of the loop along the Direction I and
Direction II, respectively.

The distribution of the calculated binding energies of the VDL (40.0 Å) to a vacancy
placed on the HP is shown in Figure 3a. It shows the absorption area of the VDL to a
vacancy also has a ring-like shape, which is very similar to the case of the IDL to a vacancy.
The largest binding energy is around 2.2 eV, which is smaller than that of the IDL to a
vacancy. The binding energies approach to zero when the vacancy is placed outside the
absorption area.

Figure 3b depicts the distribution of the binding energies as a function of their distance
along the Direction I. The binding energies are negative for all sized VDL, implying
the repulsive interaction between the VDL and the vacancy. The largest binding energy
increases from −0.032 eV to −0.02 eV with the radius of the VDL increasing from 40.0 Å
to 60.0 Å. As the distance increases, the value of the binding energy increases for the
same sized VDLs. If the distance is larger than 30.0 Å, the value of the binding energy is
less than 0.015 eV. The distribution of the binding energies as a function of their distance
along the Direction II is shown in Figure 3c. The largest binding energy decreases from
2.4 eV to 0.9 eV with the increase of the radius of the loop from 40.0 Å to 60.0 Å. Within
the absorption distance (~15.0 Å), the binding energy of a VDL to a vacancy decreases
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gradually that is different from the case of the IDL and a vacancy. Beyond this absorption
distance, the binding energies are nearly zero.

 

 

Figure 3. The distribution of binding energies of a VDL to a vacancy when the vacancy is placed on
(a) HP, along (b) the Direction I and (c) Direction II, respectively. The inset figure shows the binding
energies at a small energy scale.

Based on the above simulation results, the distribution of the binding energies of a
VDL to a vacancy are similar to that of an IDL to a vacancy. However, we find that the
binding energies of the IDL to a vacancy are positive while the binding energies of the VDL
to a vacancy are negative. Thus, the IDL can attract the vacancy while the VDL can slightly
repulse it along the Direction I. The reason can be explained by the distribution of the stress
for different dislocation loops. As shown in Figure 4a, there is a compressive stress inside
the IDL but a tensile stress outside it. While the signs of the stress are opposite for the VDL
as shown in Figure 4b. A vacancy is very easily combined with the IDL, which is the main
reason to have positive binding energies inside the IDL. The different distribution of the
stress contributes to the different interaction behaviors of the IDL and VDL to a vacancy.

 

Figure 4. The stress distributions of the (a) interstitial dislocation loop and (b) vacancy dislocation
loop with a radius of 40.0 Å.
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3.2. Comparison of the Binding Energies of IDL-Vacancy by Using ET and MS

To better understand the interaction behaviors between a vacancy and a 1/2[111] IDL,
we compare their binding energies with different relative positions calculated by using
both MS and ET as shown in Figure 5. The radius of the IDL is chosen as 40.0 Å as an
example. The vacancy is placed at several selected positions along the Direction II and
Direction III.

Figure 5. Comparison of the binding energies of the IDL (40.0 Å) to a vacancy calculated by MS and
ET along (a) the Direction II and (b) the Direction III, respectively.

Figure 5a shows the comparison of the binding energies between an IDL and a vacancy
calculated by ET and MS as a function of their distance along the Direction II. When the
distance is less than 14.0 Å, the binding energies calculated by ET decrease dramatically
from an infinity value to zero with increasing the distance, while the binding energies
calculated by MS are nearly a constant. The difference can be attributed to the ET cannot
accurately describe the stress field when two defects are close to each other, and also the
vacancy is completely absorbed by IDL in MS simulations that is not the case in ET. Beyond
this distance, the binding energies given by ET and MS are in good agreements. Figure 5b
shows the comparison of the binding energies calculated by the ET and MS as a function
of their distance along the Direction III. Based on the difference of the binding energies
between the IDL and a vacancy, we can categorize the distribution of the binding energies
into two different regimes, inside the absorption distance that is greater than 35.0 Å and
less than 42.0 Å and beyond the absorption distance. Within the absorption distance, the
binding energies predicted by ET tend to be infinity, while the binding energy given by MS
is 5.93 eV. Beyond the absorption distance, the binding energies calculated by ET agree well
with that given by MS. Furthermore, the stress inside the loop is larger than that outside the
loop as shown in Figure 4a. Thus, it can be seen from Figure 5b that the binding energies
given by ET are slightly larger for the vacancy placed inside the loop than that outside the
loop along the Direction III. In conclusion, we basically validate our MS simulation results
although the ET can not fully describe the interaction between an IDL and a vacancy.

3.3. Static Interaction of an IDL to a Di-Vacancy and a Vacancy Cluster

To investigate the interaction between the IDL to a di-vacancy and a vacancy cluster,
we calculate their binding energies along the Direction II and Direction III, respectively.
The configuration of the divacancy considered is 1NN, which was reported stable in W [6].
Figure 6 shows the distribution of the calculated binding energies between the different
sized IDLs and a di-vacancy as a function of their distance along the Direction I and II,
respectively. The variations of the binding energies with the distance and loop radius are
very similar to that of an IDL and a vacancy as shown in Figure 2. The largest binding
energy of the IDL to a divacancy is generally larger than that of the IDL to a vacancy. Along
the Direction I as shown in Figure 6a the largest binding energy decreases from 0.45 eV to
0.03 eV with increasing the radius of the IDL from 10.0 Å to 50.0 Å. The binding energy
reaches zero when the distance is larger than 40.0 Å for all sized IDLs. While along the
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Direction II as shown in Figure 6b, the largest binding energy decreases from 5.8 eV to 1.2 eV
with increasing the radius of the loop from 10.0 Å to 50.0 Å. The calculated absorption
distance ranges from 15.0 Å to 27.0 Å.

Figure 6. The distribution of binding energies of the different sized IDLs to a divacancy as a function of
their distance when the divacancy is placed along (a) the Direction I and (b) Direction II, respectively.
The inset figure shows the binding energies at a small energy scale.

Figure 7 depicts the calculated binding energies between the different sized IDLs and
a vacancy cluster as a function of their distance along the Direction I and II. Comparing to
the binding energies of the IDL to a vacancy and a di-vacancy as shown in Figures 5 and 6,
the distribution of the binding energies of IDL to a vacancy cluster as a function of their
distance shows a similar trend but larger values. Figure 7a shows the binding energy
decreases with the increase of their distance and the loop radius along the Direction I. The
largest binding energy decreases from 3.4 eV to 0.05 eV with increasing the radius of the
loop from 10.0 Å to 50.0 Å. The binding energy is almost zero when the distance is longer
than 40.0 Å for all sized IDLs. While along the Direction II as shown in Figure 7b, the largest
binding energy decreases from 12.0 eV to 6.2 eV as the IDL radius increases from 10.0 Å to
50.0 Å. The absorption distance ranges from 22.0 Å to 32.0 Å. Therefore, as the number of
vacancies increases, the binding energies increase gradually for the same sized IDL and
the same distance. Besides, the distribution of the binding energies of the IDL to various
vacancy-type defects as a function of the distance along the Direction I and II is similar.
Based on the same trend of the distribution of the binding energies between the IDL and
vacancy-type defects, we can conclude that they have similar interaction behaviors.

3.4. Dynamic Interaction between an IDL and a Vacancy Cluster

A previous study showed that the IDL exhibits a fast one-dimensional motion along
the <111> direction in W[16]. The existence of a vacancy inside the IDL can inhibit its
motion, which also closely depends on the IDL size and temperature [24]. Besides, the
number of the vacancies can also have a large influence on the movement of the IDL or
even absorb it [27]. Therefore, the vacancy cluster plays an important role in the evolution
of the IDL and needs to be investigated systemically.

We calculate the movement distance of the IDL (10.0Å) along the Burgers vector with
a vacancy cluster (containing eight vacancies) by varying its position and temperature. The
movement distances of the IDL along the Burgers vector as a function of the simulation
time at different temperatures are shown in Figure 8. The inset pictures show the movement
distance of the IDL at the initial stage (0–150 ps). The interaction between the IDL and the
vacancy cluster largely depends on the temperature.
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Figure 7. The distribution of binding energies of the different sized IDLs to a vacancy cluster
(containing eight vacancies) as a function of their distance when the vacancy clusters is placed along
the (a) Direction I and (b) Direction II, respectively. The inset figure shows the binding energies at a
small energy scale.

Figure 8. The movement distance of the IDL along the Burgers vector when a vacancy cluster is
placed at (a) Position I and (b) Position II, respectively.

Figure 8a shows the movement distance of the IDL with the vacancy cluster placed
at the position I as a function of the simulation time at different temperatures. We can see
that the IDL will diffuse towards the vacancy cluster at the initial stage as shown in the
insert figure. Then the IDL is captured by the vacancy cluster for all temperatures. At a
temperature below 1200 K, the simulation results show the IDL is pinned by the vacancy
cluster and immobile. At a temperature above 1500 K, the IDL can move after 400 ps
and 800 ps, respectively. Based on the analysis of the evolution of the microstructure, the
vacancy cluster first attracts the IDL to drive it to the position of the vacancy cluster, then
the vacancies inside the cluster will be absorbed by IDL. However, not all vacancies in
the vacancy cluster will be absorbed. The left vacancies will inhibit the movement of the
IDL. At a temperature above 1200 K, the vacancy captured inside the IDL can migrate
towards the edge of the IDL, and then the vacancy can be annihilated. Finally, the loop
mobility is recovered. Figure 8b shows the calculated movement distance of the IDL with a
vacancy cluster placed at Position II at several selected times. It is shown that the interaction
behavior is very similar to that with a vacancy cluster placed at Position I. While the IDL
requires a higher temperature of 1800K than that at Position I to unpin the vacancy cluster.

In conclusion, the movement distance of the IDL depends on the position of the
vacancy cluster and temperature. At low temperature, the IDL is pinned by the vacancy
cluster, while it can move at high temperature because it can promote the recombination of
the IDL and the vacancy. Besides, the attracting capability of the IDL by the vacancy cluster
placed at Position II is stronger than it placed at Position I.
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4. Conclusions

In this work, we employ an atomic simulation to investigate the interaction behaviors
between a dislocation loop and vacancy-type defects including a vacancy, di-vacancy,
and vacancy cluster. The distribution of the binding energies of an 1/2[111] interstitial
dislocation loop (IDL) to a vacancy is different from that of a 1/2[111] vacancy dislocation
loop (VDL) to a vacancy. When the vacancy is adjacent to the center of the loop, the VDL
repulses the vacancy, but the IDL attracts it due to their different stress distributions. The
binding energies calculated by elasticity theory (ET) and molecular statics simulations
show that they are consistent when they are far away from each other, but it has a large
derivation when they are close due to the ET has a difficulty in accurately predicting
the stress near the core of the loop. The interaction behaviors between the IDL and a
di-vacancy are very similar to that of the IDL and a vacancy. Furthermore, a vacancy
cluster (containing 8 vacancies) can hinder the motion of the IDL, which depends on the
temperature and their relative position. No matter where the vacancy cluster is, the IDL
absorbs a part of the vacancies in the cluster and the unabsorbed vacancies will inhibit the
motion of the dislocation loop at low temperatures. While the mobility of IDL is recovered
at high temperature by absorbing all vacancies in nanoseconds. Therefore, the temperature
and position dependent interaction of the IDL and a vacancy cluster should be taken
into account in modeling the microstructure evolution during irradiation. These obtained
binding energies and absorption distances provide input parameters for the kinetic Monte
Carlo, cluster dynamics, and dislocation dynamics simulations.
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Abstract: Liquid Na is widely used as the heat transfer medium in high-temperature heat pipes based
on Mo-Re alloys. In this study, ab initio molecular dynamics are employed in order to understand the
interactions between the Na solvent and Mo or Re solute in the liquid phase. Both the temperature
and concentration effects on the clustering and diffusion behaviors of solute atoms are investigated.
It is found that Mo2 and Re2 dimers can be stabilized in liquid Na, and the higher temperature leads
to a stronger binding force. Pure Re and Mo-Re mixed solutes can form tetramers at the highest
concentration. However, for the pure Mo solute, Mo4 is not observed. The diffusivities of a single
solute atom and clusters are calculated. It is found that the Mo species diffuse faster than the Re
species, and the diffusivity decreases as the cluster size increases.

Keywords: clustering; diffusivity; Na solvent; Mo or Re solute; ab initio molecular dynamics

1. Introduction

In recent years, photovoltaic cells, electrochemical energy storage devices and wind
turbines have been greatly improved to reduce the energy risk and environmental prob-
lems caused by the utilization of fossil fuels [1–4]. However, these sustainable energy
technologies have not met the demand of the fast developed modern society. Going beyond
the technologies discussed above, nuclear fission has been delivering green and reliable
energy for half a century, and nuclear energy is a competitive candidate to mitigate energy
risks [5–7]. In addition, nuclear energy is also expected to power spacecraft [8,9].

Heat pipes (HPs) are the key device in the nuclear energy system for achieving a high
efficiency and safety. In nuclear reactors, the high-temperature HPs usually use liquid
sodium (Na) as the heat transfer medium, because liquid Na possesses a high latent heat
of vaporization, low saturated vapor pressure and outstanding heat conductivity [10].
Molybdenum (Mo) alloys with a low rhenium (Re) content can be used as structural
materials in high-temperature HPs for nuclear application due to its high melting point,
good mechanical properties and adequate irradiation resistance [11,12]. The Mo-based HPs
accompanied with liquid Na working fluid can be operated at the temperature window
of approximately 1000 K to 1700 K [13]. Comparing with other refractory metals, Mo also
exhibits a relatively higher corrosion resistance to liquid alkali metal. Inoue et al. [14]
reported that Mo alloys showed a better corrosion resistance than Nb alloys in a liquid
Na environment. Saito et al. [15] studied the corrosion of niobium (Nb)-based alloys and
Mo-based alloys, and found that the weight of the corrosion product of Mo alloys was ten
times smaller than that of the Nb alloys in liquid lithium (Li). In addition, their results also
demonstrated that metal elements in Nb alloys are dissolved more easily.

The dissolution, migration and precipitation of alloy elements in HPs can change the
properties of the material surface, which is harmful for the performance of HPs [16–18]. For
Mo-based HPs using Na as the working fluid, it is still not well understood how Mo and
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Re atoms diffuse and accumulate in the Na solvent at the atomic scale. In the last few years,
ab initio molecular dynamics (AIMD) have been successfully employed to investigate the
properties of liquid alkali metal at extreme conditions [19–21]. In our present study, AIMD
simulations are performed to reveal the interactions between liquid Na and Mo or Re
solute atoms.

2. Computational Methods

All simulations in this study were performed on Vienna ab initio Simulation Pack-
age (VASP) [22,23] based on the density functional theory (DFT) [24,25]. The projector
augmented-wave (PAW) method [26] was employed for describing the ion—electron inter-
actions and the Perdew−Burke−Ernzerhof (PBE) functional [27] was used to describe the
electron—electron exchange correlations. All AIMD simulations were carried out using
NVT ensemble with the 400 eV energy cutoff of plane wave basis sets. AIMD simulations
were run for at least 60 ps with a timestep of 2 fs. Only the Γ point was sampled in the first
Brillouin zone.

The liquid metal model was constructed by randomly distributing Na atoms in a
15 × 15 × 15 Å3 box with a three-dimensional boundary condition. The number of Na
atoms was determined by the liquid Na density reported by Argonne National Labora-
tory [28]. In this study, three temperature conditions of 700 K, 1100 K and 1600 K are
considered, and corresponding number of Na atoms in the model are 75, 67 and 56, respec-
tively, which correspond to the liquid Na density of 852 kg/m3, 756 kg/m3 and 626 kg/m3,
as reported in Ref. [28].

3. Results and Discussion

In this study, the pair correlation function g(r) is generated by the VASPKIT code [29]
in order to characterize the structure of the liquid metal system. The function g(r) is
formalized as

g(r) =
1

4πr2
1

Nρ

N

∑
i = 1

N

∑
j �= i

< δ
(
r − ∣∣ri − rj

∣∣) > (1)

where r is the radial distance, N is the total number of atoms in the modeling system and ρ
is the average density of the system. The purpose of normalizing the g(r) function by the
density is to ensure that the radial distribution approaches unity for the long radial distance.
Following Equation (1), the partial pair correlation function between two elements A and B
can be written as

gAB(r) =
1

4πr2
N

NANBρ

N

∑
i ∈ A

N

∑
j ∈ B, j �= i

< δ
(
r − ∣∣ri − rj

∣∣) > (2)

Figure 1 shows the total pair correlation function g(r) of liquid Na at 700 K, 1100 K
and 1600 K after a 60 ps simulation. The primary peak of g(r) is located between 3 Å and
4 Å, which agrees well with Li et al’s AIMD results [21]. It is interesting that our present
simulation shows that there is a small peak before the primary peak at a relatively low
temperature, and that this small peak disappears at 1600 K. This small peak was also
experimentally observed in the g(r) function of liquid cesium when the temperature was
below 400 K [30]. Figure 1 also demonstrates that the primary peak decreases and broadens
obviously as the temperature increases. This phenomenon was also reported by Bickham
and his collaborators [31].
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Figure 1. Total pair correlation function of liquid sodium at different temperature conditions.

The self-diffusion of Na atoms in the liquid phase is also evaluated. The diffusivity
(D) can be calculated based on the Einstein–Stokes equation:

lim
t→∞

< R2(t) > = 6Dt (3)

here, < R2(t) > is the averaging mean-square displacement of Na. When recording the
data, the system is equilibrated for 30 ps first, and then another 30 ps of simulation is run
for collecting data.

According to the present study, the Na diffusivities are 13.2× 10−5 cm2/s, 21.4 × 10−5 cm2/s
and 32.6 × 10−5 cm2/s at 700 K, respectively. According to the result of Li et al, the Na
self-diffusion coefficient at 723 K was 12.8 × 10−5 cm2/s [21], which is close to our present
study. Based on experimental data, Meyer fitted an equation to predict the Na self-diffusion
coefficient as [32]

D = 1.01 × 10−3 exp
(
−10, 174

RT

)
(4)

It is worth noting that, in Meyer’s work, the experimental data were collected below
the temperature of 500 K. According to Equation (4), the Na self-diffusion coefficient
is 19.2 cm−2/s at 700 K, which is higher than the present and previous AIMD results.
However, all computational results yield a magnitude order of 10−5 cm2/s.

The liquid Na system with Mo or Re atoms is modeled by replacing Na atoms with so-
lute atoms. The effect of the solute concentration on the diffusion and clustering behaviors
are investigated in the present study. Here, replacing one Na atom with a solute atom in
the 15 × 15 × 15 Å3 computational domain corresponds to a concentration of 0.5 mol/L,
replacing two Na atoms with solute atoms corresponds to 1 mol/L and replacing four Na
atoms with solute atoms corresponds to 2 mol/L.

Figure 2 shows the partial pair correlation function of one solute atom in the computa-
tional domain (0.5 mol/L). It is found that the primary peak of the Mo-Na pair is lower
than that of the Re-Na pair. Compared with the Re-Na pair, the primary peak position
of the Mo-Na pair also shifts to the right. Therefore, it can be inferred that the solute Re
atom can coordinate with more Na atoms than the solute Mo atom. The Bader charge
analysis [33] is also performed in order to understand the interaction between the solute
and the solvent from the aspect of the electronic structure. It is found that the net charge
on the Mo atom is approximately −2.2~−3.0 |e|, and the net charge on the Re atom is
approximately −2.8~−3.4 |e|. There is more negative charge transferred from the solvent
atoms to the Re atom, which leads to the stronger Re-Na bonds.
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Figure 2. Partial pair correlation function of 0.5 mol/L solute atoms at the temperature of (a) 700 K,
(b) 1100 K and (c) 1600 K.

At the relatively higher concentration, the clustering of solute atoms is observed.
Snapshots in Figure 3 show the final structures of the two solute atoms in liquid Na at
different temperatures after 60 ps AIMD simulations. It is interesting to find that the solute
atoms can stabilize as a dimer in the liquid Na. Figure 4 demonstrates the Mo-Mo distance
evolution during the AIMD simulation. The dimer is dynamically stable once it forms, and
the average Mo-Mo bond length is 1.79 Å, 1.85 Å and 1.91 Å at 700 K, 1100 K and 1600 K,
respectively. Here the Mo-Mo bond length is calculated based on the last 1000 AIMD steps.
At 700 K, the dimer forms after 38 ps, and the increase in temperature can speed up the
formation of the dimers. It should be noted that Figure 4 cannot reflect the dimerization
rate because each case is only run once.

The thermodynamic stability of the dimer is also estimated by the binding energy,
which is expressed as

Eb = 2EM1 NaN−1 −
(
ENaN + EM2 NaN−2

)
(5)

Here, ENa N is the energy of the pure liquid Na without solute atoms, EM1 NaN−1 is the
liquid Na system with one solute atom, EM2 NaN−2 is the energy of the system with two so-
lute atoms and the subscript “N” represents the number of atoms in the model. All energetic
terms are the average value of the last 1000 simulation steps. Table 1 shows the binding
energy of dimers at different temperature conditions. The positive binding energy indicates
that forming dimers is an exothermic reaction and that dimers are thermodynamically
stable at the temperature range of 700 K to 1600 K.

Table 1. Biding energy of Mo2 and Re2 dimers at different temperature.

Temperature (K)
Binding Energy, Eb (eV)

Mo2 Re2

700 5.46 3.83
1100 7.35 4.53
1600 7.95 5.29
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Figure 3. Snapshots of two solute atoms (1 mol/L) in liquid Na at different temperatures after 60 ps
AIMD simulation: (a–c) Mo atoms in liquid Na at 700 K, 1100 K and 1600 K, respectively; (d–f) Re
atoms in liquid Na at 700 K, 1100 K and 1600 K, respectively. Violet spheres, yellow spheres and
green spheres represent Na atoms, Mo atoms and Re atoms, respectively.

Figure 4. Mo-Mo distance evolution for two Mo atoms in the liquid Na system at different temperatures.

It is worth noting that the binding energy increases as the temperature increases. The
Bader charge analysis is performed to calculate the net charge on dimers shown in Figure 5.
The net charge on Mo2 is −3.6 |e| at 700 K, −2.4 |e| at 1100 K and −2.1 |e| at 1600 K.
As discussed in Figure 2, the solute atom captures electrons from surrounding Na atoms,
and fewer Na atoms coordinate with the solute atom when increasing the temperature.
Therefore, the Mo2 dimer at a higher temperature gains less of a net charge. It is worth
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noting that the binding energy of the dimer is proportional to the net charge (Figure 5).
For the Mo2 molecule, the lowest unoccupied molecular orbital (LUMO) is empty doubly
degenerate δ∗4d antibonding orbitals. The migration of electrons from the Na atoms to the
Mo2 dimer will occupy these antibonding orbitals. As the occupation of the antibonding
orbitals increases, the Mo-Mo interaction weakens, which leads to a lowering of the binding
energy. The net charge of the Re2 dimer is −4.1 |e| at 700 K, −3.9 |e| at 1100 K and
−2.3 |e| at 1600 K. As with the Mo2 dimer, the binding energy of the Re2 dimer is also
proportional to the net charge. It is worth noting that Re 5d orbitals have one more electron
than Mo 4d orbitals. When forming a neutral Re2 dimer, its δ∗5d antibonding orbitals are
halfly occupied, which indicates that the bond of neutral Mo2 is weaker than Re2. In
addition, the Re2 dimer can capture more electrons from the Na solvent than the Mo2 dimer.
Hence, the occupation of the antibonding orbitals of Re2 in the liquid Na is much higher
than Mo2, which results in the much lower binding energy. Taking Re2 in liquid Na at
700 K, for instance, the net charge on this diatomic molecule is −4.1 |e|. In this case, the
antibonding δ∗5d orbitals are fully occupied, and the antibonding π∗

5d orbitals are also halfly
occupied, which lead to the lowest binding energy of 3.83 eV.

Figure 5. The relationship between the binding energy of the dimer and the net charge.

The clustering behaviors of four solute atoms (corresponding to the concentration of
2 mol/L) in the liquid Na are investigated. The solute atoms can be four Mo atoms, four
Re atoms or a mixture of two Mo atoms and two Re atoms. Figure 6 shows the total pair
correlation function of the liquid system after a 60 ps simulation. For models including
four Mo atoms, they still exhibit the typical liquid characterization, as shown in Figure 1.
However, obvious peaks located around 2 Å can be found in Figure 6e–i. These peaks can
be attributed to the segregation of solute atoms [21]. The atomic configurations of liquid
systems after the 60 ps AIMD simulation are shown in Figure 7. It is interesting that the Mo
solute and Re solute exhibit relatively different behaviors. Four Mo atoms form two Mo2
dimers, but cannot form a stable Mo4 tetramer. It should be noticed that these two dimers
interact with each other and diffuse together (see videos in the Supplementary Material).

For the Re solute, Re4 is observed at 1100 K and 1600 K after a 60 ps simulation. Li et al.
also found a cerium tetramer (Ce4) in the liquid Na using the AIMD simulation [21]. In
their study, forming Ce4 was attributed to the rejection of the liquid phase to the solute
atoms. However, our simulation has demonstrated that there are attractive interactions
between solvent Na atoms and Re atoms. It is known that the outmost shell of a Na atom
is 3s orbital, whereas the outmost shell of a Re atom is 5d orbital. The energy level of the
former is much lower than the latter. According to the linear combination of the atomic
orbitals–molecular orbitals (LCAO-MO) theory, molecular orbitals are always formed by
atomic orbitals with a small energy difference. Therefore, the Re-Re attractive interaction is
stronger than that of the Re-Mo pair, which leads to the forming of the large Re cluster in
the liquid Na. For the mixed solute, the formation of Mo2Re2 is also observed, as shown
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in Figures 6g–i and 7g–i. The spin states of dimers and tetramers are also investigated.
It is found that the Mo species does not show spin polarization. For the Re species, the
magnetic momentum of Re2 is around 0.8 μb per Re atom, whereas Re4 does not show an
obvious spin polarization.

Figure 6. Total pair correlation function of four solute atoms in liquid Na at different systems:
(a–c) four Mo atoms in liquid Na at 700 K, 1100 K and 1600 K, respectively; (d–f) four Re atoms in
liquid at different temperatures; (g–i) two Mo atoms and two Re atoms in liquid Na at different
temperatures.
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Figure 7. Structures of four solute atoms in liquid Na after 60 ps AIMD simulation: (a–c) four Mo atoms in liquid Na at
700 K, 1100 K and 1600 K; (d–e) four Re atoms in liquid Na at different temperatures; (g–i) two Mo atoms and two Re atoms
in liquid Na at different temperatures.

In the present work, the accumulation behavior of six Mo or Re atoms is investigated
at 1600 K. It is found that Mo atoms will form three interacting Mo2 dimers, whereas Re
atoms form an octahedral-like Re6 cluster.

Understanding mass transport is essential for evaluating the performance and service
life of alkali metal high-temperature heat pipes. In the present study, the diffusivities of
single solute atoms and small clusters are calculated and shown in Figure 8. As expected,
the diffusivity of any species is dependent on the temperature, and a higher temperature
leads to a faster diffusion. In addition, the increase in cluster size can reduce the diffusivity.
The diffusivities of the Mox (x = 1, 2, 4) clusters are approximately two times as high as
those of the Rex clusters, because the atomic weight of Mo (95.94 a. u.) is only half of
the atomic weight of Re (186.2 a. u.). The diffusivity of a single Re atom is even lower
than the Mo2 cluster. As discussed above, there are not any stable Mo4 clusters formed
during the AIMD simulation, but two Mo2 clusters can interact with each other and move
together. The interaction between the two Mo2 dimers can enhance the diffusion effects
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at low-temperature conditions, as shown in Figure 8. At 700 K, the diffusivity of one
Mo2 dimer is 2.53 × 10−5 cm2/s, whereas the diffusivity of two interacting Mo2 dimers
is 2.81 × 10−5 cm2/s. At 1100 K, the diffusivity of two interacting Mo2 dimers is also
approximately 0.3 × 10−5 cm2/s higher than that of a Mo2 dimer.

Figure 8. Diffusivity of Mo and Re clusters in liquid Na at different temperatures.

4. Conclusions

In this study, AIMD simulations are performed in order to understand the clustering
and diffusion behaviors of Mo and Re atoms in liquid Na. For a single solute atom, the
Re-Na interaction is stronger than the Mo-Na interaction. For models with two solute
atoms, both Mo2 dimers and Re2 dimers are found in the Na solvent. The binding energy
of the dimer is proportional to the occupation of the antibonding orbitals of the dimer.
The higher occupation always leads to a lower binding energy. For models with four
solute atoms, four Mo atoms form two interacting Mo2 dimers, but a stable Mo4 tetramer
is not observed. However, for the pure Re solute or mixed solute, a stable tetramer is
observed. The diffusivity of the Mo species is much faster than that of the Re species, and
the diffusivity decreases as the cluster size increases.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/met11091430/s1, Video S1: Trajectory of four Mo atoms in Na at 1600 K; Video S2: Trajectory
of four Re atoms in Na at 1600 K.
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Abstract: Molybdenum-rhenium alloys are usually used as the wall materials for high-temperature
heat pipes using liquid sodium as heat-transfer medium. The corrosion of Mo in liquid Na is a key
challenge for heat pipes. In addition, oxygen impurity also plays an important role in affecting the
alloy resistance to Na liquid. In this article, the adsorption and diffusion behaviors of Na atom on
Mo (110) surface are theoretically studied using first-principles approach, and the effects of alloy
Re and impurity O atoms are investigated. The result shows that the Re alloy atom can strengthen
the attractive interactions between Na/O and the Mo substrate, and the existence of Na or O atom
on the Mo surface can slower down the Na diffusion by increasing diffusion barrier. The surface
vacancy formation energy is also calculated. For the Mo (110) surface, the Na/O co-adsorption can
lead to a low vacancy formation energy of 0.47 eV, which indicates the dissolution of Mo is a potential
corrosion mechanism in the liquid Na environment with O impurities. It is worth noting that Re
substitution atom can protect the Mo surface by increasing the vacancy formation energy to 1.06 eV.

Keywords: Mo-Re alloy; Na adsorption and diffusion; surface vacancy; first-principles calculation

1. Introduction

Alkali metal heat pipes (HPs) are initially designed for heat transfer in space nuclear
power systems, of which the operating temperature is typically from 800 K to 1800 K. HPs
using alkali metals are also promising in advanced energy and power systems such as high-
efficiency waste heat utilization [1], hypersonic vehicles [2], and molten salt reactors [3].

A heat pipe consists of a sealed shell, wick structure and a vapor chamber containing
working fluid, which is normally filled after the shell is evacuated [4]. Heat transfer in a
heat pipe is achieved passively by the phase change and the circulation of the working
fluid [5]. Different types of working fluid and shell material are adopted in heat pipes used
under different working conditions. The type of heat pipe can be divided into four main
types according to their working temperature: low temperature heat pipe (−270~0 ◦C),
normal temperature heat pipe (0~200 ◦C), medium temperature heat pipe (200~600 ◦C)
and high temperature heat pipe (above 600 ◦C) [6].

Alkali metal heat pipes operating at temperature above 800 K have typically been
constructed taking liquid alkali metal: potassium, sodium, or lithium as the working fluid
due to their high-power capacity and great thermal stability [7]. For alkali metal heat
pipes used in nuclear power systems, a key requirement is the compatibility of structure
materials with both nuclear fuel and alkali metal [8]. Refractory metals and alloys, for
owning both high creep strength at high temperatures and excellent compatibility with
alkali liquid metals as well as nuclear fuel, are often applied as the shell material of alkali
metal heat pipes [9]. Molybdenum (Mo) is a kind of refractory metal that is reported to be
one of the greatest candidates for use of alkali metal heat pipe walls [10–13]. Recently, Mo
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alloys are also considered as structural materials using in nuclear reactors [14,15]. However,
pure Mo becomes brittle at about room temperature and below, which impacts heavily
not only on the fabrication of heat pipes, but also the transportation process that easily
leading to heat pipe breakage [16,17]. To tackle this problem, adding rhenium (Re) into
pure molybdenum is found to be effective in enhancing low temperature ductility while
also improving the high-temperature strength and creep resistance, known as the “rhenium
effect” [18,19]. Mo-Re alloy has great advantage in high temperature heat pipes, where the
operating environment is usually highly oxidizing and corrosive.

One issue for Mo-Re alloy in the heat pipe is the corrosion induced by the liquid metal
working fluid and impurities. Studies have shown that dissolution, mass transfer and
impurity reactions are the major corrosion mechanisms in refractory metal-alkali systems.
Meanwhile, the most serious corrosion problems encountered are related to impurity
reactions associated with oxygen [20]. Even though the addition of Re can improve the
low temperature ductility, creep resistance and high temperature strength, it is not known
that whether the Re atom could bring an improvement on the corrosion resistance of Mo.
In addition, as the existence of oxygen (O) could lead to serious corrosion problems, it is
important to learn the chemical interaction between O and Mo surface [21]. In this study,
we used a first-principles approach to investigate basic properties such as adsorption,
diffusion properties of Na atom and O atom on the pure Mo (110) surface and Mo-Re (110)
surface. In addition, the formation of surface vacancy was calculated for evaluating if the
adsorbates can prevent Mo from dissolution.

2. Computational Methods and Model

We employed the Vienna Ab-initio Simulation Package (VASP, version 5.4, developed
by Vienna University) [22,23] to carry out our first-principles calculations. All calculations
were implemented based on density-functional theory (DFT) [24,25], using a plane wave
basis set [26]. The interactions between the core and valence electrons were described with
the projector augmented wave (PAW) approach [27,28]. Generalized gradient approxima-
tion (GGA) of the Perdew–Burke–Ernzerhof (PBE) functional [29] was adopted in all the
calculations. An energy cut-off for the plane-wave basis set was set to 380 eV for both
the relaxed and static computations. The residual force for structure optimization was
less than 0.02 eV/Å. The 7 × 7 × 1 k-point grids generated by the Monkhorst–Pack (MP)
technique [30] was found to be sufficient for the present study.

The Mo (110) surface was used to explore the interaction between Na/O atoms and
the Mo substrate because the Mo (110) surface has the lowest surface energy as reported
in Materials Project Database [31]. Mo (110)-(2 × 2) surface cell was represented by a
5-layers slab model (8 atoms per layer) with the vacuum thickness of 10 Å. The upper two
layers were fully relaxed and the bottom three layers were fixed as the bulk phase during
structure optimization. In this study, we also investigated the effect of alloy element Re on
the adsorption of Na and O atoms. For Mo-Re alloy, when the weight percentage of Re is
less than 14%, Re atoms randomly replace Mo atoms at the lattice site [32]. We considered
three adsorption sites for the Na and O atom on Mo/Mo-Re alloy: TOP site, Bridge site
and Hollow site of Mo/Mo-Re (110) surface. Top site is located over the Mo atoms of the
topmost layer, and bridge site is located between the two Mo atoms of the topmost layer,
while Hollow site is above the Mo atoms of the second layer, as is shown in Figure 1. For one
atom adsorbed on the (110)-(2 × 1) surface cell, the corresponding coverage (Θ) is 1

8 ML.
The climbing image nudged-elastic-band (CI-NEB) method was employed to calcu-

late the Na diffusion barriers between two most stable adsorption sites on Mo/Mo-Re
(110) surface [33].
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Figure 1. Structure of Mo/Mo-Re (110) surfaces and adsorption sites: (a) side view of Mo/Mo-Re (110) slab model; (b) Top
view of Mo (110) surface and (c) top view of Mo-Re surface. Blue and green spheres represent Mo atoms, and yellow spheres
represent Re atoms.

3. Results and Discussion

3.1. Model Verification

Molybdenum (Mo) has a body centered cubic (bcc) structure with an experimental
lattice constant of 3.14 Å [34] and each conventional cell has 2 atoms. The theoretical lattice
constant found in this study is 3.15 Å which agrees well with the experimental value.

In order to find out the thermodynamically most stable surface structure of bcc-Mo,
the surface energy is calculated by the following equation:

σ = (Eslab − n × Ebulk)/(2A) (1)

where A is the surface area and n is the number of atoms in the slab model, Eslab is the total
energy of the surface, Ebulk is the energy per Mo atom of the ground state structure.

The surface energies of low-index Mo surfaces are shown in Table 1. The surface
energies of Mo (100), Mo (110) and Mo (111) are 0.22 eV/Å2, 0.17 eV/Å2 and 0.18 eV/Å2,
respectively. Our results are the same with date reported in Materials Project Database [31].
All above results demonstrate that the input parameters and surface models used in
the present study are reliable. In addition, considering that Mo (110) surface has the
lowest surface energy, we focus on understanding Na and O adsorption properties on this
energetically most stable surface.

Table 1. Surface energies of low-index surfaces.

Surface Energy(eV/Å2)

Surface Present Calculation Materials Project Database
(100) 0.22 0.22
(110) 0.17 0.17
(111) 0.18 0.18

3.2. Na Atom and O Atom Adsorption

The adsorption behaviors of Sodium atom on both Mo (110) and Mo-Re (110) surfaces
are investigated firstly. In the current calculations, the adsorption energy for the Na atom
adsorbed on the Mo (110) or Mo-Re (110) surfaces is defined as:

Eads = E(Mo/Mo−Re)−Na − E(Mo/Mo−Re)slab − ENa (2)
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Here E(Mo/Mo−Re)−Na is the total energy of the adsorbate–substrate system, E(Mo/Mo−Re)slab
is the total energy of the clean Mo/Mo-Re surface, and ENa is the average energy of BCC Na.
A negative Eads value indicates the attractive interaction between the adsorbate and the
substrate. The more negative adsorption energy implies the stronger attractive interaction
between the adsorbate and the substrate.

Figure 2 shows the Initial states and final states of Na adsorption Mo (110) and Mo-
Re (110) surfaces. The adsorption energies and structural parameters of Na on Mo or
Mo-Re (110) surfaces are given in Table 2. For the Mo (110) surface, the hollow site is the
energetically most favored for Na adsorption and the corresponding energy is −0.51 eV. The
Bridge site is second preferred for Na adsorption with the adsorption energy of −0.44 eV.
The Top site is a stable one for Na adsorption, but the adsorption energy is only −0.35 eV.
For Mo-Re (110) surface, all un-equivalent Top, Hollow and Bridge sites are considered
for Na adsorption. For each type of adsorption site, only the initial and final sites with the
lowest energy are collected and shown in Figure 2 and Table 2. Compared with the pristine
Mo (110) surface, Mo-Re (110) surface provides stronger affinity to the Na atom. It is worth
noting that the Na atom initially placed at the Bridge site moves towards the Re atom after
the structure optimization, as can be seen in Figure 2f, and this configuration delivers the
lowest adsorption energy of −0.60 eV. The adsorption energies of Na adsorption on the
Top site and Hollow site of Mo-Re (110) surface are −0.43 eV and −0.56 eV, respectively.
The average vertical distance between adsorbed Na atom and the top layer (dNa−sur) is also
listed in Table 2. It is interesting to found that the Na adsorption energy is proportional to
dNa−sur f (Figure 3). A shorter distance between the Na atom and the top layer indicates a
stronger attractive interaction. Both energetical and geometric parameters indicate that
the Re atom can strengthen the attractive interaction between Na and the Mo surface. The
electronic structure is analyzed for understanding the effect of Re atom on Na adsorption.
On the Mo (110) surface, the Na atom only interacts with Mo atoms in the upmost layer, as
shown in Figure 4a. The Re atom can significantly affect the charge redistribution induced
a by Na adsorption. As shown in Figure 4b, electrons from the Mo settled in the second
atomic layer migrate to the first layer, resulting to great electron accumulation. In this case,
the columbic attraction between the Na atom and the substrate is enhanced and lead to a
lower adsorption energy.

Figure 2. Initial and final configurations of Na adsorption on Mo (110) and Mo-Re (110) surfaces.
Snaps (a–c) show Na atoms initially placed at Top site, Hollow site and Bridge site of Mo (110) surface.
Snaps (d–f) show Na atoms initially placed at Top site, Hollow site and Bridge site of Mo-Re (110)
surface. Blue and green spheres represent Mo atoms in the first layer and the second layer. Yellow
and purple spheres represent Re atoms and Na atoms, respectively.
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Table 2. Adsorption energy of Na on Mo (110) and Mo-Re (110) surfaces. Eads is the adsorption energy,
and dNa−sur f is the vertical distance between the adsorbate and the top layer of the slab model.

Surface Initial Site dNa−sur (Å) Eads (eV) Final Site

Mo (110)
Top 2.92 −0.35 Top

Hollow 2.74 −0.51 Hollow
Bridge 2.82 −0.44 Bridge

Mo-Re (110)
Top 2.82 −0.43 Top

Hollow 2.71 −0.56 Hollow
Bridge 2.68 −0.60 Bridge

Figure 3. Na adsorption energy as the function of the average distance between the Na atom and the
top layer of the substrate.

Figure 4. Difference charge density of Na adsorption at the hollow site of (a) Mo (110) surface and
(b) Mo-Re (110) surface. The red isosurface represent the electron accumulation region, while the
green isosurface represent the electron depletion region. The Re atom is located in the center of Mo
(110) surface, as shown in Figure 1c.
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The adsorption energies of O on Mo and Mo-Re (110) surfaces are also investigated
in the present study (Table 3). The adsorption energy for the O atom adsorbed on the
Mo/Mo-Re (110) surfaces is defined as

Eads = E(Mo/Mo−Re)−O − E(Mo/Mo−Re)slab −
1
2

EO2 (3)

where E(Mo/Mo−Re)−O is the total energy of the adsorbate–substrate system, E(Mo/Mo−Re)slab
is the total energy of clean Mo/Mo-Re surfaces, and EO2 is the energy of an isolated O2
molecule. The adsorption energy of a single O atom on the surface is always calculated to
characterize the oxygen-substrate interactions for refractory materials, and the energy of
an O atom is usually referenced to the half of the O2 molecule [35–37].

Table 3. Adsorption energy of O on Mo/Mo-Re (110) surface.

Surface Initial Site dO−surf (Å) Eads (eV) Final Site

Mo (110)
Top 2.18 −2.80 Top

Hollow 1.15 −4.09 Hollow
Bridge 1.15 −4.09 Hollow

Top 1.73 −2.82 Top
Mo-Re (110) Hollow 1.14 −4.14 Hollow

Bridge 1.14 −4.14 Hollow

As listed in Table 3, The Hollow site is energetically preferred for O adsorption on
the Mo (110) surface with the adsorption energy of −4.09 eV. It is worth noting that the O
atom initially placed at the Bridge site will spontaneously move to the Hollow site after
the structure optimization as shown in Figure 5c. The O atom can also be stabilized at
the Top site, but the adsorption energy is only −2.80 eV. As with Na on Mo (110) surface,
the shorter vertical distance between O atom and the substrate (dO−sur f ) leads to a lower
(more negative) adsorption energy. For the Mo-Re (110) surface, the Hollow site is also
the most favored for O adsorption and the corresponding adsorption energy is −4.14 eV,
which is even 0.05 lower than the adsorption energy of O at the Hollow site of Mo (110)
surface. It is worth mentioning that all un-equivalent Hollow sites around the Re atoms
are checked, and Figure 5 as well as Table 3 demonstrates configurations with the lowest
energy. As with the pristine Mo (110) surface, the O atom initially placed at the Bridge
site of the Mo-Re (110) surface will move to the Hollow site after the structure relaxation.
In addition, the O atom can be stabilized at the Top site with a much higher adsorption
energy of −2.82 eV. As with Na adsorption, the Re atom in the surface can also strengthen
the attractive interaction between the adsorbed O atom and the Mo-based substrate.
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Figure 5. Initial and final configurations of O adsorption on Mo (110) and Mo-Re (110) surfaces. Scheme 110. surface. Snaps
(a–c) show O atoms initially placed at Top site, Hollow site and Bridge site of Mo (110) surface, while snaps (d–f) show O
atoms initially placed at Top site, Hollow site and Bridge site of Mo-Re (110) surface. Blue and green spheres represent Mo
atoms in the first layer and the second layer. Yellow and red spheres represent Re atoms and O atoms, respectively.

3.3. Impact of O on Na Adsorption and Diffusion

O is the key impurity in liquid metal for the high-temperature heat pipe. The impact
of pre-adsorbed O on Na adsorption behavior is also investigated. The configurations of
pre-adsorbed O atom are adopted from Figure 6b,e. The adsorption energy for the Na on
surface with a pre-adsorbed O is defined as

Eads = E(Mo−O/Mo−Re−O)−Na − E(Mo−O/Mo−Re−O)slab − ENa (4)

where E(Mo−O/Mo−Re−O)−Na is the total energy of the adsorbate–substrate system,
E(Mo−O/Mo−Re−O)slab is the total energy of Mo or Mo-Re surface with a pre-adsorbed
O atom, and ENa is the energy of an Na atom in the BCC structure. In Equation (4), the
subscript Mo-O represents the Mo (110) surface with a pre-adsorbed O atom and Mo-Re-O
represent the Mo-Re (110) surface with a pre-adsorbed O atom.

All un-equivalent sites are considered and only the configurations with the lowest
energies are shown in Figure 6. Adsorption energies and geometric parameters are given in
Table 4. It is found that Na atoms initially placed at Top and Bridge sites move to Hollow
sites after the optimization. The former one occupied the Hollow site which is 6.02 Å
away from the pre-adsorbed O atom, and latter one occupied the Hollow site which is
only 2.35 Å away from the O atom. However, these two final configurations lead to the
same adsorption energy of 0.52 eV. For the Na atom initially placed at the Hollow site, the
adsorption energy is −0.53 eV with dNa−O = 2.36 Å. It can be inferred that the O atom
does not affect the adsorption behavior of the Na atom.
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Figure 6. The initial and final configurations of Na atom adsorption on Mo-O (110) and Mo-Re-O (110) surface. Snaps
(a–c) show Na atoms initially placed at Top site, Hollow site and Bridge site of Mo-O (110) surface, while snaps (d–f) show
Na atoms initially placed at Top site, Hollow site and Bridge site of Mo-Re-O (110) surface. Blue and green spheres represent
Mo atoms in the first layer and the second layer. Yellow, purple and red spheres represent Re atoms, Na atoms and O
atoms, respectively.

Table 4. Na adsorption energy on different surface models.

Surface Initial Site dNa−O (Å) dNa−sur (Å) Eads (eV) Final Stie

Mo-O (110)
Top 6.02 2.78 −0.52 Hollow

Hollow 2.36 2.68 −0.53 Hollow
Bridge 2.35 2.83 −0.52 Hollow

Mo-Re-O (110)
Top 2.37 2.76 −0.54 Hollow

Hollow 4.77 2.71 −0.61 Hollow
Bridge 3.18 2.77 −0.57 Bridge

For the Mo-Re (110) surface with a pre-adsorbed O, Na initially placed at the top site
will spontaneously move to a Hollow site which is close to the O atom (dNa−O = 2.37 Å)
as shown in Figure 6d. However, it should be noticed that the Na atom at the Hollow site
which is closer to a Re atom has lowest adsorption energy of −0.61 eV in Figure 6e. The
adsorption energy of Na at the Bridge site is −0.57 eV, which is also closer to the Re atom
in Figure 6f and has a lower adsorption energy than the Na atom shown in Figure 6d. For
the Na adsorption on the clean Mo-Re (110) surface, the adsorption energies of the Hollow
site and Bridge site are −0.56 eV and −0.60 eV. As with the Mo (110) surface, pre-adsorbed
O on the Mo-Re (110) surface cannot affect the Na adsorption behavior significantly.

Figure 7 show the energy barrier of Na migration from one most stable site to its
first-nearest most stable site is also calculated in this work using CI-NEB method. Our
theoretical results show that the diffusion barrier of Na on Mo (110) surface is 0.037 eV,
while it is 0.063 eV on the Mo-Re (110) surface. It can be inferred that the Re atom can
slower down the Na diffusion kinetics on the Mo surface. The impact of pre-adsorbed O
on the Na diffusion is also investigated. For the Mo (110) surface, the pre-adsorbed O atom
can increase the diffusion barrier to 0.087; for the Mo-Re (110) surface, the pre-adsorbed O
can significantly increase the Na diffusion barrier to 0.221 eV. Therefore, it can be inferred
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that both the existence of O impurity and Re alloy atoms can block the Na diffusion on the
Mo surface.

Figure 7. Calculated diffusion energy profiles for a Na atom diffusion on different surfaces: (a) Na diffusion on pure Mo
(110) surface; (b) Na diffusion on Mo-Re (110) surface; (c) Na diffusion on Mo (110) surface with an adsorbed O atom; (d) Na
diffusion on Mo-Re (110) surface with an adsorbed O atom.

3.4. Impact of O/Na atom Adsorption on the Vacancy Formation of Mo (110) and Mo-Re
(110) Surfaces

We propose that Mo dissolution into liquid Na is a potential scenario of Mo corrosion.
In this study, the Mo vacancy formation energy is also calculated to evaluate the effect of O
and Re on the corrosion resistance of Mo surface. The vacancy formation energy is defined
using the following Equation (5):

E f
vac = Evac−sur f ace + EMo − Esur f ace (5)

where Esur f ace stands for the energy of surfaces without vacancies, EMo is the energy of a
Mo atom in its BCC structure and Evac−sur f ace is the surface models with a Mo vacancy in
the upmost layer.

Table 5 shows that the vacancy formation energies are 1.45 eV and 1.32 eV for the clean
Mo (110) surface and the clean Mo-Re (110) surface, respectively. Therefore, introducing
Re atom into the Mo (110) surface can enhance forming surface vacancies. The surface
vacation formation energies of Mo (110) or Mo-Re (110) surface with an Na or O atom is also
calculated. A single Na atom or O atom can reduce the surface vacancy formation energy
by 0.4~0.5 eV. It can be inferred that a low coverage of Θ = 1

8 ML of Na or O can destabilize
the Mo (110) and Mo-Re (110) surface. The effect of Na/O synergetic effect on vacancy
formation is also studied. The present theoretical results show that the vacancy formation
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energy is significantly decreased when a Na atom and a O atom are co-adsorbed on the Mo
(110) surface. Therefore, it can be inferred that impurity can facilitate the dissolution of Mo
atoms and lead to corrosion. For the Na/O co-adsorption condition, the existence of Re
atom can increase the surface vacancy formation energy to 1.06 eV. Hence, Re can prevent
the Mo alloy from corrosion in liquid Na with O impurities.

Table 5. Mo vacancy formation energy on different surface models.

Adsorbate Surface Vacancy Formation Energy (eV)

Clean
Mo (110) 1.45

Mo-Re (110) 1.32

A single O atom Mo (110) 0.97
Mo-Re (110) 0.86

A single Na atom Mo (110) 0.93
Mo-Re (110) 0.90

Na and O co-adsorption Mo (110) 0.47
Mo-Re (110) 1.06

4. Conclusions

In this study, the adsorption and diffusion behaviors of Na and O atoms on BCC-Mo
(110) surface are investigated by a first-principles approach. It is found that the Hollow site
is the most energetically preferred adsorption site for a single Na or O atom. The existence
of a Re alloy atom in the first atomic layer of the surface can strengthen the attractive
interaction between the adsorbate and the substrate. The diffusion barrier of the Na atom
on the Mo (110) surface is only 0.037 eV, and the pre-adsorbed O atom and Re atom can
significantly impede Na diffusion. The surface vacancy formation energy is calculated
for evaluating the stability of the Mo (110) surface. It is found that the Na or O atom can
decrease the formation energy of the surface vacancy. It is worth noting that the Na/O
co-adsorption can significantly reduce the vacancy formation energy to 0.47 eV for the Mo
(110) surface, which indicates that the dissolution of surface atoms is a potential mechanism
for the Mo in the Na liquid with O impurity. However, Re as alloy element can increase the
resistance to the dissolution induced by Na/O co-adsorption.
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Abstract: Uranium-Molybdenum alloy has been a promising option in the production of metallic
nuclear fuels, where the introduction of Molybdenum enhances mechanical properties, corrosion
resistance, and dimensional stability of fuel components. Meanwhile, few potential options for
molecular dynamics simulations of U and its alloys have been reported due to the difficulty in
the description of the directional effects within atomic interactions, mainly induced by itinerant
f-electron behaviors. In the present study, a new angular dependent potential formalism proposed
by the author’s group has been further applied to the description of the U-Mo systems, which has
achieved a moderately well reproduction of macroscopic properties such as lattice constants and
elastic constants of reference phases. Moreover, the potential has been further improved to more
accurately describe the threshold displacement energy surface at intermediate and short atomic
distances. Simulations of primary radiation damage in solid solutions of the U-Mo system have also
been carried out and an uplift in the residual defect population has been observed when the Mo
content decreases to around 5 wt.%, which corroborates the negative role of local Mo depletion in
mitigation of irradiation damage and consequent swelling behavior.

Keywords: uranium; molybdenum; molecular dynamics; interatomic potential

1. Introduction

Pure uranium (U) is limited to a considerable extent in the production of fuel ele-
ments due to its questionable properties. α-U, which is stable at low temperatures, has
pronounced anisotropy and comparatively low strength characteristics at elevated tem-
peratures. Meanwhile, the existence of high-temperature body-centered cubic (bcc) γ-U
and intermediate tetragonal β-U indicates harmful allotropic transformations during cyclic
heat treatment. Moreover, U shows high chemical activity in corrosion behaviors [1,2].
A common solution of problems above is the utilization of uranium alloys, which retains
the isotropic structure of γ-U at room temperature. So far, molybdenum (Mo) and zirco-
nium (Zr), along with a few other elements appear to be promising options in U alloys
for nuclear fuel. In particular, alloying U with Mo remarkably improves its mechanical
properties, corrosion resistance, and dimensional stability, along with providing other
benefits such as high thermal conductivity and low thermal expansion [3,4]. Enhanced
mechanical properties enable U-Mo alloys to be utilized for the production of cores of fuel
elements of arbitrary configurations. High corrosion resistance in water of high parameters
and reliable dimensional stability under irradiation are deciding factors governing the
choice of U-Mo alloys as fuel materials. It is also deemed expedient in all cases for U-Mo
alloys to be included in the construction of fast-neutron reactors [1].

However, the introduction of alloy elements also brings about some peculiar physical
phenomena whose fundamental mechanism remains to be understood. During the cooling
of U-Mo alloys, several metastable phases have been observed in a sequence of bcc γ →
bcc with doubled lattice constant γS → body-centered tetragonal (bct) γ0 → monoclinic
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α” → orthorhombic α’ [5,6]. The addition of Mo was suggested to stiffen the U lattice
against shear, thus hindering and also complicating the transition progress. However,
during service life, Mo has been observed to be depleted from grain boundaries (GBs)
among a wide range of compositional banding [7], which could lead to an onset of phase
decomposition. In particular, the elemental redistribution near GBs could also be implicated
in the generation of irradiation-induced recrystallization (IIR) [8], where fuel grains are
subdivided into nano-sized grains from the GBs during service life. Meanwhile, IIR is
suggested as an important culprit behind accelerated swelling behavior of nuclear fuel
alloys [9], which enhances the reach of GBs into the fuel grains, destroying low swelling
intra-granular fission gas bubbles (FGBs) and producing high swelling inter-granular FGBs.

To shed light on the underlying mechanism of microstructure evolution under irra-
diation at U-Mo fuel operation temperatures, constructing corresponding potential for
molecular dynamics simulation has been under research in recent years. An embedded
atom method (EAM) potential for U-Mo-Xe has been developed by the force matching
method [10], through which the properties of U2Mo and α-U-Mo could be reproduced
well, even without taking them into account in the fitting process. However, traces of
overfitting were observed, suggesting the limitation of EAM for the description of a U-Mo
system. By the use of the interatomic potential proposed by Smirnova et al. [10], attempts
to reveal cascade effects on residual defects in U-Mo alloys have also been reported [11].
Also based on the U-Mo-Xe EAM potential, Hu et al. [12] have investigated the relationship
between the pressure, equilibrium Xe concentration, and radius of Xe bubbles in U-10 wt%
Mo by molecular dynamics (MD) simulations. Utilizing a formalism improved on the
basis of EAM, namely Angular-Dependent Potential (ADP), Smirnova et al. have quali-
tatively reproduced the properties of cubic and tetragonal phases of γ-U-Mo alloys [13]
and improvements were also made in reproduction of the density, coefficient of thermal
expansion, and diffusion behavior [14]. It was also suggested that a successful capture
of atomic properties in γ-U and γ-U-Mo systems requires utilization of a potential form,
with its level of complexity no lower than the ADP. Moreover, Starikov et al. [15] have
also constructed an ADP with the same form as that developed by Smirnova, which paid
special attention to the description of metastable phases of U-Mo solid solution in the
fitting process.

For the present work, we first constructed a U-Mo interatomic potential using the
ADP formalism proposed by the author’s group [16]. The ADP formulas were further
modified such that it can more accurately reproduce the threshold displacement energy
surface as well as many-body repulsion at intermediate and short interatomic distances.
We then applied the obtained potential in MD simulations to study the U-Mo system
under irradiation.

2. Materials and Methods

Based on the formalism of EAM, several modified versions including the MEAM and
ADP potentials were developed by the addition of angular dependent terms to increase
the description accuracy. Similarly, for the present study, the new angular-dependent
interatomic potential calculated atomic energy contribution Ei by the following formula:

Ei =
1
2 ∑

j �=i
φij

(
rij
)
+ F(ρi)− ϑi (1)

where

φij
(
rij
)
=

3
∑

i=0
ai
(
rc − rij

)3+i,

F(ρi) = −√
ρi, ρi = ∑j �=i ρij

(
rij
)
,

ρij
(
rij
)
= α2(rc − rij

)4 exp
[
−β

( rij
r0
− 1

)2
]

, ϑi = ϑu
i + ϑv

i + ϑw
i .

(2)

It could be indicated by the first two terms in Equation (1) that the main part of the
atomic energy maintains the form of the widely used EAM potential. To be exact, φij and
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F(ρi) describe the atomic interactions of the electrostatic repulsion between ion cores and
the attraction induced by embedding atoms in the electron atmosphere provided by their
neighbor atoms, respectively. In calculation of Ei of the i-th atom, summation is over its j-th
neighbor atom within the cutoff distance rc, which was set to 4.7 Å in the present study. In
particular, r0 and rij denotes the first neighbor distance in a reference lattice at equilibrium
and the distance between the i-th center atom and its j-th neighbor atom, respectively.
Due to the inherent sphere symmetry in the potential form, EAM poorly describes some
peculiar atomic behaviors in systems of U alloys, such as the stability of the alpha phase
with low symmetry at room temperature. In the present work, the description of the atomic
energy was modified with the addition of a new angular-dependent term ϑi, which has
three components given as the following:

ϑu
i = ∑

α

(
∑
j �=i

ψu
j
(
rij
) rα

ij
rij

)2

,
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where

ψt
j(r) = ctexp

(
− (r − dt)

2

2λ2
t

)
, t = u, v, w. (4)

In Equation (3), superscripts α, β, γ = 1, 2, 3 refer to the Cartesian components of posi-
tion vectors. ϑu

i , ϑv
i , and ϑw

i denote the angular-dependent components of the first, second,
and third order, with ψt

j as basis function in the form of the normal distribution function.
In the present study, it was assumed that all the three angular-dependent components are
required in the fitting process for the description of U and the first two ones for Mo.

A total of 15 parameters were adjusted in the fitting process, which include ai, α, β, ct, dt, λt
listed in Table 1. In particular, the angular-dependent parameters of the third order for Mo
were kept to zero. During the fitting, an error function was optimized. Macroscopic properties
including the cohesive energy, lattice parameters, and elastic constants of certain lattices were
calculated with a set of fitting parameters and compared with reference data from the literature
or calculations by the First Principle (FP) method. The framework of the fitting procedure
was implemented in Python, where symbolic computation and optimization are supported by
Sympy and Scipy packages. In particular, in order to improve the description of point defects,
several lattices with certain point defects were included in the reference data and allowed to
relax during the calculations of the formation energies.

In order to capture atomic behaviors within equilibrium distances, φij and ρij
(
rij
)

within the inner cutoff were further modified. Interpolations are implemented for ρij
(
rij
)

to approach a constant and for φij to connect smoothly with the well-known Ziegler-
Biersack-Littmark (ZBL) potential [17]. In particular, special attention was paid to the
intermediate repulsive range in development of the potential for further employment
in cascade simulations. Traditionally speaking, a smooth interpolation is used between
the pairwise part of many-body potentials in the near-equilibrium range and the ZBL
potential in the short range. Moreover, in 2016, Stoller et al. [18] pointed out that no
accepted standard method had been developed in the interpolation process and that how
the force fields are linked can sensibly influence the results of cascade simulation. Similar
to the modifications implemented by Stoller, the present study also corrected the potential
with calculation results from density functional theory (DFT) as a benchmark. The DFT
calculations were performed using the Vienna ab initio simulation package (VASP) [19]
with projector augmented wave pseudo-potentials. A kinetic energy cutoff of 400 eV and a
4 × 4 × 4 grid with the Monkhorst−Pack method were employed. The ADP calculations
were performed using the Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS) [20]. A supercell containing 3 × 3 × 3 conventional bcc cells under equilibrium
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(aU = 3.48 Å) was chosen for calculations of energetic benchmark and then an atom in
the supercell was translated in several equidistant steps toward its neighbors along the
direction of <110> and <100>.

Table 1. Fitted parameters of ADP for U–Mo system.

Parameter U–U Mo–Mo U–Mo

a0 (eV·Å−3) −1.41881 1.75876 6.095612
a1 (eV·Å−4) 2.499597 −3.74227 −11.667
a2 (eV·Å−5) −1.40956 2.276131 7.291495
a3 (eV·Å−6) 0.279328 −0.42748 −1.48751
α (eV·Å−2) 0.86737 0.255577 -

β −0.88394 2.017747 -
cu (eV1/2) 0.083778 0.369529 −0.2

du (Å) 2.825854 2.590854 3.173449
λu (Å) 0.151763 0.62249 0.312741

cv (eV1/2) 0.015177 0.225399 0.2
dv (Å) 3.153919 2.791784 3.208256
λv (Å) 0.149995 0.186653 0.409074

cw (eV1/2) 0.133803 - −0.2
dw (Å) 3.402176 - 2.952746
λw (Å) 0.359213 - 0.167571
rc (Å) 4.7 4.7 4.7
r0 (Å) 2.7408 2.7387 -

For simplicity in description of energetic variance, the present study used ΔEt as
the following:

ΔEt = Etranslated − Eperfect (5)

where Etranslated is the energy of the configuration with atomic translation and Eperfect
is the energy of the original configuration with perfect symmetry. The energetics of the
supercell as a function of the ratio between the distance of the nearing dimers and the lattice
constant are shown in Figure 1. It could be seen that a reasonable reproduction of energetics
variance was obtained in the intermediate range, especially for U-U and U-Mo dimers.
Moreover, it should be noted that in cases of dimers with different elemental components,
the choice of which atom is moved toward the other produces similar but actually different
energetics variances. The difference depends mainly on the distinct interactions between
the translated atom and its atomic environment. Good reproduction was achieved in the
present study, indicating reasonable accuracy of the refitted potential in the intermediate
range. Meanwhile, sensible deviations could be seen at the outer end of the intermediate
range, especially for Mo-Mo dimers, which are induced by the difficulty of resolving the
energetic uplift at the outer end of the intermediate range while leaving the description
by the ADP of near-equilibrium atomic interactions intact. Nonetheless, even under the
deviations, the general curve shapes of energetics variance were reserved to a large extent,
indicating a good description of dynamic properties during atomic interactions in the
intermediate range.

The newly developed potential was then applied in MD simulations of displacement
cascades in U-Mo alloys in the present study. Simulation boxes containing 60 × 60 × 60 bcc
unit cells were set up under periodic boundary conditions (PBC) with up to 648,000 atoms
included. Alloying elements were randomly distributed in initial lattices before simulations.
A total of four proportions of alloying elements, that is, 0 wt.%, 2.5 wt.%, 5 wt.%, 7.5 wt.%,
and 10 wt.%, were chosen to evaluate the effect of the content of the alloying element on
displacement cascades. Given the high symmetry of the bcc lattice, a total of 15 evenly
distributed directions were sampled in the fundamental orientation zone, which is shown
in Figure 2. The initial kinetic energies of the primary knock-on atoms (PKA) was set to
5 keV for all the simulations. For each set of initial conditions, simulations were carried out
up to eight times to reduce statistical error in the following analysis.
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(a) (b) 

  
( ) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 1. The energetics of the supercell as a function of the ratio between the distance of the nearing dimers and the lattice
constant of bcc U. In particular, nearing atom pairs include (a) U–U in <110>, (b) U–Mo in <110>, (c) Mo–U in <110>,
(d) Mo–Mo in <110>, (e) U–U in <100>, (f) U–Mo in <100>, (g) Mo–U in <100> and (h) Mo–Mo in <100>. The black and
red dash lines represent calculation results from DFT and MD using ADP. In the configuration diagrams, blue and orange
circles represent U and Mo atoms, respectively, and the original positions of displaced atoms are indicated by dotted circles.
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Figure 2. Angular distribution of launch directions sampled in the fundamental orientation zone of
bcc lattice.

Prior to each set of cascade simulations, the simulation block was equilibrated under
600 K and 0 GPa in an isothermal-isobaric (NPT) ensemble until the temperature and
pressure reached a stable level. The initial structures for cascade simulations were chosen
randomly from those under equilibrium in a series of time steps. During the cascade
simulations, the simulation block was divided into three layers. In the outmost layer, the
atoms within 2 Å from the boundary were maintained as static all along the simulation to
avoid excessive overall displacement of the simulation block. Atoms located at a distance
of 2 to 8 Å from the boundary were partitioned into the second layer. In this layer, a
thermostat was applied by rescaling the velocities of the atoms to maintain a stable level of
temperature and to absorb the excess kinetic energy from the cascade. The rest of atoms in
the core region were simulated with the constant NVE ensemble and a variable time step
in a range of 0.01 to 1 fs was used in all simulations, which depends on the maximum of
atom displacements between consecutive steps.

To determine and record defect sites during simulations, some native commands in
LAMMPS were invoked, which construct a voronoi tessellation dividing each atom into an
exclusive cell at the start of each simulation. In particular, at equal intervals of timesteps,
voronoi cells with occupancy not equal to 1 were recorded with their position coordinates,
while those with occupancy equal to 0 and larger than 1 were marked as vacancy and
interstitial sites, respectively. In cluster analysis, adjacent defect sites within a cutoff radius
of 4.1 Å are classified into the same cluster group and the size of a cluster is defined as
the total count of defect sites within the cluster. By using other commands in LAMMPS,
atom displacements and element types were also recorded. The program OVITO [21] was
utilized for data extraction and statistical analysis.

3. Results

3.1. Fitting Results

In the fitting procedure, reference data were gathered from experimental results in
the literature and FP calculations as supplements, especially for phases not observed in
experiments. Fitted parameters are shown in Table 1. The functions defining the newly
developed ADP are plotted in Figure 3.
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Figure 3. Potential functions of the newly developed ADP. Embedding function F, electron density function ρ and pair
potential φ are shown in (a–c), respectively; angular-dependent terms of ψu, ψv and ψw are grouped together and plotted
for elemental pairs of (d) U–U, (e) Mo–Mo and (f) U–Mo.

Fitting results of pure phases of U and Mo are shown in Tables 2 and 3. It could be
seen that the lattice parameters were reproduced moderately well and the hierarchy of
relative stability of allotropes was correctly reflected in terms of the cohesive energies.
During fitting, specific attention was paid to the reproduction of elastic constants and
the formation energies of defects. The fitting results of cross potentials of U–Mo are
given in Table 4. During the fitting of the U–Mo cross potential, two configurations were
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added to the database, since only the tetragonal phase of U2Mo has previously been found
in experiments.

Table 2. Reproduced values of lattice constants, cohesive energies, and elastic constants of pure uranium.

Structure Properties Present Work MEAM [22] ADP [15] Experiment FP

α-U

Ecoh (eV/at) 5.46 5.547 4.23 5.550 [23] -
a (Å) 2.881 2.721 2.849 2.836 [24] -
b (Å) 5.486 6.381 5.841 5.867 [24] -
c (Å) 5.221 4.858 4.993 4.935 [24] -

y 0.108 0.093 0.103 0.102 [24] -
B (GPa) 153 143 147 136 [25] -
Ev (eV) 1.17 2.597 - - 1.95 [26]

γ-U

ΔEbcc→ort
(eV/at) 0.01 0.15 0.09 - 0.278

a (Å) 3.479 3.463 3.52 3.47 [27] 3.455
C11 (GPa) 128.2 144.0 183.6 - 103.0
C12 (GPa) 124.1 49.0 92.8 - 142.0
C44 (GPa) 38.2 −36.2 79.9 - 46.0

Ev (eV) 1.34 - - - 1.38
Ei (eV) 1.08 - - - 0.9

Table 3. Reproduced values of lattice constants, cohesive energies, and elastic constants of pure molybdenum.

Structure Properties Present Work FP Experiment [28–30]

bcc-Mo

Ecoh (eV/atom) 6.349 6.290 -
a (Å) 3.171 3.162 3.147

C11 (GPa) 473.9 488.8 465
C12 (GPa) 143.3 146.6 176
C44 (GPa) 67.0 108.3 -

Ev 2.72 2.723 2.6–3.2

fcc-Mo
ΔEbcc→fcc

(eV/atom) 0.439 0.327 -

a (Å) 4.156 4.004 -

hcp-Mo

ΔEbcc→hcp
(eV/atom) 0.628 0.328 -

a (Å) 2.842 2.948 -
c (Å) 4.212 4.263 -

Table 4. Reproduced values of lattice constants, cohesive energies, and elastic constants of several U–Mo binary phases.

Structure Properties Present Work FP

tetra-U2Mo

Ecoh (eV/at) 6.044 6.361
a (Å) 3.304 3.427
c (Å) 9.921 9.833

y 0.329 0.328

bcc-U15Mo

ΔEtetra→bcc
(eV/at) 0.391 0.116

a (Å) 6.861 6.84
C11 (GPa) 159.3 124.4
C12 (GPa) 134.7 140.6

P6-U2Mo

ΔEtetra→P6
(eV/at) 48.4 34.9

a (Å) −0.119 −0.035
c (Å) 4.823 4.818
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3.2. Cascade Simulations

Typical time evolutions of defects in U-Mo alloy under different Mo contents are
given in Figure 4. Similar curves were observed in all cases, in which the counts of defects
increase rapidly to a peak value and decrease in a gradually reducing speed. Overall, the
addition of Mo increases residual defect populations and Figure 5 shows that with the Mo
content, increasing high percentages of residual defects were distributed in large clusters.
It could then be inferred that Mo plays a negative role in the recrystallization process of
the cascade damage, which in the case of pure U lattice only produces dispersed residual
defects in a low population. Considering the inherent impurity of Mo, the recrystallization
of bcc lattice with high symmetry might have been interfered with by the local stress and
distortion provided by solute Mo atoms.

Figure 4. Time evolutions of the defect count in U-Mo systems with different Mo contents.

Figure 5. Size distributions of residual defect clusters versus Mo contents.

However, as shown in Figure 6a, a remarkable fall in residual defect populations was
found when Mo contents exceeded 5 wt.%, suggesting that the decrease of Mo content
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from that in fuel alloys (>7 wt.%) brings about more irradiation damage with a potential
acceleration of defect evolution. Meanwhile, the onset of IIR was suggested to be highly
correlated with the accumulation of defect structures near GBs [31]. It could be further
inferred that the local depletion of Mo in U-Mo potentially has an important influence
on IIR and even accelerates swelling behavior from the primary stage. Actually, in U-Mo
alloys with a relatively low Mo content (U-7 wt.% Mo), an increased swelling has already
been observed [32].

  
(a) (b) 

Figure 6. Statistical results of (a) residual defect population and (b) peak values of defect population during cascade
simulations with different Mo contents.

4. Discussion

To investigate the underlying mechanism of the reduction of residual defect popula-
tion, further attention was first paid to the spatial distribution of residual defects. Figure 7a
shows the average distances between residual defects and the initial position of PKA as
a function of Mo content and it could clearly be seen that the increase of Mo content
restricts the spatial distribution of residual defects. Meanwhile, it could also be noted
based on Figure 6b that the peak values of defect population decrease as Mo contents
increase, suggesting that cascade processes are considerably limited in smaller volumes
with a higher mass fraction of Mo. In general, a lattice with a lower local distortion favors
a long-range transfer of kinetic energy by atomic interactions, in which case the cascade
process produces more chains of interstitials squeezed in special crystal orientations, that
is, crowdions. Through snapshots of defect spatial evolutions during the cascade processes,
the present study also revealed that the majority of crowdions in the form of long chains
vanished at the end of the simulation, which might have resulted from the reverse of
displacement of those interstitial atoms. The transient formation of the crowdions could
partially account the remarkable spikes in defect counts in Figure 4, especially with a lower
mass fraction of Mo.

Moreover, the present study also examined the average atomic fractions of Mo among
atoms with a displacement of more than 1 Å under different Mo contents, as shown in
Figure 7b. Ignoring the case of pure U, Mo fractions in displaced atoms have always
been observed to be lower than that in the total simulation bulk, which could also serve
as a corroboration of the negative role of Mo in kinetic energy transfer. It could then be
inferred that the introduction of Mo hinders the swelling of the displacement spike and
thus restricts the spatial distribution of defects, which results in a higher probability of
defect annihilation and a partial decrease of the residual defect population.
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(a) (b) 

Figure 7. (a) Average distances between residual defects and the initial position of PKA as a function of Mo content and
(b) Average atomic fractions of Mo among atoms with displacement more than 1 Å as a function of Mo content. The
corresponding Mo atomic fractions in the total simulation bulk are also shown for comparison.

5. Conclusions

In the present research, an ADP was developed to capture atomic behaviors in U-Mo
systems. Macroscopic properties including lattice constants, cohesive energies, and elastic
constants were reproduced moderately well. Meanwhile, reasonable corrections were also
implemented in the intermediate range of the potential, with a good agreement with DFT
results. Moreover, the newly constructed potential was applied to simulations of primary
radiation damage in U-Mo alloys and an uplift of residual defect population was observed
when Mo content decreases to 5 wt.%. This indicates an increase of defect evolution and
serves as a corroboration of the critical role of Mo depletion near GBs in the onset of IIR,
and of accelerated swelling behavior in nuclear fuels.
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Abstract: A review of experiments and models for the strain rate effect of NiTi Shape Memory Alloys
(SMAs) is presented in this paper. Experimental observations on the rate-dependent properties,
such as stress responses, temperature evolutions, and phase nucleation and propagation, under
uniaxial loads are classified and summarized based on the strain rate values. The strain rates are
divided into five ranges and in each range the deformation mechanism is unique. For comparison,
results under other loading modes are also reviewed; however, these are shorter in length due to a
limited number of experiments. A brief discussion on the influences of the microstructure on the
strain-rate responses is followed. Modeling the rate-dependent behaviors of NiTi SMAs focuses on
incorporating the physical origins in the constitutive relationship. Thermal source models are the
key rate-dependent constitutive models under quasi-static loading to account for the self-heating
mechanism. Thermal kinetic models, evolving from thermal source models, address the kinetic
relationship in dynamic deformation.

Keywords: NiTi; shape memory alloy; strain rate effect; thermomechanical

1. Introduction

NiTi Shape Memory Alloys (SMAs) are the most widely used in the shape memory
material family, and have important applications in electronic components, medical devices,
shock absorption devices, etc., thanks to their unique thermomechanical behaviors [1–4].
Reliable and predictive simulations of NiTi SMA wires under high strain rates are always
required for actuation and auxiliary control. An example of a hybrid device with SMA
wires is shown in Figure 1, which is designed for anti-seismic structure to restrict the
strain within 6% [5]. These growing demands push investigations on both quasi-static and
dynamic responses of NiTi SMAs [6–10].

Researchers have conducted experiments on NiTi SMAs at a wide range of strain rates
and most experiments have been under uniaxial loads [11]. While the SMA specimens
could be bars, wires, or plates depending on the specific experiments, general observations
and mechanisms could be extracted and summarized regardless of the shape and size
of specimens. The stress responses and temperature evolutions during transformation
have varied depending on the strain rate. At a very low strain rate

.
ε < 10−4s−1, the

stress and temperature scarcely changed since the latent heat dissipated to surroundings
sufficiently [11–13]. As the strain rate rises to 10−4s−1 <

.
ε < 10−1s−1, the stress and

temperature increases with increasing strain rate because part of the heat by transforma-
tion is left in the material [11,14–16]. The heat exchange rate between the specimen and
the environment is found to be greatly influenced by the temperature rise in this strain
rate range, as demonstrated in a comparison test by Shaw and Kyriakides [11] between
water-enclosed and air-enclosed NiTi SMA wires. In the medium range of strain rate
10−1s−1 <

.
ε < 103s−1, the stress stopped increasing but the temperature increased quickly

since an adiabatic process was reached [17–21]. A quickly-recovered residual strain was re-
ported by Chen et al. [17] around 81~750 s−1, which was ascribed to the significant thermal
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hysteresis as a result of an adiabatic process. In strain rates between 103s−1 <
.
ε < 104s−1, a

sudden rise of the critical transformation stress takes place, and this can be attributed to the
drag effect of dislocations surrounding the phase interface [22]. Nemat-Nasser et al. [23–25]
observed considerably increased rate sensitivity and curved interfaces of martensite in
TEM micrographs. The final strain rate range was

.
ε > 104s−1, in which plastic deformation

occurs in austenite without martensitic transformation because martensitic transformation
no longer satisfies the demand of quick deformation [24,26–28].

Figure 1. (a) Hybrid device with SMA wires and (b) different configurations of the proposed device [5].
(Reprinted from Ref. [5], Figure 21.1, 2021, with permission from Elsevier.)

Furthermore, the nucleation and propagation of phase transformation under vari-
ous strain rates have also been investigated by many researchers [11,29,30]. When the
strain rate is very low, the martensite nucleates at a few locations and then extends to all
fields [11,29,31]. As the strain rate increases, the number of nucleation locations grows,
and martensitic transformation domains propagate in a parallel mode rather than en-
tirely [30,31].

Compared to uniaxial tests, experiments under shear and indentation have been
conducted less frequently [32]. Simple shear tests on NiTi SMAs were performed early
by Manach and Favier [33], while a more comprehensive study within a wider range
of strain rates from 10−4 s−1 to 103 s−1 was accomplished by Huang et al. [34]. As for
indentation tests, Amin et al. [35] and Shahirnia et al. [36] both pointed out that the
maximum indentation was influenced by the loading rate. In cases of cyclic loading,
superelasticity degeneration and temperature variations have been found to be strongly
dependent on the strain rate [37,38].

Besides the loading mode, microstructure also has an important impact on the rate-
dependent behaviors of NiTi SMAs [25,39–41]. The influences of R-phase, precipitated
phase, and grain size on the strain rate responses of general SMAs have been explored in
many studies [39,40,42,43]. The influence of R-phase transformation on the strain effect
sensitivity has been investigated by Helbert et al. [39] on NiTi SMA wires. The precipitation
evolution of Ni4Ti3 and transformation behaviors have been studied and characterized
by Fan et al. [42] in quasi-static loading and Yu et al. [43] in impact loading. The grain
size influenced the amount of transformable martensite and heat generation, and therefore
influenced the temperature field and transformation stress [40]. For porous and composite
SMAs, higher strain rates brought in a greater transformation stress similar to general NiTi
SMAs [25,41].
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Modeling the strain rate effect of NiTi SMAs at low and medium strain rates is focused
on characterizing and qualifying the thermal effect during transformation, where the latent
heat plays an important role. Thermal source models were proposed to represent the strain
rate effect as extra heat sources added to the energy equation [44–47]. The thermodynamic
potential is usually adopted in thermal source models to derive the temperature evolution
equation, and can be obtained either empirically or theoretically [48,49]. Many simulations
have been performed at strain rates ranging from very low to medium on the basis of
the thermal source models, and their predictions have matched well with experiments at
corresponding strain rates [50–55]. However, the drag effect surpasses the thermal effect
at high strain rates. By considering the kinetic effect and adding a resistance force into
the constitutive relationship, thermal kinetic models have been extended from thermal
source models to describe the thermomechanical behaviors of NiTi SMAs at high strain
rates [56–58].

Multiple studies have conducted experiments and developed models for the defor-
mation behaviors of NiTi SMAs under various strain rates. However, there is hardly
any systematic analysis of the strain rate effect, except for some subsections touching
on the strain rate effect in general reviews for NiTi SMA microstructure evolution and
thermodynamic behaviors [59–61]. Therefore, this paper aims to present a comprehensive
review and summarize the common physical mechanisms of the strain rate effects in a
wide strain-rate range from quasi-static to dynamic loading. The strain rate effect under
uniaxial loads will be elaborated in the first place since the number of uniaxial tests is the
largest. The rate effect under other loading modes, such as shear, indentation, and cyclic
loading, will be discussed later. A brief summary of the dependence of the strain rate
effect on microstructure is presented at the end of Section 2. Section 3 recapitulates the
main constitutive models capturing the strain rate effect. The approach is to construct the
thermal source model which will first be introduced and then followed by a discussion of
thermal-source components. Thermal kinetic models will be discussed next. Simulation
examples will be given in both models. Final remarks with future research directions are
given in Section 4.

2. Experimental Observations

Great progress has been made in uniaxial experiments to investigate the pseudo-elastic
and yielding behaviors of NiTi SMAs under different strain rates. Shear and indentation
tests have also been conducted, though less frequently compared to uniaxial. Experimental
results under different loading rates have shown that the critical transformation stress
increases as the strain rate grows. In addition to the loading mode, microstructure is another
factor to influence the strain rate effect, which will be discussed at the end of this section.

2.1. Strain Rate Effect under Uniaxial Loads

The uniaxial experimental tests have been conducted by either tension or compression.
Tensile test experiments are more common and frequent at low and medium loading rates,
while the quantity of compression tests under shock conditions with the split Hopkinson
bar are more numerous [18,26,32,62]. Compared to those in tension, stress-strain curves in
compression tests have less recoverable strain, a steeper transformation slope, and higher
critical stress. Tension-compression asymmetry is strongly dependent on the level of strain
rate and temperature [63,64].

Under the uniaxial loading mode, the critical transformation stress is an important
indicator of the strain rate effect on NiTi SMAs. To better explain the rate effects on
the transformation stress over a wide range of strain rates, the transformation stress is
constructed as a function of the strain rate by this review in Figure 2, based on the previous
work by Nemat-Nasser et al. [23–25,65] and Zurbitu et al. [20,21]. On the whole, at a
temperature below the maximum temperature for stress-induced martensite formation, the
martensitic transformation stress (σt) and the austenite yield stress (σy) increase with strain
rate. Specifically, at

.
ε < 104 s−1, stress-induced martensitic transformation always happens
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devoid of austenite yielding as σy > σt, where σy can be obtained using tensile experiments
under high temperature. In shock conditions where

.
ε > 104 s−1, austenite yields without

any martensitic transformation as now σy < σt.

Figure 2. A general plot of the martensitic transformation stress (σt) and the austenite yield stress
(σy ) as functions of the strain rate.

The features for the deformation mechanisms of NiTi SMAs at various strain rates can
be classified into categories in five strain ranges separated by four critical strain rate values,
which are 10−4 s−1, 101 s−1, 103 s−1, and 104 s−1.

• Basically, at a very low strain rate
.
ε < 10−4s−1, phase transformation heat dissipates

sufficiently to the environment, thus the temperature change of the material can be
ignored [11–13]. The martensitic transformation stress is therefore not sensitive to the
strain rate in this isothermal process, which is shown as a stress platform in Figure 2.

• In a relatively low strain range, 10−4s−1 <
.
ε < 10−1s−1, the influence of the latent heat,

dissipation energy, and elastic heat gradually grows, leading to small temperature
variations of the material [11,14–16]. The strain rate influences the temperature field
and brings an increase in the martensitic transformation stress.

• As the strain rate climbs to a medium range of 10−1s−1 <
.
ε < 103s−1, the transfor-

mation stress is nearly unchanged [17–21]. This is because the temperature evolution
is insensitive to the strain rate as the deformation process is adiabatic. The heat
produced, with amount proportional to the volume of transformed martensite, is
totally used to warm up the sample, while the rate-sensitive heat produced by the
transformation-induced plasticity strain is negligible.

• A sudden rise of the transformation stress appears at strain rates between
103s−1 <

.
ε < 104s−1, where the dislocation drag effect becomes more significant and

the flow stress is more sensitive to the strain rate [22–25,65–69]. The overall stress level
increases remarkably as well as the transformation stress.

• The final strain rate region is
.
ε > 104s−1, in which martensitic transformation cannot

provide enough deformation, thus parent austenitic phase plastic deformation occurs
due to the extremely high strain rate [24,26–28].

Experimental results and deformation mechanisms in all these five strain-rate ranges
will be elaborated individually in the next section.
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2.1.1. Less Than 10−4 s−1

Isothermal processes are always observed in NiTi SMA experiments under very low
loading rates. This is because the heat energy generated by transformation dissipated
sufficiently into the environment [11–13]. In the last century, researchers measured the
strain rate threshold, below which the sample temperature and transformation stress only
changed in a negligible small range [11–13]. The threshold value is finally given around
10−4 s−1.

According to the experimental results obtained by Shaw and Kyriakides [11], marten-
site nucleates at few locations and subsequently extends to all NiTi crystallites when the
strain rate is below 10−4 s−1. They installed four strain sensors on the wire to monitor the
nuclear situation of the martensite during transformation in 70 °C water. The locations of
four sensors are shown in Figure 3.

Figure 3. Photograph of a NiTi wire specimen with four extensometers [11]. (Reprinted from Ref. [11],
Figure 8, 1995, with permission from Elsevier.)

Based on the temperature, stress, and strain histories obtained with four sensors
(Figure 4a), the propagation path can be captured by connecting the transformation points
between austenite and martensite along the time, as shown in Figure 4b. The stress level
was not sufficient to drive multiple phase fronts in this very slow loading test; therefore,
only one front propagates from one side to the other during loading and unloading. The
symbol A and M represent, respectively, the region of austenite and martensite. Note that
small temperature jumps were recorded (depicted with T1 squares in Figure 4a) when
the A/M interface crossed the thermocouple at the middle point of the wire. The two
temperature jumps peak during loading and valley during unloading, indicating rapid
local loss and gain of heat, respectively, which confirms the isothermal hypothesis. It can
be seen from Figure 4a that the stress roughly changes with the strain in both forward and
reverse transformation under this very low strain rate.
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Figure 4. (a) Temperature, stress, and strain histories at four sensor positions under a strain rate of
4× 10−5s−1; (b) Location-time diagram of significant events [11]. (Reprinted from Ref. [11], Figure 11,
1995, with permission from Elsevier.)

2.1.2. From 10−4 s−1 to 10−1 s−1

As the loading rate grows, the heat energy generated during transformation, such
as the latent heat, dissipation heat, and thermal expansion heat, cannot be released into
the environment sufficiently. Excessive heat will lead to a temperature rise in the material,
which in turn influences the transformation rate. The critical transformation stress typically
increases with the strain rate; however, the environment temperature and heat exchange
rate also play crucial roles in this thermal-mechanical coupling mechanism. Among the
studies, Shaw and Kyriakides [11] compared the tensile properties between water-enclosed
and air-enclosed NiTi SMA wires. Their experiments showed that the wire temperature
varied remarkably between two surroundings and they found that the transformation
stress in the water-enclosed wire was much lower than that of the air-enclosed one. The
strain rate effect is weaker in the water-enclosed wire considering a higher efficiency of heat
exchange. Bruhns [15] and Grabe’s group [16] spent some effort on decoupling the thermal
effect from strain-rate viscous effects at high temperatures and came to the conclusion
that for a specified temperature range NiTi SMA wires can be seen as deformation-rate
independent materials.

The number of martensite nucleation sites increases with increasing strain rate, and
these martensite domains propagate in a parallel mode. Gadaj et al. [29] applied a ther-

150



Metals 2023, 13, 58

movision camera to record the infrared radiation emitted by the specimen surface. They
observed the number of martensite domains became greater as the strain rate increased,
and these domains propagated parallel to the austenite strip. Similar nucleation and
propagation modes were observed by Zhang et al. [31].

Tobushi et al. [14] investigated the deformation behaviors of NiTi SMA under strain-
controlled and stress-controlled conditions. At a low strain rate in strain-controlled situa-
tions, they pointed out a stress overshoot at the temperature Ms and a stress undershoot
at the temperature As, respectively. In contrast, the overall stress-strain curves subjected
to the stress control are similar to those in strain-controlled cases with high strain rate.
While at a high strain rate, stress-controlled experimental results have exhibited a smooth
transition in stress around the transformation temperature Ms and As. The difference can
be explained by the excessive energy needed for nucleation when the phase interface starts
moving, since greater stress is needed to transform during strain-controlled situations.

In the case of compression tests, the transformation stress also increases with increas-
ing strain rate; however, the transformation mode does not change with the strain rate
from 10−4 s−1 to 103 s−1 and the strain field is generally more uniform compared with
tension tests. In contrast to the localized nucleation and propagation of martensite bands
under tensile loading, NiTi SMA subjected to compressive loading always exhibits a more
homogeneous transformation. Elibol and Wagner [64] employed a digital image correlation
in situ technique to show that the surface strain fields in compression were always uniform
during transformation without any strain localization. Meanwhile, the transformation
mode was barely influenced by an increase of the strain rate in both quasi-static and
dynamic conditions.

The finishing point of the martensitic transformation becomes harder to distinguish
when the strain rate is higher. Dayananda and Rao [70] have tested NiTi SMA wires at
strain rates from 3.3 × 10−5 s−1 to 3.0 × 10−2 s−1. Three “elastic” segments were identified
in the stress-strain curves when the strain rate was low, which were the elastic austenite
segment, superelasticity segment, and elastic Stress-Induced Martensite (SIM) segment.
As the strain rate increased above 5.0 × 10−3 s−1, a fourth segment emerged between the
superelasticity and elastic stress-induced martensite segments. This intermediate segment
resulted from the overlapping of the SIM formation and elastic SIM deformation, and its
length increased with increasing strain rate.

2.1.3. From 10−1 s−1 to 103 s−1

An adiabatic process happens under this medium strain rate. The energy generated by
phase transformation accumulates in the transformed region and cannot be released in such
a short time. The temperature of the transformed region increases dramatically; however,
the stress level remains the same. This is because the total transformed heat production
is finite.

The range of strain rate from 102 s−1 to 103 s−1 can be reached by the split Hopkinson
bar. Experiments conducted by Chen et al. [17] showed that when the strain rate came to
81~750 s−1, there would be a residual deformation in the specimen, which recovered in a
few seconds to several hours. This residual deformation can be attributed to the thermal
hysteresis as a result of the adiabatic process. Another paper published by Chen and Bo [62]
in 2006 paid close attention to the unload progress of split Hopkinson bar systems. They
reached a stable strain rate around 430 s−1 under both loading and unloading conditions,
which used to have difficulties in dynamic experiment design. Nemat-Nasser and Choi [18]
also found that the initial temperature affected the deformation mechanism when strain
rates came to 500~700 s−1. The transformation stress increased with the initial temperature,
and austenite plastic deformation happened eventually. Regarding to the compression test,
Adharapurapu et al. [63] discovered that the asymmetry between compression and tension
became weaker with higher temperature, and this phenomenon was more conspicuous
under high strain rates, as shown in Figure 5. Recently, Shen et al. [19] focused on the
thermal evolution in this medium strain rate range by the split Hopkinson bar system and
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an infrared detection system. They compared martensite NiTi SMA wires with superelastic
wires between the transformation temperature As and Af, and pointed out that martensite
wires had higher dissipated energy than superelastic ones. This could be explained by
larger plastic deformation observed in martensite wires.

Figure 5. Compression and tension stress-strain curves of NiTi SMA. The effect of temperature on
compression-tension asymmetry at dynamic (103 s−1) and quasi-static (10−3 s−1) strain rates. (a–d)
are at −196 ◦C, 0 ◦C, 200 ◦C, and 400 ◦C, respectively [63]. (Reprinted from Ref. [63], Figure 5, 2006,
with permission from Elsevier.)

At medium strain rates, nucleation sites are too numerous to distinguish but merge
into large martensite zones. As observed by Saletti et al. [30] at a strain rate round 20 s−1,
two large martensite zones emerge on the ends of the bar specimen (one at each end)
where the loading is applied, and the length of transformed martensite enlarged with two
fronts move in opposite direction towards the specimen center. However, the details of
the localized phase nucleation and propagation are still obscure due to the experimental
difficulty [30].

However, methods are lacking to test material properties around 10−1~102 s−1, where
car crashes and gravity-dropped bombs are the typical examples. Conventional mechanical
test methods such as tension, compression, and bending test performed with screw-driven
or servohydraulic load-frames are only applicable below this strain rate range. The split-
Hopkinson bar technique has permitted the evaluation of mechanical properties over
durations shorter than a millisecond, which is higher than this rate range. In another word,
testing at intermediate rates is inherently challenging due to the possibility of elastic wave
reflections and the difficulty in establishing dynamic equilibrium in the sample and the
load sensors [71].

This problem can be partly solved by improving experimental devices. Xu et al. [72]
used an impact testing system for the first time to show the influence of temperature
and impact velocity. However, the device cannot control the strain rate precisely. Zur-
bitu et al. [20,21] explored NiTi SMA wire properties on the order of 1~102 s−1 using an
instrumented tensile-impact technique. Different from low strain rates, medium strain
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rates led to more stable critical transformation stresses for both austinite and martensite
phases. Zurbitu’s paper compared the critical transformation stress results with those at
low strain rates and demonstrated the adiabatic process during stretching in SMA wires.

2.1.4. From 103 s−1 to 104 s−1

The critical transformation stress increases remarkably with the strain rate in this range.
The rise of transformation stress can be explained by the dislocation drag mechanism in the
plastic deformation around the martensite interface [73,74]. Dislocation slips at very high
strain rates need a much higher driving stress compared to those at the low strain rate due
to the phono drag effect [60]. The phase interface moves with the high-speed dislocations
on it and is thus subjected to the dislocation drag effect as well. Since the velocity of
dislocations is a key factor in shock dynamics, the velocity of martensite interfaces should
be considered in the transformation mechanism at high strain rates [23,65,74].

Split-Hopkinson bar systems are commonly used to conduct experimental tests in
this strain rate range. Hudspeth et al. [75] developed a new technique to investigate the
dynamic behaviors of SMA materials through simultaneous X-ray imaging and diffraction
and gained a strain rate of 5000 s−1. Nemat-Nasser et al. [23–25] improved the Split-
Hopkinson bar systems at a high strain rate in 2005. They showed that strain rate sensitivity
increased sharply and observed a curved interface of martensite in TEM micrographs.
Therefore, the velocity of the martensite interface migration plays an important role at this
stage. Yang et al. [28] used a dynamic ex-situ neutron diffraction technique to characterize
the rate effect of NiTi SMAs. Based on Yang’s results, as the strain rate increases, plastic
deformation replaces the martensite reorientation and the volume fraction of detwinning
martensite decreases.

Recently, several Molecular-Dynamics (MD) models have been built to analyze the
deformation mechanism of NiTi SMAs at a high strain rate level of around 103 s−1. For
instance, Wang et al. [76] and Yazdandoost et al. [77] studied SMA crystallographic struc-
ture change in the transformation progress with MD in the shock condition. Yin et al. [78]
and Ko et al. [79] simulated a NiTi nanopillar with MD under various strain rates and tem-
peratures. They showed that the phase stress of B19 → B19′ increased at a high strain rate
because there was not enough time for atoms to reach new positions. Yazdandoost et al. [80]
focused on the dissipation energy in the shock condition and indicated that transformation
provided the main dissipative function.

2.1.5. Greater Than 104 s−1

When the strain rate reaches 7000 s−1, plastic deformation of austenite occurs without
any martensitic transformation [27,28], which implies the yielding stress for austenite rises
with the strain rate more slowly than that of the transformation stress. In the meantime,
Nemat-Nasser and Choi [24] found dislocation-induced plastic slips in the austenite phase
with TEM, and a similar situation was observed in NiTiCr. In other words, plastic defor-
mation takes place before the phase interface moves, thus martensite cannot emerge at
this very high strain rate. Zhang et al. [26] tested NiTi alloys in the range from 104 s−1 to
107 s−1 by the technique of magnetically driven quasi-isentropic compression and shock
compression. They discovered that the elastic limit increased dramatically compared to that
at the low strain rate. Some other shock tests with very high strain rates [81] are beyond
the scope of this paper.

2.2. Strain Rate Effect in Different Loading Modes

Besides the uniaxial loading mode, it is common for NiTi SMAs to serve in complex
mechanical loading modes including shear and indentation. The number of shear and
indentation tests is much smaller than that of uniaxial ones. In general, the critical transfor-
mation stress increases with increasing strain rate for all loading types. In cases of cyclic
loading, superelasticity degeneration and temperature variations become more remarkable
as the strain rate grows.
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2.2.1. Shear

A regular transformation hardening is observed under shear loads, and the hardening
is enhanced by increasing the strain rate. Simple shear experiments on NiTi SMAs were
early performed by Manach and Favier [33] in quasi-static conditions. Later, a more com-
prehensive study on NiTi SMA behaviors under shear stress was conducted by Huang
et al. [34] over a large range of strain rates from 10−4 s−1 to 103 s−1. The low and interme-
diate loading rates were realized on a modified MTS machine, while the impact loading
rate was achieved by Split Hopkinson bars. Heterogeneous strain fields and increased
transformation stress were found in all three strain-rate conditions. A shear band was
observed in the 10◦ direction of shear loading at low and intermediate strain rates, as
shown in Figure 6a, while two separated bands emerge at the impact strain rate of 290 s−1,
as shown in Figure 6b. Apart from the strain localization, the thermomechanical behaviors
of NiTi SMA under shear loading was similar to those under tensile loading.

(a) 

 
(b) 

Figure 6. (a) Shear strain contours with shear bands evolutions at five different strain rates from
10−4 s−1 to 101 s−1; (b) separated bands at a strain rate of 102 s−1 [34]. (Adapted from Ref. [34],
Figures 10 and 18, 2017, with permission from Elsevier.)

2.2.2. Indentation

Similar to the strain rate effect under uniaxial loading, an increase in loading rate in
indentation tests leads to a rise of transformation stress. Moreover, a higher loading rate
brings a smaller indentation depth and a drop in the recoverable deformation [36]. The
interpretation in most studies [35,36,82] is that the underlying mechanism can be attributed
to the increased release rate of latent heat during transformation with increasing strain rate
and the strong temperature dependence of NiTi SMAs.

Considering the effect of the released latent heat conduction within the material,
Amini et al. [35] adopted a normalized loading rate parameter to represent the rate effect
in the experiment. The normalized loading rate was defined as a ratio of the loading rate
.
F to the transformation stress σy0 times the conduction coefficient k, and the normalized
indentation depth was defined as a ratio of the indentation depth h to the radius of the tip
R, as shown in Figure 7. Based on the level of the normalized loading rate, the indentation
process could be roughly classified into isothermal, adiabatic, and a transition between
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them, which resembles the strain-rate-dependent ranges under uniaxial loads. Amini et al.
compared NiTi SMA with copper and quartz showing that the indentation depth of NiTi
SMA decreased more rapidly with the loading rate. This can be explained by the enhanced
transformation hardening caused by the latent heat accumulation around the indentation.

 

Figure 7. The rate dependence of the normalized indentation depth on the normalized loading rate
parameter. A sketch of the heat transfer during indentation is drawn at the top right corner [35].
(Reprinted from Ref. [35], Figure 3, 2011, with permission from Elsevier.)

However, Farhat et al. [82] developed a simple heat model to predict the impact of
temperature in indentation and suggested that the decrease of the indentation depth was
not because of the temperature accumulation during transformation. Farhat et al. argued
that the indentation depth decreased with the strain rate even at extremely low loading
rates, where the generated heat could hardly accumulate. The loss of superelasticity might
be due to the retardation of the transformation process during indentation, though more
studies are needed to prove this claim.

2.2.3. Cyclic Loading

The thermomechanical cyclic behaviors of NiTi SMA have been widely studied under
strain- or stress-controlled uniaxial loading mode [37,38,83–85]. The rate-dependence
under quasi-static cyclic strain-controlled loadings was systematically investigated by
Kan et al. [37]. Impact fatigue tests were conducted less frequently than quasi-static
ones [38]. Superelasticity degeneration and temperature variations were found strongly
dependent on the strain rate, while the cyclic transformation path did not changed with
strain rate.

Superelasticity degeneration indicated by transformation stress decrease, residual
strain accumulation, and hysteresis loss takes place at all strain rates. Generally, the start
and peak of transformation stress decrease with increasing number of cycles [37,38,83]. In
Kan’s experiments, cyclic tests were performed at six strain rates ranging from 10−4 s−1

to 10−2 s−1 with the maximum strain fixed at 9%. The corresponding stress-strain curves
in different cycles are shown in Figure 8. The drop of transformation stress at each cycle
becomes more conspicuous with increasing strain rate. Residual strain accumulation during
cyclic loadings increases remarkably with increasing strain rate. The dissipation energy, i.e.,
the area of the stress-strain hysteresis loop, decreases with cycles, but the rate-dependence
of the dissipation energy loss could be more complicated.
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Figure 8. Rate-dependent stress–strain curves in different cycles: (a) 1st cycle; (b) 2nd cycle; (c) 5th
cycle; (d) 10th cycle; (e) 20th cycle; (f) 50th cycle [37]. (Reprinted from Ref. [37], Figure 3, 2016, with
permission from Elsevier.)

Superelasticity degeneration of NiTi SMA is mainly attributed to the interactions
between transformation and dislocations [37,84,85]. Dislocations can be nucleated by high
local stress near the phase interface and accumulate with the loading cycles. The inter-
nal stress caused by the dislocations assists stress-induced martensitic transformation,
accounting for a decreasing critical transformation stress, and hindering the reverse marten-
sitic transformation, resulting in an increasing residual strain. Therefore, superelasticity
degeneration is speeded up by high strain rates.

Temperature variations during the cyclic deformation are also greatly influenced by the
strain rate [37,84,85]. The evolution of temperature at five different strain rates in the 1st and
20th cycle are shown in Figure 9. In the loading part the temperature increases due to the
release of transformation latent heat, while in the unloading part the temperature decreases
first since the latent heat is absorbed in the reverse transformation and finally returns to
the initial ambient temperature. Higher strain rates bring higher average temperatures.
Generally, the amplitude of temperature oscillation decreases with increasing number of
cycles; however, it increases with increasing strain rate.
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Figure 9. Temperature records at various strain rates in the 1st cycle (a) and 20th cycle (b) [37].
(Reprinted from Ref. [37], Figure 9, 2016, with permission from Elsevier.)

Due to the temperature effect, the transformation hardening is enhanced as the strain
rate grows [37]. The driving force in forward transformation progressively increases as the
temperature rises. At a strain rate below 10−2 s−1, the heat generated by latent heat has to
compete with heat conduction and convection in order to raise the temperature. This is
similar to the mechanism under monotonic uniaxial loadings.

The number of impact fatigue tests is fewer than that of quasi-static ones. Zur-
bitu et al. [38] investigated the superelastic repeated-impact behaviors of NiTi SMA wires
at a strain rate of 10 s−1. They discovered that the critical transformation stress decreased
with increasing cycles in both quasi-static and impact fatigue situations. However, the
transformation stress dropped more slowly with cycles in the impact condition since rapid
deformation caused a high level of dislocation density which hindered the reduction of
martensitic transformation stress. Furthermore, Fitzka et al. [86] found that the intermedi-
ate R-phase still occurred in both forward and reverse martensitic transformation when the
test frequency was increased to ultrasonic (102 s−1). Therefore, the cyclic transformation
path is independent of the strain rate.

In summary, the cyclic deformation of NiTi SMA is strongly dependent on the strain
rate in the range from 10−4 s−1 to 102 s−1. As the strain rate increases, the superelasticity
degenerates more rapidly and the sample temperature increases. The thermo-mechanical
coupling effect determines the rate-dependent cyclic behaviors of NiTi SMA.

2.3. Dependence of the Strain Rate Effect on Microstructure

In addition to the loading condition, microstructure also have an important effect
on the strain-rate dependent behaviors of NiTi SMAs. For general NiTi SMAs, the strain
rate effect of R-phase transformation should be taken into consideration when the total
strain is less than 2%. Precipitated phases, such as Ni4Ti3 precipitates, could improve the
pseudoelasticity. A smaller grain size of austinite could neutralize the strain rate effect
since the temperature effect decreases with a smaller latent heat. Porous SMAs are found
with a similar strain rate effect, while SMA composites exhibit excellent impact-resisting
performance.

2.3.1. General SMAs

a. R-phase

A rhombohedral (R) phase transformation is much more sensitive to the strain rate
compared to martensitic transformation. Since the elongation strain caused by R-phase is
usually less than 1% (total martensitic transformation strain is 8%), the R-phase effect can
be ignored in most situations. However, when the total strain is less than 2%, the influence
of R-phase is worth considering carefully. Helbert et al. [39] built a three-phase pseudo-
diagram and took R-phase transformation into consideration in explaining the strain effect
on sensitivity of NiTi SMA wires. They found that the temperature sensitiveness of R-
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phase transformation stress was more than 10 MPa/K, which was approximately twice the
sensitiveness of martensite phase, as shown in Figure 10. As the strain rate influences the
temperature, R-phase transformation stress increases with the strain rate more rapidly than
that of martensitic transformation.

Figure 10. Pseudo-diagram of the studied NiTi alloy. The stress-temperature slope of R-phase is
twice that of martensite phase. [39]. (Reprinted from Ref. [39], Figure 7, 2014, with permission
from Elsevier.)

b. Precipitated phase

The influence of precipitates on the transformation behaviors of Ni-rich NiTi SMAs has
been investigated by a large number of researchers [42,43,87–89]. The precipitated phase of
Ni-rich NiTi SMAs is highly dependent on the aging temperature and time, among which
the most studied are Ni4Ti3 precipitates. The Ni4Ti3 precipitates usually introduce R-phase
transformation and result in a multistage transformation behavior [87]. Experimental
results have shown that the precipitate influence varies with the strain rate.

The precipitation evolution and transformation behavior at quasi-static strain rates
were studied and characterized by Fan et al. [42]. The critical transformation stress found
was mainly determined by the magnitude of martensitic transformation temperature rather
than the appearance of precipitates after aging treatment. Generally, the transformation
temperature increases with decreasing aging temperature and increasing aging time.

A recent study by Yu et al. [43] showed that Ni4Ti3 precipitates could improve the
pseudoelasticity of NiTi SMAs under impact loading. The critical transformation stress
increases with increasing size and volume fraction of precipitates. The best performance in
strength is found in the sample with the precipitates dispersed homogeneously within the
grains. However, a more comprehensive study on the dependence of the strain rate effect
on the precipitated phase is still needed.

c. Grain size

Smaller grains typically reduce the rate-sensitivity of the transformation behavior.
Ahadi and Sun [40] studied the rate-dependence of NiTi SMAs on the grain size system-
atically. Weaker rate dependence was found with smaller grain size, i.e., the difference
between the transformation stresses at high and low strain rates diminished as the grain
size became smaller. As shown in Figure 11, when the grain shrinks from 90 nm to 10 nm,
Δσ decreases from 135 MPa to zero. Such decreased rate dependence can be explained by
smaller temperature variations due to the reduction of latent heat.
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Figure 11. The effect of five Grain Sizes (GS) on the σ − ε curves under monotonic loading–unloading
in the strain rate range from 4 × 10−5s−1 to 10−1s−1 [40]. (Reprinted from Ref. [40], Figure 5, 2014,
with permission from Elsevier.)

2.3.2. Porous SMAs and Composites

The rate dependence of porous SMAs is similar to general solid NiTi SMAs [25], as
greater transformation stress is found at higher strain rates.

SMA composites commonly have lamellar structures with NiTi SMAs embedded and
exhibit excellent impact-resisting performance [41]. For example, Pappadà et al. dropped a
heavy ball on a composite plate to test the impact effect around the strain rate of 10 s−1.
They compared the SMA-embedded and steel-embedded plates and showed that the
SMA-embedded composites had a better performance in absorbing the impact energy.

3. Models

Typically, the stress increases gradually during transformation, and this transformation
hardening is enhanced by increasing the strain rate. In those models that did not directly
consider the strain rate effect [90–93], the enhanced transformation hardening was modeled
by a phenomenological hardening function with parameters fitted for different strain
rates rather than a physical model that inherently considers the hardening mechanism.
The hardening function provided extra resistance to transformation, and was generally
described as a function of internal state variables with temperature-dependent parameters.
These parameters were calibrated by experiments under a specific strain rate and needed to
be updated when the strain rate changed. As a result, these models could only give accurate
predictions in cases of limited change of the strain rate with a specific group of parameters.

To directly account for the strain rate effects discussed in Section 2, thermal source
models are proposed for modeling the NiTi SMA behaviors at low and medium strain
rates, and as extended versions, thermal kinetic models are proposed for high strain rates
to consider the kinetic effect in shock conditions. These models that take account of the self-
heating mechanism and represent the strain rate effect by means of thermal sources can be
termed as thermal source models. This is because the strain rate influences the martensitic
transformation rate, in turn influences the heat production rate and temperature field. In
shock conditions, the velocity of dislocations and phase interfaces set in, so the thermal
source model has been extended to thermal kinetic models to consider these kinetic effects.

3.1. Thermal Source Models

At low and medium strain rates, the strain rate effect of NiTi SMA is mainly attributed
to temperature variations during transformation, which can be modeled by means of
thermal sources in the material [44,45]. The thermal source releases heat in the forward
martensitic transformation and absorbs heat in the reverse. The temperature field is hence
influenced by a transformation rate that scales with the strain rate.
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There are two basic ways to develop the temperature evolution equation in thermal
source models. The first method is to directly add external thermal sources to the energy
equation, including the latent heat, dissipation heat, and elastic heat [46,47]. The specific
form of the thermal source can be constructed empirically. For instance, the released latent
heat rate can be represented by a function of the rate of change in a martensitic volume
fraction, while the dissipation heat is calculated by a fixed proportion (e.g., 90%) of the
total mechanical dissipation energy [48,49].

The second method is to derive the energy equation from an explicit thermodynamic
potential with added energy terms related to thermal sources [94,95]. The thermodynamic
potential can be either Gibbs or Helmholtz free energy, which is constructed from physical
or phenomenological considerations as a function of stress (or strain), temperature, and
a set of internal state variables. The chosen form of the free energy should contain the
thermal effect introduced by the latent heat, dissipation heat, etc. The evolution equations
are then established following a standard thermodynamic procedure.

Two methods lead to similar temperature evolution equations that contain terms with
the same physical origins, and both methods need extra constitutive equations for internal
state variables [44–47]. The first method that directly adds thermal sources to the energy
equation seems to be more simple and easier to realize; however, the second potential
method is more favored among researchers in view of its thermodynamic consistency.
Therefore, our review will focus on this potential method in explaining the thermal source
model. Details of the potential method will be presented in the perspective of thermody-
namic theory in Section 3.1.1, followed by a discussion on thermal source components in
Section 3.1.2. Simulation examples based on the thermal source model will be shown in
Section 3.1.3.

3.1.1. Framework of the Potential Method and the Temperature Evolution Equation

Taking the Gibbs free energy (G) for example, the free energy is usually expressed as a
function of a stress tensor S, a temperature T, and other internal variables:

G = G
(

S, T, γi
)

, (1)

where γi represents the ith internal variable. The derivative of Gibbs free energy can then
be written by:

.
G =

∂G
∂S

:
.
S +

∂G
∂T

.
T +

∂G
∂γi :

.
γ

i, (2)

where the Einstein summation convention is assumed. Three conjugate relationships from
the second law of thermodynamics are applied:

E = −ρ
∂G
∂S

, (3)

s = −∂G
∂T

, (4)

πi = −ρ
∂G
∂γi , (5)

where E is the strain tensor, ρ is the density, s is the entropy, and πi is the thermodynamic
driving force conjugated to γi. Thus, Equation (2) can be simplified to:

.
G = −s

.
T − 1

ρ
E :

.
S − 1

ρ
πi :

.
γ

i. (6)

The first law of thermodynamics can be express as

ρ
.
u = S :

.
E + ρr −∇·q, (7)
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where u is the specific internal energy, r is the external heat source density, and q is the
heat flux. Note that the mechanical dissipation is well considered in Equation (7). The
expression of the internal energy rate is necessary for acquiring the progress of temperature
change, which can be obtained from a Legendre transformation:

.
u =

.
G + T

.
s + s

.
T +

1
ρ

(
S :

.
E + E :

.
S
)

. (8)

Substitute (6) into (8), two terms can be removed:

.
u = T

.
s − 1

ρ
πi :

.
γ

i
+

1
ρ

S :
.
E. (9)

Equations (6), (7), and (9) suggest:

− ρT
∂

∂t

(
∂G
∂T

)
= πi :

.
γ

i
+ ρr −∇·q, (10)

The form of the Gibbs free energy is not unique. If the internal state variables are
selected to be the martensitic volume fraction ξ and the transformation strain εt, as used
by Boyd and Lagoudas [94], the explicit form of the Gibbs free energy (GL) can then be
defined as:

GL
(
S, T, ξ, εt) = − 1

2ρ S : C : S − 1
ρ S :

[
α(T − T0) + εt]+ c

[
(T − T0)− T ln

(
T
T0

)]
−s0T + u0 +

1
ρ f (ξ),

(11)

where C is the effective compliance tensor, α is the effective thermal expansion coefficient
tensor, T0 is a reference temperature, c is the effective specific heat capacity, s0 is the effective
specific entropy at the reference state, u0 is the effective specific internal energy at reference
state, and f (ξ) is a transformation hardening function.

The effective parameters in (11) are determined by terms of the properties for the pure
phases. For instance, the effective thermal expansion coefficient is defined as:

α(ξ) = αA + ξ
(

αM − αA
)
= αA + ξΔα, (12)

where the superscripts A and M represent pure austenite and martensite, respectively.
With the assumption that the martensitic transformation happens with no martensitic

variant reorientation, the evolution of the transformation strain is then postulated as

.
ε

t
= Λ

.
ξ, (13)

where Λ is the transformation tensor. Assume that the specific heat and the thermal
expansion coefficients of the two phases are identical:

∂GL
∂T

= −1
ρ

S : α − c ln
(

T
T0

)
− s0, (14)

and the driving force πξ can be evaluated by:

πξ = S : Λ +
1
2

S : ΔC : S + ρΔs0T − ρΔu0 − ∂ f
∂ξ

. (15)

Substitute (14) and (15) into (10):

ρc
.
T = −ρΔs0T

.
ξ + πξ

.
ξ − α :

.
ST + ρr −∇·q, (16)
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which is the governing equation of temperature based on the proposed form of Gibbs free
energy in (11).

3.1.2. Components Related to the Thermal Sources

Each term in the temperature evolution Equation (16) corresponds to a specific thermal
source, which includes the latent heat, irreversible dissipation heat, elastic heat, heat flux,
and external heat sources. These heat components will be discussed individually below.

a. Latent heat

The temperature variations of NiTi SMAs are mainly caused by the latent heat dur-
ing transformation. Previous phenomenological models assumed that the absorbed or
released rate of latent heat had a linear relationship with the change rate of transformation
strain [44], while recent models tended to assume a linear relationship with the change rate
of martensitic volume fraction [96–98]. For example, the term ρΔs0T

.
ξ in (16) corresponds to

the latent heat, which is determined by the difference of entropy ρΔs0 between two phases,
the temperature T, and the martensitic volume fraction change rate

.
ξ [99,100].

b. Irreversible dissipation heat

The influence of the dissipation heat on the temperature evolution is second only to
that of the latent heat. The mechanism of dissipation of heat are complex, which usually
include dissipation by martensitic transformation, martensite reorientation and detwinning,
transformation-induced plasticity, and structural plasticity due to the increasing density of
dislocations [60,97]. The specific dissipation process depends on the microstructure and
external loading conditions.

The contribution of the dissipation heat depends on the strain rate. When the strain rate
is low, the dissipation heat by the martensitic transformation in NiTi SMA is smaller than
the latent heat by an order of magnitude, which only needs a simple approximation [49]
and sometimes can even be ignored [99,101]. In contrast, at medium and high strain rates
the dissipation heat could reach a high proportion of the total heat [102,103].

The irreversible dissipation rate can be modeled by a sum of product terms of the
thermodynamic driving forces and the change rates of corresponding internal state vari-
ables. In general, the thermodynamic driving force is assumed to reach a critical value
before the corresponding dissipation process initializes, and then remains a constant during
the dissipation. The evolutions of internal state variables are governed by the driving
forces during transformation, and they eventually determine the dissipation rate in cases
of constant driving forces.

In the potential method, the free energy form is modified to take account of the cor-
responding dissipation heat in the temperature evolution equation. These modifications
basically address the relevant dissipation mechanisms mentioned above. Examples in-
clude: (1) The dissipation heat by martensitic transformation as considered by Boyd and
Lagoudas [94] in the Gibbs free energy (11) with the corresponding term πξ

.
ξ in the temper-

ature evolution equation (3–16). (2) The dissipation heat by the martensite reorientation
was taken into account by Šittner et al. [60] in the Gibbs free energy with a function of the
volume fraction of each martensite variant. (3) The dissipation heat by transformation-
induced plasticity was modeled by Xu et al. [104] in the Gibbs free energy with a term
depending on the plastic strain accumulated during transformation. (4) The dissipation
heat by general dislocation plasticity was taken into consideration by Heller et al. [105] in
the free energy with a term depending on the elevated stress subject to a yield criterion.

c. Elastic heat

The elastic heat rate here is referred to as the power of stress owing to the thermal
expansion, which is the term α :

.
ST in (16). However, the elastic heat is often neglected in

most calculations for its insignificant amount compared to the latent heat [100].

d. Heat flux and external heat source
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The heat flux and external heat source, as indicated by the term ρr − ∇·q on the
right-hand side in (16), correspond to the surface heat conduction/convection and bulk
heat production. The heat release and production rates due to external factors also have
important influences on the temperature evolution. For example, water-enclosed NiTi SMA
wires more readily dissipate heat than air-enclosed ones, and the power of the electricity
current greatly influences the temperature of current-driven NiTi SMA wires [5].

3.1.3. Simulation Results with the Thermal Source Model

Quite a few simulations of NiTi SMAs have been carried out under isothermal (quasi-
static) or adiabatic conditions based on the thermal source models [50,51,54,55]. Simulation
examples have been selected and arranged in the following paragraphs to show the strength
of thermal source models in capturing the strain rate effect on both macro- and micro-
behaviors of NiTi SMAs. The first simulation case shows the ability of thermal source
models to simulate the stress-strain curves with transformation hardening when the strain
rate increases. The stress response is attributed to the self-heating mechanism, so the
next simulation example investigates the strain rate effect on the temperature variation.
Following this, several simulations are presented in studying the contributions of thermal-
source components to the temperature variation under various strain rates. The last
simulation example discusses the strain rate effect on the nucleation and propagation of
phase transformations.

The rate responses of the stress-strain curves are one of the major concerns in simulat-
ing the thermomechanical behaviors of NiTi SMAs. Thermal source models can catch the
transformation hardening process in the stress-strain curves owing to an increase in strain
rate. Simulation examples of isothermal and adiabatic deformation performed by Wang
et al. [95] are shown in Figure 12. The simulated stress-strain curves were compared with
experimental data in Figure 12a. In the isothermal situation (

.
ε = 4 × 10−5s−1), the stress

stayed constant during transformation; while in the approximately-adiabatic situation
(

.
ε = 4 × 10−2s−1), the stress increased with increasing strain exhibiting a transformation

hardening process.

Figure 12. Comparisons between simulation results and experimental data in isothermal and adi-
abatic conditions: (a) stress-strain curves and (b) temperature-strain curves [95]. (Reprinted from
Ref. [95], Figure 7, 2017, with permission from Institute of Physics Publishing, Ltd.)

The increase of stress during transformation is caused by temperature change. The
corresponding simulated temperature-strain curves were compared with experimental data
in Figure 12b. The temperature remained constant during transformation in the isothermal
situation, while the temperature increased with increasing strain in the approximately
adiabatic situation. The strain rate effect on the temperature evolution compares well with
experiments as the self-heating mechanism is accounted for in thermal source models.

The influences of the thermal-source components on the temperature change vary
with strain rate. The contribution of the dissipation heat component to the temperature rise
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was investigated under various strain rates [99,101]. At low strain rates, the dissipation
heat only had a small effect on the specimen temperature compared to the latent heat,
so the dissipation accumulation, calculated by the mechanical dissipation in one cycle,
was carefully studied. Grandi et al. [51] measured the areas of the hysteresis cycles in
the simulated stress-strain curves and found that the dissipation accumulation increased
with increasing strain rate first and then decreased after the peak. The non-monotone
trend of the dissipated energy with the strain rate was supported by the experimental
results obtained by Zhang et al. [31]. However, the contribution of the dissipation heat to
the temperature rise approached that of the latent heat when the strain rate grew above
102 s−1. The simulations performed by Shen and Liu [103] showed that the temperature rise
increased with increasing strain rate, and the percentage of the dissipation heat ascended
to 47% at a strain rate of 1600 s−1, as shown in Figure 13.

Figure 13. Latent heat and dissipation heat effect on the temperature change [103]. (Reprinted
from Ref. [103], Figure 9, 2019, with permission from the publisher Taylor & Francis Ltd, http:
//www.tandfonline.com).

In addition to the influences of the dissipation heat, the influences of the heat flux
component on the temperature change were also explored at different strain rates. For
instance, the trends of the maximum temperature rise with the strain rate were studied
by Grandi et al. [51] under three different heat transfer coefficients, as shown in Figure 14.
Either a low heat transfer coefficient or a high strain rate resulted in a rise in the specimen
temperature. This demonstrated the equivalence of the thermal effects caused by decreasing
the heat transfer coefficient and increasing the strain rate.

Figure 14. The maximum temperature increase under three different heat transfer coefficients (h) [51].
(Reprinted from Ref. [51], Figure 11, 2012, with permission from Elsevier.)
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The strain rate effect on the nucleation and propagation of phase transformation was
also captured by thermal source models. Ahmadian et al. [100] simulated the transforma-
tion process at strain rates ranging from 10−4 s−1 to 10−1 s−1 showing that the number of
martensite bands increased as the strain rate increased. The martensitic transformation
domains in simulations propagated and widened in a parallel mode. These features are
similar to those in experiments (Figure 15).

Figure 15. Phase evolution contours under 3.3 × 10−2s−1 and 1.1 × 10−1s−1 [100]. (Adapted from
Ref. [100], Figure 20, 2015, with permission from Elsevier.)

In conclusion, thermal source models are capable of describing the thermomechanical
behaviors of NiTi SMAs at low and medium strain rates. However, these models do not
consider the kinetic effect, which is one of the main causes for the strain rate effect in
dynamic loading conditions. The thermal kinetic model has hence been developed and will
be discussed in the next section.

3.2. Thermal Kinetic Models

Thermal source models are not able to capture the sudden rise of stress under dynamic
loading conditions. It is observed in experiments that the overall stress level of NiTi SMA
increases dramatically when the strain rate increases above 103 s−1. In contrast with the
rapid growth of stress, the temperature rise reaches a saturation value as the heat by
transformation is fully released in the adiabatic process. Thus, the self-heating mechanism
can only partially explain the large flow stress in the high-strain-rate deformation.

The rise of overall stress, as well as transformation stress, can be ascribed to the
dislocation drag mechanism in the plastic deformation around the phase interface [73,74],
as discussed in Section 2. The interface between the austenite and martensite phases
contains dislocations that need a much higher driving stress at high strain rates due to
the phono drag effect. As a result, the resistance of the phase interface increases sharply
leading to a rapid increase in transformation stress. The kinetic properties of the phase
interface are therefore of fundamental importance in explaining the great increase in stress
during shock conditions.

Some of the earliest phenomenological models were developed by simply introducing
a strain rate term into the thermal source model. For instance, Hiroyuki et al. [106] and
Auricchio et al. [107] constructed rate-dependent models with thermal sources containing
strain rate terms to account for the sole strain-rate effect. Though their simulation results
matched well with the experimental results at medium strain rates, their models could
hardly reproduce the significant stress rise in dynamic conditions due to the neglect of the
kinetic relationship at the phase interface.
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Yu et al. [56–58] extended the thermal source model to thermal kinetic model by
considering both the self-heating mechanism and kinetic relationship at high strain rates.
Based on the thermal source model by Hartl et al. [108], Yu et al. added a term in the
traditional transformation driving force to describe the global resistance force of the phase
front on transformation. The added resistance force incorporated the velocity of the phase
front, and was derived from calculating the needed energy for the kinetic energy change
during transformation. The large flow stress and the strain rate effect in the dynamic
loading conditions were eventually well-predicted by the thermal kinetic model.

Our review will focus on Yu’s model in explaining the thermal kinetic model in view
of the limited number of rate-dependent models for dynamic deformation of NiTi SMAs.
Necessary numerical verifications based on Yu’s model will be presented at the end.

On the basis of the thermal source model proposed by Hartl et al. [108], Yu’s model
assumes that the dislocation drag effect on the phase interface can be modeled by adding a
resistance term to the driving force of the martensitic transformation:

π′
tr = πtr − fD(ξ), (17)

where πtr is the driving force in the original quasi-static thermal source model and fD(ξ) is
the added resistance force defined as a linear function of the volume fraction of martensite
ξ:

fD(ξ) = Kξ, (18)

where K is a constant parameter and described the kinetics related to the strain rate. This
parameter can be derived from calculating the kinetic energy change in the wave equation
and its form is given as:

K =
1
4

ρ0κ2g2
tr(

.
ε)

2, (19)

where gtr is the complete (or maximum) transformation strain, and κ is material parameter
which describes the relationship between the strain rate

.
ε and phase boundary velocity CP

as:
CP = κ

.
ε. (20)

When the strain rate decreases to quasi-static, the resistance force decreases rapidly
and finally the thermal kinetic model reduces back to the thermal source model.

Yu and Young [57] then extended the model to three dimensions and applied the
thermal kinetic model to simulate the energy band evolutions under high strain rates
by the finite element method [58]. The stress-strain curves from experiment data [27]
and the thermal kinetic model at five different high strain rates are shown in Figure 16.
The critical stress for forward phase transformation increased with increasing strain rate
and the hysteresis area shrank when the strain rate was above 9000 s−1. In addition
to the experiment results by Guo et al., the kinetic models can match well with other
austenitic SMAs.

Compared to the thermal source model, the thermal kinetic model considers both the
self-heating effect and the kinetics of the phase interface in dynamic loading. However,
the resistance force on the phase interface is estimated globally by a calculation of kinetic
energy change, and therefore more effort is still needed to improve the thermal kinetic
model in order to consider the localized microstructure of the phase front.
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Figure 16. Comparison of stress-strain curves between experiments [27] and simulations [56] at
different high strain rates. (Reprinted from Ref. [56], Figure 6, 2017, with permission from Elsevier.)

4. Final Remarks

This paper has reviewed experimental results and constitutive models for the strain
rate effect of NiTi SMAs from quasi-static to dynamic loading conditions. An attempt has
been made to summarize the physical mechanisms, experimental observations, and models
relevant to different strain rates, as shown in Table 1 for uniaxial loading conditions.

Most experimental results reviewed in this paper were under uniaxial loads, while
those under shear, indentation, and cyclic loading have also been discussed. Experiments
in shear and indentation exhibit similar behaviors to those in uniaxial; as for cyclic loading,
superelasticity degeneration and temperature variations are enhanced by increasing the
strain rate. The microstructure features such as appearance of the R-phase and precipi-
tated phase, and grain size, also have influences on the strain-rate responses of general
NiTi SMAs.

Rate-dependent constitutive models of NiTi SMAs have been built based on the
physical mechanisms under different strain rates. Thermal source models have been
developed for low and medium strain rates where the strain rate effect could be modeled
as thermal sources working in the energy equation. Thermal kinetic models have been
extended from thermal source models to consider the kinetic relationship at high strain
rates. Both models are effective in modeling the thermodynamic behaviors of NiTi SMAs
under corresponding strain rates.

In conclusion, new information provided by this analysis includes; (1) a general plot of
the martensitic transformation stress and the austenite yield stress as a function of the strain
rate in Figure 2, (2) categorizations of theoretical models based on the physical origins,
and (3) a summary of connections between experimental observations, mechanisms, and
models for NiTi SMAs at different strain rates in Table 1.

In addition to the information analyzed and summarized above, future research
directions are suggested in the following three aspects: (1) new devices and experimental
methods for maintaining a stable strain rate in the medium range; (2) comprehensive
studies on the influences of microstructure on the strain rate effect; (3) improvements on
thermal kinetic models to take account of the localized microstructure of the phase front.
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