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Virtual Reality (VR) and Augmented Reality (AR) technologies have the potential to
revolutionise the way we interact with digital content. VR and AR technologies have seen
tremendous progress in recent years, enabling novel and exciting ways to interact within
virtual environments. An interesting approach to interaction in VR and AR is the use of tan-
gible user interfaces, which leverage our innate understanding of the physical world, how
our bodies move and interact with it, and our learned capabilities to manipulate physical
objects. This Special Issue explores recent advances in the field of tangible and embodied
interactions for virtual and augmented reality, as showcased by the following papers.

• “Design and Implementation of Two Immersive Audio and Video Communication
Systems Based on Virtual Reality” [1]: This paper presents two immersive communi-
cation systems that combine VR with audio and video to create a more natural and
engaging communication experience. The researchers describe the technical details
of the systems, including the hardware and software used, and provide a thorough
analysis of the results of user testing. They also discuss the potential applications of
the systems, such as in remote conferencing and virtual collaboration.

• “An Interactive Augmented Reality Graph Visualization for Chinese Painters” [2]:
This paper describes an interactive AR system that allows Chinese painters to explore
and visualise complex graphs in an intuitive and immersive way. The authors discuss
the design considerations that went into creating the system, such as the use of colour
and motion to convey information, and provide detailed examples of how the system
can be used in practice.

• “Situating Learning in AR Fantasy, Design Considerations for AR Game-Based Learn-
ing for Children” [3]: This paper discusses the use of AR in educational games for
children and presents design considerations for creating effective and engaging learn-
ing experiences. The authors provide an overview of the current state of the field,
including the benefits and challenges of using AR in education, and present a set
of best practices for designing AR games for children. They also describe several
case studies of AR games that have been successfully implemented in real-world
educational settings.

• “Development of a Virtual Object Weight Recognition Algorithm Based on Pseudo-
Haptics and the Development of Immersion Evaluation Technology” [4]: This paper
presents a virtual weight recognition algorithm that uses pseudo-haptics to create a
more realistic and immersive experience. The authors describe the technical details of
the algorithm, including the software and hardware used, and provide a thorough
analysis of the results of user testing.

• “A 3D Image Registration Method for Laparoscopic Liver Surgery Navigation” [5]:
This paper proposes a new method for 3D image registration in laparoscopic liver
surgery navigation. The authors introduce a hybrid registration method that combines
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feature-based and intensity-based registration to improve the accuracy and robustness
of the registration process. The method was tested on real patient data and showed
promising results. Overall, the paper presents a new approach to improve the precision
of laparoscopic AR navigation in minimally invasive abdominal surgery.

• “Gaze-Based Interaction Intention Recognition in Virtual Reality” [6]: This paper
explores the use of gaze-based interaction in VR and how it can be used to recognise
user intentions. The paper discusses the potential of this technology to unlock intuitive
new interaction schemes and proposes a classification model for recognising user
intentions based on gaze data. The authors conducted experiments to test the accuracy
of their model and found promising results. They also discuss potential future research
directions for this technology.

• “Personalized Virtual Reality Environments for Intervention with People with Dis-
ability” [7]: This paper discusses the use of personalised VR environments to provide
rehabilitation and intervention for people with disabilities. The authors provide an
overview of the current state of the field, including the benefits and challenges of
using VR in rehabilitation, and describe several case studies of successful interventions
using VR. They also discuss the potential implications of the technology for the field
of disability services.

• “Preoperative Virtual Reality Surgical Rehearsal of Renal Access during Percutaneous
Nephrolithotomy: A Pilot Study” [8]: This paper proposes a preliminary study of
PCNL surgical rehearsal using the Marion Surgical PCNL simulator, where preop-
erative CT scans of a patient are used to create a 3D model of the renal system. An
experienced surgeon planned and practised the procedure in the simulator before per-
forming the surgery in the operating room. Preliminary results suggest that surgical
rehearsal using a combination of VR and haptic feedback strongly affects decision
making during the procedure.

• “Digital Taste in Mulsemedia Augmented Reality: Perspective on Developments and
Challenges” [9]: This article reviews how AR can be used to stimulate and modulate
the sensation of taste in humans using low-amplitude electrical signals. The article
explores techniques from prominent research pools and proposes extensions to the
already established technological architecture for taste stimulation and modulation.
The goal is to integrate gustatory augmentation into the commercial market and create
a viable multichannel medium for the transfer of sensory information. The article
highlights benefits and limitations and proposes the use of modern technological ex-
tensions, including the Internet of Things, artificial intelligence, and machine learning.

• “Visual Positioning System Based on 6D Object Pose Estimation Using Mobile Web” [10]:
The article presents a new method of detecting 3D objects from a single image taken by
a smartphone camera in indoor spaces and calculating the location of the smartphone
to find users in those spaces. The proposed indoor visual positioning system for mobile
devices is inexpensive, as it integrates deep learning and computer vision algorithms
and does not require additional infrastructure. The method uses convolutional neural
networks (CNNs) and real-time pose estimation to handle the entire 6D pose estimate
and determine the location and direction of the camera. The estimated position
is addressed to a voxel to determine a stable user position. The proposed voxel-
addressed optimisation approach with camera 6D position estimation using RGB
images outperforms current state-of-the-art methods using RGB depth or point cloud,
and provides users with indoor information in a 3D AR model.

• “Effects of Using Vibrotactile Feedback on Sound Localization by Deaf and Hard-of-
Hearing People in Virtual Environments” [11]: This paper proposes a haptic VR suit
that helps Deaf and Hard-of-Hearing (DHH) individuals complete sound-related VR
tasks efficiently. The VR suit receives sound information wirelessly and indicates the
direction of the sound source using vibrotactile feedback. The study suggests that
using different setups of the VR suit can significantly improve VR task completion
times. The results of mounting haptic devices on different positions on users’ bodies
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indicate that DHH users can complete a VR task significantly faster when two vibro-
motors are mounted on their arms and ears compared to their thighs. In an additional
study, it was found that there was no significant difference in task completion time
when using four vibro-motors with the VR suit compared to using only two vibro-
motors in users’ ears without the VR suit.

• “Virtual/Augmented Reality for Rehabilitation Applications Using Electromyography
as Control/Biofeedback: Systematic Literature Review” [12]: The article is a system-
atic literature review that explores whether there is a standardised protocol towards
therapeutic applications of surface electromyography (sEMG) signals in VR and AR
interfaces. The review found 40 relevant articles that focused on applications, such
as neurological motor rehabilitation and prosthesis training, and processing algo-
rithms such as artificial intelligence and direct control. The hardware used includes
Myo Armband, Delsys, and proprietary equipment, and the VR/AR interfaces are
training scene models, video games, and first-person views. The review concludes
that there is no consensus regarding signal processing or classification criteria and
proposes that future work should aim to standardise these technologies for adoption
in clinical practice.

• “Virtual Reality for Safe Testing and Development in Collaborative Robotics: Chal-
lenges and Perspectives” [13]: This paper explores the use of extended reality (XR),
specifically VR, to test and develop collaboration between humans and collaborative
robots (cobots). The use of XR simulations allows for evaluating collaboration without
putting humans at risk, making it useful for dangerous scenarios. XR also enables
combining human behavioural data, subjective self-reports, and biosignals to measure
human comfort, stress, and cognitive load during collaboration. The paper suggests
that XR has the potential to change the way cobots are designed, tested, and trained in
a range of applications, from industry to healthcare and space operations.

These papers demonstrate the diverse range of applications and approaches to tangible
and embodied interactions in virtual and augmented reality and highlight the potential
of these technologies to create more natural and engaging user experiences. As the field
continues to evolve, we can expect to see even more innovative and exciting developments
in this area.
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Design and Implementation of Two Immersive Audio and
Video Communication Systems Based on Virtual Reality
Hanqi Zhang 1, Jing Wang 1,* , Zhuoran Li 2,* and Jingxin Li 3

1 School of Information and Electronics, Beijing Institute of Technology, Beijing 100811, China
2 Aerospace Information Research Institute, Chinese Academy of Sciences, Beijing 100045, China
3 China Electronics Standardization Institute, Beijing 101102, China
* Correspondence: wangjing@bit.edu.cn (J.W.); lizhuoran@aircas.ac.cn (Z.L.)

Abstract: Due to the impact of the COVID-19 pandemic in recent years, remote communication
has become increasingly common, which has also spawned many online solutions. Compared
with an in-person scenario, the feeling of immersion and participation is lacking in these solutions,
and the effect is thus not ideal. In this study, we focus on two typical virtual reality (VR) applica-
tion scenarios with immersive audio and video experience: VR conferencing and panoramic live
broadcast. We begin by introducing the core principles of traditional video conferencing, followed
by the existing research results of VR conferencing along with the similarities, differences, pros,
and cons of each solution. Then, we outline our view about what elements a virtual conferencing
room should have. After that, a simple implementation scheme for VR conferencing is provided.
Regarding panoramic video, we introduce the steps to produce and transmit a panoramic live
broadcast and analyze several current mainstream encoding optimization schemes. By compar-
ing traditional video streams, the various development bottlenecks of panoramic live broadcast
are identified and summarized. A simple implementation of a panoramic live broadcast is pre-
sented in this paper. To conclude, the main points are illustrated along with the possible future
directions of the two systems. The simple implementation of two immersive systems provides a
research and application reference for VR audio and video transmission, which can guide subsequent
relevant research studies.

Keywords: virtual reality; immersive communication; VR conference room; panoramic live broadcast;
spatial audio

1. Introduction

Virtual reality (VR) technology has gone through numerous periods since it was first
proposed [1,2]. Currently, applications of virtual reality can be seen in many fields, such as
entertainment, education, medical care [3], real estate, etc. [4–6]. All of these benefit from
its ability to provide a sense of immersion. The promotion of the concept “Metaverse” has
ushered in another peak. The future application scenarios of VR include an end-to-end
immersive communication experience combining virtual reality software and hardware,
computer graphics and images, immersive communication, audio and video multimedia,
and other technologies to ensure that users are able to experience being “immersed” [7].
Long-distance travel usually takes much time and vigor [8]. Many activities are dependent
on people attending in person, such as conferences, large-scale competitions, lectures, etc.
Today, there are many complete video conference applications or live broadcast applications
(e.g., Skype and FaceTime) through which users can participate in remote activities via
computers or mobile phones. These existing technologies or solutions make it possible for
remote access to information from the perspective of results, but they are far from ideal
from the perspective of the immersive experience effect due to a large gap with a real
scenario.

5
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Many online conferencing solutions already existed prior to the COVID-19 pandemic,
such as multiperson video chat software, but they were far less popular than today. At
that time, people were still willing to spend hours traveling to attend meetings that were
sometimes less than an hour. The public is also willing to spend days buying tickets to
performances or large-scale sports competitions. The reason is that a screen cannot provide
the real feeling of immersion. Traditional online video conferences are widespread, and
their enabling mechanisms are mostly based on traditional audio and video streams, which
allow the main functions of the conference to be realized: video communication, voice
communication, and presentation (such as slides). However, the gap between a video
conference and an in-person conference is always the fact that is most criticized. This is
because communication between people is not merely the simple exchange of information,
and there are many other deeper behavioral exchanges that are important information in
communication, such as body language, eye contact, gaze perception, etc. [9]. To achieve
this sense of reality and immersion, virtual reality technology and equipment are needed.
In this paper, we investigate the virtual reality conference room solutions, introduce the
research state of the art, and propose a simple virtual conference room prototype that we
have implemented.

Compared with traditional video, panoramic video can enhance immersion and bring
an unprecedented visual experience. At present, the usage of panoramic video in various
fields has been studied [10–12], and it is likely to be widely and deeply applied in the
foreseeable future [13]. The panoramic video stream brings new video presentation forms
to the on-demand and live broadcast fields. Scenes can be experienced more immersively,
with a free choice of the viewing angle. At present, panoramic live broadcast technology has
been applied to large-scale performances and event scenes. Thus, the audience can not only
feel the atmosphere of the scene but also experience the perspective of the athletes in first
person. At present, research on panoramic video streaming is focused on the video [14,15],
audio [16,17], and quality evaluation [15]. The main focus is on the video, which involves
acquiring the video, projection splicing, coding transmission, and equipment presentation.
In this paper, we outline the current state of research in addition to presenting a simple
panoramic live broadcast system designed and implemented by us.

1.1. Methodology and Contributions

In this article, a literature review investigation on the current research on VR confer-
encing and panoramic live broadcast is presented. By analyzing the related works, we
determine the features and obstacles of VR conferencing. The procedure and key technolo-
gies of panoramic live broadcasting are also presented as well. With the use of available
tools, the simple implementation of two immersive systems is given, aiming to provide a
research and application reference for VR audio and video transmission, which can guide
subsequent relevant research studies.

1.2. Article Structure

The paper is organized as follows:

• Section 2: overview on background of VR conferencing and panoramic live broadcast.
• Section 3: features and obstacles of virtual conference designing.
• Section 4: procedure and key technologies of panoramic live broadcasting.
• Section 5: essential role of 3D audio in the immersive experience.
• Section 6: methods of realizing the two typical immersive scenarios.
• Section 7: the main points of the article are summarized.

2. Related Work

Typical scene applications of virtual reality audio and video communication technol-
ogy include VR conferencing and panoramic live broadcast. Panoramic live broadcast
was developed as early as 2016, which is also considered the “first year of VR”. Now,
5G, VR, and 8K have come into the public eye. With the rapid development of VR software
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and hardware technology, panoramic live broadcast has become increasingly widely used
in various industries. In recent years, due to the impact of COVID-19, researchers and the
industry have begun to pay a greater attention to the development, design, promotion,
and application of VR conferencing to improve the experience of remote collaboration. A
VR conferencing room is one such typical application scenario. In addition, the interna-
tional standards organizations Moving Picture Experts Group (MPEG) and 3rd Generation
Partnership Project (3GPP), as well as the Audio and Video Coding Standards Workgroup
of China (AVS), have been carrying out standardization research and development work
related to immersive media, involving transmission protocols, audio and video coding
and decoding, immersive communication systems, and other aspects, especially in the VR
field, where the goal is to achieve a six-dof (degree of freedom) immersive experience. The
research state of the art of VR conferencing and panoramic live broadcast in the academic
research field is discussed next.

2.1. VR Conferencing

The purpose of video conference is to facilitate the possibility of instant communi-
cation between participants who are not physically together, through using network and
multimedia technology, for participants to appear to be physically together. The traditional
approach is to transmit the video and audio data [18,19] of each participant in their different
spaces to all other participants through a multipoint control unit (MCU). At present, the
technology for video conference has become increasingly flawless and has been widely
used in the current COVID-19 pandemic. However, as video conference cannot provide
a sense of presence, an immersive experience cannot be generated, opening the way for
the introduction of virtual reality conference [20]. So far, the research and application of
VR conference rooms is still in the start-up stage of development and exploration, with no
widely accepted systematic theory.

In [21], a virtual reality conference room based on the traditional MCU architecture
was proposed, in which participants could be placed in a virtual space for communication.
A three-dimensional image in a virtual environment was rendered by processing the two-
dimensional video information of the participants. This method could display the real
image of people in a virtual space, as well as the body information in real time. However,
the participants in the images still wore a head display, which may reduce the effectiveness
of communication.A novel network video conference system based on MR display devices
and AI segmentation technology was proposed in [22]. This was a robust, real-time
video conference software application that made up for the simple interaction and lack
of immersion and realism of traditional video conference, allowing users to interact in a
conference in a new way. However, similar to [21] mentioned above, the participants in
the images wore a head display. The presentation of real-time images of human subjects
lacked realism if the observer’s position was much different from the camera.

In [23], a more complex virtual reality conference system was proposed, which in-
volved the generation of avatars and animation, especially facial expression animation.
The authors provided three feasible means of multiperson cooperation: VR painting, slide
display, and model import. There was also the general design of the network module. To
finish, the experience of wearing the head display device was evaluated, and the conclusion
was that the experience of wearing the head display device was better. A novel video
transmission scheme of a virtual space conference was proposed in [24], which was based
on perceptual control. In the system, the perception of each participant was calculated, with
the construction of a perceptual space matrix based on this, wherein the matrix parameters
were used to control the codec, effectively encoding the video object and thereby reducing
the total bandwidth. The same approach was applied to audio objects.

In [25], the methods for evaluating the authenticity of immersive virtual reality, aug-
mented reality (AR), and hybrid reality were summarized. The conclusion was drawn
following the analysis of a large number of relevant articles. Most methods consisted of a
combination of objective and subjective measures. The most commonly used assessment
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tools were questionnaires, many of which were customized and unverified. The existence
questionnaire was the most commonly used one , which was usually used to evaluate the
authenticity and participation of one’s existence and perception.

The research on VR conferencing is still in its early stages. Ref. [26] discussed the
features and obstacles found within virtual conference solutions (both 2D and 3D) through
a systematic literature review investigation. As a result, 67 key features and 74 obstacles
users experience when interacting with virtual conferencing technologies were identified.
The current VR conferencing solutions mainly focus on the visual aspect, and researchers
focus on the representation of avatars in the virtual space. Under the limited equipment
conditions, it is difficult to achieve a realistic avatar that makes people feel good. The explo-
ration of sound and interaction is relatively small. Based on the above papers, the current
research on VR conference can be divided into the following aspects: the presentation of
characters, the interaction form in the virtual conference room, transmission optimization,
and the evaluation of the conference experience effect.

2.2. Panoramic Live Broadcast

Panoramic video is also called 360-degree video, and it can facilitate more immersive
feelings in people than traditional video. Audiences can observe from different directions
at the same position in the video scene and feel all the information around the scene. Since
the video picture contains all the information around the scene, in order to ensure that the
resolution of pictures from all angles is not lower than that of traditional video, there must
be more data for panoramic video, and the demand for bandwidth is therefore larger [27].

The acquisition and production of panorama requires multiple fisheye lenses for
picture acquisition, and the pictures of each lens are spliced to form a frame picture. The
panoramic video image acquired synchronously is then presented on a spherical surface,
but its data form is not suitable for storage, transmission, compression, or other forms of
processing by classical methods. Thus, projection is required [14,28]. The projection of
panoramic video is the process of mapping the three-dimensional spherical information to
a two-dimensional plane. Several projection methods used in the development of the Joint
Video Exploration Team (JVET) coding standards are illustrated in [14]. As the main carrier
of panoramic video, the projected image contains all the contents of the captured picture,
and the distortion should be reduced as much as possible during splicing to improve the
quality of picture playback. At the same time, [14] studied the impact of different projection
methods on coding efficiency according to existing experiments.

The resolution of a panoramic video is very high. A larger network bandwidth is
therefore needed while also using traditional video compression methods. In order to re-
duce the pressure of the network bandwidth, it is necessary to optimize the coding method
for projected pictures. The panoramic live broadcast system can be divided into three
types according to different encoding optimization methods [15]: full-view video stream,
viewport-based video stream, and tile-based video stream. The full-view video stream
transmits the whole frame, using the same encoding transmission mode as the traditional
video stream. This approach requires a high processor performance and network band-
width. Viewport-based streaming provides a high-quality transmission for the part viewed
by the user based on the position of the user’s current viewpoint, while the transmission
quality of the rest is low. On the client side, the streaming endpoint device detects the user’s
head movement and receives only the specific required video frame area, dynamically
selecting the video stream region of the viewport and adjusting the viewport quality. In this
way, the bitrate of the video stream can be reduced. The server stores multiple adaptive
sets related to a user’s direction and performs matching and viewport position predic-
tion according to the network state. Ref. [29] proposed two dynamic viewport selection
approaches, which adapted the streamed regions based on content complexity variations
and positional information to ensure viewport availability and smooth visual angles for
VR users. Tile-based coding technology is used to divide each frame in the video stream
into multiple blocks. According to the location of the viewport, the resolution between
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different blocks will be different. For example, ref. [28] proposed a video streaming system
that used the divide-and-conquer method to separate the video space into multiple blocks
and encapsulate them during encoding. Ref. [30] proposed a sight-guidance scheme based
on tile-based coding aiming at minimizing the weighted sum of the average traffic load
and users’ watching preference derivation. MPEG-DASH’s (Dynamic Adaptive Streaming
over HTTP) SRD (spatial relationship description) [31] is used to describe the relationship
between blocks in the 360-degree space and is tiled in the field of view (FoV). Ref. [32]
designed a feasible panoramic stereo video live-broadcast framework based on the current
situation, which is similar to our system below.

At present, research on panoramic video is in a mature stage. Now and in the future,
researchers will still explore better approaches to reduce transmission bandwidth and
improve image quality. However, the research on the 3D sound effect of panoramic video
needs to be expanded. Meanwhile, more research on applications on panoramic video is
required as a supplement.

3. VR Conferencing
3.1. What a Virtual Reality Conferencing Application Needs to Succeed

As mentioned above, a virtual reality conference room is proposed with the aim of
obtaining a feeling of immersion for users that is lacking in traditional video conference
rooms. The design of the system focuses on this.

• Virtual space: Immersion means the users’ experience of the scene. A virtual scene
is the main part of the visual information and is an important source of immersion.
The layout of the scene should conform to the appearance of the conference room,
with tables and chairs for virtual avatars to move and interact. So far, there are many
modeling tools as well as models made by others that can be obtained, which can be
easily imported into the game engine for use.

• Avatar: Facial presentation is the most important and complicated factor in this
section. One way to achieve this is to update the avatar’s facial animation in real time
by capturing the participants’ facial information in real time, such as the eye rotation,
lip movement, etc. When a user wears a helmet-mounted display, it becomes difficult
to capture the face data, and the action of the face needs to be controlled by the content
of the participants’ speech [23]. As multiple participants join the conference room,
each participant can see the virtual avatar of all other participants. When a user’s
position status or body movements change, the new status should be synchronized
with other users, for which a network module that synchronizes the status of all
players is required.

• Audio sense of space: Vision and hearing are presently critical aspects of bringing
immersion to virtual reality devices. In order to obtain the same real experience as
in the real conference room, auditory perception is as important as vision. To realize
realistic auditory perception, spatial audio technology should be applied to virtual
reality conferences. When in the same virtual conference room, each participant
should be able to correctly sense the orientation of the other speakers as well as the
reverberation of sound after multiple reflections from the room walls. While novel
interactions are designed in the conference scenario, users can perceive the sound
effect generated by the interaction when some interactions occur.

• Interaction: Communication in the meeting room should be supplemented by content
presentation, such as slides, pictures, or videos. A virtual screen can be set up as the
display area in the scene. In addition to basic interactions, there are many possibilities
for interaction. In [23], VR painting and model import were mentioned. There are also
new attempts to interact among participants.

3.2. Current Challenges

Nowadays, the technology of building virtual reality conference rooms is still incom-
plete and faces many challenges [26].
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The challenge of network delay still exists. In contrast to a traditional video conference,
there is no need to transmit the video stream of each participant, so the total bandwidth
is reduced. However, to obtain the above spatial audio effect, it is necessary to transmit
the audio stream of other participants to each participant while the system simultaneously
updates the position, posture, and other information of all other participants for all users.
The bandwidth demand is therefore still very large. Thus, a feasible scheme [24] is needed
to reduce the bandwidth of audio transmission.

Another challenge is the lack of avatar authenticity. The user’s impression of an
avatar’s posture and animation is still quite different from the real situation. The methods
for avatar generation include avatars based on the user’s real image and pure virtual
avatars. An avatar based on the real image has a more realistic visual effect, but expensive
equipment is required to achieve the ideal effect. Although completely virtual avatars
cannot show the real appearance of participants, they tend to be more integrated with the
virtual environment, and the body animation is more natural [33].

There is no available solution for interaction design. Traditional video conference is
the mainstream form at present and will likely remain so for a long time. One reason is
that its interaction design is mature, and we can experience similar interaction modes even
using different video conferencing software, thus it could save us time in getting familiar
with new software. In such circumstances, virtual reality conferencing has a long way to
go [34]. Moreover, unlike familiar operations on computers, participants usually need more
time to get familiar with their interaction in a virtual reality environment.

How to attract more people to virtual reality conference rooms is also a critical chal-
lenge. In [8], it was mentioned that the virtual conference itself reduces the opportunities
for interaction between people. Another viewpoint is that important meetings should be
face to face, and people can better prepare for the meeting by taking advantage of the
long-distance travel time [35].

4. Panoramic Live Broadcast
4.1. Steps to Implement Panoramic Live Broadcast

In October 2015, the standardization of the panoramic video packaging format was
launched by MPEG, called omnidirectional media format (OMAF) [36], which was jointly
developed by experts from high-tech enterprises, research institutions, and universities
around the world.

It is stipulated in the OMAF standard that a panoramic video spliced on the server
side can be streamed using a DASH or MPEG media transport protocol after content
preprocessing, encoding, and encapsulation. On the one hand, an OMAF player can
receive, parse, and present relevant media content; on the other hand, it needs to track
a user’s head movements, eye movements, and other interactive operations to feed back
window information in real time. Figure 1 shows the panorama video processing flow
specified in the OMAF standard.

Shooting and splicing: A panoramic camera is required to obtain panoramic videos,
whose information is sourced from a composite of multiple cameras. In cases where a
higher video resolution is required, more cameras of higher resolution are needed. Stitching
technology is used to place the pictures of all cameras around the observer to generate
the panoramic picture. If there are six ideal identical cameras, they should be placed on a
bracket with a strict position and rotation to take pictures in four horizontal directions and
in the up and down directions; thus, pictures that are taken should be spliced together to
form a square. In that case, the results can be used directly without optimization. However,
it can be difficult and even impossible to accurately meet the above standards. Therefore,
some researchers use methods [37] to reserve image redundancy and correctly identify and
process the areas where the images of two cameras overlap and then splice them.
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Figure 1. The OMAF architecture for panorama video processing flow. Three main steps are involved:
content authoring, delivery, and playing. Content authoring is completed by a server, the delivery is
over the Internet, and the content obtained is generally displayed on a personal computer [36].

Projection and back projection: Each frame of a panoramic video is presented in the
form of a sphere. However, the original video coding standards are applied to the transmis-
sion of panoramic video. That means there should be preprocessing before transmission.
The process of mapping the spliced picture to a rectangular picture is called projection. At
present, the OMAF standard only supports longitude and latitude maps, equirectangular
projection (ERP), and cube mapping (CMP) [36]. ERP is similar to the generation of the
world map. In ERP, people look from the center of the sphere outward to the surface of
the sphere inward, while for the world map, they look at the sphere from the outside to
the inside. In CMP, the complete sphere is divided into six regions, which are projected
onto each of the six faces of the cube. The bottom, back, and top faces need to be arranged
together with the other three faces to form a rectangular frame through a specific rotation
operation. In order to improve the coding efficiency, the operation principle of the three
rotating surfaces is to maintain the consistency of the media content at the junction of the
arrangement time surface and the surface [36].

Encoding and decoding: Traditional video encoding and decoding schemes may meet
the codec requirements of panoramic video streams. However, because panoramic video
itself is different from traditional video, many problems arise when traditional schemes
are applied to panoramic video, such as geometric distortion, discontinuous pictures, etc.
As a result, various optimization schemes for panoramic video codecs have been put
into practice [38,39].

Streaming: It was described in the second part of the related work that there were three
mainstream panoramic live broadcast schemes: full-view video streaming, viewport-based
video streaming, and tile-based video streaming. Determining how to make a better choice
between improving video quality and reducing transmission bandwidth is still the main
direction of current and future research.
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4.2. Current Challenges for Panoramic Live Broadcast

Panoramic video provides an immersive volume of video that is not available in tradi-
tional 2D. A panoramic video is spherical in nature, which brings about many challenges
regarding its acquisition, storage, coding, transmission, and display.

There is a variety of distortions from capture to display. To solve the distortion problem
in 360-degree video streams, efficient splicing, projection, and encoding methods with
better exploration results and a lower bandwidth should be explored. With the popularity
of virtual reality technology and the formulation of the next-generation video coding
standard, 360-degree video has been receiving increasing attention from academia and
various fields in industry. Innovating video projection methods and efficient compression
coding to meet bandwidth and quality requirements represent the current direction of
mainstream research and exploration [14].

Sphere-to-plane projection is a common procedure for panoramic video before encod-
ing. There are, so far, many projection formats. Considering that different plane projection
formats may be adapted to different applications, we often need to convert from one
projection format to another, for which the interpolation algorithm is thus critical [40].

It is necessary to focus on designing quality evaluation methods and indicators for
panoramic video. This is a complex challenge, for traditional video QoE (quality of ex-
perience) models are not suitable for 360-degree content. Although most studies have
carried out various subjective and panoramic video objective evaluations, most evaluation
methods still follow the traditional video evaluation standards. Due to the lack of unified
and standardized factors affecting 360-degree video, the standard evaluation method has
not been finalized. This represents a complex and challenging problem [15].

5. The Importance of VR Audio

Also known as virtual audio, spatial audio, and immersive audio [41], 3D audio
includes two forms of playback based on binaural audio and speaker playback. The former
is widely used in VR devices, usually called binaural audio. The basic principle of binaural
audio is to simulate the sound field generated by a sound source at a certain point in space
in two ears such that the listener can have a sense of where the source was emitted from.
This technology is also known as binaural acoustic technology [42,43]. Because of the
inherent characteristics of the human auditory system, there are often certain differences
between the sound that people subjectively feel and natural sound. The effect of the
human auricle and other structures on sound waves can be seen as a filter, called head-
related transfer function (HRTF). HRTF simulates the human ear’s perception of sound
direction and distance in space, which plays an important role in the generation of binaural
virtual audio.

With the development of virtual reality devices, more and more immersive applica-
tions are emerging. Although most research is focused on how to improve the resolution
and frame rate of frames, hearing plays as equally an important role as vision in providing
immersion [44,45]. Audio is one of the important outputs of electronic games [44]. In
first-person shooting games, players need to identify the position of the enemy according
to the direction of the sound for an effective reaction. In addition, game audio can play an
important technical role in providing basic user feedback by providing player behavior con-
firmation or warning of in-game activities. Research in [46] showed that in a shared space,
with the inclusion of spatial audio and video, users can identify speakers better, retain more
information, and have an increased comprehension from video conference meetings.

As is indicated in [47], sound may have a greater influence on immersion than im-
mersion has on images. Sound is one of the most important sources of human cognition.
VR/AR content matching of audio effects has a great impact on enhancing users’ memory
of content. Dale, an American audiovisual educator, put forward the theory of a “tower of
experience” in his book Audio-Visual Methods in Teaching. This theory considers how human
experience is derived. Figure 2 shows the top three layers in Dale’s tower of experience
(the main theoretical basis of audiovisual education). The third row from the top represents
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audio/recording/photos, and the layer above is visual signals and language symbols,
indicating that the combination of listening and audition is more conducive to memory
and understanding of knowledge.

Figure 2. The top three layers in Dale’s tower of experience [48].

The demand for VR will increase along with the improvement of hardware, and the
demand for immersive audio is also growing. It is pointed out in [49] that we need better
authoring tools to support the creation of high-quality immersive audio works, regardless
of whether the creators understand the underlying principles of audio, just as many video
creators do not understand the underlying codec of a video.

6. Methodology of Sample Implementation

Two simple implementations for the above two scenarios are presented in this section,
while the implementation of each module or step is introduced. The results are given at the
end of each part.

6.1. Implementation of VR Conferencing

Now, we introduce a simple virtual reality conference room, which includes a scene with
audio and video experience created by a Unity engine and simple network communication.

6.1.1. Architecture

The overall architecture of the system is shown in Figure 3.
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Figure 3. Architecture of the virtual reality conference room. The two servers are for Netcode and
VoIP, respectively. The spatial audio effect is realized on the client computer. The immersive feeling is
generated by a HMD.

The whole system is comprised of mainly three parts: server, client, and a HMD.

• Server: We use two servers, a Netcode server and a VoIP server. Netcode is a concept
in game development. The Netcode server in our system is to synchronize each
user’s status, allow the user to see the precise and fluid representation of the room
state, and influence the scene state shared in common. The VoIP server controls the
transmission of audio packages on network. It receives voice packages from each
client and distributes them to each other clients.

• Client: The client, usually a high-performance computer, is responsible for collecting
the microphone input from the HMD, obtaining the pulse code modulation (PCM),
compressing the PCM packets, and sending it to the VoIP server. Meanwhile, it
receives the PCM packets from other clients sent by the server, decompresses them,
and processes them with the spatial audio algorithm [50] to play the audio with room
reverberation and orientation. The client synchronizes the position to the Netcode
server and updates the position of other clients obtained from the server.

• HMD: The virtual scene is rendered in real time and could be experienced in an HMD,
which meanwhile transmits a user’s physical state and interaction data to the client.
In our system, we used HTC Vive as the HMD shown in Figure 4.
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Figure 4. HTC Vive.

6.1.2. Scenes, Avatars, and Interactions

To simplify the workload, the modeling of the scene [51] and avatar [52] were from free
resources on the Internet. Figure 5 shows how our VR conferencing room looks. Figure 6
is the avatar of the user. After a participant enters the virtual conference room, they are
assigned to a random seat. At this time, they can change the direction of view and observe
the surrounding environment by moving the mouse or rotating the HMD (head-mounted
display). When another participant also enters the conference room, the two participants
can see each other in the scene and talk to each other by voice. The view of a user is
shown in Figure 7. The sound effect produces a real sense of space and orientation. When
there are multiple participants in the conference room, everyone can feel the orientation of
other participants.

Figure 5. Virtual conference scene.

Figure 6. Avatar.
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Figure 7. View of a user.

6.1.3. NetCode for Status Synchronization

In online games, in order to allow multiple players to play games together on different
computers, a mechanism is needed to ensure that all computers are synchronized such
that players can accurately see the performance of each player smoothly; players’ input
should influence the game state. We use the NetCode [53] network architecture of Unity to
synchronize the status information of roles in multiple terminals, mainly including location
and orientation information. The network code has always been one of the most difficult
parts in game development. The Unity NetCode software package provides a dedicated
server model with client prediction, which can be used to simplify the development of
multiplayer games. It is currently in the experimental phase. Listing 1 is some pseudocode
for Netcode.

Listing 1. pseudocode of Netcode in unity

1 Vector3 P o s i t i o n = new Vector3 ;
2

3 Move ( )
4 {
5 i f ( t h i s . I s S e r v e r )
6 {
7 n e w P o s i t i o n = G e t P o s i t i o n ( ) ;
8 P o s i t i o n = r a n d o m P o s i t i o n ;
9 }

10 e l s e
11 {
12 S u b m i t P o s i t i o n ( ) ;
13 }
14 }
15 [ ServerRpc ]
16 SubmitPosi t ion ( )
17 {
18 P o s i t i o n . Value = G e t P o s i t i o n ( ) ;
19 }
20

21 void Update ( )
22 {
23 t r a n s f o r m . p o s i t i o n = P o s i t i o n . Value ;
24 }

6.1.4. Simple VoIP

The traditional multiperson VoIP voice conference refers to a server that obtains the
voice code stream of each client, synthesizes it, and sends it to each client. In order to
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realize the sense of direction of each participant’s voice, the voice data stream of each
participant should not be merged on the server but, instead, separately distributed to
each other. Without lowering the voice quality, this method requires more bandwidth
than traditional voice conferencing. Moreover, as the number of participants increases,
the pressure on network bandwidth grows rapidly. Both the server and the client have
to bear the pressure of the network bandwidth, and the demand on server grows faster.
The network pressure can be relieved by limiting the number of participants. As the local
area network (LAN) environment is in good condition, we simplified the VoIP process into
the following sequence: collect audio signals, encode and package them, serialize them,
send them to the server, transmit them to other clients, and the client receives a packet,
deserializes it, unpack and decode it, and play the audio. We used the User Datagram
Protocol (UDP) for network transmission and the Speex open source library [54] for the
encoding and decoding.

Listing 2 is some pseudocode for the network transmission.

Listing 2. pseudocode of VoIP

1 / / v o i p s e r v e r
2 sendData ( data )
3 {
4 / / s end a u d i o p a c k a g e t o e v e r y c l i e n t
5 f o r ( i n t i = 0 ; i < c l i e n t _ c o u n t ; i ++){
6 i f ( hasCl ient [ i ] ) {
7 mySocket . SendTo ( . . . , Remotes [ i ] ) ;
8 }
9 }

10 }
11

12 / / v o i p c l i e n t
13 s t a r t S o c k e t ( ) / / s t a r t udp s o c k e t
14 {
15 mySocket = new Socket (UDP) ;
16 IPEndPoint sender = new IPEndPoint ( ) ;
17 Remote = ( EndPoint ) sender ;
18 i n t recv = mySocket . ReceiveFrom ( data , Remote ) ;
19 while ( t rue ) {
20 / / r e c e i v e a u d i o p a c k a g e from s e r v e r
21 mySocket . Receive ( data , Remote ) ;
22 process ( data ) ; / / p r o c e s s a u d i o d a t a
23 }
24 }

6.1.5. Result

In the VR conference room solution given above, the basic functions of the conference
were achieved. Users could switch perspectives horizontally, make speeches, and communi-
cate with other participants. In terms of listening feeling, users heard the voices of different
participants from different directions and experienced the effect of room reverberation.
The NetCode latency and VoIP latency in the LAN were acceptable. Character animation
and scenes could be optimized by referring to 3D games, and more applicable interactive
functions could be further explored.

6.2. Implementation of Panoramic Video Broadcast
6.2.1. Architecture

Figure 8 shows the architecture of our panoramic video broadcast system.The fol-
lowing are the main procedures for making panoramic live broadcasts: audio and video
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capture (Figures 9 and 10), projection (Figure 11), compression, encapsulation, and data
stream transmission. The receiver obtains the code stream and then decodes it. After
backprojection transformation, the panorama video can be displayed. Next, is the process
of implementing a simple panoramic live broadcast.

Video capture:

Figure 8. Architecture of panoramic video broadcast system. This is a simplified implementation of
Figure 1. The cameras and microphone are used to capture the original input. Through the simple
processing of the server, the content can be distributed to various terminal devices.

Figure 9. Four fisheye camera, integrated with projection transformation, compression coding, and
network transmission modules.

Audio capture:

Figure 10. A binaural microphone that records a directional dual-channel audio stream. The sound
direction is determined by its orientation.
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Projection:

Figure 11. Four pictures of one frame spliced into one plane for coding and compression.

6.2.2. Network Transmission

For the network transmission protocol part, RTMP (Real-Time Message Transmission
Protocol) was adopted. The 2D images after projection splicing and audio coding were
encapsulated and then pushed to the network. On the client side, the corresponding
RTMP stream was pulled. The content in Figure 11 is also the real-time frame of RTMP
stream obtained by the client through testing. There was a sense of direction of the
sound, but it was still difficult to achieve a three-dof sound direction change through the
perspective transformation.

6.2.3. End-to-End System Delay Analysis

Based on the panoramic video live broadcasting system, we conducted an end-to-end
delay analysis, and the system set the duration of each frame at 30 ms.

(1) The camera captured and cached one frame, resulting in a 30 ms delay;
(2) The splicing box could collect up to three cached frames and generated a maximum

delay of 90 ms;
(3) The maximum splicing buffer was three frames, resulting in a maximum delay of

90 ms;
(4) The maximum encoding buffer was two frames, resulting in a maximum delay of

60 ms;
Therefore, the maximum delay was 270 ms at the VR panoramic video content pro-

duction end.
(5) The delay was determined by the bandwidth and the bit rate of the transmitted

video. We use a wired local area network in the laboratory according to the previous imple-
mentation. In the case of the network test, when the overall minimum delay was 500 ms–1 s,
the minimum delay of this part was within 500 ms, although wireless transmission would
be higher;

(6) + (7) + (8) The delay at the playback end was less than 20 ms for mainstream
display devices. Network transmission delay was still the main factor causing end-to-end
delay. After the above analysis, the following system (Figure 12) delay analysis composition
diagram was obtained.

Figure 12. System delay analysis. The delay mainly comes from the content authoring and transmis-
sion, and the delay proportion of the player is very small.
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7. Conclusions and Future Work

As virtual reality technology and equipment develop, the demand for immersive
experience will continue to grow. We presented two main patterns of immersive experience.
One was the pure virtual environment represented by games, in which users can interact.
Most of these scenes are created by game engines such as Unity or Unreal. The other was
the panoramic video obtained by the processing of real scenes captured by cameras. In this
article, we discussed these two kinds of immersive audio and video scenes and provided
sample implementation approaches for these two systems.

We discussed the design and implementation of virtual reality conference environ-
ments, outlined the current research status in this field, and analyzed the many challenges.
Then, we designed and implemented a simple virtual reality conference room, for which
the virtual scene design, audio transmission, and realization of the spatial orientation
were described. In the future, research will increasingly focus on how to generate more
realistic avatars as well as facial expression optimization. There will be more exploration
of the interaction patterns in conference rooms. With the development of virtual real-
ity hardware equipment, new forms of interactions in virtual reality conference rooms
may arise. In future work, discussions about the advantages and disadvantages of VR
conferencing [8,35,55] will continue.

In this article, we built a panoramic live broadcast system. By designing the system
architecture and completing each module, we implemented a panoramic live broadcast
system. The delay analysis was presented. In the future, we will do more research based
on this system. Today, panoramic video live broadcast is widely used, especially in some
live events. How to use a lower network bandwidth to achieve a better playback effect
will be the focus of future studies. Since panoramic video is presented as a sphere, the
client playing the video needs to project the picture onto the sphere, which imposes certain
requirements regarding the rendering speed of the computer. Future research should
consider how to improve the rendering speed and reduce the consumption of performance
on the premise of ensuring that the picture is not distorted. In addition to vision, the source
of immersion of panoramic video should be the sense of the audio space. It is worth paying
attention to facilitating users’ experience in sensing the audio space in the panoramic video.
Specifically, the content that is suitable for a traditional video presentation may not be
suitable for panoramic video and vice versa. We should explore more appropriate content
for panoramic video, which may also improve demand for panoramic video.
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Abstract: Recent research in the area of immersive analytics demonstrated the utility of augmented
reality for data analysis. However, there is a lack of research on how to facilitate engaging, embodied,
and interactive AR graph visualization. In this paper, we explored the design space for combining
the capabilities of AR with node-link diagrams to create immersive data visualization. We first
systematically described the design rationale and the design process of the mobile based AR graph
including the layout, interactions, and aesthetics. Then, we validated the AR concept by conducting a
user study with 36 participants to examine users’ behaviors with an AR graph and a 2D graph. The
results of our study showed the feasibility of using an AR graph to present data relations and also
introduced interaction challenges in terms of the effectiveness and usability with mobile devices.
Third, we iterated the AR graph by implementing embodied interactions with hand gestures and
addressing the connection between the physical objects and the digital graph. This study is the first
step in our research, aiming to guide the design of the application of immersive AR data visualization
in the future.

Keywords: augmented reality; embodied interaction; data visualization; node-link diagram

1. Introduction

Augmented Reality (AR) provides immersive experience in three dimensions (3D),
offering new possibilities for engaging, embodied, and interactive data visualization [1,2].
Recent research in the area of Immersive Analytics [3,4] has indicated that the stereo-
scopic views and visual scalability of AR could improve the performance in data analysis
tasks [5,6] and navigation processes [7]. In addition, its ability to connect the digital
and physical world enables collaboration [4] and supports the perception of network
structures [8].

A node-link diagram, often contains a set of nodes and a set of edges and can facilitate
users understanding the overall structure of a graph and identifying existing relationships
between two nodes [9,10]. Typical use cases include presenting structure and relations
in social networks (e.g., [11–13]), road networks (e.g., [14]), as well as software networks
(e.g., [15]). Additionally, a node-link diagram can represent knowledge and deliver informa-
tion in a clear, novel and effective way, making it also an important method for educational
activities [16].

2D visualization of a node-link diagram has been widely studied while challenging
problems for 2D techniques in the design and layout of the graph, such as the edge
crossings, the scalability of the data in terms of size and complexity, and the limitation of
screen displays for visualization, interaction, as well as navigation in complex graph, have
been identified [9,17,18].

Consequently, 3D visualization of node-link diagram has been proposed to eliminate
issues of 2D techniques and offer a more effective way to identify links between certain
nodes [19]. However, 3D layouts on 2D displays might introduce additional stereo cues
and extra viewpoint navigation, such that the graph will appear differently based on
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the rotation, zoom, and angle adjustment on the screen, making the graph become more
complicated to understand and interact with [9].

Utilizing the capability of AR to visualize node-link diagram on top of the real world
has the potential to overcome the limitations. Combining AR and a node-link diagram can
provide an immersive and ubiquitous experience that engages users to explore, embed
richer information and content that extends the boundaries of the graph, and deal with
data sets that have a strong connection to the physical objects or space. Belcher et al. [20]
also identified three potential benefits of an AR node-link diagram, including increased
comprehension, larger display, and enhanced spatial recall of the graph.

Despite the great potential of an AR node-link diagram, there is still a lack of research
on how to design the AR graph to enable engaging, interactive, and effective data visual-
ization [1]. With the increasing importance of AR visualization and the growing size of
data, how to design an AR graph is of utmost importance, together with user studies to
practically evaluate the visualization [8].

Our motivation for this study is twofold: first, we aim to explore opportunities of
combining AR and a node-link diagram to create immersive visualization. Second, we
also aim to investigate the design space of an AR graph to better utilize its embodied
interactions and the ability to connect the physical objects and the digital graph.

In this paper, we first systematically describe the design process of the AR graph. We
use the social network data of early Chinese painters in our study based on the database
we have been built since 2014. We build an AR graph to visualize the teacher-student
relationship of these painters. Then, we validate our AR concept by implementing a
prototype and conduct a user study with 36 participants to examine users’ behaviors in
the AR graph and the 2D graph. Third, we report on feedback collected from the user
study and present the AR graph again with iterated features and interactions. With this
exploratory work, we provide inspirations and an informed basis to guide the development
of an AR graph in the future and identifying opportunities of the application of immersive
AR data visualization.

2. Related Work
2.1. Augmented Reality Data Visualization

AR data visualization has attracted considerable attention in recent research area [2,21,22].
Research has concentrated on examining the advantages of AR visualization in comparison
to traditional means. For example, Bach et al. [23] examined the effectiveness of three
visualization environments for common 3D scatter-plots exploration, including an AR
headset, a desktop setting, and a tablet-based AR. They found that each of the immersive
AR environments was more effective for highly interactive tasks that require detailed
manipulation. Similarly, Kirshenbaum et al. [24] compared the effectiveness and user
engagement of geographical data projected on a 2D surface and a physical 3D terrain for
geo-visualization tasks. According to their study, the 3D visualization supported the tasks
better due to its ability to provide physical shapes.

Some research has investigated the integration of AR technology with traditional
displays. Reipschläger et al. [25] proposed the combination of AR with large interactive
displays for information visualization in order to enhance the data exploration and analysis.
Wang et al. [26] conducted an observational study to understand how an immersive AR
headset could be used as an extension to the traditional PC-based data analysis tools to
analyze particle physics simulations. The results of their qualitative study showed that
the AR HMD effectively improved experts’ understanding of particle collision events.
Langner et al. [17] proposed MARVIS, which was a conceptual framework for immersive
visualization with tablet devices and AR headsets. Their case studies demonstrated the
benefit of combining multiple mobile devices with AR headsets for data visualization and
data analysis. Hubenschmid et al. [21] also presented a spatially-aware tablets combined
with AR headsets for immersive data visualization and revealed that the novel interaction

24



Electronics 2022, 11, 2367

concept was appreciated by users. They also provided various design insights to foster the
development of spatially-aware touch devices in AR settings.

Beyond extending traditional visualization techniques, some research has also ad-
dressed the capability of AR to combine the virtual content with physical objects. Mahmood
et al. [27] presented a way to create multiple coordinated spaces for data analysis in a phys-
ical environment and found the great flexibility of combining visualization on 2D displays
and AR. Chen et al. [28] designed and implemented an AR environment for static visu-
alization that combined the digital world with physical objects, such as books, posters,
projections, and wall-sized visualization. They reported a user study that showed high
user satisfaction when using the proposed AR system and confirmed that the system was
quick and easy to operate.

Several studies have also carried out practical toolkit on how to transfer 2D data
into 3D representation to create immersive data visualization in AR, such as DXR [22],
MARVisT [28], and IATK [29].

Overall, previous works demonstrated the value and the great potential of AR data
visualization in general. Meanwhile, previous research on AR data visualization involved
diverse graph types, such as scatter-plots, bar-plots, line-charts, etc., but did not focus
on node-link diagram specifically. A node-link diagram could lead to less unified user
experience due to the lack of predefined axes, dimensions and directions, making it more
complicated to carry out design decisions and solutions [8]. Thus, we delve deeper into AR
visualization for node-link diagram specifically in the next section.

2.2. Augmented Reality Node-Link Diagram Visualization

A node-link diagram, a traditional statistical visualization strategy, is the most com-
monly used graph type to visualize the overall network structure and specific relational
links [9,30]. With the ever-increasing size of the data and and complexity in data analysis,
researchers have advocated for innovative and interactive features to visualize a node-link
diagram [31,32].

With the advantages of the novel and immersive technology, there has been an in-
creasing interest in making AR available for node-link diagram visualization. For example,
Drochtert et al. [33] explored the design and implementation of an AR visualization proto-
type that consisted of several mobile devices, which were used as tracking targets in AR.
The prototype also allowed simultaneously interactions among multiple users. However,
the study lacked a design rationale and did not develop further evaluation in respect to the
effectiveness of the interaction and visualization in AR.

Other research has addressed the evaluation of the usefulness and effectiveness of
an AR node-link diagram. Ware and Franck [18] examined the effect between a 2D and
3D node-link diagram on monitor screens, using path-finding tasks with different stereo
cues to evaluate users’ performance. Their study results showed that a 3D graph enhanced
accuracy and spatial comprehension for abstract data analysis with the depth and motion
cues it provided. Belcher et al. [20] compared the effect of using AR for graph link analysis
to a desktop interface. According to their study, a tangible AR interface was better suited
in the graph exploration than the desktop interface, while the stereo-graphic viewing had
little effect on comprehension and task performance.

In previous studies, a Head-Mounted Display (HMD) has also been utilized as a data
visualization tool, but many only focused on virtual reality and did not consider AR settings.
Cordeil et al. [34] compared a CAVE-style environment and a VR HMD in the analysis
of network connectivity and presented an in-depth analysis of the difference between a
CAVE environment and a VR HMD for collaborating data analysis tasks. According to
their study, a VR HMD could lead to faster collaboration, making it a suitable alternative
to the more expensive CAVE devices, which is more accessible to reach a larger audience.
Kwon et al. [35] also studied a VR HMD for graph visualization, comparing its usage for
the 2D representation and the 3D representation. Bacim et al. [36] conducted a study, in
which the authors studied how display fidelity affected graph analysis performance in a
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VR HMD and found evidence that more immersive displays could offer significantly better
overall task performance with higher display fidelity.

The detailed design and interactions of an AR node-link diagram, which can be
especially challenging in immersive environments, have also been addressed in previous
studies. Büschel et al. [37] examined how to visualize edges in a 3D node-link diagram to
support efficient analysis in AR. They implemented eight edge variants and compared these
different variants with eight participants. They reported on the findings of an initial study
in which they compared these different variants and found that most variants achieved
similar results. Participants slightly preferred to have colored edges in the AR graph,
while blinking edges were rated low. Büschel et al. [1] conducted another study focusing
on the design space for edge styles through comparing six different variants, including
straight edge, curved edge, dashed edge, animated edge, glyph edge, and tapered edge,
and reported on the results of a quantitative user study with 18 participants. The tasks
applied in the study were typical graph exploration tasks, where participants were asked
to find paths between two highlighted nodes. The results of the study showed that all
participants were able to solve the tasks and there was no significant difference in terms of
task completion time or accuracy rates. Notably, the tasks with longer paths were perceived
as more difficult. The authors did not give a single clear recommendation for the edges to
apply and developers were suggested to freely choose from the variants when designing
for their use cases in particular.

Sun et al. [38] specifically investigated on how users would manage their spatial rela-
tionship with an AR node-link diagram with different graph scales, namely the room-scale
and the table-scale. Through a user study with 16 participants solving two logical reasoning
tasks by interacting with the AR graph, the study revealed three types of spatial arrange-
ments and studied different user preferences under different scale conditions. However, the
study did not examine the factors that would influence users’ performance and behaviors
in completing tasks. Moreover, the study demonstrated the graph with seven edges only.
Schwajda et al. [39] transformed 2D graph data visualization for planar displays into AR
spatial space with pull and drag gestures and identified a variety of factors influencing users’
perception with an AR HMD. The authors believed that with proper design choices, the data
visualization transitions from 2D to AR can leverage the efficiency and productivity of data
analysis tasks. However, the study required further empirical study.

Our review of the related work shows that although previous studies have shown
the potential of using AR for node-link diagram visualization, the research area is still
in the early stage of development and the structured research into the design of an AR
graph is largely underrepresented. Existing studies focused on the comparison of an AR
graph to other methods, but did not pay much attention to the aspects such as interactions.
Some studies lacked empirical evaluation. The research that investigated the embodied
interactions with mobile devices was rare too. There is a rich space worthy of extensive
and systematical exploration. As an important step toward a better understanding of this
design space and to address existing gaps, we present and study a mobile based AR graph.

3. Design
3.1. Design Process

We are interested in exploring the design space of an AR graph for relationship visu-
alization. To that end, we built an AR graph based on the database of Chinese painters.
The database includes painters of all dynasties in China, using a relational database man-
agement system with information from academic works, papers, historical documents,
etc., as the basic source of data. The database not only contains basic information of painters
such as their names, places of origin and works, but also the social network of their family
relationship, teacher-student relationship, and friendship relationship. As of 2021, a total of
29,893 painters have been included in the database. In this study, we first included painters
involved in the path of a teacher–student relationship between two famous Chinese painters,
resulting in 31 nodes (painters) and 108 edges (relations) in the graph.
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We developed a prototype that could process JSON data in Unity3D, to generate
nodes with text on top representing the names of painters and edges to link them in an AR
environment. Figure 1 shows the application of the AR graph in an art gallery.
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3.1.1. Layout Strategy

The typical visualization methods for a 2D node-link diagram are constraint-based
and force-directed in 2D depending on whether it is based on a mechanical model [40]. The
force-directed layout is a popular layout technology, especially for the network diagram
visualization [41,42], which can display the overall structure of the network and the connec-
tions between nodes [16]. The algorithm of the force-directed approach described in [41] is
achieved by utilizing attractive and repulsive forces between nodes: the attractive force
will connect nodes with links, and the repulsive forces will push each other away if they
are getting too close to each other.

In our study, we utilized the physics engine in Unity to simulate the two types of
forces. To be more specific, we used the game component Spring Joint in Unity as the
attractive force, which can connect two nodes to each other so that if one node moves the
other one will also move together. With this feature, the two nodes that are linked to each
other can be connected. What’s more, we used the game component Collider in Unity to
represent the repulsive force. The Collider defines the boundary of a node so that it can
remain a distance set by the size of the Collider between nodes.

3.1.2. Interaction Paradigms

In this paper, we followed an approach that was solely based on mobile devices. We
deliberately considered no other display since that mobile devices are ubiquitous and
widely used in everyday life [17]. Users do not need to spend extra time on learning
new types of interactions and will focus on the interaction with the AR graph. We first
designed the interactions with the touch capability of mobile devices since it could suit
precision requirements for engaging with detailed visualization tasks [17]. We will examine
its effectiveness by observing users’ behaviors with three basic interactions:

Click. By performing a single touch on a node, it will be highlighted, together with
the nodes that are connected to it. See Figure 2A.

Drag. By performing a long touch on a certain node, the user can move it around and
place the node in different positions. All the nodes that are related to the dragged node
will be moved together. See Figure 2B.

Move. By moving physically around the room, the user can manipulate the viewpoint.
The user can obtain an overview by stepping back, or explore certain nodes in details
by moving close to the nodes. It should be noted that the text showing the names of the
painters will always face to users no matter what angles they rotate. See Figure 2C.
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3.1.3. Colors and Scale

In the study of Büschel et al. [37], the authors mapped different colors to the edges
and found that participants felt that they could discern different colors. However, there
was no conclusion for the preferred colors in the graph. In their later study [1], they used
colors of gray and blue in the graph, the sphere to represent the nodes, and six variants
for the edges. Regarding to the scale and size of the AR graph, Sun et al. [38] presented
an initial study to compare a room-scale graph and a table-scale graph. According to their
study, the room scale brought benefits of a clearer view and wider interaction space, as well
as the convenience to obtain different perspectives of the visualization. Overall, there has
been a lack of research regarding the aesthetics of the graph, leaving unanswered to the
basic question of how to design the nodes and edges in AR settings in terms of their colors,
shapes, and size [8]. In our current study, we used the colors the same as in our database,
which are also similar to the colors used in the work of Büschel et al. [1], including gray and
blue. The shape of the nodes was spherical, and for the edge it was a line, as most 2D graphs
use circle and line. The graph was in a room-scale with size of 50 (w) × 120 (d) × 100 (h)
in cm referring to the size of the laboratory room.

4. User Study

The purpose of this study is to evaluate users’ experience with the AR graph and
explore the design space for further development. We also developed a 2D graph so that
participants could compare the two methods for their pros and cons and make improvement
suggestions to the AR graph. The nodes in 2D graph were randomly distributed, applying
the same interaction paradigms and appearances as the AR graph. It should be noted
that we were not aiming to compare 2D and the AR graph. Instead, we shifted the
evaluation focus towards the interaction and design of the AR graph by comparing a
novel visualization with a traditional visualization, and further identifying envisioned
improvements. To narrow the scope of our study, we chose tasks that do not require
pre-knowledge of visual data analysis. We collected data from each participant to gain
further insights. See Figure 3 below.

Figure 3a shows the laboratory room. The room has no windows and the color of the
light is white. The color of the wall is light gray. The experiment settings were the same for
users to experience with the AR graph and the 2D graph. Figure 3b,c depict the AR graph.
With the AR graph, the user saw the graph through the camera of the mobile device with
the nodes distributed in the space. The user had to move around the room by walking and
turning around to see the nodes. Figure 3d,e show the 2D graph, where the user interacted
with the nodes via a 2D screen.
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graph; (d). the user experiences the 2D graph; (e). 2D graph (the text on top of the nodes are the
Chinese names of the painters).

4.1. Experiment Design

We designed a within-subjects study with a counter-balanced order across participants.
Participants performed the 2D graph and the AR graph with the data of 31 nodes and
108 edges. Lee et al. [43] defined the most common analysis tasks of graph data, including
topology-based tasks, browsing tasks, overview tasks, and attribute-based tasks. Our study
focused on the low-level topology-based tasks to assess the potential use of the AR graph.

The first type of task was to count all nodes that are related directly to the given node.
Based on the number of the linked nodes, we divided the tasks into five levels. To be more
specific, in task 1, we asked about the painter who had teacher-student relationships with
two other painters (2D: Who have the direct teacher-student relationship with Huang Shen? AR:
Who have the direct teacher-student relationship with Chen Yuansu?). In task 2, we asked about
the painter who had teacher-student relationships with three other painters (2D: Who have
the direct teacher-student relationship with Gao Xiang? AR: Who have the direct teacher-student
relationship with Lu Zhi?). In task 3, we asked about the painter who had teacher-student
relationships with four other painters (2D: Who have the direct teacher-student relationship
with Jiang Yanxi? AR: Who have the direct teacher-student relationship with Li Shan?). In task 4,
we asked about the painter who had teacher-student relationships with five other painters
(2D: Who have the direct teacher-student relationship with Chen Chun? AR: Who have the direct
teacher-student relationship with Zhua Da?). In task 5, we asked about the painter who had
teacher-student relationships with seven other painters (2D: Who have the direct teacher-
student relationship with Ni Zan? AR: Who have the direct teacher-student relationship with Wen
Zhengming?). For the same task level, the questions involved the same number of nodes for
the 2D graph and the AR graph, but for different painters. Task 6 involved second-degree
teacher-student relationship, meaning that participants would need to click on the given
node first, and then after the related nodes (first degree) showed up, they would need to
click on the nodes to find out the nodes with second-degree relationship (2D: Who have
the second-degree teacher-student relationship with Hong Ren? AR: Who have the second-degree
teacher-student relationship with Wen Ding?).

Figure 4 shows the example of each task. The given node (given painter) in the diagram
was highlighted in red circle. The related nodes (first degree) were highlighted in orange.
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Figure 4. Examples of task 1 to task 6.

4.2. Measurements

The following measures were captured over the course of the experiment. We recorded
the completion time to finish each task in seconds and the accuracy rate as scores in com-
pleting the tasks (score 1 for obtaining the correct answer, score 0 for the wrong answer).
In addition, the user experience questionnaire (UEQ) [44] was applied as the evaluation of
the exploring experience with a five-point Likert-scale. UEQ contains 6 scales and 24 items,
including attractiveness, perspicuity, efficiency, dependability, stimulation, and novelty. The
pre-test and post-test regarding the knowledge of Chinese painters were filled in to evaluate
and compare the learning performance. The pre-test worked as the baseline of participants
with six questions related to the student-teacher relationships among the 31 painters. The
pre-test included the same questions chosen randomly from questions asked in task 1–6.
Another two post-tests were conducted after using the AR graph and the 2D graph with the
questions the same as the tasks they just finished and the average scores were calculated. The
experimental process was also observed and recorded with the consent of the participants.
Figure 5 depicts the overall procedure of the experiment.
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4.3. Participants and Procedures

In total, 36 undergraduate and postgraduate students (18 men and 18 women) volun-
teered for this experiment. They ranged in ages from 18 to 27. We asked participants how
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familiar they were with Chinese painters. Only five participants indicated that they knew
about Chinese painters a little bit. The rest of the participants stated that they did not have
any prior knowledge.

The experiments were conducted in a laboratory room with two desks and two chairs.
Experimental stimuli were presented on the iPhone 12.

Participants first filled in a pre-test with six questions to find out their prior knowledge
of Chinese painters. Then the instructions of how to use the graph as a tool to complete the
tasks were presented to the participants. In the experimental process, participants used a
2D and AR graph to complete the six tasks respectively and filled in the questionnaire for
each graph. The starting point for the AR graph was marked on the ground and the virtual
scene stationary was placed in the middle of the room.

After experiencing each graph, they also finished a post-test with the same six ques-
tions to test their learning performance. At the end of the experiment, participants were
interviewed to express more opinions regarding to both graphs.

The entire experiment, including pre-test, instructions, formal experiment, and post-
test, took around 30–40 min to complete.

5. Results

In the following section, we present the results of the experiment in details. For each
dependent measure of completion time, accuracy rate, learning performance, and user
experience, we used the repeated measures ANOVA in SPSS, analyzing the within-subjects’
factors of different types of graphs and different tasks.

5.1. Completion Time

The ANOVA showed significant main effects on completion time for different types of
graphs (F(1,35) = 20.11, p = 0.000, η2 = 0.365). It took significantly more time to complete all
tasks with the AR graph (M = 49.93 s, SD = 15.73 s) than with the 2D graph (M = 38.05 s,
SD = 10.71 s). See Figure 6.
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Figure 6. Completion time (seconds) for the six tasks with the 2D graph and the AR graph.

There were also significant main effects on completion time for different tasks (F(5,175)
= 109.04, p = 0.000, η2 = 0.757). The more nodes and edges involved, the more time was
spent on completing the tasks: task 1 (M = 20.99 s, SD = 1.45 s), task 2 (M = 25.76 s,
SD = 2.27 s), task 3 (M = 30.64 s, SD = 2.26 s), task 4 (M = 35.35 s, SD = 2.23 s), task 5
(M = 40.54 s, SD = 2.21 s), and task 6 (M = 110.64 s, SD = 6.96 s).

There was a significant interaction effect of graph types and different tasks (F(5,175) =
8.618, p = 0.000, η2 = 0.198). Post-hoc tests showed that when visualized in a 2D graph, the
more complicated tasks that involved more nodes and edges took significantly longer time
to complete: there was no significant difference in completion time for the first four tasks,

31



Electronics 2022, 11, 2367

while task 5 took significantly more time than task 1 (p = 0.000), task 2 (p = 0.000), and task
3 (p = 0.041). Task 6 took significantly more time than all the other five tasks (p = 0.000).

When visualized in the AR graph, the numbers of nodes and edges involved in the
tasks seemed to not influence the completion time: there was no significant difference in
the first five tasks, while task 6, which was more complex with indirect relations, took
significantly more time than task 1 to 5 (p = 0.000).

5.2. Accuracy Rate

Regarding the accuracy rate, ANOVA showed significant main effects for graph types
(F(1,35) = 12.80, p = 0.001, η2 = 0.268). Completing tasks with the 2D graph (M = 0.77,
SD = 0.20) was more accurate than completing with the AR graph (M = 0.62, SD = 0.22).

There were also significant main effects on the accuracy rate for different tasks
(F(5,175) = 12.28, p = 0.000, η2 = 0.260). The accuracy rate and the complexity of the tasks
were negatively correlated: task 1 (M = 0.83, SD = 0.04), task 2 (M = 0.81, SD = 0.05), task 3
(M = 0.72, SD = 0.05), task 4 (M = 0.74, SD = 0.04), task 5 (M = 0.68, SD = 0.05), and task 6
(M = 0.40, SD = 0.06). See Figure 7.

Electronics 2022, 11, x FOR PEER REVIEW 10 of 16 
 

 

the more complicated tasks that involved more nodes and edges took significantly longer 
time to complete: there was no significant difference in completion time for the first four 
tasks, while task 5 took significantly more time than task 1 (p = 0.000), task 2 (p = 0.000), 
and task 3 (p = 0.041). Task 6 took significantly more time than all the other five tasks (p = 
0.000). 

When visualized in the AR graph, the numbers of nodes and edges involved in the 
tasks seemed to not influence the completion time: there was no significant difference in 
the first five tasks, while task 6, which was more complex with indirect relations, took 
significantly more time than task 1 to 5 (p = 0.000). 

5.2. Accuracy Rate 
Regarding the accuracy rate, ANOVA showed significant main effects for graph 

types (F(1,35) = 12.80, p = 0.001, η2 = 0.268). Completing tasks with the 2D graph (M = 0.77, 
SD = 0.20) was more accurate than completing with the AR graph (M = 0.62, SD = 0.22).  

There were also significant main effects on the accuracy rate for different tasks 
(F(5,175) = 12.28, p = 0.000, η2 = 0.260). The accuracy rate and the complexity of the tasks 
were negatively correlated: task 1 (M = 0.83, SD = 0.04), task 2 (M = 0.81, SD = 0.05), task 3 
(M = 0.72, SD = 0.05), task 4 (M = 0.74, SD = 0.04), task 5 (M = 0.68, SD = 0.05), and task 6 
(M = 0.40, SD = 0.06). See Figure 7. 

 
Figure 7. Accuracy rate for the six tasks with the 2D graph and the AR graph. 

There was a significant interaction effect of graph types and different tasks (F(5,175) 
= 2.67, p = 0.023, η2 = 0.070). Post-hoc tests showed that for the 2D graph, there was no 
significant difference in the accuracy rate for the first five tasks except that task 1 was 
answered significantly more accurate than task 5 (p = 0.026). Tasks 1 to 5 were completed 
significantly more accurately than task 6 (p ≤ 0.000). 

When completed with the AR graph, there was no significant difference in all the 
tasks for their accuracy rate. In addition, the 2D graph was significantly more accurate 
than the AR graph when the task was relatively easy (e.g., task 1, p = 0.000). For more 
complicated tasks such as task 5 and task 6, there was no significant difference.  

5.3. Learning Performance  
There were significant main effects in the post-test for different graph types (F(1,35) 

= 12.87, p = 0.001, η2 = 0.269). The AR graph (M = 0.28, SD = 0.17) resulted in a better learning 
effect than the 2D graph (M = 0.18, SD = 0.13). When compared on the pre-test and the 
post-test, the learning performance for the AR graph was significant for the 2D graph, the 
learning performance was not significant. See Figure 8. 

Figure 7. Accuracy rate for the six tasks with the 2D graph and the AR graph.

There was a significant interaction effect of graph types and different tasks (F(5,175) = 2.67,
p = 0.023, η2 = 0.070). Post-hoc tests showed that for the 2D graph, there was no significant
difference in the accuracy rate for the first five tasks except that task 1 was answered
significantly more accurate than task 5 (p = 0.026). Tasks 1 to 5 were completed significantly
more accurately than task 6 (p ≤ 0.000).

When completed with the AR graph, there was no significant difference in all the tasks
for their accuracy rate. In addition, the 2D graph was significantly more accurate than the
AR graph when the task was relatively easy (e.g., task 1, p = 0.000). For more complicated
tasks such as task 5 and task 6, there was no significant difference.

5.3. Learning Performance

There were significant main effects in the post-test for different graph types (F(1,35) = 12.87,
p = 0.001, η2 = 0.269). The AR graph (M = 0.28, SD = 0.17) resulted in a better learning effect
than the 2D graph (M = 0.18, SD = 0.13). When compared on the pre-test and the post-test,
the learning performance for the AR graph was significant for the 2D graph, the learning
performance was not significant. See Figure 8.
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Figure 8. Learning performance between the pre-test and the post-test (2D graph and AR graph) (the
dot line shows the growing trend among the learning performance).

5.4. User Experience

All categories in UEQ had significant differences for different graph types. The 2D
graph was rated higher in terms of perspicuity (F(1,35) = 71.73, p = 0.000, η2 = 0.672),
efficiency (F(1,35) = 132.00, p = 0.000, η2 = 0.790), and dependency (F(1,35) = 6.36, p = 0.016,
η2 = 0.154). To be more specific, the 2D graph was perceived as easier to become familiar
with than the AR (perspicuity: 2D (M = 4.78, SD = 0.34) vs. AR (M = 3.78, SD = 0.57));
participants could solve tasks with the 2D more efficiently without unnecessary effort than
with the AR (efficiency: 2D (M = 4.45, SD = 0.35) vs. AR (M = 3.49, SD = 0.50)); and they felt
in control of the interaction with the 2D graph more than with the AR (dependency: 2D
(M = 4.29, SD = 0.58) vs. AR (M = 4.04, SD = 0.30)).

On the other hand, the AR was rated higher in terms of attractiveness (F(1,35) = 4.28,
p = 0.046, η2 = 0.109), stimulation (F = 61.89, p = 0.000, η2 = 0.639), and novelty (F = 240.06,
p = 0.000, η2 = 0.873). Participants liked the AR graph more than the 2D graph in general
(attractiveness: 2D (M = 4.08, SD = 0.37) vs. AR (M = 4.23, SD = 0.31)); and it was
perceived as more exciting and motivating to use the AR graph than the 2D (stimulation:
2D (M = 3.82, SD = 0.49) vs. AR (M = 4.51, SD = 0.39)). The AR graph was also considered
as more innovative and creative than the 2D (novelty: 2D (M = 3.33, SD = 0.55) vs. AR
(M = 4.79, SD = 0.21)). See Figure 9.
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5.5. Interview and Observation

During the interview session, we asked participants to express their feelings on the two
graphs. The answers from participants were aligned with the results of UEQ. Participants
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thought the 2D graph was more direct and efficient for completing tasks: “it is more direct
and clearer, we can use it to find the relationship easily” (p2); “we can use it to do assignments
and get the information quickly” (p11); “I can move the graph by simply touching the screen, it is
more direct” (p21). The AR graph was preferred by participants with the reasons of fun and
immersive experience, and perceiving the sense of space: “it was more fun with the AR graph,
like a game, while the 2D graph could be useful for homework” (p32); “everything was happening
in the real world, I could see different things from different positions” (p34).

Although we told participants that they could use as much time as they needed, most
of them still tried to complete tasks as fast as they could without taking time to remember
the relationship among the painters. When asked how to improve the learning performance
with the AR graph, they would like to see richer information about a certain painter to help
them discover more knowledge: “more elements can be filled into the AR graph, such as the
descriptions of the artists and their paintings” (p5).

Meanwhile, we observed that when interacting with the AR graph, participants
frequently touched the wrong nodes over the one they expected via the touch screen.
Another common behavior in participants was trying to scale the AR graph with their
fingers pinching on the screen rather than physically moving in the room, especially in the
beginning of the experiment, “when I was touching and moving the nodes, I always forgot that I
could move around to adjust my view point”(p17); “it was interesting to explore in the room, but it
could be better if I could adjust the angles and scales through the screen as well” (p12).

5.6. Discussion of the Results

The results of our study showed that the overall completion time with the 2D graph
was shorter than with the AR graph. This could be caused by the time spent walking
around the room physically. Meanwhile, our results revealed that in the 2D graph, it took
a longer time to complete tasks with more nodes and edges, while it will not affect the
performance in the AR graph, indicating the potential to use the AR graph to deal with
larger data set.

For the accuracy rate, the 2D graph outperformed the AR graph in more simple
tasks with less nodes and edges or one-degree. When it was becoming more complicated,
the accuracy rate in the 2D dropped, but had no effect in the AR. This also supports the
capabilities of AR to visualize more complicated graphs. The lower accuracy rate in AR
might be caused by ignoring the nodes behind when participants did not move or change
angles in the physical world, or by mis-touching on the wrong nodes in AR.

The scores of the pre-test were extremely low due to the lack of knowledge of early Chi-
nese painters among students. Experiencing with the AR graph, the learning performance
was better improved than with the 2D. One possible reason for this is that participants spent
more time in AR. Another possible explanation is that the spatial layouts and embodied
movements could enhance the recall and comprehension of the graph, which was also
mentioned in previous works (e.g., [20]).

The results of UEQ were divided into two parts. On one hand, participants perceived
the AR graph as more exciting and motivating, innovative and creative, and attractive over
the 2D graph. On the other hand, the 2D graph was easier to become familiar with and
could help them solve their tasks without unnecessary effort. They felt in control of the
interaction more with the AR graph.

6. Iterations
Design

The study results demonstrated that AR could be utilized as an engaging way for data
visualization especially with graphs with more nodes and edges. However, the results
also revealed that current interactions in the AR graph with a touch-screen and embodied
movements might introduce interaction challenges in terms of effectiveness and usability.
Based on these insights, we iterated the current AR graph to implement more:

• Embodied interactions with hand gestures
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• Connection between the physical objects and the digital graph

Figure 10 shows the iterated interaction process: (0) when scanning a painting in the
real world with the mobile device, the node of the painter will show up (the blue sphere).
(1) If the user use their hand to touch a certain node, the node will be highlighted in blue,
and the other nodes that are directly linked to the touched-node will show up. (2) The user
can hold a certain node to obtain further information, e.g., the painting of the painter being
held will show up. (3) The user can then grab the virtual painting and move it next to the
real painting or to anywhere in the space. The interaction paradigms are applicable for all
nodes, applying the AR Foundation SDK and ManoMotion SDK on iPhone 12.
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We asked six participants to try the iterated AR graph and collected initial feedback
from them. According to the participants, it was easy to interact with the virtual objects
with their hands, “the interaction was easy to understand, I can touch or move the virtual objects
just like in the real world” (p1); “it is convenient to interact with hands” (p5). With the hand-
gestures, participants did not touch the screen but moved physically in the room in a more
natural way.

Participants also appreciated the feature to obtain the painting in the real world
connected to the graph network, “I would use this feature when I am in a museum” (p2). “I get
to see more paintings in AR, and I can put them next to the real painting on the wall, it is pretty
cool” (p4).

7. Conclusions and Future Work

Overall, our study showed the feasibility of using the AR graph to present data
relations, validated its possibilities for education and opportunities to engage a wider
audience, and demonstrated its potentials for visualizing a complex graph with more
nodes and edges. However, we identified challenges of applying AR interactions with
touch-screen on mobile devices. To address the challenges, we further iterated the AR
graph with more embodied interactions. Moreover, to better utilize the ability of AR to
overcome the limitation of the screen size and put more information into the graph, we
addressed the connection between the physical objects and the digital graph in more depth.
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For example, we started with a real painting and displayed the painter’s information and
social networks within the AR environment.

Although the application of the AR graph is promising, there are still unanswered
questions in the design and many aspects that require further research. This study is the first
step in our research. In the future, we will conduct studies on the AR embodied interactions
proposed in this study with different analysis tasks. The methods of transferring a data
set into an AR graph can be extended to other domains to create immersive experiences.
We can investigate how the AR interactions and features can be applied in immersive data
visualization for general context. We can also take an in-depth look into the details of how
to design the nodes and edges with different shapes, sizes, colors, etc. We can examine how
to couple the AR graph to the physical world, such as the locations and the objects. The
freedom to define the axes, dimensions, and directions in AR also leaves a space for more
findings. It is also important to determine the performance of the AR graph with more
complex and larger data set with different layout strategies. Last but not least, the research
on the real-time collaboration in the AR graph is also a future direction.
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40. Chen, Y.; Guan, Z.; Zhang, R.; Du, X.; Wang, Y. A survey on visualization approaches for exploring association relationships in
graph data. J. Vis. 2019, 22, 625–639. [CrossRef]

41. Fruchterman, T.M.; Reingold, E.M. Graph drawing by force-directed placement. Softw. Pract. Exp. 1991, 21, 1129–1164. [CrossRef]
42. Itoh, T.; Muelder, C.; Ma, K.L.; Sese, J. A hybrid space-filling and force-directed layout method for visualizing multiple-category

graphs. In Proceedings of the 2009 IEEE Pacific Visualization Symposium, Beijing, China, 20–23 April 2009; pp. 121–128.
43. Lee, B.; Plaisant, C.; Parr, C.S.; Fekete, J.D.; Henry, N. Task taxonomy for graph visualization. In Proceedings of the 2006 AVI

Workshop on BEyond Time and Errors: Novel Evaluation Methods for Information Visualization, Venezia, Italy, 23 May 2006;
pp. 1–5.

44. Schrepp, M.; Hinderks, A.; Thomaschewski, J. Applying the user experience questionnaire (UEQ) in different evaluation scenarios.
In International Conference of Design, User Experience, and Usability; Springer: Cham, Switzerland, 2014; pp. 383–392.

38



Citation: Zuo, T.; Jiang, J.; Spek,

E.V.d.; Birk, M.; Hu, J. Situating

Learning in AR Fantasy, Design

Considerations for AR Game-Based

Learning for Children. Electronics

2022, 11, 2331. https://doi.org/

10.3390/electronics11152331

Academic Editors: Jorge C.

S. Cardoso, André Perrotta, Paula

Alexandra Silva and Pedro Martins

Received: 8 July 2022

Accepted: 24 July 2022

Published: 27 July 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

Situating Learning in AR Fantasy, Design Considerations for
AR Game-Based Learning for Children
Tengjia Zuo 1,* , Jixiang Jiang 2, Erik Van der Spek 1,*, Max Birk 1 and Jun Hu 1

1 Department of Industrial Design, Eindhoven University of Technology, 5612 AZ Eindhoven, The Netherlands;
m.v.birk@tue.nl (M.B.); j.hu@tue.nl (J.H.)

2 Department of Design, Politecnico di Milano, Politecnico di Milano, 20133 Milan, Italy; jixiang.jiang@polimi.it
* Correspondence: t.zuo@tue.nl (T.Z.); e.d.v.d.spek@tue.nl (E.V.d.S.); Tel.: +31-682449194 (T.Z.);

+31-622334852 (E.V.d.S.)

Abstract: (1) Background: Augmented reality (AR) game-based learning, has received increased
attention in recent years. Fantasy is a vital gaming feature that promotes engagement and immer-
sion experience for children. However, situating learning with AR fantasy to engage learners and
fit pedagogical contexts needs structured analysis of educational scenarios for different subjects.
(2) Methods: We present a combined study using our own built AR games, MathMythosAR2 for
mathematics learning, and FancyBookAR for English as second-language learning. For each game,
we created a fantasy and a real-life narrative. We investigated player engagement and teachers’
scaffolding through qualitative and quantitative research with 62 participants aged from 7 to 11 years
old. (3) Results: We discovered that fantasy narratives engage students in mathematics learning while
disengaging them in second-language learning. Participants report a higher imagination with fantasy
narratives and a higher analogy with real-life narratives. We found that teachers’ scaffolding for
MathMythosAR2 focused on complex interactions, for FancyBookAR, focused on story interpretation
and knowledge explanation. (4) Conclusions: It is recommended to mix fantasy and real-life settings,
and use simple AR interaction and pedagogical agents that enable teachers’ scaffolding seamlessly.
The design of AR fantasy should evaluate whether the story is intrinsically related to the learning
subjects, as well as the requirements of explicit explanation.

Keywords: augmented reality; game-based learning; fantasy; situated learning; serious game

1. Introduction

Augmented reality (AR), presenting virtual graphics, 3D models, animation, and
sound effects into physical materials or spaces, enables users to engage with real-world
objects and virtual interactive overlays simultaneously [1,2]. Combining digital game
features and physical situations, AR game-based learning allows games to be integrated
into the classroom in situated learning in an engaging way. As the core of situated learning
is to intrinsically link the knowledge to be learned to physical and cultural contexts where
learning occurs [3], AR provides contexts that allow users to sense real-world situations and
adapt digital instruction to them [4]. Integrating game features into instruction, game-based
learning enables its participants to engage in learning without particularly focusing on the
learning content, with a fun and immersive experience [5].

AR game-based learning has been used to playfully augment serious contexts and
thereby present instructional goals in an engaging manner and has received increased
attention in recent years [6–8]. Research on AR game-based learning incorporates computer
science, pedagogy, and experience design [7]. To explore the application of AR game-based
learning in 21st-century education, researchers need to simultaneously consider the current
situations in learning, technological affordance, and user experience. One approach to
improve technological benefits, enriching educational contexts, and player experience,
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is by incorporating gaming features such as avatar customization [9], fantasy [10], or
goal-setting [11] into AR learning. Among them, the game element that can provide motive-
specific affective incentives [12,13] is fantasy, i.e., unreal and fictional settings that deviate
from everyday life [14,15]. Fantasy can positively affect game-based learning, increasing
players’ engagement, especially for children who are not self-motivated to study [16–18].

Ways of incorporating fantasy in learning contexts have sparked academic interest in
recent years [17,19,20]. To move beyond the entertaining features of fantasy, we need to
consider pedagogical requirements when incorporating fantasy elements into game-based
learning applications. An appropriate learning environment features authentic contexts
that allow for the natural complexity of the real-world [21], coaching and scaffolding
during the initial steps [22], and articulation [23] to enable explicit expression of tacit
knowledge [24], creating spaces for exploration of participants [23]. How to design a novel
game-based learning experience that situates learning in AR fantasy, engages learners, and
adheres to pedagogical principles requires disciplinary and context-specific analysis. For
example, research to investigate the classroom context in which learning with AR fantasy
is employed, exploratory research on the subjects such as language and mathematics to be
learned, and more.

To further investigate situating learning in AR fantasy and game-based learning
for different learning contexts, we present a combined study using our own designed
AR games: MathMythosAR2, i.e., a game for mathematic learning and practising, and
FancyBookAR, i.e., a game for English as second-language learning and practising. We
prepared two narratives for each game: the fantasy and the real-life version. By comparing
the fantasy and real-life versions, we explore the effect of fantasy on engagement and
scaffolding and develop design considerations for AR game-based learning with fantasy or
real-life contexts. By contrasting the effect of AR fantasy with the different subject matter,
we develop strategies for adjusting fantasy structures to the specific qualities of the subject
matter in the classroom.

This research benefits the pedagogy domains by offering inspiring practice, and
practical solutions for the needs of situating learning in technological-rich contexts with a
game-based learning experience. It connects learning situations with immersive technology
with a novel, immersive and enjoyable experience that meets the needs of 21st learning. we
offer innovative solutions that connect students and teachers with an engaging learning
experience and strategies for scaffolding learning with AR fantasy. This research also
contributes to the design research society in terms of offering innovative game design and
practical design strategies for designing with AR fantasy, bringing the future of immersive
technology closer to our lives.

2. Related Work
2.1. Augmented Reality in Game-Based Learning

Augmented Reality (AR) is a technology that enhances real-world environments
with an interactive virtual overlay that engages the user’s visual, auditory, and haptic
senses [25]. Perceptually, AR enhances the actual environment, leading to intensely immer-
sive experiences [26]. AR promises to bring a better play–learn experience by (1) visualizing
knowledge and concepts from alternative perspectives, for example by bringing to life
3D invisible and abstract concepts [27], (2) facilitating social interactions with tangible
and virtual materials, regardless of geography or time restrictions [28], and (3) by bridg-
ing formal and informal learning by eliminating barriers between virtual and physical
worlds [29,30]. To incorporate these AR characteristics into game-based learning, designers
should first understand how game aspects can be designed with AR and their implications
in educational contexts.
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2.2. The Magic Circle and Motivational Effect of AR Fantasy

As a term that describes fictional, imaginative, or unreal contexts, fantasy exists in
games featuring narratives, interactions, and settings that deviate from the real world [15,31].
Playful experience with fantasy game elements can invite users into an immersive world,
which is called the “magic circle [32],” with a temporal and spatial boundary separating
users from the real world. Such boundaries are blurred by AR technology, where players
enter the virtual world, sensing the physical world simultaneously [33]. AR Fantasy can
create a circle Stapleton et al. refer to as a “mixed fantasy continuum” [34], which creates
compelling venues and content prototypes to engage the audience’s imagination. Certain
imaginary mental activities involving creating new realities or relating to existing ones
are what Choi et al. (2003) defined as imagination and analogy states of fantasy. These
mental states are keys to a convincing mixed fantasy experience that allows participants to
step into the magic circle with a “suspension of disbelief” [33]. To identify whether fantasy
elements build a convincing magic circle, we need to understand players’ fantasy states
meanwhile analyze their engagement [35].

Engagement is a process of getting involved and connected with [36]. According to
research on indicators that reflect different aspects of learning engagement [37–39], we
synthesize a table of indicators for engagement (Table 1). Indicators include emotional,
behavioral, and cognitive aspects of engagement, and can be used to identify the effect of
integrating AR fantasy on engagement through qualitative methods.

Table 1. Indicators of emotional, behavioral, and cognitive engagement.

Dimension Positive Indicators Negative Indicators

Emotional Engagement
Thrilled, Curious, Express Values
and Feelings, Focused, Interested,

Enthusiastic, Happy.
Anxiety, Bored

Behavioral Engagement
Confident, Preference for
Challenges, Extra Effort,

Expressing the Value.
Frustration for Failure

Cognitive Engagement
Extra Activity, Comprehension of

Knowledge, Attention, Active
Participation.

Forced to Play, Not Following
Rules, Confused

Players’ emotional engagement comes from the pleasure of immersion [36], which
fantasy elements can facilitate [40]. Players’ cognitive engagement reflects “one’s effort to
put into self-regulated learning, involving a process of making sure oneself comprehend
the game content.” [41]. Previous research indicates that players can be more motivated in
fantasy contexts but find it challenging to integrate the newly learned information with
their prior knowledge [20]. Therefore, it is still an open question if incorporating fantasy in
AR game-based learning may result in users’ sufficient understanding that leads to positive
behavioral and cognitive engagement.

In addition to qualitative methods of measuring engagement, we collect players’ self-
reported enjoyment parts of intrinsic motivation through intrinsic motivation inventory
(IMI) in this study. Malone et al. connect endogenous fantasy with intrinsic motivation, in
which learners are driven by qualities such as enjoyment and self-fulfilment. Endogenous
fantasy in game-based learning can let players engage with affective incentives [13] without
focusing on the learning goals [42].

2.3. Pedagogical Principles for Integrating Fantasy in AR Game-Based Learning
2.3.1. Fantasy and Situated Learning

Situated learning refers to learning practical applications through communication and
interaction with environments [3]. Immersive technologies such as AR potentially provide
various contexts and alternative perspectives to support situated learning. However, some
questions remain about incorporating AR fantasy in game-based learning. Guidelines of
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situated learning often suggest designers embed contexts for authentic learning, where
students explore, discuss and construct concepts of real-world issues they can relate to [43].
Authentic learning refers to activities that involve learning by solving issues, studying
cases, and practising situations that are similar to those encountered in complex real-
life situations [44]. Some scholars perceive authentic contexts as the opposite of fantasy,
suggesting that only real-life contexts can draw learners to engage instead of passively
receiving [45]. However, tracing back to the criteria of authentic learning, we found the
essential was to learn grounded knowledge in the fields instead of memorizing abstract
knowledge [46]. Fantasy contexts can be integrated with knowledge in fields and positively
engage learners. The critical question is whether a convincing and immersive magic circle
to an accessible learning context is constructed.

2.3.2. Scaffolding and the Role of Teachers

Balancing learners’ motivation and comprehension in an immersive game-based learn-
ing magic circle requires careful design from game designers and proper guidance from
teachers. The role of teachers in situated game-based learning is different from a traditional
tutoring context. In the traditional education context, teachers guide students through
scaffolding, which means offering temporal support to complete learning targets [47].
Whereas in a game-based learning context, players can also be guided by instructional
content with natural progressions from the game’s storyline [48]. Students who are fully
immersed in the environment might require a less direct explanation from teachers [49].
Certain circumstances, allowing teachers to turn over controls of the learning context to
students, encourage autonomous learning by students [50]. However, it also challenges
teachers in terms of assisting students and tuning students’ attention on the learning focus
without interfering with their autonomy [51], i.e., their determination to interact based
on their interests and values [52]. AR engages students with the virtual world while also
maintaining a portion of their attention in the real-life classroom [53]. Properly designed
AR game-based learning allows students to seamlessly move between virtual exploration
and real-world interaction, creating spaces to insert teachers’ roles.

Incorporating the role of teachers necessitates a detailed assessment of how students
perform in different educational contexts. Pivec et al. summarize a criterion for different
degrees of problem-solving skills of tasks, based on Vygotsky’s work: (1) tasks can be
accomplished alone by a student; (2) tasks that can be completed with the assistance of
others; and (3) tasks that cannot be performed even with the assistance of others [54,55]. A
further in-depth assessment of students’ task completion using this criterion, in combination
with their engagement analysis, can help situate teachers’ roles in scaffolding towards
specific contexts.

To construct a convincing and immersive magic circle in an accessible learning context,
designing fantasy in game-based learning needs careful consideration based on an analysis
of participants’ real-world interaction and reaction to subject matter learning contexts. An
exploratory study with design intervention is needed to explore the effect of AR fantasy on
player engagement and teachers’ scaffolding. Through the design study, we would like
to understand the following research questions about situating learning in AR fantasy of
game-based learning:

• RQ1: Whether fantasy in AR game-based learning for a classroom creates more
engaging and immersive mental states for players?

• RQ2: What is teachers’ role in scaffolding children in fantasy construction and learning?
• RQ3: How to situate learning in the AR fantasy of game-based learning to improve

learners’ engagement, experience, and the teachers’ scaffolding?
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3. Material and Methods

To answer the proposed research questions, we introduce our design, MathMythosAR2,
and FancyBookAR, two storybook-based AR games focusing on learning mathematics and
English. According to our findings through experiments and data analysis, we answer RQ1
and RQ2 and address design strategies to answer RQ3.

Both FancyBook AR and MathmythosAR 2 were designed with Unity3D, an engine
that enables interactive experience through scene building and C#, and Vuforia, an engine
that supports the functionality of AR through image recognition. The educational contents
of both games are derived from actual educational practices. For the game MathMythos
AR2, we combined the form of mathematical word problems [56] with game narrative and
interactions. Similarly, in FancyBookAR, game features were integrated with the cloze test,
a practice that requires participants to place the missing language items [57]. We invited
2 local English teachers to have the content checked. The fantastical game features used
in FancyBookAR are comparable to those found in MathMythosAR2, employing a similar
portrayal of innovation [15]—magic, technology, and aesthetics. The same game mechanics
were used, such as cards, storybooks, and phone applications (Figure 1). Narrative genres
of fantasy were applied in both games. To understand the difference in players’ experiences
under fantasy and real-life scenarios, we provided two narrative versions for each game:
the fantasy and the real-life versions.

Figure 1. (a) MathmythosAR 2; (b) FancyBook AR.

3.1. MathMythosAR2

MathMythosAR2 is an AR game that encourages children to learn the addition tech-
niques of mathematic calculation and practice their learned techniques. There are seven
chapters in each game version. Students are first introduced to its narrative by scanning the
pattern in the storybook. Then they use a virtual button by covering a specific pattern on
the storybook with a hand to react to dialogue between NPC (Non-Player Character). Then
players will be introduced to the addition technique. Players need to hold the virtual but-
ton and trigger the randomly generated numbers (randomization of correct answers ± 3),
releasing when the right numbers pop up. Players receive cards with values to embark on
the final practice, scan the cards with values, and sum up their total values.

In the fantasy version, players play a role of a magician. Players learn math magic
to save a village from evil. Players complete the game task by making choices about the
magic narratives and completing calculation practice about the math magic. We list a table
of key narratives and options available in each section with screenshots in Table 2.
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Table 2. The fantasy version of the game MathMythosAR2.

Section Screenshots Key Narratives Options

Wake up! Rubin! Wake up! N/A

Hey Rubin, why are you sleeping here?
The class is off.

1. Who are you?
2. Hi Mr Steven, I have some questions

about math magic.

There are two kinds of magic power with
stones: single-digit and two-digit. (The

screenshot shows how the NPC reacts to
wrong answers.)

Choices available are between the correct
answer ± 3.

Brunwich was a beautiful town in the
east. An invasion of evil magic shattered

the peaceful area. Residents are in
trouble, and only we can help them.

N/A

It is a monster! Innocent people are
turned into monsters by evil sorcery! To
save them, we must use math magic to

break the spell! Are you ready?

1. Wait! What was that again? I’m not
ready.

2. Yes! I’m ready!

Every time you sum up the magic power
on the two magic stones will break one

level of the evil spell. (One time of
single-digit addition, two times of

two-digit addition.)

Choices available are between the correct
answer ± 3.

Oh, you saved my life! Thank you, young
magician!

1. What??? You are a human?
2. I’m glad you are back! Is everything

ok?

The “real-life” version (Table 3) of MathMythosAR2 retains the same narrative frame-
work and gameplay mechanics. However, players play a role of a daily life student, Robin.
The main tasks are summing up total prices and shopping for the class party. Key narratives
and options are presented in Table 3.
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Table 3. The real-life version of the game MathMythosAR2.

Section Screenshots Key Narratives Options

Wake up! Robin! Wake up! N/A

Hey Robin, why are you sleeping here?
The class is off.

1. Who are you?
2. Hi Mr Steven, I have some math

questions.

There are two kinds of fruit prices on the
board, the single-digit number and the

two-digit number.

Choices available are between the correct
answer ± 3.

I heard you are organizing the class party
for the new year and some materials are

missing. I can help you buy them.
N/A

Let us shop for party snacks. I will give
you some coupons. When shopping,

please use the addition techniques you
just learned. Are you ready?

1. Wait! What was that again? I’m not
ready

2. Yes! I’m ready!

What is the total price of the coupons?
(one time of single-digit addition, two

times of two-digit addition)

Choices available are between the correct
answer ± 3.

The cashier machine is broken. I am sorry
for the inconvenience. Thank you for
your assistance with the calculation.

1. I would not have come to your store if
I knew that.

2. No problem, I am willing to help. It is
just simple mathematics.

3.2. FancyBookAR

FancyBookAR is a set of AR games that encourage children to learn English words
and form sentences using their learned words. There are five sections in the game. In
each section, players will first receive vocabulary cards and a storybook with incomplete
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sentences that need words to fill in the blanks. To complete the sentences, players need to
understand the meaning of the words on each card and the possible context wherein they
fit. A correctly constructed sentence with cards will trigger the completion of a game scene.
As a result of completing tasks on the current scene, players activate the animation of the
characters and complete the stories. There are two types of narrative in FancyBook AR, a
fantasy and a real-life version.

In the fantasy narrative version, players play a role of a magician, the catperson.
Players need to complete the story by choosing the options set in a fantasy genre. We list a
table of key narratives and options available in each section with screenshots in Table 2.

The “real-life” version (Table 4) of FancyBook AR retains the same narrative framework
and gameplay mechanics. However, the catperson is clothed in a regular outfit and lives
in its own normal home this time. The narratives and options are set close to real-life
situations (Table 5).

Table 4. The fantasy version of the game FancyBook AR.

Section Screenshots Key Narratives Options

It is too dark. I use the __ to light up the
sky.

1. Magic stick
2. Star bottle

3. Open
4. Turn on

The star is too messy! I use ___ to clean
the ground.

1. A robot
2. A magic book

3. A trash-eating monster

I need to provide food and drinks. I take
__ from the sky.

1. A moon croissant
2. Rainbow drink
3. A cotton candy

I _ a _ to pick up my friend.

1. Ride
2. Drive

3. Dragon
4. Cloud

5. Spaceship

I play with my friend in a __.
1. Mushroom trampoline park

2. Candy park
3. Magic forest
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Table 5. The real-life version of the game FancyBook AR.

Section Screenshots Key Narratives Options

It is too dark! I__ the __.

1. Turn on
2. Open

3. Window
4. Light

The room is so messy! I use ___ to clean
the __.

1. A broom
2. A vacuum

3. A rag
4. Bed

5. Ground
6. Table

I need to provide food and drink. I buy
__ in the supermarket.

1. Chocolate
2. Milk

3. A mango
4. A hamburger

I __ to pick up my friend.
1. Ride a scooter

2. Take a bus
3. Skateboard

It is playtime! I _with my friend. 1. Dance
2. Watch TV

Using the two games described above, each having two narrative versions, we experi-
mented with game types (FancybookAR vs MathMythosAR2) as the between-subject factor
and the narrative versions (real-life vs fantasy) as the within-subject factor. We compare
the mathematic and language learning games that AR fantasy incorporates to explore
ways and patterns of using AR fantasy to achieve increased engagement with two distinct
learning subjects. We compare the fantasy and real-life versions to see the effect of fantasy
on players’ engagement and experience. We answered the research questions using the
findings of the qualitative and quantitative analyses, investigating the phenomena and
causes in light of previous work.

3.3. Participants and Procedure

This research involved 62 (male = 30, female = 32) participants from two different
locations in China. Thirty-one participants from Qingdao, Shandong province, with an
average age of 9.2, ranging from 7 years old to 11 years old, were invited to play the game
MathMythosAR2. Thirty-one participants from Hefei Anhui province, with an average age
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of 10.6, ranging from 8 years old to 14 years old were invited to play the game FancyBook
AR. Participants played two versions of the narrative for both games: fantasy and real-
life versions. Both versions were offered in a counterbalanced order to mitigate possible
sequence effects. The assistant invited each participant to a preset room with a Huawei
Android phone, a Lenovo ThinkPad laptop, and sets of cards together with storybooks.
Additionally, we set up a GoPro Hero9 camera to record the procedure.

Before the gameplay started, an assistant introduced the general gameplay to children
using a blank version with only text and 3D sphere models, letting participants get used to
scanning image targets and holding virtual buttons. The students would then be asked to
play one of the versions by the assistant, who also served as an instructor and gave help
if children asked. After completing the version, the student would be asked to complete
a questionnaire before going to the other version and completing another questionnaire.
Besides the experience and engagement-related questions, the questionnaire collected their
demographic information, including their self-identified gender and age. We asked them to
fill in their nicknames instead of real names to maintain the data anonymously. Informed
consent was achieved by participants, the schoolteachers and participants’ guardians. The
procedure, game contents, and questionnaire were approved by the Eindhoven University
of Technology ethical review board with the approval number ERB2020ID165.

3.4. Data Collection

We collected and analyzed both qualitative and quantitative data to answer our re-
search question in this research. To answer RQ1, we collected the children’s self-reported
immersion through the immersion section of the Player experience of need satisfaction
questionnaire (PENS). PENS is a questionnaire that measures the psychology of satisfy-
ing experiences of playing through aspects of competence, autonomy, relatedness, and
immersion [58,59]. To identify their engagement qualitatively during gameplay, we invited
two experts to analyze the gameplay videos and code the children’s engagement using the
indicators (Table 1) we summarized from a literature review. Experts were also invited
to code using words outside of the pool of indicators if they needed to highlight any
context-specific phenomenon about engagement. To answer RQ2, we identified students’
understanding and the teacher’s scaffolding through video analysis of how they completed
the tasks. Timelines including tasks that were well understood and completed by students
independently were marked as “independent.” Tasks that students completed with the
teacher’s assistance were marked as “with assistance.” Tasks that students did not complete
even with help from the teachers were marked “uncompleted.” Questions students raised
when seeking help were also recorded.

To further investigate players’ fantasy states during the learning process, we collected
their self-reported data of imagination and analogy using the fantasy state scale (FSS). We
use the autonomy and enjoyment sections from the PENS questionnaire and the intrinsic
motivation inventory (IMI) to collect their self-reported data on autonomy and enjoyment.
Since FSS, IMI and PENS were not designed specifically for children, and previous studies
suggest some children have difficulty understanding “neutral” and double negative sen-
tences [60], we used a 4-point animated smiley scale developed by Li, Van Der Spek, Hu,
and Feijs (2019) (Figure 2) for the PENS and IMI questionnaires [61]. We translated from
the original English version and had a language expert check the translation.

Figure 2. The scale was modified according to Li et al’s 4-point animated smiley scale.
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3.5. Data Analysis

Two experts coded the students’ types of engagement, comprehension, and teacher’s
assistance using MAXQDA 2020. There were 12 video recordings from 10 participants
for each narrative type in each game, for a total of 40 video clips. Experts engaged in
closed coding by marking the video’s timeline using a pre-defined pool of keywords we
determined regarding engagement types (Table 1) and task performance (independent,
with assistance, uncompleted). In addition, the experts were allowed to open code salient
events themselves. To further understand the qualitative data experts coded, we used an
affinity diagram [62] to organize the keywords of user engagement in a structure containing
game types, narrative versions, and engagement types. Based on the areas of confusion
when users wanted assistance, we drew up representative user journey maps that included
students’ engagement and teachers’ scaffolding.

3.6. Reliability Test

The Cronbach’s alpha values for data collected in Hefei using FancybookAR are gener-
ally at an acceptable level (0.7~0.8). However, data from Qingdao using MathMythosAR2
has a low Cronbach’s alpha for the presence (0.6) and enjoyment section (0.5). After delet-
ing the reversed question, we found an increase in the value, with enjoyment = 0.7 and
presence = 0.8. Given that children from Qingdao had a slightly lower average age than
those from Anhui, young children around this age (M = 9.2) with their understanding
of reversibility still developing [63] may find it difficult to answer reversed questions.
The mean scores for enjoyment and presence sections in the Qingdao group are reported
without the reversed question.

4. Results
4.1. Players’ Self-Reported Experience and Engagement

We analyzed the students’ presence, imagination, analogy, enjoyment, and auton-
omy data using SPSS. We performed a within-between mixed-factor analysis of variance
(ANOVA), setting the game type (MathMythosAR2 or Fancybook AR) as the between-
subject factor and the game version (fantasy or real-life) as the within-subject factor.
Tables 6–9 show the results, with significant outcomes highlighted in bold.

Table 6. Mixed two-way ANOVA with the game type (MathmythosAR2/FancybookAR) as between-
subject, the narrative type (fantasy /real-life) as within-subject variable.

DV Source SS F p

Autonomy Game type 4.27 6.92 0.01
Narrative type 0.02 0.10 0.76

Interaction 0.40 1.68 0.20
Presence Game type 11.65 17.56 0.00

Narrative type 0.00 0.00 1.00
Interaction 0.42 4.37 0.04

Enjoyment Game type 2.73 5.01 0.03
Narrative type 0.30 3.10 0.08

Interaction 0.21 2.16 0.15
Imagination Game type 5.29 7.81 0.01

Narrative type 4.19 22.25 0.00
Interaction 0.06 0.34 0.56

Analogy Game type 5.45 6.35 0.01
Narrative type 1.16 4.04 0.05

Interaction 0.81 2.80 0.10
DV = dependent variable, SS = sum of squares, F = value on the F distribution, variables of significance: p ≤ 0.05.
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Table 7. The mean and standard deviation values of different sections, presented as M (SD).

Autonomy Presence Enjoyment Imagination Analogy

MathmythosAR2 Fantasy 3.66 (0.44) 3.65 (0.37) 3.67 (0.48) 3.48 (0.58) 3.43 (0.61)
Real-life 3.52 (0.58) 3.54 (0.49) 3.69 (0.45) 3.16 (0.60) 3.46 (0.59)

FancyBookAR Fantasy 3.17 (0.72) 2.92 (0.79) 3.29 (0.71) 3.12 (0.67) 2.85 (0.98)
Real-life 3.26 (0.81) 3.04 (0.72) 3.47 (0.59) 2.70 (0.77) 3.20 (0.78)

Table 8. Pairwise comparisons Fantasy vs Real-life, Bonferroni adjusted.

Measure Game Type Mean Difference Std. Error Sig.b

Autonomy MathmythosAR2 0.140 0.123 0.260
FancyBookAR −0.086 0.123 0.487

Presence MathmythosAR2 0.117 0.079 0.145
FancyBookAR −0.117 0.079 0.145

Enjoyment MathmythosAR2 −0.016 0.079 0.839
FancyBookAR −0.181 * 0.079 0.026

Imagination MathmythosAR2 0.323 * 0.110 0.005
FancyBookAR 0.413 * 0.110 0.000

Analogy MathmythosAR2 −0.032 0.136 0.814
FancyBookAR −0.355 * 0.136 0.012

* p < 0.05

Table 9. Pairwise comparisons MathmythosAR2 VS Fancybook AR, Bonferroni adjusted.

Measure Game Version Mean Difference Std. Error Sig.b

Autonomy Fantasy 0.484 * 0.152 0.002
Real-life 0.258 0.179 0.154

Presence Fantasy 0.730 * 0.157 0.000
Real-life 0.496 * 0.157 0.002

Enjoyment Fantasy 0.379 * 0.154 0.016
Real-life 0.215 0.133 0.113

Imagination Fantasy 0.368 * 0.159 0.024
Real-life 0.458 * 0.175 0.011

Analogy Fantasy 0.581 * 0.208 0.007
Real-life 0.258 0.175 0.146

* p < 0.05

4.2. Players’ Engagement through Video Analysis by Experts

We created an affinity map of engagement patterns (Figure 3) for each game and
narrative version by synthesizing the most frequent types of player engagement. The result
suggests both games engage participants more emotionally than the real-life versions. Part
of this finding contradicts what we discovered in their self-reported data, in which children
reported more enjoyment with the real-life version of FancyBookAR. Such discrepancies
show that participants’ attitudes towards fantasy in FancyBookAR changed at the beginning
when being observed and at the end when being reported. Despite their positive emotional
connection with fantasy versions, lots of children showed negative engagement on the
cognitive level, showing confusion about the context, while they were more confident about
playing the real-life version and showed positive emotional engagement such as “focused.”

Regarding specific game types, some children had a negative emotional and behavioral
engagement in the real-life narrative of the game MathMythosAR2, including “bored” and
“anxious.” Those who perceived boredom especially showed reluctance to stay and finish
the game tasks showed more positive emotion and active participation with the same
game’s fantasy narrative.
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Figure 3. The affinity map of engagement by game types and narrative types (with coloured tags
representing positive signs, grey tags representing negative signs).

Children who played both versions of FancyBookAR showed positive emotional
engagement, such as focused and enthusiastic engagement in the real-life version, as well
as affective emotions when engaging in the fantasy version. When children encountered
unfamiliar words and phrases in the fantasy version, they expressed signs of confusion and
frustration when repeated attempts failed. In the real-life version, students spoke out more
frequently about the meaning of the sentence in their native language when completing the
tasks, being more confident about the result.

4.3. Players’ Comprehension and the Teacher’s Assistance through Video Analysis by Experts

The timelines as a result of the expert analysis are displayed in Figures 4 and 5 in
the form of a user journey map, where ten horizontal lines represent ten samples in the
video analysis in each game’s narrative. Based on the game scenes, we also highlighted
the negative and positive engagement moments described in Figure 3. We investigated the
teachers’ assistance and students’ engagement to assess students’ comprehension and the
role of teachers with different game types and narrative types.

4.4. MathMythosAR2: Differences between Two Narratives Versions

In the fantasy version, when students had difficulty adding two-digit numbers to-
gether, the teacher helped them break it down into single-digit addition to recall the
addition they had already memorized. It is possible that this help differentially affected
the students’ fantasy experience of the game, since a school teacher helping students with
math questions is part of the real-life narrative of MathMythos AR2, whereas in the fantasy
narrative it is a magic teacher, and a school teacher intervening could take students out of
the experience. The experiment showed that reported presence was higher in the fantasy
condition, so if this effect occurred, it was likely not very strong.
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Figure 4. User journey maps of MathMythos AR2 with (a): the real-life version and (b): the fantasy
version.

Figure 5. User journey maps of FancyBook AR with (a): the real-life version and (b): the fantasy
version.
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In both narratives, we used pink magic (fantasy) and gold coins (real-life) to repre-
sent 2-digit numbers, blue magic (fantasy) and silver coins (real-life) to represent 1-digit
numbers. When completing tasks independently, participants did not refer to two concepts
in their calculations but often recalled in a whispered voice the mathematical operations
they had learned before. We also found differences in teachers’ role of instruction on
story-telling and gameplay. Students listened carefully to the teacher’s introduction on the
real-life version’s interaction first and then tried it out with the teacher’s guidance. In the
fantasy version, students showed more tendency in trying the game first instead of waiting
for instruction (more green lines appear before yellow lines). However, it was still frequent
that their initial attempts had failed, requiring scaffolding from teachers. With the fantasy
version, the teacher spent more time helping students understand the narrative than with
the real-life version.

An additional sign of positive engagement marked by experts was that students in
the fantasy condition tended to hold the cards they received in Figure 5, section 3 when
most students put cards aside in the real-life version. Only a few students showed signs
of disengagement with the fantasy narrative, confused about the fantasy narrative and
the virtual buttons’ insensitivity at the beginning of the gameplay. Most students showed
positive engagement with or without assistance in the fantasy narrative. In contrast, most
positive engagements occurred when students finished the task independently in the real-
life version. However, more students showed anxiousness at the beginning of the gameplay
in the real-life version, whereas others expressed boredom at later stages where most tasks
were repetitive practice.

4.5. FancyBook AR: Commonalities between the Two Narrative Versions

In both versions, students needed assistance understanding the meanings of words
and sentences. Their understanding of the game narrative and the learning content highly
depended on their prior knowledge and the tutoring from teachers. Teachers sometimes
played the role of checking whether students properly understood the sentence they
constructed, as some children just picked random cards to activate the animation effect
without fully understanding the sentence. Therefore, the teacher and students interacted
more frequently, but the communication states vary depending on narrative versions.

4.6. FancyBook AR: Differences between Two Narratives Versions

More students read along with the sentence and showed more initiative to tell the
teacher the corresponding Chinese translation with the real-life narrative. With this version,
participants were more active in asking questions, showing confidence in understanding
words related to the context. Whereas with the fantasy version, the meaning and application
of words such as “trash-eating monster” and “magic stick” were alien to the students. They
showed signs of confusion and prolonged hesitation even after teachers translated these
words into Chinese.

5. Discussion
5.1. Whether Fantasy in AR Game-Based Learning for a Classroom Creates More Engaging and
Immersive Mental States for Players?

We combined quantitative and qualitative results to address this research question.
In general, the fantasy narrative leads to stronger mental states of imagination, while the
real-life narrative leads to stronger analogy. Learning English with the game FancyBook AR,
students perceived significantly higher enjoyment and immersion in the real-life version
than the fantasy version. Combining their self-reported enjoyment (Table 8) with patterns of
engagement (Figure 3), we found fantasy in FancyBook led to less enjoyment and negative
cognitive engagement for students. Despite children having stronger aroused emotional
engagement at the beginning of the gameplay with the fantasy narrative of FancyBook AR,
their confusion with the fantasy narrative setting eventually negatively influenced their
play experience. This also explains the conflict results: participants perceived more aroused
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emotional engagement at the beginning with the fantasy FancybookAR, but they self-
reported they enjoyed the fantasy version less than the real-life version after the gameplay.

Students learning mathematics with the game MathMythosAR2 reported slightly but
statistically insignificant higher enjoyment and presence with fantasy narratives. Their
engagement pattern suggests more positive emotional engagement in the fantasy narrative.
Although the fantasy narrative caused confusion, it does not influence children’s enjoyable
and immersive experiences. Children showed signs of negative engagement such as
boredom, anxiety, and being forced to play with the real-life narrative. Despite the results,
simply interpreting the data as fantasy settings may favourably engage children in math
learning while adversely engaging children in second-language learning are inadequate.
Instead, we wish to understand these occurrences via the lens of children’s experiences and
games’ fantasy integration within subject matter features.

5.1.1. Contextual Reasons for Differences in Players’ Experience and Engagement

The learning of English for pupils is topic-based, taught via subject matter material,
which is a key contrast between mathematics learning and second-language acquisition [64].
With FancyBookAR, the subject matter learners simultaneously acquired the narrative con-
tent and linguistic knowledge of English, where the unfamiliarity of the content influenced
their language comprehension and vice versa. The fantasy narrative of FancyBookAR
contains more subject-specific contexts than the real-life narrative, which is regarded as an
application of existing language proficiency in new contexts [65]. However, unproficiency
with the fantasy-oriented terms hindered the application of knowledge, leading to a poor
understanding of the narrative. Such a situation might refer to what O’Malley and Chamot
described as foreign language anxiety and content-related anxiety, causing negative engage-
ment such as feelings of frustration [66]. Similarly, pervasive and immersive games often
need “reinterpretation of meaning conventions [67].” Players may have failed to achieve
a suspension of disbelief if they failed to make the meaning out of the fantasy narrative
when learning a second language.

The situation changed in MathMythos AR2 since solving mathematical problems
such as calculation can be tackled independently of story comprehension with abstract
thinking methods [68]. The phenomenon we found that students murmured the mathemat-
ical formulae during the gameplay also partly reflected a natural separation of narrative
understanding and mathematical operation when completing mathematical game tasks.
The narrative theme in this game is closed to the “mathematical theme” concept, which
creates contexts for participants to apply their mathematical knowledge. Such extrinsically
tied narrative to the learning content is not a fixed body of knowledge [69]. Therefore,
confusion occurred among some children with math learning in the fantasy narrative,
but this did not seem to influence their enjoyable, immersive experience and overall en-
gagement. When children are satisfied with meaning interpretation and construction [67],
they achieve a suspension of disbelief, feeling more immersed and engaged with their
emotional response [70]. Conversely, not understanding the words immediately impacted
the understanding of the story in the FancyBookAR.

5.1.2. Analogy and Imagination for Comprehension and Engagement

Our research found that the fantasy narrative triggered higher states of imagination,
and the real-life narrative activated stronger analogy states. Analogy helps learners make
sense of phenomena, while imagination is often regarded as the prerequisite to engaging in
education in most domains [71]. Furthermore, imagination connecting the real world to the
virtual world in a mixed reality experience is a driving force in make-believe and creating an
immersive experience [40]. Both mental states are fundamental in AR game-based learning
for different stages of play. A potential point is that challenges may have an inverse effect
on the imagination. Learners need to connect to prior knowledge when making sense of
things [20]. If the game is too challenging, participants are more comfortable with things
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they can relate to their prior experience. Therefore, how much participants are open to
fantasy could depend on how confused they are while playing.

5.2. What Is the Teachers’ Role in Scaffolding Children with Fantasy Play in
Game-Based Learning?

An important way of resolving students’ confusion is through teachers’ scaffolding.
Teachers’ scaffolding in game-based learning mainly focused on three areas during the
gameplay: interaction, narrative, and knowledge.

5.2.1. Interaction

Children are familiar with digital interactions such as screen touch and physical
interactions such as turning pages. The interaction with the augmented physical world,
which requires eyes on the digital layer and hands on the physical layer is unfamiliar and
therefore sometimes challenging for children, especially at the beginning. Although we
designed animated arrows and related instruction to highlight important areas and ways
of interaction, we noticed that the teachers’ instructions in the real world are still more
effective than the virtual instructional content, especially for complex interactions. For
example, with the game MathMythosAR2, teachers used verbal instructions and corrective
gestures to help some students understand that triggering a virtual button is conducted by
covering a pattern with the palm of their hand rather than clicking with their fingers. As
the interaction in MathMythosAR2 is more complicated and various than FancyBookAR,
we found teachers spent more effort instructing students on how to interact. Despite the
necessity of scaffolding at the beginning, too much direct intervention in the middle of
the game can interrupt students’ immersion and flow experience [72]. This aspect led
us to consider the necessity of designing complex interactions such as virtual buttons. A
more straightforward and consistent approach to interacting, such as scanning cards in
FancyBookAR, is effort-saving for teachers and helps students concentrate on the main task.

5.2.2. Narrative

We found that the teachers’ role in facilitating students’ understanding of the narra-
tive differed between the two games. Using MathMythosAR2 for mathematics learning,
students had more questions regarding the fantasy narrative. However, they also showed
more initiative to try things out first regardless of whether the narrative was correctly inter-
preted or not. The teacher normally assisted students in gaining a better understanding
of the narrative by describing the stories in simpler words when students asked related
questions. They sometimes inserted themselves into the pedagogical agent, teacher Steven,
reading or retelling his lines. This phenomenon might be due to the similarity between the
teachers’ and the pedagogical agent’s roles in guiding students and focusing their attention.
To reduce feelings of interruption and provide a smoother play experience for the children,
a pedagogical agent can therefore be designed that functions as an easy self-insert for
the teacher.

Teachers’ scaffolding students’ narrative comprehension with the game FancyBookAR
for learning English was more complicated because the narrative is intrinsically related to
the language learning content. Teachers were more careful when interpreting narratives.
Rather than just telling children what the story was, they frequently encouraged children
to discuss their understanding first or waited for them to ask questions. Such ways of
scaffolding connect to strategies of second-language learning.

5.2.3. Knowledge

Common language learning strategies in real-world contexts are implicit knowledge
acquisition and explicit knowledge learning. Implicit knowledge acquisition represents
unconscious acquisition through exposure to a second-language context. In contrast, ex-
plicit knowledge learning consists of a conscious introduction and instruction of the rules
of languages [66]. FancybookAR aims to engage second-language English learners through
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playful games without necessarily focusing on the learning contents, creating contexts
for implicit knowledge acquisition. Research suggests explicit knowledge learning can
facilitate implicit knowledge acquisition. The lack of explanation for unfamiliar words
and explicit introduction to grammar makes self-directed learning challenging for students
with the game FancyBookAR. Teachers, therefore, played a role in introducing the learning
contents explicitly and directing students’ attention to key learning points. Due to the
unfamiliar vocabulary and its unusual application in fictional contexts, learning with a
fantasy narrative required even more explicit explanation from teachers. Certain phenom-
ena reflected a need to introduce new knowledge to students with the FancyBook AR. A
device-based or a teacher-led introduction regarding the explanation, pronunciation, and
application of unfamiliar vocabularies and grammar is required to facilitate the learning
procedure.

With both narrative MathMythosAR2, teachers spent little time instructing students
with learning content directly. Since children of this age were already proficient in math-
ematical operations, and the narrative is not a necessary component of mathematical
knowledge, children’s incomplete understanding of the external narrative did not directly
affect their ability to perform operations. Most cases requiring scaffolding are when stu-
dents make repeated calculation errors. While instructing students, teachers often address
arithmetic concepts outside of the narrative framework. Research suggests effective in-
struction for low achievers requires a context that facilitates teachers’ explicit instructions
and students’ idea-sharing [73]. A feasible solution to create a context that facilitates cer-
tain teacher-student interactions is to design storyline branches and a separate scene that
allow teachers to conduct explicit instruction for those who repeatedly make mistakes.
Further strategies for addressing certain issues while situating learning in AR fantasy of
game-based learning will be discussed in response to RQ3.

5.3. How to Situate Learning in AR Fantasy of Game-Based Learning in Consideration of Learners’
Engagement, Experience, and the Teachers’ Scaffolding?

Although endogenous fantasy is often regarded as an essential way of improving
players’ engagement, situating learning in AR fantasy of game-based learning does not
necessarily require turning every learning goal into a fantasy representation and integrating
each part endogenously. In combination with our result, we suggest designers firstly
consider whether the narrative is intrinsically tied to the learning goals. When a narrative
is not necessarily a fixed body of the learning content, designers can consider incorporating
fantasy as portraying abstract concepts for narrative-independent knowledge to activate
the players’ imagination, further enhancing players’ motivation and immersion, especially
in repetitive practices. In situations such as second-language learning, when the narrative
serves as the fixed body of the learning contents, designers first should examine whether the
additional cognitive burden imposed by the fantasy narrative would impede or facilitate
students’ comprehension of the knowledge. Design should consider activating users’
analogy for real-life with narrative-related knowledge, facilitating understanding where
fantasy can be applied as a next step after students have established a good understanding
of explicit knowledge. To leverage endogenous fantasy’s positive effects, designers can
partly integrate learning content with fantasy. Designers can create fantasy and real-life
mixed settings, e.g., an alien visitor settles down to regular life on Earth, allowing students
to understand the learning context with imagination and interest.

To further support teachers’ scaffolding on gameplay interaction, narrative, and knowl-
edge understanding, we synthesize several strategies for situating learning in the AR
fantasy of game-based learning. Regarding interaction, we suggest designing games with
simple and consistent ways of interaction. Complex AR interaction for the first time needs
real-world instruction. While digital instruction is ineffective regardless of the game’s sto-
ryline, we suggest designers consider reducing complicated interaction and giving teachers
a role in the story. It is feasible to design a pedagogical agent that enables instructors to take
on the role of a scaffolder. To assist teachers in scaffolding new knowledge introduction and
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providing more instructions to low-achieving learners, we advise designing introduction
scenes using real-world settings to activate analogy and offer supplementary instruction
scenes for explicit explanations.

5.4. Limitations

There is a possible weakness in our study groups from various locations since we
could not invite participants from different regions to the same laboratory due to the local
COVID-19 policy restrictions. Influence from different lab settings was not balanced out
in our research. The two games differ in the specific play steps and details due to the
different learning methods of the two subjects, which we did not eliminate as an effect on
the experimental results. We could not eliminate the chance that quantitative research with
children might involve over-scored situations and fail to represent their thinking effectively.
We could only give more comprehensive perspectives by adding qualitative analysis. For
experimental purposes, we only set magic story narratives as the fantasy condition and
school-home life narratives as the real-life condition. In actual game design, fantasy covers
a wider range of categories, and its application is often integrated with real-life conditions,
which requires further exploration and research.

6. Conclusions

We answered three research questions regarding situating learning in AR fantasy of
game-based learning through experiments and analysis with qualitative and quantitative
data. We discovered that fantasy narratives increase students’ engagement in mathematics
learning while disengaging students in second-language learning. They perceived stronger
immersion with AR fantasy for mathematics learning than AR fantasy for second-language
learning. Fantasy narrative activated players’ imagination while real-life narrative enables
their minds to analogy. We found the basis of developing affective incentives to fantasy is
related to participants’ comprehension of the contexts. They were more open to imagination
and fantasy when there was less challenge in learning. We found that teachers’ scaffolding
mainly focused on complicated interaction in AR with MathMythosAR2 for learning math.
With FancyBookAR for learning English, teachers’ scaffolding mainly focused on narrative
interpretation and knowledge explanation. We further contextualized and explained the
phenomena we found and synthesized several strategies for situating learning in the
AR fantasy of game-based learning. (1) When the narrative is not intrinsically tied to the
learning goal, design can employ fantasy narrative to represent abstract concepts, activating
effective incentives to immerse and engage students more, especially in repetitive practice.
(2) When the story is intrinsically tied to knowledge to be learned, we recommend starting
with real-life narratives that engage the user’s analogy mind to aid interpretation, then
progressing to fantasy narratives as the next level of challenge. (3) We also recommend
mixing fantasy and real-life settings to achieve positive effects of imagination and analogy
mental states in the actual design. (4) We recommend a design with simple AR interaction
such as card tracking, which is effort-saving for teachers and task-concentrating for students.
(5) It is feasible to design a pedagogical agent that enables teachers to take on the role of
scaffolding seamlessly at any time. (6) Design should also prioritize analogy activation
when constructing scenes for device-based or teacher-led presentations of new information
for beginners, as well as clear explanations for low-achieving learners.
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Abstract: In this work, we propose a qualitative immersion evaluation technique based on a pseudo-
haptic-based user-specific virtual object weight recognition algorithm and an immersive experience
questionnaire (IEQ). The proposed weight recognition algorithm is developed by considering the
moving speed of a natural hand tracking-based, user-customized virtual object using a camera in a VR
headset and the realistic offset of the object’s weight when lifting it in real space. Customized speeds
are defined to recognize customized weights. In addition, an experiment is conducted to measure
the speed of lifting objects by weight in real space to obtain the natural object lifting speed weight
according to the weight. In order to evaluate the weight and immersion of the developed simulation
content, the participants’ qualitative immersion evaluation is conducted through three IEQ-based
immersion evaluation surveys. Based on the analysis results of the experimental participants and the
interview, this immersion evaluation technique shows whether it is possible to evaluate a realistic
tactile experience in VR content. It is predicted that the proposed weight recognition algorithm
and evaluation technology can be applied to various fields, such as content production and service
support, in line with market demand in the rapidly growing VR, AR, and MR fields.

Keywords: virtual reality; pseudo-haptic; human-centered computing; mixed and augmented reality

1. Introduction

Research is continuing to increase the utilization of VR devices as VR accessibility
and the usability of ordinary users increase due to the light weight and convenience of
VR devices [1]. VR devices are applied in various industries such as education, medical
care, and entertainment, but there are still areas to be solved in order to commercialize
them [2]. Among them, the most important thing is to provide users with realistic stimuli
and experiences [3]. To this end, a realistic haptic experience should be provided in a
virtual environment to induce a higher sense of immersion, and appropriate interaction
should be possible. In order to achieve this purpose, various studies [4–6] are continuing to
provide a realistic tactile experience in the VR environment. Virtual object manipulation
used by users to interact in a VR environment can be said to be a key factor in increasing
the immersion of virtual reality content [7]. Representative interactions with virtual objects
are mainly actions that involve lifting objects, such as lifting, catching, throwing, picking
up, and rolling. The weight of a virtual object that a user feels in lifting an object, one
of the basic interactions, is typically felt through visual and haptic feedback, a technique
that simulates tactile sensations in a virtual environment using visual feedback and the
properties of human visual-touch perception called pseudo-haptics [8]. Pseudo-haptics has
mainly been conducted with studies that provide the right sense when catching virtual
objects using haptic interfaces. Haptic interfaces such as haptic gloves are attached to
the user’s arms, hands, and fingers, and they are adjusted to provide weight by giving
the user a force appropriate to the weight of the virtual object in the process of lifting the

61



Electronics 2022, 11, 2274

object [9–11]. In addition, research is being conducted to allow users to feel the weight of
several objects by varying the degree of vibration and pressure felt on the skin according to
the weight of each virtual object [12–14]. Weight recognition in VR environments is one of
the most important tactile properties that contributes to realistic interactions with virtual
objects and immersive experiences, and most methods of weighting virtual objects tend to
rely on manipulating physical senses or visual information [15]. The physical sensation
was made to feel the weight by utilizing the vibration of an electric muscle stimulator
or controller, and visual information was for detecting the weight by applying an offset
between the actual and virtual hands [3,16,17]. Although this method is used to increase
immersion in a VR environment, other devices (controllers, electric muscle stimulation
devices, etc.) require high costs and have difficulty interacting with users, thereby lowering
immersion. To address this problem, we propose a pseudo-haptic-based, user-customized
virtual object weight recognition algorithm using natural hand tracking and visual illusion
effects with only cameras in VR headsets.

In this study, we propose a method to provide the weight of a virtual object and a
method to qualitatively measure the user’s content commitment, focusing on the actual
weight recognition applied with a camera-based offset without a separate haptic device in
the VR headset environment. The implementation of a pseudo-haptic-based virtual object
weight recognition algorithm induces the user-customized virtual object to feel its weight
without a controller and is designed to implement a more realistic offset considering the
result value of the object lifting speed measurement experiment in real space to set its
natural offset threshold. In addition, we intend to measure the weight recognition and
content commitment of the proposed algorithm by requiring experimental participants to
complete a questionnaire for evaluation.

Our proposed pseudo-haptic-based virtual object weight recognition method considers
the weights of virtual objects when lifting virtual objects by tracking real hands in a VR
environment. By creating a deliberate error in the distance between the mapped 3D hand
model and the lifted virtual object, we intend to create a visual illusion effect of weight
and qualitatively measure the immersion in a given environment. A visual illusion effect
means that by using the algorithm developed in this paper, decoupling of the user’s hand
position in XR content and the user’s hand position in real space creates a visual illusion
that makes the actual hand position different from that shown to the real user. We expect
that this study will provide algorithms and pilot contents for pseudo-haptics technology
based on the experimental visual illusion effect, which can lead to the implementation of
more detailed research in the area and contribute to the development of a cultural content
industry based on increased immersion.

Our main suggestions for weight sensing are as follows:

• Development of decoupling algorithms for user hand positions in VR environments
and user hand positions in real space;

• A weight recognition software approach that takes into account the volume, density,
and speed of a virtual object based on hand tracking using a camera in a VR headset;

• Develop a customized virtual object weight algorithm based on the speed of lifting
standard objects in real space;

• After conducting an experiment to measure the speed of lifting an object according to
weight in real space, consider the resulting value as a weight;

• Because the user feels a different individual weight depending on the experience and
degree of immersion in VR, the user lifts a golf ball in the real space and measures this
speed to define it as a customized standard speed;

• A study showing the subject’s perceived weight using the proposed approach;
• Development of qualitative evaluation technology based on an immersive experience

questionnaire (IEQ) within a VR environment;
• Qualitative user experience evaluation based on developed pseudo-haptics technology

and analysis of the results.
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2. Related Work

Multi-sensory feedback, such as a sense of experience with a virtual object in a VR
environment, provides a high degree of immersion to the user [3,18,19]. Among them,
tactile sense has features that can explore texture, hardness, temperature, and weight, a
major factor contributing to improving user immersion in VR content [20]. Accordingly,
many studies related to tactile sensation have been developed, and similar tactile feedback
is typically being studied in various applications [4,21]. Similar tactile feedback helps one
navigate VR content, such as feeling the size, texture, and weight of an object [22]. There
are two main similar tactile feedback study methods: one is to detect the actual weight by
adding separate equipment, and the other is to add visual elements [2,23]. In this study, a
pseudo-haptic-based virtual object weight recognition algorithm is implemented to induce
a sense of weight for a virtual object, and to set a natural offset threshold according to
weight, a more realistic offset is considered.

2.1. Pseudo-Haptics

Rietzler et al. [16] implemented virtual object weight through the occurrence of inten-
tional offsets with virtual objects in a virtual environment. Through experiments quan-
tifying the perceptual threshold of the offset, it was suggested that experimenters could
recognize the object weight according to the visual volume. However, we used VR headset
controllers to track the hands, which reduced immersion, and did not consider volume or
speed in the implementation of virtual object weights. Kim et al. [24], in a related study,
showed that the effect of visual pseudo-haptic feedback occurred differently depending on
the size of the virtual object. Another study by Kim et al. [3] studied the multi-sensory-like
haptic effect that combines the control if display ratio manipulation and electrical mus-
cle stimulation. These studies have shown that multi-sensory-like haptic feedback can
produce more powerful simulated senses but tends to be somewhat device-dependent.
These leading studies were based on equipment, including controllers, as the start stage of
university-centered technology development. In addition, although the content of the study
is weight recognition using offset-based visual illusion effects, the purpose of the study is
to quantify the offset threshold in weight recognition, so it does not provide a systematic
algorithm according to the weight and moving speed of the virtual object. In addition, we
show that the threshold of the offset, which feels a sense of weight, is different for each
experimental participant, but it has a limitation in that it does not provide a customized
weight algorithm.

2.2. Muscle Strength for One Hand

According to Mo et al. [25], the maximum weight that does not cause fatigue during
one-handed lifting is appropriate, and men had a relatively higher recommended weight
than women. It is recommended that the weight be reduced by 30% for repetitive motion.
According to Kim [26], the static maximum muscle strength when raising with one hand
differs according to the height of exertion, and the dynamic maximum muscle strength is
not statistically significant between one hand and both hands or the difference between
the left and right hands. Based on this research, in order to set a natural offset threshold
according to weight, an experiment was conducted to measure the speed of lifting an object
according to the weight of an object in real space, and the resulting value of the experiment
was considered as a weight to implement a more realistic offset.

3. Designing a Virtual Object Weight Algorithm

This chapter describes the design method of the virtual object weight algorithm
considering the density, volume, and speed weights of virtual objects in a VR environment.

The algorithm we propose is based on pseudo-haptics-based visual illusion effects.
The user lifts the virtual object in a VR environment. At this time, the difference in weight
of different virtual objects is shown as an offset, which is the distance between the virtual
object and the user’s hand. The proposed algorithm sets the speed at which standard
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objects (golf balls) present in real space are lifted to the user’s standard speed. Based on
this, when lifting objects of different weights, it deliberately controls the speed at which the
virtual object is lifted, thereby inducing custom weight recognition. In addition, in order to
consider the perception of real-life weights, we experimented with measuring the speed of
lifting an object according to the weight of the object in real space, and the resulting values
were used as weights to guide one to define a realistic offset. Considering that immersion
can be weakened by excessive offsets during relatively long interactions, it is designed
to slow down the moving speed as the distance between the virtual object and the hand
increases. The proposed algorithm ultimately derives the moving speed v f inal_virtual of the
object, dependent on the weight of the virtual object.

Figure 1 shows the basic driving principle of the pseudo-haptic customized virtual
object weight algorithm based on visual illusion effects. There are two main types of speeds
for personalized weight recognition: vreal , which refers to the actual movement speed of
the user’s hand, and vvr_obj, which refers to the speed at which the virtual object is raised
according to the weight of the virtual object. Users feel different weights for each individual
depending on the presence or absence of VR experience and the degree of immersion. It
induces user-customized weight recognition based on the speed of lifting a standard weight
object (golf ball) existing in real space, and this speed affects the rate at which a virtual
object with a weight other than the standard weight is lifted (see Figure 1).
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Figure 1. Based on the visual illusion effect, fundamental driving principles of pseudo-haptic
customized virtual object weight algorithms. (a) the speed of lifting a golf ball existing in a real
space, which refers to the y-axis movement speed of a 3D hand model (vreal_st), (b) the speed of a
3D hand model that lifts a virtual object other than the standard weight (vreal_v), and (c) the driving
principle of an object with a standard weight. In order to recognize a user-customized weight, it is
necessary to lift an object having the same weight existing in real space. The weight of an object with
a standard weight is called Wstandard and is based on the actual weight of the golf ball. The lifting
speed of this object is called vstandard, which is defined as the standard speed of raising the standard
weight, so it can be considered to be the same as the speed vreal_st of the 3D hand model. In addition,
Figre 1 also shows (d,e) a situation in which the weight of a virtual object is lighter or heavier than a
golf ball having a standard weight, where Wvirtual refers to the weight of a virtual object that has a
different weight than the standard weight and vvirtual refers to the speed at which a virtual object
with a weight of Wvirtual is lifted, which is the moving speed of the virtual object and not the speed
of the 3D hand model, (d) that if the weight of the virtual object is lighter than Wstandard, the virtual
object is higher even if the object is lifted at a speed of vstandard, (e) that if the weight of the virtual
object is heavier than Wstandard, the virtual object is lower even if the object is lifted at a speed of
vstandard, and (f) the equation according to the experiment of lifting an object according to a weight in
real space (vexperiment ). An experiment was conducted in real space to set a natural offset threshold
in a VR environment.
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3.1. Ideas and Algorithms

When lifting an object existing in real space, there is a weight (W) according to the mass
(m) of the object and the gravitational acceleration (g) and a physical strength (Fphysical),
which is a force originating from the muscle used to lift it. However, in a VR environment,
there is no force for a camera-tracked hand to lift a virtual object. The implementation of
the corresponding force to be similar in a VR environment is called a virtual force (Fvirtual).
In real space, the density (ρ) and volume (V) are considered for the mass (m) of an object,
and the moving speed of the object is determined by the force of lifting the object but not
considered in a VR environment. Therefore, we propose a virtual object weight algorithm
that takes into account the weight of a virtual object, customized travel speed, and a realistic
offset according to the weight of the object when lifting the object in real space.

For customized virtual object weight recognition, users were asked to lift objects of the
same weight to define the y-axis movement speed as a customized speed, and the speed
of the virtual object was controlled to be proportional to the volume and density of the
virtual object. In order to set the natural offset threshold according to the weight, it was
designed to implement a more realistic offset by considering the resulting value through
the experiment of measuring the speed of lifting an object according to the weight of an
object in real space.

The confinement conditions of our virtual object weight algorithm were as follows:

• The virtual object can be lifted only on the y-axis in a three-dimensional VR environment;
• The location of each virtual object is represented by local coordinates and moves in

a positive space greater than or equal to 0 (the y-axis coordinates of a virtual object
cannot be negative);

• The unit time for measuring the average speed of a virtual object is defined as 1 s;
• The densities of the virtual objects compared are the same.

The proposed virtual object weight recognition algorithm was implemented so that
when two virtual objects with different weights were lifted in a VR environment, the
movement distances of objects with larger weights were small even if the actual hand was
raised to the same height. In addition, even if we moved our hands at the same height when
lifting two virtual objects with the same weight, we implemented that the movement of the
two fast-moving virtual objects was greater, considering the instantaneous acceleration of
the 3D hand model lifting the virtual object:

W = m×g (1)

In Equation (1), m is the mass considering the density and volume of the object, g is
the acceleration of gravity, and W is the weight of the object.

When lifting a virtual object, considering the weight of an object in a VR environment,
an object with a standard weight (W) that can be lifted at the same speed as the tracked 3D
hand model is required:

Wstandard = 0.045 kg × 9.80665 m/s2 (2)

In Equation (2), Wstandard is the standard weight of a virtual object required to measure
the force of lifting by the user, and the gravitational acceleration was considered based on
the weight of a general golf ball (0.045 kg). To consider the speed of lifting a virtual object,
a standard speed of a virtual object that could move simultaneously in the same position
as the 3D hand model was required. There was a deviation in the speed of lifting virtual
objects for each user, so there needed to be a standard speed for each user. The initial speed
at which a user lifts a virtual object with a weight of Wstandard with a force of Fv_standard is
called vstandard:

Fv_standard = Wstandard × vreal_st (3)

Equation (3) shows the relationship between the standard weight Wstandard and vreal_st
according to the customized speed vstandard of lifting the object. The customized standard
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speed vstandard for lifting a virtual object with a standard weight Wstandard, defined in
Equation (2), determines the vreal_st for lifting the standard weight object:

vvirtual = vreal_v × (Wstandard ×Wvirtual) (4)

Equation (4) is a formula for obtaining the speed vvirtual of lifting a virtual object
other than the standard weight. The corresponding equation was cross-verified through
comparison to Wstandard and vreal_v.

The cases of cross-verification are as follows:

1. The virtual object is lighter in weight and faster in speed;
2. If the weight is lighter and the speed is slower;
3. If the weight is heavier and the speed is the same;
4. If the weight is lighter and the speed is the same;
5. If the weight is heavier and the speed is also slow.

According to Equation (5), the moving speed vvirtual of the virtual object in consider-
ation of the weight of each virtual object may be derived. However, the speed at which
this is derived is not realistic. Therefore, a more realistic offset was realized through an
experiment of measuring the speed of lifting an object according to its weight:

vexperiment = 1.6793e−0.24×Wvirtual , (5)

Equation (5) is a formula derived from the experiment of measuring the one-handed
lifting speed according to the weight in real space, and it shows the change in the speed
of lifting a realistic object, while vexperiment shows the velocity of the actual object derived
according to the actual weight:

v f inal_virtual =
vvirtual + vexperiment

2
, (6)

Equation (6) is a formula that adjusts the weight of the vvirtual speed derived from
Equation (5) and the speed of vexperiment derived from the experiment. Through this
equation, an implement offset was induced, which is the distance between a more realistic
hand and a virtual object. Here, the speed of the user-customized virtual object considering
the weight was determined by the derived speed of v f inal_virtual . However, considering the
weakening of the sense of immersion due to an excessive offset during a relatively long
interaction, it was designed to slow down the moving speed as the distance between the
virtual object and the hand increased.

If the distance between the center point of the virtual object and the tracked 3D
hand model was greater than 0.2 m during the virtual object lift operation, the speed
v f inal_virtual obtained from Equation (6) was corrected in a gradual deceleration manner.
After checking the distance between the virtual object and the hand, it was corrected by
moving v f inal_virtual + 0.02 (m) faster on the y-axis if the object was lighter than Wstandard
and moving −0.02 slower if the object was heavier than the standard weight.

3.2. Experiment to Measure the Speed of a One-Handed Lift According to the Weight in Real Space

In order to set a natural offset according to the weight of an object in a VR environment,
an experiment was conducted to measure the speed of one hand according to the weight in
real space.

3.2.1. Participants and Experimental Tools

A simple experiment was conducted with one woman in her 20 s. The experiment was
conducted using five exercise dumbbells with different weights. According to the study,
the maximum weight that did not cause fatigue during the one-handed lifting operation
of Mo et al. [19] was set at 12.25 N, 19.60 N, 24.50 N, 39.20 N, and 49.00 N by setting the
maximum weight to 5 kg (see Figure 2).
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3.2.2. Experimental Procedures and Methods

The measurement of the moving speed of an object according to the static muscle ability
of the palm center height to the top of the head was measured at 78.00 cm (approximately
30.71 in) in height for the general palm joint height and elbow height, taking into account
the simplicity of the participant’s experimental procedure. In addition, the maximum
dynamic muscle strength during the lifting operation was measured according to the five
weights of these palm-centered to elbow-height tasks: 12.25 N, 19.60 N, 24.50 N, 39.20 N,
and 49.00 N. At this time, the speed measurement was performed by using the right hand,
which was the main hand of the participant. The operation of lifting an object with a weight
of five steps in a real space was repeated six times. The experiment for the purpose of this
study was organized as follows (see Figure 3):

1. The experimenter set the camera position and angle in consideration of the height of
the participant;

2. The position and angle of the camera filming the participant were fixed;
3. Participants lifted an object weighing 12.25 N using one hand;
4. The lifting of an object of the same weight was repeated six times;
5. The experimenter measured the movement time of the object from the center of the

participant’s palm to the top of the head;
6. Repeated lifting of objects weighing 19.60 N, 24.50 N, 39.20 N, and 49.00 N (steps 2–5);
7. The experimenter used the measured data to calculate the speed of lifting objects

by weight;
8. The user derived a formula suitable for the speed of lifting objects by weight.

Electronics 2022, 11, x FOR PEER REVIEW 8 of 17 
 

 

 
Figure 3. Experimental scene of measuring the speed of one-hand raising by weight in real space. 

3.2.3. Speed Measurement Experiment Results 
The resulting value of the measurement of the moving speed of the object for the 

object lifting task according to the dynamic muscle strength ability was averaged accord-
ing to the weight to derive an appropriate equation. As the relatively light object was 
lifted, the deviation of the object’s lift speed was large, so it was easier to eliminate outliers 
by using the average value of the speed according to each weight rather than using the 
value of each population as a whole (see Figure 4). 

The resulting value of the experiment is as shown in Equation (5). 

 
Figure 4. Experimental results for measuring the lifting speed of objects by weight in real space 
(from 12.25 N to 49 N). 

3.3. Exclude Inertia 
If only the weight due to gravity and the muscle force, which is the force to lift an 

object, are applied to the VR environment, maximum inertia occurs, and it takes a rela-
tively long time for the object to stop, causing the virtual object to shake. Therefore, we 
removed the falling inertia that occurred at the moment of holding the object to reduce 
the maximum inertia of the object. When a tracked 3D hand model passes through a 
weighted virtual object in a VR environment, the tracked 3D hand model has a force F to 
lift the object at the same time as it passes so that the virtual object does not fall to the floor 
and moves the virtual object using the Y-axis position value of the tracked hand. 

3.4. Hand Tracking 
In this study, the controller was not used for the natural user interface (NUI) for nat-

ural interaction. Hand tracking using a camera in a VR headset was used for interaction. 
Hand tracking using the Oculus Interaction Software Development Kit (SDK) can im-
prove user immersion in a VR environment. 

4. Design and System Implementation of Simulated Content 
In this chapter, we describe the construction of a virtual environment for virtual ob-

ject weight recognition algorithm-based simulation content and the method of hand 

Figure 3. Experimental scene of measuring the speed of one-hand raising by weight in real space.

3.2.3. Speed Measurement Experiment Results

The resulting value of the measurement of the moving speed of the object for the object
lifting task according to the dynamic muscle strength ability was averaged according to
the weight to derive an appropriate equation. As the relatively light object was lifted, the
deviation of the object’s lift speed was large, so it was easier to eliminate outliers by using
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the average value of the speed according to each weight rather than using the value of each
population as a whole (see Figure 4).
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Figure 4. Experimental results for measuring the lifting speed of objects by weight in real space (from
12.25 N to 49 N).

The resulting value of the experiment is as shown in Equation (5).

3.3. Exclude Inertia

If only the weight due to gravity and the muscle force, which is the force to lift an
object, are applied to the VR environment, maximum inertia occurs, and it takes a relatively
long time for the object to stop, causing the virtual object to shake. Therefore, we removed
the falling inertia that occurred at the moment of holding the object to reduce the maximum
inertia of the object. When a tracked 3D hand model passes through a weighted virtual
object in a VR environment, the tracked 3D hand model has a force F to lift the object at
the same time as it passes so that the virtual object does not fall to the floor and moves the
virtual object using the Y-axis position value of the tracked hand.

3.4. Hand Tracking

In this study, the controller was not used for the natural user interface (NUI) for natural
interaction. Hand tracking using a camera in a VR headset was used for interaction. Hand
tracking using the Oculus Interaction Software Development Kit (SDK) can improve user
immersion in a VR environment.

4. Design and System Implementation of Simulated Content

In this chapter, we describe the construction of a virtual environment for virtual object
weight recognition algorithm-based simulation content and the method of hand tracking
through a camera within a VR headset. We also describe an experimental simulation for
immersion evaluation based on the proposed algorithm.

4.1. Building a Virtual Environment

We used an Oculus Quest 2, one of the most popular VR headsets, as the equipment for
running the proposed virtual object weight recognition algorithm simulation software. Our
authoring environment was developed with Unity 2019.4.18f1. The virtual environment
includes tasks implemented to show interactions with virtual objects.

Based on the pseudo-haptic-based virtual object weight recognition algorithm pro-
posed in this study, we implemented a virtual experience space to implement simulation
content. A 3D table model for placing a 3D virtual experience space and a virtual object
were constructed with simple objects supported by the Unity Asset Store (see Figure 5).
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Figure 5. Virtual object weight recognition algorithm-based simulation content’s virtual environment.
(a) A virtual experience space where the proposed algorithm is simulated, (b) a 3D hand model that
receives and maps posture information from the user’s hand using the camera in Oculus Quest 2, (c) a
table model that places virtual objects, (d) 3D Virtual Objects for Weight Recognition Experiments,
and (e) 3D virtual objects for immersion measurement experiments.

4.2. User and 3D Virtual Object Interaction

The Oculus Interaction SDK version 38.0 provided by Meta, a manufacturer of the
Oculus Quest 2, recognized the user’s hand movements. Using a camera within a VR
headset, the hand was recognized without additional equipment and mapped to a VR
environment hand model. It was used to interact with 3D virtual objects to which the
weighting algorithm was applied.

When the content started, three virtual objects floated in a virtual reality (VR) envi-
ronment, and a 3D hand model appeared, in which the recognized hand was mapped by
the camera of the VR headset. The three virtual objects floating in the VR environment
consisted of virtual objects of different sizes, and the weights and renderings of the virtual
objects may have been different depending on the density inside each virtual object. The
user could lift two or more with both hands, and the virtual object moved in the Y-axis
direction. To experience an algorithm that recognized weights, one had to lift each virtual
object at least once. One of the three virtual objects was an object with a standard weight,
so it moved with the hand model. However, when lifting a virtual object heavier than the
standard weight, the object fell short of the position of the 3D hand model.

4.3. System Implementation and Enforcement

Figure 6 shows the proposed algorithm simulation content driving scene (see Figure 6).
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Figure 6. Simulation scene based on virtual object weight algorithm. (a) Because the user feels a
different individual weight depending on the experience and degree of immersion in VR, the user
lifts a golf ball in the real space and measures this speed to define it as a customized standard speed,
(b) Virtual Object Weight Algorithm.

5. Questionnaire Development

As various media such as games and videos appear, questionnaires measuring im-
mersion that fit the characteristics of each media are being developed. Jennett [27] has
prepared a questionnaire for an experiment to measure game content immersion. Three
experiments were conducted to measure game immersion, and the goal was to measure
immersion so that the participants could better understand how to participate in the game.
Overall, the research results showed that immersion can be measured not only by objective
factors (e.g., task completion time and eye movement) but also by subjective factors (e.g.,
survey papers). Rigby [28] wrote a questionnaire to measure the degree of immersion of
viewers when watching a video. Based on the verified game immersion questionnaire of
Jennett, four factors were found through exploratory factor analysis, and the questionnaire
was constructed by modifying the content of the questionnaire to be suitable for video
viewing immersion measurement.

The questionnaire design method used in this study was as follows. It is important
to clarify the objectives in developing the questionnaire. First of all, the field to be proven
through the experimental results was selected. We judged that the weight perception of
virtual objects in VR environments can affect immersion enhancement through existing
leading studies [16,17] and designed a questionnaire to find out the user’s weight perception
and degree of it in VR environments. In the first experiment, we developed a questionnaire
to see if a user could detect the weight of an object in a virtual environment, and in the
second experiment, we developed a questionnaire to measure the user’s immersion. In
the second experiment, the immersion measurement section, a separate item was also
added so that participants could evaluate their own immersion level. When developing a
questionnaire, a resulting value should be considered, and in order to reduce a slight error
in the process of rounding the result value, the questionnaire was selected in 10 units. Due
to the characteristics of the two experiments, the sensitivity of the weight felt by the user and
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immersion in the content were measured. In addition, in order to select the right question,
it was necessary to select the question item in consideration of the respondent’s position.
First of all, technical terms should be excluded, and terms that are easy for respondents to
understand and intuitive words should be constructed. Each question should also focus on
obtaining specific information, but only one question should be asked so that respondents
are not confused. The contents of each question used in this study were selected to measure
the weight and immersion by reflecting the characteristics of the experiment, and questions
were selected by mixing positive and negative questions to secure consistency in the
user answers. Using the characteristics of the pseudo-haptic content, the questionnaire
items were divided into weight detection measurement (Part 1), immersion measurement
(Part 2), and immersion self-evaluation (Part 3), (Appendices A and B). Whether or not
the weight was detected could be measured in consideration of visual or touch, object
movement speed, virtual or real hand position, and weight comparison. In the immersion
measurement, the items for immersion measurement were selected in consideration of the
experimenter’s concentration, interest, time flow oblivion, and sense of reality. Finally,
through self-evaluation, the items were selected so that the participants could measure how
much they were immersed in the content themselves.

Specifically, in the measurement of weight detection and immersion, the participants
were asked to what extent they agreed with each statement describing their experience
participating in the experiment. The answers to each question could be measured by
dividing them into a five-point scale, and in the self-evaluation of immersion, it was
composed of questionnaire items asking how much immersion there was overall on a
scale from 1 to 10. In addition, among some items, questions regarding mean negation
were calculated by reversing the scale. In the first experiment, we demonstrated a virtual
object weight recognition algorithm implemented using a weight detection measurement
questionnaire, and in the second experiment, we used an immersion measurement and
immersion self-assessment questionnaire to measure the user’s immersion state when weight
was given to a virtual reality through a validated virtual object weight recognition algorithm.

6. Experiment 1
6.1. Procedure

Using our developed virtual object weight recognition algorithm, we conducted an
experiment to find out whether the weight of a virtual object could be detected in user
VR content. The algorithm in the experiment induced user-customized virtual object
weights based on the speed of lifting standard objects in real space, such as in the proposed
algorithm. However, in the final stage of the algorithm, no correction was made according
to the center point of the virtual object and the distance of the tracked 3D hand model. In
addition, for the composition of the experiment, the part where the density of the virtual
object, one of the algorithm’s limitations, was the same was modified. An experiment was
conducted to measure whether or not the weights of three rectangular parallels having
different densities of the same size were detected (see Figure 7). It is necessary to implement
wooden boxes of the same size but different densities in a general background and to
recognize that each object has different weights by lifting it with both hands without a
controller. Twelve participants were recruited, and the experiment was conducted. It
consisted of various age groups from 23 to 39 years old with VR experience, with 7 male
and 5 female participants. The participants were asked to wear VR headsets (Oculus Quest
2), and the controller was not used due to the nature of the content, so the experiment was
conducted after informing them how to use hand tracking. The experiment was conducted
one by one, and the questionnaire was filled out after experiencing the content for 5 min.
As for the questionnaire, a questionnaire related to weight detection was prepared. At this
time, the user was not informed of the density of the object.
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Figure 7. Screenshot of the scene in Experiment 1. The experiment was constructed so that the weight
felt different by applying different offsets to objects A, B and C. Participants may think the weight
was heavy or light in the order in which the objects were listed, so B was set as the heaviest weight.

6.2. Results

To verify the virtual object weight recognition algorithm, the participants conducted
weight detection experiments and analyzed the questionnaire prepared. The answers to
each question in the weight detection questionnaire were prepared by dividing the degree
to which the participants agreed with the question on a five-point scale. The SA was
calculated as 5 points and the SD as 1 point, and Q4 and Q7 for the mean negation were
calculated by reversing the score. The results of calculating the average of the questionnaire
prepared by the participants are shown in Table 1. This means that most of the experimental
participants felt the weight when lifting a virtual object in a virtual environment. In addition,
9 out of 12 participants in the experiment mentioned one object (B) and gave an accurate
answer when asked which object was the heaviest in the interview that followed the
questionnaire. In addition, when asked about their preference for applying offsets to virtual
objects, 10 out of 12 said that applying offsets to virtual objects helped sense the weight.
On the other hand, one participant said that he felt the buffering of the screen during
the operation with hand tracking, and another participant said that it was uncomfortable
because they were unfamiliar with the operation of hand tracking. One of the participants
in the experiment, who responded positively during the experiment, expressed surprise
that the weight of the virtual object was felt even when the controller was not used.

Table 1. Results of the weight sensing experiment questionnaire.

P1 P2 P3 P4 P5 P6

4.6 5.0 3.8 3.2 4.3 4.8

P7 P8 P9 P10 P11 P12

5.0 4.7 2.9 3.7 4.5 4.9

7. Experiment 2
7.1. Procedure

The second experiment was conducted to measure the user’s immersion state when
weight was given to a virtual object in virtual reality through a verified virtual object weight
recognition algorithm. Before conducting this experiment, a preliminary experiment was
conducted to find out the difference in weight between the object in the virtual world and
the object in the real world. This was an experiment to find out the relationship between the
virtual object and the weight of the real space object. Preliminary experiments showed that
the weight of the water bottle felt in the virtual environment was similar to the weight felt
when the actual water bottle was lifted. We conducted the second experiment in reference
to this. In the second experiment, the degree of immersion was measured by placing
water bottles commonly encountered in daily life by size so that the participants could
easily distinguish and judge experiences in the virtual environment and in the real world
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(see Figure 8). The algorithm of the ongoing experiment induced user-customized virtual
object weights based on the speed of lifting standard objects in real space, as suggested
by the method in the first experiment. However, in the final stage of the algorithm, no
correction was made according to the center point of the virtual object and the distance of
the tracked 3D hand model. The participants should have recognized that each object had
a different weight and was similar to the difference in weight in the real world by lifting
the water bottle with both hands without a controller. The experiment was conducted with
12 participants consisting of various age groups from 23 to 39. Eight were male and four
were female participants. The participants were asked to wear VR headsets (Oculus Quest
2), and the controller was not used due to the nature of the content, so the experiment
was conducted after informing them how to operate hand tracking. The experiment was
conducted one by one, and the questionnaire was filled out after experiencing the content
for 5 min. As for the questionnaires, an immersion measurement questionnaire and an
immersion evaluation questionnaire were prepared. At this time, the users were not
informed that the weight was reflected in each object.
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7.2. Results

We conducted an experiment to measure user immersion when weight was given to
a virtual object through content reflecting the virtual object weight recognition algorithm
that we previously verified. At this time, the immersion measurement and immersion
evaluation questionnaire form were utilized to measure the immersion state of the user. The
immersion measurement questionnaire consisted of 10 questions, and the degree to which
each item was agreed upon was divided into a five-point scale. The participants wrote down
the extent to which each item corresponded to them on the questionnaire. We calculated
five points for closer to “a lot” and one point for the closer to “not at all”. Q3, Q5, Q8, and
Q9 were calculated by inverse calculation as questions using negative words to secure user
consistency. The calculated the survey averages created by the participants are as shown
in Table 2, indicating that the majority of the participants in the experiment had higher
immersion in the virtual environments with virtual object weight recognition algorithms.
In addition, the degree of immersion self-assessment questionnaire for the participants
themselves evaluating the degree of immersion was composed of a single question, and the
degree of immersion was measured by using the degree of immersion as a 10-point scale.
According to Table 3, the immersion level evaluated directly by the participants was high,
and the participants’ responses were positive in the subsequent interviews.Most people
said that they felt the weight of lifting a water bottle in the real world, even though it had
no effect on their hands when holding a water bottle with the contents embodied in virtual
reality. In addition, the dominant evaluation was that applying the offset to the weights
of virtual objects had a significant impact on high immersion in the content. On the other
hand, one person said he was unable to immerse himself due to VR sickness. Nevertheless,
11 people with VR experience answered that the content used in the experiment was more
immersive than the content they had previously experienced.
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Table 2. Results of the immersion measurement questionnaire.

P1 P2 P3 P4 P5 P6

3.8 4.2 3.1 4.6 4.7 2.1

P7 P8 P9 P10 P11 P12

3.5 4.8 4.7 4.2 4.3 4.6

Table 3. The results of the immersion self-assessment.

P1 P2 P3 P4 P5 P6

7 10 8 10 10 5

P7 P8 P9 P10 P11 P12

8 9 8 8 9 9

8. Discussion

Experiment 1 attempted to verify the algorithm developed through an experiment to
find out whether the weight of a virtual object was detected in a virtual environment. The
questionnaire completed by participants after conducting the weight detection experiment
showed that most of the participants felt the weight when they lifted the virtual object in
their virtual environment. However, some participants answered that they were uncom-
fortable because they were unfamiliar with the process of manipulation with hand tracking.
In Experiment 2, which was conducted for the second time, we tried to measure the user’s
immersion when weight was given to a virtual object through content that reflected the
virtual object weight recognition algorithm verified in advance. It was confirmed that
most of the participants had a high degree of immersion in the experience in the virtual
environment to which the virtual object weight recognition algorithm was applied. While
most people said they felt the weight when they picked up the object in the real world, even
though it was not doing anything to their hands when they held it in a virtual environment,
one person said that they could not immerse themselves due to motion sickness in virtual
reality. Nevertheless, 11 people with VR experience answered that the content used in the
experiment was more immersive than the previously experienced content. We believe that
inducing a tactile experience through Experiments 1 and 2 contributed to increasing the
immersion of the VR content, and in future studies, we intend to implement more stable
content by upgrading the virtual object weight recognition algorithm.

9. Conclusions

In this paper, to improve VR headset environment immersion, we produced pseudo-
haptic and simulation contents based on visual illusion effects and proposed qualitative
evaluation techniques using an IEQ. Experiment 1 demonstrated its own virtual object
weight recognition algorithm, and Experiment 2 demonstrated that the virtual object
weight recognition algorithm was effective at increasing the user’s content commitment. In
other words, it was confirmed that the visual illusion effect of the user using the weight
and speed of the virtual object helped to recognize the weight of the object in the VR
environment. This is a standalone software-based approach that facilitates the tracking of
VR interactions. It is not dependent on other equipment because it uses only VR headsets
without using controllers among VR devices. It can also be seen as an advantage that the
user’s burden can be reduced by using a single device. Through the virtual object weight
recognition algorithm and IEQ-based qualitative evaluation technology proposed in this
paper, algorithms and pilot contents for pseudo-haptic technologies can be developed to
provide more detailed research in the field, and they can be applied to various fields.

On the other hand, the proposed algorithm only applies to the method of lifting an
object on one axis—the y-axis—and has the limitation that the contents of the deceleration in
travel speed according to height for high-weight objects are not considered in the algorithm.
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As a future study, it is intended to find a way to add an algorithm for speed deceleration
according to the movement in the xyz direction and the height applied in the real space.
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Abstract: Virtual reality (VR) and augmented reality (AR) are engaging interfaces that can be of
benefit for rehabilitation therapy. However, they are still not widely used, and the use of surface
electromyography (sEMG) signals is not established for them. Our goal is to explore whether there is
a standardized protocol towards therapeutic applications since there are not many methodological
reviews that focus on sEMG control/feedback. A systematic literature review using the PRISMA
(preferred reporting items for systematic reviews and meta-analyses) methodology is conducted. A
Boolean search in databases was performed applying inclusion/exclusion criteria; articles older than
5 years and repeated were excluded. A total of 393 articles were selected for screening, of which
66.15% were excluded, 131 records were eligible, 69.46% use neither VR/AR interfaces nor sEMG
control; 40 articles remained. Categories are, application: neurological motor rehabilitation (70%),
prosthesis training (30%); processing algorithm: artificial intelligence (40%), direct control (20%);
hardware: Myo Armband (22.5%), Delsys (10%), proprietary (17.5%); VR/AR interface: training
scene model (25%), videogame (47.5%), first-person (20%). Finally, applications are focused on
motor neurorehabilitation after stroke/amputation; however, there is no consensus regarding signal
processing or classification criteria. Future work should deal with proposing guidelines to standardize
these technologies for their adoption in clinical practice.

Keywords: artificial intelligence; classification; control; motor rehabilitation; prosthesis; stroke;
surface electromyography signals; user interface

1. Introduction

Rehabilitation therapies currently include a variety of techniques and approaches that
have allowed specialized care of impaired patients up to personalized therapy, which is
becoming a leading strategy in public health [1]. Among them, a new category of reha-
bilitation systems and virtual environments for therapy has arisen, from telemedicine [2],
alterations of user interfaces and videogame controllers [3], to serious games [4], virtual
reality (VR), and augmented reality (AR) [5]. Conventional physical therapy (CPT) and
VR/AR therapies are believed to have a symbiotic relationship, where the latter increase
patients’ engagement and help them immerse in therapy, while CPT stimulates tactile and
proprioceptive paths by means of mobilization, strengthening, and stretching. Therefore,
the combination of both approaches could be beneficial to patients, bringing a more com-
prehensive and integrated treatment that can be clinically useful [5]. VR/AR environments
for rehabilitation are mainly used for stroke aftermath rehabilitation therapy and prosthesis
control training.
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Furthermore, the control of the interface and the feedback received by the user are crucial
to stimulate neurological pathways that aid in cases like neuromotor rehabilitation [6,7], or in
learning how to use a new prosthetic device [8].

The use of biological signals such as surface electromyography (sEMG), which is the
electrical representation of muscle activity, additionally improves the biofeedback benefits
of therapy with advantages such as avoiding fatigue [9,10].

A virtual environment is used by means of an interface; VR interfaces should comply
with certain conditions, i.e., no significant lag time to perceive it as a real time interaction,
have seamless digitalization, use a behavioral interface (sensorial and motor skills), and
have an effective immersion as close as possible to reality [11]. The use of virtual reality
technologies for rehabilitation purposes has recently increased [12–15], especially for motor
rehabilitation applications [16,17]. In the literature, it has been found that the main uses
of these technologies fall into two main areas: motor neurological rehabilitation [15,18,19]
and training for prosthesis control [20,21].

Feedback is very important during rehabilitation of new neuromotor pathways since
it helps the user to correct the direction of the movement or intention towards the right
track [15,20,22–25]. Instant feedback tells the brain and the body how to recalibrate in the
same way that it learned it the first time [22]. Moreover, as the user interaction in rehabili-
tation systems grows towards a closed loop approach there is a need for a wider variety
of feedback strategies, whether in the form of visual and audio-visual [26], tactile [27], or
haptic [28]. Some studies centered on feedback, report closed-loop [29,30] and open-loop
algorithms, among other combinations.

sEMG signals have been widely used as a control signal for rehabilitation systems
and applications for a long time now [31]. This approach has several advantages regarding
signal acquisition which allows the user to move freely depending on the type of hardware
used, including wearable arrays, wireless systems, and even implantable electrodes [32–34].
Additionally, there is a variety of electrodes and electrode types, shapes, and arrays that
can suit different applications and needs [35,36].

The use of sEMG signals as a control strategy has been widely explored in the myo-
electric prosthesis research area, but it is not until recent years that these control techniques
have migrated towards other therapy applications, for example, in the control of computer
interfaces and environments such as VR and AR [37]. sEMG signals bring about the pos-
sibility of a complex multichannel/multiclass type of control algorithm that enables, in
turn, the implementation of more intuitive user interfaces for the patient to perform [38].
This is important as it closes the loop of control/feedback interaction, and this special
quality promotes neuroplasticity pathways to emerge [39]. However, the use of biosignals
in VR/AR applications require more effort than other control strategies that involve other
sensor measurements or motion analysis.

On one hand, sEMG signals have been widely explored for control purposes [31]
and, on the other hand, VR/AR interfaces have been explored to improve the outcomes
of physical rehabilitation therapies [40,41]. Furthermore, as mentioned above, several
feedback techniques have been considered recently, but mainly as sensors that record a
variable and return a quantitative measure to the experimenter or provide the user feedback
that might feel unnatural [26–28].

Literature suggests that using sEMG signals to control VR/AR interfaces can provide
better outcomes when paired to CPT. In 2018, Meng et al. [9] performed a 20-day follow-
up experiment to prove the effectiveness of a rehabilitation training system based on
sEMG feedback and virtual reality that showed that this system has a positive effect on
recovery and evaluation of upper limb motor function of stroke patients. Then, in 2019,
Dash et al. [42] carried out an experiment with healthy subjects and post-stroke patients
to increase their grip strength. Both groups showed an improvement in task-related
performance score, physiological measures (using sEMG features), and readings from a
dynamometer; from the latter, both groups gained at least twice their grip ability. Later, in
2021, Hashim et al. [43] found a significant correlation of training time and the Box and
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Block Test score when testing healthy subjects and amputee patients in 10 sessions during
a 4-week period using a videogame-based rehabilitation protocol. They demonstrated
improved muscle strength, coordination, and control in both groups. Moreover, these
features added to induced neuroplasticity and enabled a better score in this test, which is
related to readiness to use a myoelectric prosthesis. More recently, in 2022, Seo et al. [44]
proposed to determine feasibility of training sEMG signals to control games with the goal
of improving muscle control. They found improvement in completion times of the daily
life activities proposed; however, interestingly, they report no significant changes in the Box
and Block Test. The contrasting results found should be further investigated for specific
clinical instruments or experimental settings.

Literature supports the hypothesis that sEMG signals can be a robust biofeedback
method for VR/AR interfaces that can potentially boost therapy effects. On top of an
increased motivation and adherence from patient to complete rehabilitation therapies [43],
the method also yields a different type of awareness to the patient of their own rehabilita-
tion progress. Furthermore, this type of therapy offers quantitative data to the therapist,
potentially allowing a better understanding of patient progress, which brings certainty to
the process.

Nonetheless, sEMG signals as control or feedback of a VR/AR interface merge has
not been investigated thoroughly, and even less so in the form of a systematic literature
review (SLR). sEMG signals can be better interpretated by patients as control and the
visual feedback completes the natural pathway they lost and are trying to get back through
rehabilitation therapy.

There are some SLRs that have analyzed VR and AR interfaces used for hand re-
habilitation, but some lack an adequate inclusion of feedback techniques [45], whereas
others include feedback and focus on the similarity of techniques among VR interfaces
for rehabilitation therapy and CPT [5]. Some studies use a computer screen interface to
address virtual rehabilitation therapies [46]. Although there are several articles reporting
individually the use of sEMG signals and VR/AR interfaces [9,43,44,47], there are no SLRs
focused on the use of for these interfaces.

Although some studies show sEMG signals paired with VR/AR environments, just a
few discuss if there are advantages in clinical results compared to conventional therapy
groups, and there is a shortage of standardized protocols when sEMG signals are used
for rehabilitation therapy purposes [37,48,49]. Hence, there is not enough information
in the literature to determine if these biosignals used as control or feedback of VR/AR
systems improve the positive outcomes of neuromotor rehabilitation therapies and whether
they promote, e.g., neuroplasticity or support training of myoelectric control for prosthesis
fitting. It is also important to know if the hardware used is commercially available or
proprietary/developed, and if the signal processing techniques used are similar enough
to be compared. Likewise, it is important to learn the rehabilitation target to which this
technology has been applied to and if they have been tested with healthy subjects or patients,
and if this technology is aimed for a clinical environment or only for research protocols.

To address these matters, our goal and contribution to the field is to explore and
analyze if sEMG signals can be used as control and/or biofeedback for VR/AR interfaces,
and to find out if the proposed techniques converge on a standard of care protocol, since
there are not many methodological reviews to date that focus on sEMG control/feedback.
Therefore, we considered it essential and necessary to carry out an exhaustive review of the
published scientific literature regarding this topic. In this paper we applied the PRISMA
(preferred reporting items for systematic reviews and meta-analyses) methodology [50]
for a systematic literature review (SLR) to find out how AR and VR interfaces are used in
rehabilitation applications that are controlled through sEMG signals. To complete this task,
we collected relevant articles dealing with state-of-the-art AR and VR environments used
for rehabilitation purposes based on sEMG signals used as control or biofeedback.
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2. Materials and Methods

The PRISMA methodology was followed to conduct the SLR search [50]. A set of six
academic and scientific databases were searched: PubMed/Medline, IEEE Xplore, Science
Direct, Scopus, EBSCO, and Google Scholar. The search included titles, abstracts, and
keywords of articles written in the English language. The search was conducted from
January 2017 to March 2022.

Search query and selection criteria—The aim of the SLR was to find and analyze the
state-of-the-art of motor neurological rehabilitation based on VR/AR interfaces, focusing
on those using sEMG control covering feature extraction and classification algorithms. The
search query was performed in three steps (Figure 1). Step 1—Identification: from the
articles resulting from the Boolean search of keywords in databases, titles, abstracts, and
keywords; they are looked over to eliminate duplicates and unrelated articles. Step 2—
Screening eligibility: articles were selected if dealing with any form of VR/AR interfaces for
rehabilitation controlled by sEMG, while excluding those that cannot be retrieved, the ones
that aim at other research focus, those that do not use sEMG as control or feedback, the ones
that use sEMG for assessment purposes, and those that do not include a virtual interface.
Step 3—Including: the filtered articles are selected for analysis after full text reading.
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Research questions—The main information to be extracted from the SLR, to find out
the use of sEMG control for rehabilitation using VR/AR application, is summarized in the
following series of research questions (RQ):

RQ1: What is the share in the use of VR and AR interfaces in rehabilitation?
RQ2: Which is the target anatomical region aimed to be rehabilitated?
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RQ3: What type of rehabilitation therapy is the interface used for?
RQ4: What are the characteristics of VR/AR interfaces when used for rehabilitation?
RQ5: How are sEMG signals used to interact with VR/AR interfaces for rehabilitation?
RQ6: What hardware is used for signal acquisition?

Inclusion and exclusion criteria—The keywords used for a Boolean search through the
databases were: ((Virtual Reality) OR (Augmented Reality)) AND (Rehabilitation) AND
(Surface Electromyography) AND (Control OR Feedback). Articles from peer-reviewed
conference proceedings, indexed scientific journals, books, and chapters are included.
After this examination, articles that are duplicated or unrelated to the scope of this paper
were removed. The remaining articles were explored for other related keywords such as:
interface, videogame, stroke, and prosthesis. Those which were considered relevant and
belong to recent advances in the techniques of interest were selected for analysis in the SLR.

Data extraction and analysis—This section describes the proposed classification for the
selected articles, including original and review articles (Figure 2). The articles were filtered
into three classes: first class consisted of sEMG control algorithms and was subdivided
into pattern recognition and direct control; the second class was the mode of rehabilitation
application that can be either for neurological rehabilitation (e.g., stroke) or for amputation
rehabilitation in the form of training for prosthesis control. Finally, the third class took
up the categories of VR/AR interface interaction, including the training scene model,
first-person mode, and videogame interfacing.
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Figure 2. Taxonomy of the SLR: sEMG control algorithms for VR/AR interfaces for motor rehabilitation.

3. Results

The Boolean search of keywords in electronic databases accounted for 795 studies
(Step 1—Identification). Articles dealing with any form of VR/AR interfaces for rehabili-
tation controlled by sEMG signals were selected (Figure 3). First, irrelevant articles were
removed, including those eliminated for being duplicated and those older than January
2017, summing up to 573 articles.

Then, articles unrelated to the focus topic and those that could not be retrieved were
eliminated (Step 2—Screening eligibility), subtracting 104 additional articles.

Finally, those that do not use sEMG as control or feedback (27), the ones that use sEMG
signals just for evaluation (22), and those that do not include a virtual or augmented reality
interface (42) were excluded (Step 3—Including), leaving us with 40 articles for full text
reading and analysis.
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From the 40 works analyzed, 2 were review articles, 2 were book chapters, and the
remaining (36) were original articles. Some 82.5% (33) of literature articles were oriented
to upper limb, and 17.5% (7) to lower limb. Patients were included in 15 articles (37.5%),
with 7 concerning amputee patients and 8 concerning post-stroke patients. A total of 67.5%
(27) of the articles included abled-bodied healthy subjects in their trials. All the articles
(40) used visual feedback through the VR or AR interfaces, but a few used a second type
of feedback, such as 2 articles that included fatigue and closed-loop feedback to regulate
intensity [51,52], while another 2 papers used audio feedback [47,53], 2 relied on tactile
feedback [53–55], 1 had haptic feedback, and 1 asked the subject to think of the movement
(to be detected through electroencephalography (EEG)) as well as to perform it [56]. Just
3 articles mentioned exoskeletons for movement assistance triggered by sEMG signals [56–58],
and 1 article used functional electrical stimulation (FES) for movement assistance [59];
all 4 of them belong to neurorehabilitation applications.

3.1. RQ1: What Is the Share in the Use of VR and AR Interfaces in Rehabilitation?

From the analyzed articles, we found that 57.5% (23) of them use a VR interface
environment for rehabilitation purposes (Table 1). Some 27.5% (11) of the articles propose a
virtual interface that operates as a computer interface (CI) (Table 2). Meanwhile, 4 (10%) of
them use AR interfaces as biofeedback (Table 3).

Mostly, VR and CI interfaces show an environment to be controlled by the user to
complete an action or different movements repetitions. There are three main variations:
videogame interface (11 for VR, 7 for CI), imitation tasks named training scene model
(2 articles for both cases VR and CI), and first person, e.g., outreach tasks (10 for VR and
11 for CI). In the case of AR interfaces, 3 correspond to a videogame or serious games
interfaces [60–62], and 1 to a training scene model [63].

In total, 18 (52.94%) of the articles concerning VR or CI interfaces use a videogame or a
serious game as interface with 7 of them, for CI, showing tests performed by patients with
positive performance results [42,43,47,51,64–66], and 3 for VR interfaces [53,67,68].

There were 2 VR and 2 CI articles presenting interfaces based on a training scene
model, with only 2 of them showing results for patient use [69,70]. Meanwhile, 5 (13.8%)
articles use a first-person approach for their interface, however, only 3 show results with
patients and do not report performance metrics [29,56,70–72].
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Only [61] reports the use of the AR interface with patients (five amputees). Melero et al. [60]
use a Microsoft Kinect to locate upper limbs of three abled-bodied subjects; when sEMG
signals show a perfect performance of the activity, the subject scores a point. They report a
77% accuracy in hand gesture classification.

There is a widespread conception of what a VR interface is implied to have and look
like. However, most articles use a conventional videogame computer interface, and only
8 (22.2%) report using a headset [61,69,72–74], an environment [65,68], or immersive VR [75].

3.2. RQ2: Which Is the Target Anatomical Region Aimed to Be Rehabilitated?

There are two types of pathologies to which the VR/AR interfaces are targeted: post-
stroke paresis rehabilitation and training for myoelectric prosthesis use. From the arti-
cles that include patients in their studies (40%), these are mainly upper limb amputees
(50%) [6,43,56,61,65,67,68,70], post-stroke with hemiparesis patients (43.75%) (which may
need both upper and/or lower limb rehabilitation) [42,47,51,53,64,66,69], and there is
1 study where authors tested their environment with a patient that presented a bilateral
upper-limb congenital transverse deficiency [72].

Most of the developments are focused on upper limb rehabilitation (82.5%), which
include all the AR interfaces described above. Even though there are more cases of lower
limb amputations and paresis than upper limb amputations [76], upper limb disability has
been reported as a larger burden than lower limb impairment or loss [77].

3.3. RQ3: What Type of Rehabilitation Therapy Is the Interface Used for?

Neurological motor rehabilitation is the goal of 28 (70%) of the analyzed articles, while
12 (30%) present interfaces used for training the amputee patient for future myoelectric
prosthesis use.

3.4. RQ4: What Are the Characteristics of VR/AR Interfaces When Used for Rehabilitation?

We found the interfaces can be divided into three types: videogame, first-person, and
training scene model.

The less common interface is the training scene model (15% of analyzed articles), only
used in 2 (8.69%) VR interfaces, in 2 (18.18%) CI interfaces, and 2 (50%) AR interfaces. Here,
the user is shown an arm and/or hand that performs the movements the user is sending
for control or biofeedback. The next type of interface is first-person with 16 (40%) interfaces
found. This type of interface is trying to embed the user in the environment, as if they were
going through it; most of the times the user can see either their arms and hands or some
tool used to attain the goal of the game. Finally, the videogame interface is based on the
movement of a character to perform a given task within a designed environment, and each
virtual movement is related to a real movement from the impaired hand. The articles show
11 (27.5%) videogame type for VR interfaces, and 7 (17.5%) for CI interfaces; no videogame
interfaces were reported for AR interfaces in the analyzed articles.

3.5. RQ5: How Are sEMG Signals Used to Interact with VR/AR Interfaces for Rehabilitation?

Regarding the user interaction with the interface, the main aspect to be described
is sEMG control, which is based on acquiring and classifying muscle activity to detect
volitional activity, and in some cases, which type of hand gesture is being performed. To
accomplish this, several types of classifiers are presented within the analyzed articles.

Regarding signal processing algorithms, Li et al. [55] reported the use of the wavelet
transform to process sEMG signals and to extract features for further classification us-
ing support vector machines (SVM). However, 13 articles (32.5%) reported the use of
pattern/gesture recognition to differentiate among hand grasps.

Support vector machine is used in 4 (10%) articles, only 3 of them report performance (with
96.3%, 95%, and 99.5% (healthy subjects)/94.75% (stroke patients), respectively) [9,51,52,55].
Another 4 (10%) articles use neural networks, and 1 reports a 97.5% performance using a
convolutional neural network [63], while another 1 uses a deep learning model [73], and
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1 more a probabilistic neural network [64]. Only 1 article uses linear discriminant analysis
for classification of grasps [67]. The Myo Software® is used for classification of hand grasps
in 2 articles [59,61], and [6] reports the use of a Kalman filter-base decode algorithm. The
above-mentioned techniques are state-of-the-art classification methods for sEMG control,
which is based on pattern/gesture recognition and accounts for 32.5% (13) of the upper
limb prosthesis training papers analyzed.

Furthermore, classic control approaches such as proportional control and threshold-
based classification are found within the analyzed articles, with 2 articles for the former [47,60]
which also considers the strength of the muscle contraction, and 4 (10%) concerning the
latter [54,56,62,78]. Additionally, 4 (10%) articles [53,68,78,79] consider the intention of
motion to generate a control or activation signal. The remaining ones either do not specify
or are unclear or ambiguous regarding their classification method.

3.6. RQ6: What Hardware Is Used for Signal Acquisition?

For sEMG signal acquisition, 9 (22.5%) of the analyzed articles report the use of a
Myo Armband (Thalmic Labs, Kitchener, Canada) with all applications related to the use
and training for upper limb prosthesis; this accounts for 75% of the upper limb prosthesis
applications reported. Another 4 (10%) articles used a model of Delsys© sEMG acquisition
system (Delsys Inc., Natick, MA, USA); both hardware systems are considered among
the three best acquisition systems regarding the quality of their signals and the high
classification accuracy achieved with them [80]. A further 7 (17.5%) research articles present
applications using proprietary hardware. Refs. [73,74] use the Leap Motion (Ultraleap,
San Francisco, CA, USA) hardware to acquire arm/hand movements as an extra input for
system control. Melero, et al. used the Microsoft® Kinect as a second acquisition input
for control [60].

Finally, exoskeletons are used by [56–58], triggered by the events detected from sEMG
signals, to promote correct trajectories during rehabilitation therapy.

For biofeedback, visual interfaces are used in all cases, but some also incorporate other
types of feedback. For instance, Wang et al. [51] use fatigue to adapt the level of difficulty
of the videogame interface; Dash et al. [47] present an audiovisual stimulus to the user, as
do as Llorens et al. [53], where they incorporate tactile user feedback to the audiovisual
modality; Li et al. [29] use electrotactile feedback for a closed-loop control application
with a VR environment; Ruiz-Olaya et al. [58] use visual and haptic feedback, whereas
Covaciu et al. [81] use visualization of the functional movement through the VR interface
as feedback.

The following tables shows the most relevant characteristics of the articles analyzed.
When the article did not include information regarding a certain topic the slot is left blank.
The first table shows results for VR interfaces (Table 1), the next one presents the summary
of articles dealing with AR interfaces (Table 2), and finally, the last one regards computer
interfaces found among the analyzed articles (Table 3).
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4. Discussion

VR/AR technologies can be used as a visual guide to perform an activity, or to immerse
in a different environment, but they can also be controlled using a variety of sensors or
biosignals where a natural movement of the body generates a response in the environment
displayed as movement or control of an avatar [11]. A simple example would be to adapt
the environment so that when the subjects walk, it moves too, and they can explore it.
Several rehabilitation strategies can emerge from these interactions [2,7,9,17,86,87]. In this
paper we presented the analysis of 40 articles that deal with the use of sEMG signals to
control or feedback a VR/AR interface for rehabilitation purposes, which provides a global
framework of the most common applications found.

VR is characterized as being an immersive interface or environment [11]. Despite this,
it was found that 11 out of the 34 articles (32.35%) proposing VR interfaces interact with the
user through a computer interface. The effects of these type of interfaces should be further
investigated since they present advantages (less expensive, ready to use, needs less space
to be used) and disadvantages (lack of immersion, allows distractions).

The application of AR technology has more challenging requirements to emulate
virtual items over real life environments, which could be a room, furniture, or an open
field. This visualization is commonly made through a screen that shows a virtual object
projected over a real time image or video of the experimentation room [88]. A way to
overcome this issue requires technology that can be as advanced as a holographic projector.
On the other hand, this type of interface is much more immersive; as its name suggests, it
is closer to reality, trying to erase the limits between the virtual and the real world. So, an
AR interface could have a potentially higher impact on the user’s brain and consequently
on rehabilitation therapy [5,41,88].

Videogame and first-person interfaces engage the patient by allowing them to train
actively, compared to traditional rehabilitation therapy where monotonous repetitions are
typical. This type of therapy approach is copied by training scene model interfaces.

On the other hand, VR/AR technologies have great potential, since they can com-
pletely change the perception of the user’s own motor functions, potentially restructuring
body proprioception, vital for neurorehabilitation applications, neuroplasticity, and motor
rehabilitation in general. For example, Osumi et al. found that VR therapy helped alleviate
phantom limb pain effectively, compared to CPT [87]. The interaction achieved with these
technologies highly improve patient engagement with therapy, adherence to treatment,
and excitement to come back [9,42,43,82]. Specifically, Castellini et al. [82] mentioned a
positive psychological effect from VR/AR interfaces used in rehabilitation.

Acquisition hardware is a sensitive subject because is the first link to the user, a
mistake here can cause chaos in the system. Melero et al. [60] and Palermo et al. [61] use
the Myo Armband for signal acquisition which allows them to have a more compact and
portable system. In total, 9 articles report the use of this band. Different models of the
Delsys acquisition system are reported in other articles [51,66,73]. Both systems are not
only in the top 3 devices for sEMG signals acquisition [80], but are also very small, portable,
and convenient to use, which translates into an easier way to use this technology in a
clinical environment, consequently involving more patients in the tryouts. Several authors
chose to develop their own hardware, which come with advantages (specific design to
fulfill specific needs) and disadvantages (manufacture can be problematic, especially to
miniaturize the electronics).

Surprisingly, 32.5% of the articles did not mention the processing algorithms, type
of classifier used, classification performance, etc., and a few more mentioned it but were
very ambiguous—they neither reported the protocol followed for therapy, the evaluations
performed to the technique selected, or the effectiveness of the technique for therapy
purposes. Reporting this data is highly important disregarding the clinical section of the
results. The use of sEMG signals and their processing aiming rehabilitation applications is
still scattered and heterogenous, and there is no consensus to select the methodology for
processing algorithms, signal features, classification approach, and performance evaluation.
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We consider it would be very important for authors to state the signal processing and
classification algorithm designed or used, and their performance metrics, which could be
among the technical guidelines that could be proposed to homogenize the protocols.

All these environments are controlled using sEMG signals and provide feedback
through a visual, tactile, or functional stimulus. It becomes obvious that virtual therapy is
also based on repetitions and practice, like CPT, but the manner the patient can interact
with it is what makes it as engaging and addictive as ludic videogames.

Motor rehabilitation and neurorehabilitation are both intended to help the brain adjust
to a new way to function, to re-learn how to control an impaired limb, and even to generate
new paths to communicate with the limb, a process best known as neuroplasticity [89].
Neuroplasticity is based on principles such as goal-oriented practice, multisensorial stim-
ulation, explicit feedback, implicit knowledge of performance, and action observation,
among others [89]. These qualities are implicit to the use of VR/AR interfaces [5], and
when they are aggregated to the improvement of muscle control, coordination, and control
of movements or contractions [43], therapy can take an upturn in the best interest of the
patient. An outstanding aspect is that patient betterment will have quantitative recordings
that could ultimately yield specific changes in their therapy to target the aspects that need
the most attention.

Some authors [16] propose sEMG signals as a popular form of biofeedback, nev-
ertheless, there have been developments where they combine two biosignals [51,90,91].
Electroencephalography (EEG) and sEMG are non-invasive biopotentials that offer plenty
of information regarding brain and muscle activity in clinical and daily life contexts. In-
terestingly, sEMG signals are commonly considered an undesired noise source in EEG
recordings. Cortico-muscular (EEG–sEMG) coherence is a new analysis tool that studies
the functional connection between the brain (EEG) and muscle (sEMG) electrical activity.
EEG–sEMG coherence has been used for assessment of neuronal recovery [91] in rehabil-
itation applications, including those based on virtual reality [92]. Moreover, it has been
shown that EEG–sEMG coherence, measured from a single EEG and a single sEMG channel,
can be used as a control signal for distinction of hand movements [93] with potential for
rehabilitation applications. Furthermore, simultaneous recording and analysis of multiple
sEMG and EEG signals in key body and scalp zones can help to evaluate potential effects
and interrelations between types and parameters of AR/VR during rehabilitation interven-
tions, on the activity of central and peripheral central nervous system structures related
to movement control, planning, and execution. Moreover, since VR/AR technologies are
oriented to visual simulation during body movements, EEG–sEMG coherence or other
combined parameters could be an alternative to evaluate relations between visual attention
to objects in the VR/AR interface and visual information processing in the brain and motor
responses in the body.

Considering the above evidence, it is not rare that only a few developments have
reached a commercial environment and therefore been applied in the clinic [94]. All the
analyzed articles are still in a research and development stage and do not mention their
use for therapy; on the contrary, they propose larger studies as future work, meaning that
even though this is a promising technology, more and larger studies are necessary to prove
its efficiency.

To have access to a wide variety of human movements and dynamic interaction,
through VR/AR therapy, is an additional benefit that has the potential to generate new
solutions in rehabilitation. This information could be useful, especially if there were specific
guidelines or protocols to standardize the acquisition of other sensors or signals, as there are
for sEMG signals [95], as well as other data used for control and feedback. This would allow
to propose the design of a database to house standardized reports for documentation and
filing regarding signal recordings, acquisition hardware, environmental or user conditions,
and experimentation.

Finally, there is a major gap regarding the standard of care protocols or guidelines
to perform VR/AR therapies for rehabilitation. To further evaluate the advantages of
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these developments, a structured methodology should be proposed and followed. It could
include session time and frequency, maximum number of activations per limb, proper
guides to use external aids such as exoskeletons, FES, orthosis, or prosthetics, type of
movements to be commanded according to the pathology or target therapeutic application,
along with a larger list of requirements.

Future Directions

Future directions in sEMG-based control of VR/AR interfaces for rehabilitation appli-
cations include several features. Hardware implementations of acquisition systems that
come closer to a wearable device where most of the system could be integrated will be
significant. Hybrid multisignal inputs accompanied by signal processing algorithms that
incorporate the contributions of several systems of the body being analyzed simultaneously
could be the first proposal of a novel approach for a complex and robust control that adapts
to the patient dexterity level and moves up and down with them through difficulty levels.

It will be very important to go beyond the current widespread interfaces with visual
feedback for these systems–one option could be to incorporate tactile and haptic feed-
back, based on information from gyroscope and accelerometer sensors. These hardware
systems combined with VR/AR interfaces will promote a richer environment to develop
rehabilitation therapies, where several metrics related to the patient’s movement could be
monitored and used as feedback to promote motor rehabilitation and neuroplasticity. Some
applications have shown that using exoskeletons or FES can be beneficial to help the patient
in training muscles and neural pathways to practice the correct movement trajectories
during therapy. Moreover, there is a need for more cohesive technologies (hardware and
software) that allows the user, patient, and care provider to perform this type of therapy in a
real-life environment. For this technology to become a regular therapy it must be integrated
and ready to use, without the complications of too many wires or lengthy donning and
doffing procedures.

Personalized therapy is also within reach by means of VR/AR technologies, since
these interfaces can adapt the complexity level to patient performance and be updated
as the patient improves their control over the impaired limb. In this paper, we have
examined examples where researchers use biofeedback to adjust the complexity of the task,
e.g., fatigue, correct position (proprioception), or performance of repetitions, e.g., the TAC
test proposed by Simon et al. [96]. Personalization includes videogame difficulty levels for
the VR/AR interfaces which can be controlled as in a regular ludic videogame, except in
therapy the user can downgrade levels. This characteristic could be very useful in case of
muscular fatigue, which is very common during therapies. This little detail might allow
patients to complete more repetitions or to endure larger therapy sessions; also, changes in
sEMG signals during therapy can be considered too, i.e., retraining the control algorithm
mid-session to lower the patient’s muscular strength demand.

5. Conclusions

This SLR provides a global framework of the most common application of sEMG
signals for control/feedback of VR/AR interfaces. Nowadays, the use of these signals for
rehabilitation is still scattered and heterogenous. There is no consensus regarding the selec-
tion methodology of sEMG signal processing algorithms, signal features, the classification
approach, the performance evaluation, and even less about its use in applications for reha-
bilitation. There are no reports of these interfaces being adopted in clinical practice. Future
work should be targeted to propose a set of guidelines to standardize these technologies
for clinical therapies.
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Abstract: At present, laparoscopic augmented reality (AR) navigation has been applied to minimally
invasive abdominal surgery, which can help doctors to see the location of blood vessels and tumors
in organs, so as to perform precise surgery operations. Image registration is the process of optimally
mapping one or more images to the target image, and it is also the core of laparoscopic AR navigation.
The key is how to shorten the registration time and optimize the registration accuracy. We have stud-
ied the three-dimensional (3D) image registration technology in laparoscopic liver surgery navigation
and proposed a new registration method combining rough registration and fine registration. First,
the adaptive fireworks algorithm (AFWA) is applied to rough registration, and then the optimized
iterative closest point (ICP) algorithm is applied to fine registration. We proposed a method that is
validated by the computed tomography (CT) dataset 3D-IRCADb-01. Experimental results show that
our method is superior to other registration methods based on stochastic optimization algorithms in
terms of registration time and accuracy.

Keywords: laparoscopic AR navigation; liver surgery; 3D image registration method; point
cloud registration

1. Introduction

During the operation, the information that doctors can obtain through laparoscopy
is very limited. They can only obtain the image information of a part of the surface area,
and cannot obtain the information inside the organs, which rely heavily on preoperative
imaging [1]. In this case, doctors can only rely on their own experience to judge the location
of the internal lesions, which has high requirements for doctors and may cause the wrong
location of the lesions [2,3]. In 1986, Roberts et al. [4] and Kelly et al. [5] performed AR-
assisted surgery in neurosurgery. Since then, with the development of AR applications in
auxiliary surgery, AR surgery navigation can accurately match the preoperative anatomical
structure information with the intraoperative information, and then present it to the doctor,
which has been applied in neurosurgery and orthopedic surgery [6]. The image guidance
function of laparoscopic AR navigation has also made much progress in hepatectomy
and nephrectomy [7–9]. The realization methods of laparoscopic AR navigation mainly
include medical image processing, graphic image rendering, image registration, and display
technology [10]. The main challenge is the speed and accuracy of 3D image registration [11].
Laparoscopic images and preoperative CT images were obtained from different imaging
devices. Due to the different imaging modes, they belong to multi-modal registration. In
laparoscopic AR navigation, the speed and accuracy of registration are critical to the impact
of surgery [12].

In this paper, the 3D image registration method of laparoscopic AR liver surgery navi-
gation is studied. The registration process involves preoperative point cloud reconstruction,
intraoperative point cloud reconstruction, and related registration methods. As the imaging
principles of preoperative images and intraoperative laparoscopic images are different, and

101



Electronics 2022, 11, 1670

there is no same standard to match it [13], after studying the multi-modal image registration
method, the 3D–3D point cloud registration method is selected. Here we only list the most
relevant work. A binocular vision camera can provide doctors with images similar to
laparoscopy, which can be used for surface reconstruction by matching features between
images [14–16]. In this study, we used a binocular vision camera to obtain intraoperative
information. The novelty of the 3D image registration method proposed in this paper
is that a combination of rough registration and fine registration is used for multi-modal
liver image registration. The rough registration uses the AFWA with adaptive amplitude,
which replaces the amplitude operator in the enhanced fireworks algorithm, and the fine
alignment uses the ICP algorithm improved by the k-dimensional tree (KD-tree). Our goal
is to achieve fast and more accurate 3D image registration for laparoscopic AR liver surgery
navigation. In particular, the main work of this study includes the following:

(1) A 3D reconstruction of the segmented preoperative CT images using the Marching
Cubes algorithm on the VTK platform, and the 3D point cloud was generated after
obtaining the 3D model of the liver;

(2) The laparoscopic (binocular vision camera) image was processed, and the 3D point
cloud of the intraoperative liver image was generated;

(3) A two-step combined registration method through rough registration and fine reg-
istration is introduced. First, AFWA is applied to rough registration, and then the
optimized ICP is applied to fine registration, which solves the problem that the ICP
algorithm will fall into local extreme values during the iterative process;

(4) The registration method we proposed and other registration methods based on
stochastic optimization algorithms are jointly tested in experiments. From the point
cloud registration results, our method is better in terms of computation time and
registration accuracy.

2. Background

Surgery navigation is to accurately overlay the patient’s preoperative or intraoperative
images and the patient′s anatomical structure to assist the doctor in accurately locating
the lesion, thereby making the operation more precise and safer. Image registration in
surgery navigation is the process of optimally mapping one or more images to the target
image, and it is also the core of laparoscopic AR navigation. As shown in Figure 1, using
the surgery navigation system, doctors can see the AR overlay image in the virtual reality
glasses or display of laparoscopy, which seems to build a map for surgery, so that doctors
can accurately find the location of lesions.
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3. Related Work

Literature [17,18] reported the use of electromagnetic tracking to achieve the regis-
tration technology of preoperative CT and ultrasound imaging. Literature [19–22] has
reported different registration techniques for image guidance in liver surgery. Fusaglia
et al. [23] proposed a new registration method for liver surgery, which can register the
intraoperative real-time reconstruction image with the preoperative image. Tam et al. [24]
conducted a comprehensive investigation on rigid and non-rigid registration methods.
In the process of 3D image registration, the ICP algorithm provides high precision and
robustness and is widely used. Segal et al. [25] optimized the ICP algorithm and obtained
higher robustness. Bentley et al. [26] proposed a KD-tree data structure, which provides a
new space search idea. Liu et al. [27] used a KD-tree optimization algorithm to improve
the original ICP, and the test results showed that the stability and registration speed were
improved. It is worth noting that the application of ICP in 3D image registration also has
certain drawbacks, such as a certain probability of falling into a local optimum. Li et al. [28]
introduced an AFWA with high performance, and the experimental results proved that
AFWA has high performance and does not take much time. Shi et al. [29] proposed a 3D
point cloud registration method based on AFWA and ICP, which was verified by 3D point
cloud registration of the physical model of the statue. The experimental results show that
this method shows good calculation speed and accuracy, and can be applied in the field
of cultural relics restoration. Chen et al. [30] proposed a new medical image registration
method, which uses the fireworks algorithm to improve the coral reefs optimization algo-
rithm for medical image registration. Through experimental tests, the method has a fast
convergence speed and a significant improvement in computational performance. Zhang
et al. [31] evaluated the LARN system they developed for application in liver surgery
navigation. Through comparative analysis, the LARN system can help doctors to identify
important anatomical structures during liver surgery, thus reducing surgery injuries. Pela-
nis et al. [32] tested and evaluated a liver surgery navigation system that provides an AR
overlay on the laparoscopic camera view during laparoscopic liver surgery. The system
can help doctors solve the difficulties associated with liver surgery, and thus perform safer
liver surgery.

4. Materials and Methods
4.1. CT Data Preprocess

We used data from the publicly available 3D-IRCADb-01 dataset, which is provided by
https://www.ircad.fr/research/3d-ircadb-01 (accessed on 3 January 2022). The CT dataset
of three patients was selected, one of whom was a female patient, born in 1987, with a liver
tumor located in the fifth zone. The CT voxel size is 0.78 mm × 0.78 mm × 1.6 mm, the
pixels are 512 × 512 × 172, the average intensity of the liver in CT is 84, and the liver size
is 20.1 cm × 16.9 cm × 15.7 cm. We use 3D Slicer as a tool for image segmentation. We
import the patient′s CT data into the 3D Slicer, use the segmentation module to segment
the CT images, and extract the target area.

4.2. Preoperative Liver Point Cloud Generation

The 3D reconstruction of medical images has been extensively researched and is
becoming increasingly mature [33], and it has contributed to the diagnosis of the patient′s
condition and 3D model printing. We choose to use the Marching Cubes algorithm in
the VTK platform to perform a 3D reconstruction of the segmented CT images. The
reconstructed models of liver, gallbladder, hepatic vena cava and portal vein, and liver
tumor are shown in Figure 2a–d. After setting the transparency, these models are placed
according to the original 3D space position, as shown in Figure 2e. At the same time,
import the reconstructed model into the MeshLab software to generate a surface point
cloud, which is shown in Figure 2f. The point cloud includes 7760 points.
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Figure 2. Three-dimensional reconstruction and surface point cloud generation, (a) liver model,
(b) gallbladder model, (c) hepatic vena cava and portal vein model, (d) liver tumor model, (e) liver
and internal tissue model, (f) preoperative liver point cloud.

4.3. Intraoperative Liver Point Cloud Generation
4.3.1. Calibration of Binocular Vision Camera

The MER-130-30UM binocular vision camera was used to simulate a stereo laparo-
scope. The installation and fixing of the binocular vision camera are shown in Figure 3a.
Both cameras of the binocular vision camera are placed horizontally and fixed on the same
reference plane, while the Y coordinates of the cameras must be horizontally aligned. The
chessboard on the cardboard is placed in different positions such as far and near, up and
down, left and right to take 20 pairs of images. We imported 20 pairs of chessboard images
into Matlab (R2019a, America), and used the stereo vision calibration toolbox to obtain
various parameters of the binocular vision camera through calculation. At the same time,
20 pairs of image feature points were matched, respectively, and the matching result of one
pair of images is shown in Figure 3b.
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Figure 3. The liver model was photographed by binocular vision camera, and the point cloud was
generated after image processing, (a) the installation and fixing of the binocular vision camera, (b) the
matching result of one pair of images, (c) the calibrated binocular vision camera is used to photograph
the liver model, (d) the result of using the Laplacian to sharpen the image, (e) the disparity image
obtained by using the disparitySGM function, (f) the final result of the point cloud.

104



Electronics 2022, 11, 1670

4.3.2. Image Acquisition and Image Processing

We used the processed liver CT data to obtain a 3D printed model to simulate the real
liver. The calibrated binocular vision camera was used to photograph the liver model as
shown in Figure 3c. The obtained images were corrected to remove distortions using the
rectifyStereoImages function in Matlab. Figure 3d shows the result of using the Laplacian
to sharpen the image.

4.3.3. Point Cloud Generation

The disparity image was generated using the SGM algorithm in Matlab, as shown in
Figure 3e. The filtering operation is performed after reconstructing the liver model point
cloud, and the final obtained point cloud is shown in Figure 3f. Since the computation time
in the registration process is directly related to the number of points in the point cloud, it
should be considered how to reasonably reduce the number of points in the point cloud.
We select representative points in the point cloud through the filtering method to filter out
unnecessary points and noise points [34]. The KD-tree algorithm is used to find the spatially
neighboring point set of the point cloud, and to solve the average distance between the
point cloud and the spatially neighboring point set, and the average and standard deviation
of the global distance are calculated. After this, the points outside the range of the mean
distance ± standard deviation are removed to obtain the filtered point cloud containing
1830 points.

4.4. Two-Step Combined Registration Method through Rough Registration and Fine Registration

As both binocular vision imaging and CT images can be regarded as 3D data, the
3D–3D registration method is used here. The registration of the 3D point cloud is used as
the basis for the registration of CT images and binocular vision imaging, so as to register
the obtained preoperative point cloud and intraoperative point cloud.

4.4.1. Rough Registration Process Based on AFWA

Before performing AFWA, it is necessary to determine the dataset, establish the fitness
function, and determine the optimization goal. In the initial setting, the KD-tree can be used
cleverly to determine the closest point. The preoperative model point cloud is stored in a
KD-tree structure, and the K-nearest neighbor algorithm is used to search for the nearest
neighbors of all points in the intraoperative point cloud in the KD-tree, and establish
corresponding points. The point cloud generated from the intraoperative image was set as
the target and set as P, while the point cloud generated from the preoperative model was
set as the reference and set as Q. As the nearest neighbor point set of point cloud P, q can be
obtained by searching in point cloud Q. For the sake of unity and convenience, we use p
point set as a shorthand for point cloud P, and the fitness function is established

f (R, T) =
1
n

n

∑
i=1
‖qi − (R× pi + T)‖

2

= min (1)

Among them, R is the rotation variable and T is the translation variable, including
3 rotation variables and 3 translation variables. Where n represents the number of points in
the target p point set. After that, AWFA is used to realize rough registration. It is worth
noting that adaptive explosion radius is the core mechanism of AWFA. In addition, in the
AWFA, the fitness function is established to calculate the fitness value of each spark, so as
to produce different numbers of sparks at different explosion radii. Figure 4a shows the
rough registration process based on AFWA.
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4.4.2. Fine Registration Process

The main purpose of fine registration is to correct the previously obtained registration
results and obtain more accurate registration results. Therefore, after the rough registration,
we use the ICP based on KD-tree optimization to correct the result obtained by the rough
registration. At the same time, the rotation variable R and translation variable T obtained
in the rough registration process are extracted as the optimization parameters of the
transformation operation, so that the p point set is transformed as follows

p′ = p× R + T (2)

where p′ is the new target point set after the transformation calculation. The fine registration
steps for the proposed design using optimized ICP are:

(1) Input the calculated target point set p′ and the original point set Q together. At this
time, the KD-tree structure is used to store the point set Q. Then the focus is to search
the closest neighbor point set q′ of p′, which is implemented by the nearest neighbor
algorithm, and then set the iteration number k (the initial value is k = 1).

(2) Calculate the rotation variable Rk and translation variable Tk from p′ to q′. Here,
the quaternion calculation method is used and the value of Equation (3) should
be minimized.

n

∑
i=1
‖qi −

(
Rk × p′i + Tk

)
‖

2

(3)

Use the solved Rk and Tk to transform the p′ to obtain a new target point set p′′ , which
is calculated as follows:

p′′ = Rk × p′ + Tk. (4)

(3) Calculate the average distance dk+1 between point set p′′ and point set q′

dk+1 =
1
n

n

∑
i=1
‖q′i −

(
Rk × p′′i + Tk

)
‖

2

. (5)
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Determine whether the convergence condition ‖dk+1 − dk‖ < ε is satisfied, where ε is
the minimum iteration accuracy, and dk is the average distance of the previous generation.
If it is not satisfied, the point set p′′ is used as the new initial target point set p′, and let
k = k + 1, repeat steps 1–3 until the iteration condition is satisfied.

(4) According to the obtained rotation variable Rk and translation variable Tk, the p point
set is transformed, and finally, the final registration result is obtained together with
the reference point cloud Q.

Figure 4b shows the process of the two-step combined registration method based on
rough registration and fine registration.

5. Experiments and Validation

The comparative experiment we designed was implemented with Matlab. All the
four experiments were completed on an Intel Core i5-4210m 2.6 GHz/8 GB and NVIDIA
geforce GTX 850 computer. At present, in the research of 3D image registration methods,
rough registration based on stochastic optimization algorithms is a popular method, and
the genetic algorithm (GA) and particle swarm optimization (PSO) algorithms are mainly
used [35]. We designed four experiments to verify the performance of our registration
method, mainly from the aspects of registration accuracy and speed for comparison and
verification. The first experiment is to use the registration method we introduced for
registration. In the other two experiments, we used GA or PSO to replace the AFWA
in the rough registration. The fine registration process remains unchanged, and the fine
registration step based on optimized ICP is still used. In the last experiment, rough
registration with AFWA and fine registration with ICP. In these four experiments, the
input data are all the same. Figure 5 shows the point cloud registration results of the
four experiments.
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(a1) the rough registration result, rough registration with AFWA, (a2) the registration result, our
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In point cloud rough registration, Figure 6 shows the relationship between the number
of iterations and the fitness of the three stochastic optimization algorithms.
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In the experiment, the four registration methods were tested. Table 1 shows the overall
computation time and accuracy comparison of the four methods.

Table 1. In the experiment, the overall computation time and accuracy of the four registration
methods are compared.

GA + Improved ICP PSO + Improved ICP AFWA + ICP Ours

Dataset 1
Registration time (s) 0.709 0.814 16.186 0.606

Accuracy (mm) 0.0208 0.0019 0.0018 0.0018

Dataset 2
Registration time (s) 0.768 0.861 17.548 0.657

Accuracy (mm) 0.0346 0.0027 0.0022 0.0022

Dataset 3
Registration time (s) 0.849 0.953 18.658 0.726

Accuracy (mm) 0.0253 0.0023 0.0019 0.0019

6. Conclusions and Discussion

This study analyzes the 3D image registration technology in laparoscopic liver surgery
navigation. The most important thing is to introduce a two-step combined registration
method of rough registration and fine registration, which can quickly and accurately
superimpose the preoperative liver model on the laparoscopic image. We segmented
and reconstructed the preoperative CT images to obtain the 3D model and point cloud
of the liver. During the surgery, we built the intraoperative 3D surface model point
cloud, which was then registration. Using SLAM to track the camera motion can finally
realize AR visualization. These works are applicable to laparoscopic liver tumor resection,
while for open surgeries, there are easier and more accurate ways to reconstruct the 3D
model of the liver, such as using an Intel RealSense RGB-D camera. Comparing our
registration method with other registration methods based on a stochastic optimization
algorithm, from the analysis in Figure 6, our method converges very fast and can converge
in about 12 generations, which is obviously better than the other two registration methods
based on the stochastic optimization algorithm. The registration accuracy of our proposed
registration method in three tests was 0.0018 mm, 0.0022 mm, and 0.0019 mm, respectively,
which also demonstrates the good robustness of the method. As can be seen from Table 1,
our proposed registration method is clearly better than other registration methods in terms
of computation time and registration accuracy. It is worth noting that our registration
method has better performance for searching corresponding points, reduces a lot of iterative
calculations in fine registration, and can also overcome the defect that ICP has the possibility
of falling into a local optimum when it is applied. During laparoscopic liver tumor resection,
the liver will be deformed to some extent due to the patient′s breathing or the collision of
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the surgical instruments with the liver. If this deformation is to be compensated, one can
consider building a deformable biomechanical model of the liver, deformation guidance of
the model by the surface motion of the liver, and a non-uniform deformation field. However,
our proposed registration method compensates for liver deformation by taking into account
improved calculation time and registration accuracy for initial registration and multiple
intraoperative updates of the registration. This approach relies on a hybrid operating
room with a real-time instrument to provide real-time images intraoperatively. During
the surgery, the first registration is performed first, followed by multiple intraoperative
registration updates. The CT image provided intraoperatively is used as the reference
image and the image provided by the laparoscopic camera is used as the target image, thus
performing multiple registration updates. After the first registration, the liver is deformed
to varying degrees compared to its initial state due to a number of effects. Intraoperative
registration updates can compensate for this deformation, and it still works even if the liver
has undergone a large deformation.

Our proposed 3D image registration method will have a beneficial effect on surgery
navigation systems, especially it will improve the registration accuracy and speed of surgery
navigation systems. It is predictable that the improved surgery navigation system will help
doctors quickly locate the lesion while bringing a good user experience to the doctor, so
as to perform more accurate and safer surgery. Before our proposed method is applied in
a real surgery setting, consideration should also be given to how to eliminate the effects
caused by electrocautery during the procedure, such as smoke and liver bleeding. In future
research, the better real-time registration of 3D images should be achieved through the
improvement of computer hardware technology and the search for higher performance
and faster 3D image registration methods, so as to provide a strong technical foundation
for precision medicine and clinical application.
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Abstract: Collaborative robots (cobots) could help humans in tasks that are mundane, dangerous or
where direct human contact carries risk. Yet, the collaboration between humans and robots is severely
limited by the aspects of the safety and comfort of human operators. In this paper, we outline the
use of extended reality (XR) as a way to test and develop collaboration with robots. We focus on
virtual reality (VR) in simulating collaboration scenarios and the use of cobot digital twins. This is
specifically useful in situations that are difficult or even impossible to safely test in real life, such as
dangerous scenarios. We describe using XR simulations as a means to evaluate collaboration with
robots without putting humans at harm. We show how an XR setting enables combining human
behavioral data, subjective self-reports, and biosignals signifying human comfort, stress and cognitive
load during collaboration. Several works demonstrate XR can be used to train human operators and
provide them with augmented reality (AR) interfaces to enhance their performance with robots. We
also provide a first attempt at what could become the basis for a human–robot collaboration testing
framework, specifically for designing and testing factors affecting human–robot collaboration. The
use of XR has the potential to change the way we design and test cobots, and train cobot operators, in
a range of applications: from industry, through healthcare, to space operations.

Keywords: collaborative robotics; acceptability; uncanny valley; user experience; augmented reality;
virtual reality; extended reality

1. Introduction

Motor collaboration between humans is essential for activities ranging from working
together at construction sites to performing complex surgeries. This is because the human
ability to read the motor intentions of another human is unparalleled: a skilled technician
does not need much instruction to hold up an element that the other one is welding; a nurse
does not need much guidance when feeding her patient with a spoon. However, situations
such as the COVID-19 pandemic reveal threats to this traditional model of collaboration.
The contagion risk posed by human contact had a severe socio-economic impact imposing
changes for industry across the board, from factories to hospitals and care homes [1]. While
many institutions have rapidly switched to remote work and communication, many others
could not do the same, as human contact is required in many industries. In situations of
severe risk, such as a pandemic, human activities could be at least partially replaced by
robots, thereby reducing contagion risk [2,3]. However, for industries requiring, at present,
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close human collaboration, this is less true. Even though the use of cobots could minimize
the risk to humans, the collaboration between humans and robots is still far and away from
nearing, let alone matching, the collaboration between humans [4,5].

Therefore, especially in the area where the interaction between humans and robots
may represent a risk for the human, collaborative robots may become of vital help to their
human operators. This paper reviews the current work, highlights existing issues and
challenges and proposes novel approaches to the use of virtual reality (VR) and, more
generally, extended reality (XR), as a tool for safe testing collaborative robotics. We used
a narrative review, which is why we did not use explicit and systematic criteria for the
search and critical analysis of the literature. It was not our intention to exhaust the sources
of information; however, we tried to carry out a deep search that includes articles from
1997 to 2022. The selection of studies and their interpretation was performed to classify
the main applications and critical factors involved in the use of XR in the broad domain of
collaborative robotics, with special emphasis on the cobot, the users and the environment.

2. Human-Robot Collaboration, Safety and Acceptability

Human–robot collaboration (HRC) is a specific sub-domain of human–robot interac-
tion (HRI), which studies a human operator and a robot working together on a common
goal using physical manipulation [6]. The general idea of HRC is not new, and several
companies have deployed collaborative robots capable of working along industry lines.
Still, any progress in this domain is limited by the safety and acceptability of such col-
laboration [5,7]. Human safety is a critical factor: as industrial robots are often heavy
and/or equipped with powerful effectors, they pose a physical danger. For this reason,
most industrial robots are kept at a distance or inside safety cages (Figure 1). This solution
is suboptimal for robots that are supposed to help humans perform their tasks since real
cooperation assumes that both agents work simultaneously.

Figure 1. Top: Example VR robot models arranged according to their anthropomorphism. (R0) one
arm basic; (R1) an articulated arm; (R2): two arms Baxter; (R3): a humanoid robot. Bottom: an
example VR-collaboration scene used by the authors, developed with Unity Game Engine (Unity
Technologies, San Francisco, CA, USA). The scene shows a basic tool-passing task in which subject
kinematic and physiological data can be recorded in response to manipulated scene features (e.g.,
cobot appearance, speed, etc.).
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Table 1 shows the different levels of collaboration with robots at present. Fenced
robots are the non-collaborative, most popular ones. Then there are robots that allow for
collaboration. Again, their use is usually limited to cases 2 and 3 due to safety. Finally, the
last two columns denote actual dynamic collaboration.

Table 1. Types of collaboration with industrial robots at present. As the level of collaboration increases
(left to right), so does the requirement for intrinsic safety features vs. external sensors. Source: IFR
Position Paper [4], adapted from Bauer et al. [8].

Level of
Collaboration 1 Cell 2 Coexistence 3 Sequential

Collaboration 4 Cooperation 5 Responsive
Collaboration

Requirement for
intrinsic safety

features vs.
external sensors

Fenced robot No fence but no
shared workspace

Robot and worker
both active in the

workspace but
movements

are sequential

Robot and worker
work on the same

part at the same time,
both in motion

Robot responds in
real time to the
movement of
the operator.

When two agents are working together, they need to establish joint attention to form
a joint intention and execute joint actions [9–11]. Mutual understanding of each other’s
actions and the acceptability of robotic actions to a human is therefore an important issue
in the field of human–machine interaction (HMI) [12,13]. It is implicitly assumed that,
in the robot–human diad, the human defines the intentions the robot has to adapt to [9].
However, unlike the presently available robots, the human brain comes equipped with
specialized “computational machinery” for recognizing and predicting actions. The human
brain is extremely efficient in recognizing other people’s actions, for example, their action
intentions or errors [14,15]. This recognition makes humans able to rapidly adapt to what
the other human does, reacting accordingly. However, we do not know whether the human
brain applies the same predictive processes to non-human agents as it does to humans [16].
For example, one could expect that, as collaborative robots become more human-like, the
quality and efficiency of human interactions with them would steadily increase. This is not
always true. In the domain of social HMI, it has been shown that if robots resemble humans
too closely, they are perceived as strange and unpleasant to interact with [17]. This effect is
called the “uncanny valley” and is not limited to humans: other social primates also show
adverse behavior towards realistic avatars [18]. This suggests that the primate brain may
have hardwired neural systems allowing for intuitive discriminating of “natural” behavior.
While the “uncanny valley” has been described for social HMI [19], virtually nothing is
known about its impact on collaborative motor performance. Likewise, although it was
previously reported [20] that humans operating assistive robots perform better if these
robots follow human-like movement patterns (e.g., the relationship between curvature and
speed), it is not known whether the same applies to scenarios where humans and cobots
work autonomously (such as while cooperating).

Human actions are predictable in the sense that arm/joint configurations define the
degrees of freedom of movement, allowing the brain to construct models of the other
person’s actions based on natural motor repertoire [21]. For observing robot actions, this
is less obvious, as robotic arms do not have the default biomechanical design constraints
the human arm has and can execute much more complex movements (such as 360-degree
rotations). Yet, the correct prediction of the other agent’s movements is needed for adapting
one’s own actions and, as such, efficient cooperation. The intuitiveness of the other agent’s
actions is of vital importance in situations where human cognitive effort has to be minimal,
such as when under threat, stress, fatigue or heightened cognitive load. That is why it is
important to understand how different robot designs (more or less human-like in terms of
appearance and motion) might impact how humans perceive them and how this perception
impacts manual collaboration.

Using VR allows testing human interactions with diverse virtual models (digital twins)
of real cobots, including those popular in industry. Several cobot models, such as Baxter
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or Kinova, already have their digital twins extensively developed and implemented in
different VR platforms, such as Unity 3D (Unity Technologies), including advanced motion
planners and the physics of their virtual robotics limbs. The use of such digital twins allows,
likewise, using the same robot-control-system (e.g., ROS) framework for controlling both
the virtual and real industrial robots. Moreover, VR allows for the development of cobot
models beyond the existing robot designs. This allows the testing of solutions not limited by
the readily available technology and different, even hypothetical, robot models of different
appearance or action patterns, such as in the study by Weistroffer et al. [22]. While these
authors report a complex relationship between robot appearance, motion patterns, human
performance, self-reports and physiological signals, it is important to emphasize that they
did not measure more detailed performance indicators, such as human-motion-patterns
(speed and accuracy) or eye-gaze data. Therefore, it remains to be further uncovered how
robot anthropomorphism affects more subtle user performance.

Figure 1 shows VR robot models of increased anthropomorphism, similar to those used
by Weistroffer et al. [22]. The bottom of Figure 1 shows an example VR collaboration scene
with Baxter, in which the cobot passes a tool to the user, mimicking real interaction. Note
that the robot has a face, a feature found on the real Baxter. Robot anthropomorphism, apart
from possibly affecting human motor performance, can also affect higher-order cognitive
aspects such as the feeling of presence (see, e.g., Dubosc et al. [23]), or attributing blame in
the case of error (see, e.g., Furlough et al. [24]). The use of VR allows flexible manipulation
of robot and scene designs to capture these cognitive aspects.

3. The Use of Virtual Reality for Testing Human–Robot Collaboration

Human–robot collaboration carries a physical risk to humans. For example, the robot
arm can strike the operator or otherwise harm them. Therefore, operators can be stressed
while collaborating with robots, which may result in their abnormal behavior, such as
increased cognitive load or reduced motor performance [25]. Such dangerous scenarios
are difficult to test in the natural world, implying significant limitations to user-experience
testing of cobots.

In recent years, a feasible solution to test cobots while maintaining human safety is
to use immersive VR environments [22,26,27]. Oyekan et al. [28] describe that, to design
a collaborative environment to understand human reactions to both predictable and un-
predictable robot motions, a virtual reality digital twin of a physical layout can be used.
Dombrowski et al. [29] give us an interactive simulation of HRC—a technique that uses
real-time physics simulation to immerse the design engineer or production planner inside a
responsive virtual model of the factory—to optimize and validate manufacturing processes
to achieve a better understanding of the risks and complexity of the assembly processes.
Taken together, these studies demonstrate diverse approaches to testing different types
of interaction scenarios and virtual cobots. This virtual testing can also be conducted
for dangerous scenarios, but without putting humans at risk. For example, VR allows
constructing scenes where the user is within the reach of a robot arm, thus collecting the
user’s psychophysiological measures and movement patterns in those simulated dangerous
scenes, but without an actual risk to the user.

4. A Framework for Extended Reality in Testing Human–Robot Collaboration

In the field of software engineering and human–computer interaction (HCI), specific
methodologies exist that guide the design cycles of novel solutions and products in those
areas [30] (see, e.g., Sommerville [31]). In the area of HRC, those systematic approaches are
scarce to non-existent. While, at present, such agile approaches exist in robot design [32,33],
these assume a given robot type and rely primarily on user feedback, such as self-reports
and other subjective measures of user experience. The use of such subjective measures is,
however, not without problems, as we will discuss later.

An XR framework for designing and testing HRC allows for an iterative development
process, arguably at a reduced cost, since different iterations could be developed and tested
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before real-world deployment. In tandem, the study of human comfort with the robot
could become a central part of the design. A feedback loop between the development team
and users can be implemented more easily when using virtual, as compared to real, cobot
designs, leading to more agile cycles of design and redesign. This is particularly important,
as it allows for the design, implementation and testing of collaboration models at higher
levels of abstraction, without requiring to deal with low-level motor control and perceptual
issues. The VR scenarios themselves may simulate a range of scenes, from those taking
place in a factory to those of an assistive robot in a care facility. Such virtual scenarios can
mimic realistic environments (such as a specific factory line) or hypothetical ones (such as a
space station).

Given the flexibility of VR, in experiments, one can manipulate several variables
relating to different aspects of collaboration scenes. Based on the literature reviewed
here, spanning across years from 1997 to 2022 and queried through major scientific article
databases, we identify features implemented or that are possible to implement in such
scenes, and we classify them as variables about the cobot, the user and the environment.
We summarize those variables in Table 2.

Table 2. Critical variables for cobot testing using virtual/extended reality are defined based on
the literature reviewed here. We divide manipulated (independent) variables as those about either
the cobot, the context, or the user. In each box, examples of each manipulated/measured variable
are provided.

Critical Variables for HRC Experiments

Manipulated (Independent) Measured (Dependent)

Cobot Environment User Subjective Objective

• Anthropomorphism
• Presence of gaze
• Speed
• Accuracy
• Fluidity
• Proximity
• Size

• Auditory noise
• Scene type (e.g.,

factory)
• Lighting

• Demographics
(gender, age)

• Cognitive load
• Experience with

technology

• Acceptability/trust
ratings

• Attributing blame
• Sense of presence

(realism)

• Physiological
responses

• Motor efficiency
• Pupillometry

It is known that robot anthropomorphism influences the human’s emotional and
social perception of the robot, for example, the willingness to sacrifice it [34,35]. This is
an important factor to consider when deciding on cobot design ergonomy, as different
human emotional attitudes to the robot may influence collaboration efficiency in different
situations (such as rescue operations). Onnasch and Roessler [35] provide a compelling
taxonomy of different aspects of cobot design and their impact on human behavior in
different interaction contexts.

The presence of cobot gaze is especially interesting, as it has been included on some
cobots. For example, the company Rethink Robotics included gaze as a feature in their
Baxter and Sawyer cobots to putatively increase cobot acceptability [36] (Kessler, 2017).
This is because eye gaze is a critical element for human social life, as it communicates inten-
tions [28], allowing the interaction partner to act accordingly on these intentions. Eye gaze
predictively guides human hand actions [37] and is attracted to object affordances [38,39].
Gaze is also crucial for reading other agents’ intentions [10]. Despite how important gaze is
for collaboration between humans, to our knowledge, the question of how the presence
of the cobot gaze impacts human movement parameters has not yet been investigated. In
this way, whether the human brain relies on gaze in perceiving actions and intentions of
non-human agents and whether this similarly informs human actions as other humans’
gaze does, remains to be determined.

5. VR in Testing Cognitive and Social Aspects of Collaboration

Richards [40] proposes that the best way of achieving a higher level of collaboration
between a human and robot is for the robot to mimic (to some extent or another) the
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behaviors of its human counterparts. In maintaining interaction efficiency, we need to
understand the boundaries between human–robot capabilities, beliefs, intent and control.
More specifically, we need to know how designers need to consider cognitive and social
processes (e.g., trust, acceptability and attribution of blame) in an HRC for designing better
cobots and collaboration conditions.

Trust is one of the requisites for building a successful human–robot collaboration [41].
It is the attitude that an agent will help achieve an individual’s goals in a situation charac-
terized by uncertainty and vulnerability [42]. Trust also represents a calculative orientation
toward risk [43]; by trusting, we assume a potential gain, while by distrusting, we are
avoiding a possible loss [44]. Research on trusting robots shows that the relationship
between trust and joint physical coordination is critical when human workers interact with
robots in a collaborative task [45]. In HRC contexts, “affective” trust better predicts the
willingness to use a robot by human workers, and both types of trust—cognitive (e.g.,
reliability and predictability of the robot and robot attributes) and affective (e.g., proximity
and personality)—are ensured by the statements of apology and competence that the robots
manifest [46]. The technology (cobot) acceptance by humans in a collaborative workplace is
a predictive factor of the success of the human–robot interaction [7]. The real-time trust that
results from the study of Desai et al. [47] confirms traditional post-run survey approaches
for human–robot trust can be masked by primacy–recency bias and demonstrate that early
drops in reliability negatively impact real-time trust differently than middle or late drops.
In agreement with the same authors, robot trust feedback can improve autonomy control
allocation during low reliability without altering real-time trust levels. It should be noted
that feedback interface designs using semantic symbols lead to more abrupt real-time
trust changes than non-semantic symbols. The research of Oyekan et al. [28] suggests that
greater autonomy for the robot will result in greater attribution of blame in work tasks. In
general, the order of amount of blame was humans, robots, and environmental factors. If
the scenario described the robot as nonautonomous, the participants attributed almost as
little blame to them as to the environmental factors; in contrast, if the scenario described
the robot as autonomous, the participants attributed almost as much blame to them as to
the human.

The studies that aim to analyze the cognitive and social processes in technology
demonstrated the importance of these topics to the correct implementation and actual usage
of the same. For that reason, it is fundamental to understand which factors could increase
the trust, acceptability, etc., of users in HRC. The use of VR allows for the manipulation
of robot characteristics that might affect cognitive and social processes (c.f. Weistroffer
et al. [22]). Moreover, it allows combining behavioral and subjective measures of cognitive,
emotional and social human factors with their physiological markers to yield a full picture
of human factors in HRC [22,48,49]. Table 3 summarizes identified issues in VR experiments
on HRC and proposed remedies.

Table 3. Summary of identified issues in VR experiments on HRC and proposed remedies.

Issues in HRC Studies and Proposed Remedies for VR Experiments

Problem Suggested Remedy

1. Testing using real robots is limited to current designs only [22]
2. Low statistical power/small sample sizes [22,50]
3. Self-reports/physiological markers alone are not sensitive enough

for assessing UX [50]
4. Results on HRC difficult to generalize across populations
5. Limited feeling of presence

1. Use VR models of hypothetical cobot designs to manipulate
more variables

2. Increase samples (use statistical power calculators to determine
sample size); increase within-subject repetitions

3. Combine self-reports with psychophysiological markers (heart
rate, pupillometry, etc.); use standardized tools for measuring
trust/acceptability; use time-resolved measures of stress, as
provided by physiological markers

4. Test subject populations of diverse demographic characteristics
(gender, age, experience with robots, etc.)

5. Increase immersion by using higher fidelity of stimuli, sound and
haptic information
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6. Combined Use of User Experience Questionnaires and Objective Measures in HRC

VR simulations of HRC tasks can be very complex and require subjects to grab objects
handed to them by the robot, hand an object to the robot, or simultaneously/jointly with a
cobot to reach for a target object [22]. However, the validity of VR simulations for HRC
relies on three intertwined concepts: immersion, presence, and embodiment. Immersion is
modulated by the quality of the sensory information given by VR systems and the amount
to which their interaction can support users’ sensorimotor contingencies (SCs) [51]. The
better the immersion of a system, the higher the precision of the presentation of sensory
stimuli (such as display resolution and field of view, sound and haptic information) and the
more SCs supported (such as head, hand, arm, or full-body tracking). Immersion, in turn,
has an impact on the experience of being there, on presence. Despite the lack of a consensual
definition, presence might be defined as the psychological state in which a person reacts
to a VE as they would in the physical world [52]. Presence is regarded to be the primary
process that makes VR operate. However, there is no direct link between immersion and
a sensation of being present. There is, however, widespread agreement that presence is a
multi-component concept [53]. The sensation of presence, according to Slater, is based on
the place illusion (PI)—the illusion of being there—and the plausibility illusion (PSI)—the
believability of what is going on [51]. PSI is heavily reliant on the implemented VEs.

Hence, a VR system that ensures the necessary conditions for presence [54]—whereas
PI is more directly related to the immersive features of a VR system with adequate immer-
sive properties, embodiment and plausible and believable scenarios—can elicit behavioral
and psychophysiological responses [55–57] consistent with real-world counterparts. Mod-
ern VR setups allow for relatively precise recordings of human-hand motion capture [58]
with the feedback of the user’s hand enabling a more or less embodied experience. The
possibility of the inclusion of virtual models of anthropomorphic hands mimicking a user’s
own, as well as a variety of other end effectors (including different tools), allows for testing
different levels of embodiment and their impact on collaborative situations, not limited to
user’s own body, like in real-life testing. Similarly, users’ hand movements can indicate
the levels of acceptability of motor cooperation with different cobot types. Natural hand
velocity profiles for object-oriented movements are single-peak [59] and the presence of
multiple peaks indicates a change in plan, such as that of adapting to cobot movement (e.g.,
Flash and Henis [60]). Analysis of velocity profiles is routinely used in motor neuroscience
for assessing hand trajectory programming. Hand trajectories—in combination with hand
speed, movement duration and precision—can be a good, objective indicator of human
motor performance in collaborating with different types of cobots.

In addition, users can be wearing a haptic glove providing tactile sensation, to increase
immersion and effectiveness. Human hand actions critically depend on the presence of
haptic feedback [61]. In joint actions, forces applied to the object by each partner provide
an important cue about their intentions, and the current state of the action and help
coordination [62]. As pointed out by Bauer et al. [9], robot touch may also serve other
communication purposes, important for establishing communication (such as a handshake);
therefore, including it in VR scenes with cobots seems to be an important issue to be solved.
While the use of haptic technologies significantly improves the embodiment of virtual
scenes [58], haptics is not currently widespread due to the limited number of commercially
naturalistic haptic interfaces.

Finally, the VR setting allows the recording of biological signals. These can be skin
conductance (e.g., Weistroffer et al. [22]), heart rate (Etzi et al.; Weistroffer et al. [22,50])
and muscle activity, using respective sensors. The inclusion of these sensors allows for
obtaining the objective metrics of user stress, independent of their self-reports (e.g., Etzi
et al. [50]). Physiological responses recorded online, such as skin conductance level and
heart rate variability, can be used to further detect stress levels, such as the activation of
the fight or flight mechanism [63] in dangerous situations, e.g., when the virtual cobot
hits the subject. This, together with participants’ self-reports, provides a more in-depth
perspective of cobot acceptability than questionnaires alone. For example, a situation where
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participants’ positive self-reports are combined with physiological markers indicating stress
would surface a more complex emotional state that could then be further disentangled [50].

Combining different psychophysiological and behavioral signals can be exploited by
using machine learning tools to analyze them. This approach can help pinpoint subtle
effects that user experience (UX) questionnaires would not be sensitive enough to mea-
sure. For example, it is possible to use a questionnaire to ask users about their level of
stress/comfort with alternative cobots scenarios, after they have completed a series of
tasks. However, the results of those questionnaires would not answer more important and
interesting questions, such as: When did stress kick in? When were users most stressed?
Were users stressed on the same task for each scenario or did some cause more/less stress?
The retrospective nature of questionnaires means that the results that can be collected
through them are too coarse-grained to accurately address more precise questions [64]. A
portfolio of psychophysiological measures affords us the possibility of using more concrete
measurements of the state of the human body to accompany post-fact questionnaires. This
is particularly relevant in situations that could potentially involve risk and safety issues.
Weistroffer et al. [22] demonstrated the feasibility of combining user questionnaires with
physiological measures during human collaboration with virtual cobots of different levels
of anthropomorphism and human-like vs. non-human-like effector velocity profiles. Their
research showed that, while anthropomorphic robots gathered more user attention on their
appearance, physiological signals did not reflect this effect. More recently, Etzi et al. [50]
demonstrated that, while subjects physiological responses in a collaborative task did not
indicate discomfort with changing robot velocity, their subjective self-reports did. Taking
this integrative feedback approach and correlating psychophysiological measures with
subjective questionnaires would provide us with a fuller and richer picture of what an
ideal cobot scenario would be for a human, than that we would obtain from only the task
performance data and subjective post-experience responses. Moreover, it allows avoiding
subject responses to questionnaires to be driven mainly by their guessing of experimental
demands, i.e., the demand characteristics of the VR scenario (c.f., McCambridge et al. [65]).

It is important to note that these above-mentioned studies integrating self-reports with
physiological measures, employed subject samples smaller than in typical psychophysio-
logical studies using similar methods. That is, Weistroffer et al. [22] used a sample of 13
subjects while Etzi et al. [50] had a sample size of 10. Using sample sizes this small has been
repeatedly discussed in the relevant literature as one of the main reasons for low statistical
power and difficulty in replicating findings (e.g., Button et al. [66]). For this reason, the
failure to find physiological markers of stress when self-reports indicate it might result from
low statistical power. Future studies using physiological markers should therefore employ
higher sample sizes, e.g., determined by a-priori power analysis to warrant generalizability
of their findings.

7. Telepresence and Teleoperation Scenarios

The use of VR provides an unprecedented opportunity to test cobots in hypothetical
telepresence/teleoperation scenarios. Examples of use cases of teleoperation include
factories, atomic power plants, assembly operations in space or the sea, and search and
rescue operations [67,68]. Simulating remote presence based on HRIHRI is especially useful
if the operating environment is hazardous and, therefore, placing a human operator at the
site is not safe.

These scenarios may require shifting the user’s point of view from their first-person
perspective to a third-person perspective, or birds’ eye view, which is common for tele-
operation. It is important to consider how this shifting of perspective might affect the
performance of, and/or cognitive load on, the human operator. Several authors have pin-
pointed the issues with embodiment in teleoperation when the operator directly controls the
robot [69,70]. However, it remains to be determined how perspective and embodiment fac-
tors influence situations where the operator interacts with an otherwise autonomous robot.
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Critically for teleoperation scenarios, VR allows using simulated delays and noise
corruption and the responsive visual feedback being delayed or noisy in a way that emulates
real-world teleoperation-related noise and streaming issues.

8. The Use of Augmented Reality

While virtual reality is based on creating an immersive digital environment, aug-
mented reality (AR) provides an additional overlay enhancing the real world [71]. This
usually has a form of an animated overlay over the visual scene, providing the user with
additional information such as visual cues to the task, instrument parameters, etc. Such
overlay can, for example, provide the operator with cues helping to establish joint attention
(e.g., Marques et al. [11]). Such use of AR for cobot technology has been demonstrated
in several studies. For example, Liu and Wang [72] explored the potential of AR as a
worker support system in manufacturing tasks. They designed a system for assembly
training and monitoring using AR. Above each assembly part and tool, a 3D text was
displayed, providing assembly instructions to assemble objects in a specified sequence,
together with a robot. A somewhat-similar concept was provided by Hietanen et al. [73],
showing that AR overlays can be used to enhance user interaction with the production
system, albeit with some limitations, demonstrating that currently available head-mounted
displays might not be suitable for use in industry lines. On the more cognitive side of HRC,
Palmirini et al. [74] developed an AR interface positively affecting human trust in cobots,
as measured by psychometric methods. Michalos et al. [75] proposed in their study that, to
improve operator’s safety and acceptance in hybrid assembly environments, a tool using
the immersion capabilities of AR technology must be applied.

Although the use of AR allows for enhancing HRC through the addition of virtual
interfaces, cues, etc., its efficacy first needs to be tested. Such testing of AR interface
can be easier to do in VR, where the virtual interfaces can be emulated in a range of
scenarios as described above, and thereby would be tried against several options. This,
in turn, results in an agile development of solutions that are not limited to a specific
laboratory/experimental context.

9. Considering Operator Gender and Age in Cobot Testing

The use of VR has potential beyond the variety of simulated scenarios. The relatively
flexible setting up and easy-to-use equipment allow testing a variety of subjects, including
those from outside the pool of current cobot operators. This flexibility provides several
opportunities in assessing how personal characteristics interact with different characteristics
of cobots, yet research on personal attributes moderating human collaboration with robots
is lacking, which seems an important gap to be filled.

One conceivable factor is the gender of the operator. Although evidence for a substan-
tial influence of gender on motor actions and especially collaborative manual behavior is
scarce, men and women differ in their upper arm and hand biomechanics, which translates
to some visuomotor skills critical for collaboration, such as visuomotor coordination while
using the upper arm [12,13]. As noted before, collaborative robots may have different
anthropomorphic features. Yet, previous studies have shown that males were sensitive to
the differences between robotic and anthropomorphic movements, while women largely
ignored those differences [76,77]. For this reason, gender seems to potentially affect the
measured motor efficiency of collaborating with cobots. We expect gender to further impact
acceptability, stress and trust in at least some collaboration scenarios.

Similar to gender, age might play an important role in cobot acceptability, due to
factors such as experience with technology, visuomotor abilities, etc. Cobot acceptability
seems especially important in the context of assistive robots aimed at the older population,
as this group of users seems to value the physical attractiveness and social likeability of
robots more than their younger counterparts [78]. Furthermore, analysis of gaze behavior
has shown that, while younger people pay attention to several body parts, older adults
focus significantly more on the robot face [78]. In this way, it is possible that the use of eye

121



Electronics 2022, 11, 1726

gaze might increase the cobots’ perceived friendliness and, likewise, the acceptance in a
specific age or gender group. With the increasing presence of robots in areas that range from
industrial plants to care homes, it becomes crucial to develop and fine–tune how human–
robot collaboration takes place. To accommodate well for the personal characteristics
of the individuals involved in this collaboration can be key not only to the collaboration
effectiveness and efficiency but also to the quality of the interaction and experience between
humans and robots.

10. Conclusions and Future Directions

Based on the current literature we can delineate several opportunities that the use of
XR provides in advancing cobot research, development and deployment. We believe that,
in the domain of development, the use of simulations and digital twins results in more
agile development cycles for cobot solutions and flexibility in tested cobot designs. Such
development would benefit from a general framework, highlighting important variables
to consider in developing such simulations. In this paper, we propose what could be the
backdrop for such a framework. We summarize critical variables in HRC VR experiments
in Table 2 and provide a list of common issues and their proposed remedies in Table 3.

First of all, simulating diverse cobot designs, including hypothetical ones, allows for
assessing cobot characteristics on operator efficiency and comfort without the restrictions
posed by testing operators at the workplace with actual robots. Simulating diverse scenes
and environments allows for assessing workplace and collaboration features, but foremost
allows for safely testing dangerous scenarios, leveraging on immersive VR.

Testing operator performance can itself be performed using different measures, such
as hand and eye motion tracking and physiological signals to yield objective and controlled
performance measures. These measures can be combined with more traditional data,
such as user self-reports and questionnaires, to construct a full picture of actual human
interactions with collaborative robots. Future work should consider bigger sample sizes
than those used to date, especially when measuring physiological signals.

Augmented reality has been used to enhance user performance and training in collab-
orating with cobots. The additional interface offered by AR can cue the user, e.g., about
action sequences they are supposed to perform, but many more applications of the technol-
ogy are conceivable in both training and generally improving human performance. The
use of AR is very likely to increase as more cobots are deployed and, as such, research in
this direction seems to have large potential.

Flexibility in designing scenes offered by VR can be also used to emulate remote
operation, by introducing noise and delays typical for teleoperation scenarios. This gives
an opportunity to expose/train operators in situations beyond cooperating with a robot
in the same physical space. To date, studies on HRC and telepresence seem somewhat
missing and we believe this direction has the potential to be explored further.

The use of XR opens up a whole array of possibilities to safely and quickly test cobot
designs and collaboration scenarios without putting humans at the risk of harm. Modern
XR technologies allow the integration of a wide variety of sensory modalities to create
aware and immersive scenes. This way, testing cobots can be taken beyond the physical
constraints of currently available cobot models and real-world settings. Furthermore,
the development process can become more efficient by considering human reactions (i.e.,
psychological and physiological), leading to a more human-centered, holistic and efficient
approach in human–robot collaboration.
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Abstract: With the increasing need for eye tracking in head-mounted virtual reality displays, the
gaze-based modality has the potential to predict user intention and unlock intuitive new interaction
schemes. In the present work, we explore whether gaze-based data and hand-eye coordination data
can predict a user’s interaction intention with the digital world, which could be used to develop
predictive interfaces. We validate it on the eye-tracking data collected from 10 participants in item
selection and teleporting tasks in virtual reality. We demonstrate successful prediction of the onset of
item selection and teleporting with an 0.943 F1-Score using a Gradient Boosting Decision Tree, which
is the best among the four classifiers compared, while the model size of the Support Vector Machine
is the smallest. It is also proven that hand-eye-coordination-related features can improve interaction
intention recognition in virtual reality environments.

Keywords: intention prediction; virtual reality; gaze-based interaction

1. Introduction

The Metaverse has recently attracted a great deal of attention in industry and academia,
especially after Facebook changed its name to Meta. If the Metaverse is realized in the
future, extended reality technology, including virtual reality technology, will be one of
its essential supporting technologies. Biocca and Delaney [1] define virtual reality (VR)
as “the sum of the hardware and software systems that seek to perfect an all-inclusive,
sensory illusion of being present in another environment”. The core characteristics of VR
are immersion, interaction and imagination [2]. Immersion and interaction mean higher
requirements for human–computer interaction in VR systems. Interaction should be more
natural and intuitive. The first step is to identify and understand the interaction that the
user wants to perform so that the system can provide appropriate help in time. Interaction
intent recognition enables the system to provide shortcuts to the user by predicting the
intended interaction, facilitating the interaction, and reducing the operational load of the
user. For example, if the system knows what object the user would like to interact with
within the virtual environment, it can connect a certain input command to the inferred
interaction target and allow the user to complete the entire interaction without manual
pointing, which can greatly reduce the physical and cognitive load of the user. Especially
under the concept of the Metaverse, 24/7-wearable AR and VR devices for production
and work are facing the problem that prolonged usage can exacerbate fatigue, so adaptive
interaction interface that can accurately predict the interaction intention of the user has the
potential to reinvent human–computer interaction under extended reality.

Research on the application of eye tracking in VR and human–computer interaction
began early [3], but has not been widely used due to the cost and accuracy of the eye-
tracking equipment. In 2017, we witnessed the acquisitions of companies that can provide
eye-tracking technology by well-known companies in VR and augmented reality, high-
lighting the importance of eye tracking in this field. In 2019, companies such as FOVE Inc.,
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Microsoft and HTC had already provided systems with built-in eye-tracking for profes-
sional and consumer markets. The applications of eye movements in VR fall into four main
categories [4]: diagnostic (eye-movement behavior analysis), active (as a human–computer
interface), passive (gaze-contingent rendering), and expressive (synthesizing eye move-
ments of virtual avatars). This research mainly focuses on active applications; that is, eye
movement as a human–computer interface.

A drawback in gaze-based interfaces is the Midas touch problem, i.e., unintentionally
activated commands while the user is looking at an interactive element [5]. Fixation or
dwell time is an indicator of an intention of the user to select an object through eye gaze
alone [6–9]. However, this time threshold can negatively impact the user experience.
For example, when the required dwell time is too short, it puts pressure on the user to look
away and avoid unwanted selection. On the contrary, it may result in a longer wait time if
it is too long [10]. If the interaction intention of the user can be recognized through natural
eye-movement behavior rather than intentional, the mental and operational load of the
user can be greatly reduced. Another common way to avoid the Midas touch problem
is using a physical trigger as a confirmation mechanism, such as a hand controller or
keyboard [6,8,11–13]. In such a case, it also makes sense to recognize the interaction intent
to simplify physical buttons’ operation or give more information as visual feedback based
on the recognition result.

The eye has been said to be a mirror to the soul or window into the brain. This may be
the first reason eye movements have attracted researchers’ interest. There are many studies
related to eye movements in the field of attention [14–18]. Eye movements can indicate
areas of interest (active or passive attraction) and quantify the changes in human attention.
Therefore, they are widely used in visual attention modeling. Eye movements can also
reflect human perception [19], cognitive state [20,21], decision-making processes [22,23],
and working memory [15]. Eye movements have also been used in studies of human
activity classification [24–27], especially in human–computer interaction [24,27–32].

These studies have demonstrated that human eye-movement behavior can be signifi-
cantly different across activities. All of the above studies focus on understanding human
behavior and thinking through eye movements, which is a prerequisite and basis for the
application of eye movements in intention recognition. Gaze behavior reflects cognitive
processes and can give hints of our thinking and intentions.

An intention is an idea or plan of what you will do. A great deal of existing gaze-based
intention recognition research aims to recognize the intention of daily human behav-
ior [25,26,33–35] or higher-level intention involving game strategy [36]. The interaction
intention in this study is the way that the user wants to interact with the computer system,
i.e., to identify the interaction intention of the user before he/she performs the actual
interaction. However, the interaction intent we want to identify here is low-level intent;
more specifically, the intent to perform an interaction without involving complex contex-
tual relationships and specific interaction environments. Similar to the task-independent
interaction intent prediction studied by Brendan et al. [37], the application context of our
study is in VR.

Our approach tracks the eye movements of the user in controller-based interaction
in VR and fuses the eye movements and hand-eye coordination information collected via
gaze and controller to predict the current intention of the user. Briefly, our research is
conducted as follows. Initially, we collect controller and gaze data in two controller-based
interaction tasks in VR (selection and teleporting) and build a multimodality database. We
then extract gaze-based features from this database and train intention recognition models
using supervised machine-learning techniques. Finally, we use a separate dataset to verify
the accuracy of our models. The main contributions of this paper are as follows:

• We introduce a new dataset of human interaction intentions behind human gaze
and hand behaviors. It contains gaze-and controller-related data of selection and
teleporting in VR from multiple participants.
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• We propose a gaze-controller-based feature-set representation based on human vision
and behavioral studies to predict user intention through the gaze. These features are
neither subject nor interface specific.

• We train four classifiers with supervised machine-learning and evaluate them in
several aspects, including F1-Score and model size. In addition, we perform feature
selection to assess the relevance and redundancy of feature representations. The exper-
imental results show that for behaviors from different people, the Gradient Boosting
Decision Tree (GBDT) approach achieves F1-Score of 0.924 for binary classification and
0.953 for three-class classification. Such results offer the possibility of a more natural
implementation of the interaction interface paradigm, i.e., more intelligent delivery of
low-cost interaction patterns by providing the right interventions at the right time.

Section 2 gives an outline of state-of-the-art gaze-based intention recognition studies.
Our approach consists of three major parts: data collection, feature extraction, and intention
recognition. They are detailed in Section 3. Section 4 compares and analyzes different clas-
sifiers’ classification performance and feature importance. Section 5 includes a discussion
of our work and a summary of future directions. Section 6 concludes our work.

2. Related Work

The term intent has different definitions in different fields. To avoid ambiguity,
the term interaction intention in this study needs to be clarified. In human–computer
interaction, the intent is either explicit or implicit. An explicit intent is directly input into
the system through the interaction interface. Implicit intent involves the internal activities
of users. It requires the system to infer the intentions based on some hints such as natural
facial expressions, behaviors, and eye movements. This is a key feature of intelligent inter-
active interfaces, i.e., understanding the current state of users and predicting the following
action. The ultimate goal of our research is to enable computer systems, like humans, to
understand and predict users’ behavior and purpose for intuitive and safe interaction. Van-
Horenbeke and Peer [38] explore human behavior, planning, and goal (intent) recognition
as a holistic problem. They argue that behaviors and goals are incremental in granularity
(i.e., a series of behaviors constitute intentions) and in time (i.e., behavior recognition
focuses more on actions that occur simultaneously, while intention recognition focuses on
upcoming actions). On the other hand, planning is more complex, focusing more on the
relationship between a series of behaviors or intentions and the specific meaning in the
semantic context in the interaction. In our study, interaction intention recognition is the
least fine-grained intention recognition. Let us consider the action of pressing a button.
The expected interaction result behind the series of actions, including finding a specific
location and pressing it, is the “interaction intent” in this study, i.e., selection or teleporting.
We do not consider the deeper intent of winning a game or switching to a better visual
perspective, i.e., the interaction intent is relatively weakly linked to the semantic context of
the interaction.

Eye movements are a common source of information in intention or behavior recogni-
tion. Table 1 summarizes the research on using eye-related data to classify daily behaviors
and intention classification in computer environments. According to the table, the most
commonly used classification algorithms include Support Vector Machine (SVM), Logistic
Regression (LR), and Random Forest (RF). Our study also chooses to perform a cross-
sectional comparison of these classification algorithms. These studies are also aimed at
different environments. The application environments of the above studies are mainly
personal computers or tablets, and there are relatively few studies in VR. Our study is to
recognize interaction intention of the user in controller-based interaction in VR based on
eye-movement data.

129



Electronics 2022, 11, 1647

Table 1. Task, activity, and intention classification studies using eye movement data.

Reference Year Platform Scope Classifier Performance Tasks/Activities/Intentions

[39] 2014 PC Intention recognition Nearest Neighborhood (NN)
Support Vector Machine (SVM)

Average accuracy: 79.81 ± 4.93
Average accuracy: 85.26 ± 0.70

Navigational intent
Informational intent

[40] 2014 PC Intention recognition Support Vector Machine (SVM) Average accuracy: 90% Navigational intent
Informational intent

[41] 2017 PC Intention recognition Nearest Neighborhood (NN)
Support Vector Machine (SVM) Average accuracy: 85% Unintentional intention

Purposeful intention

[42] 2012 PC Intention prediction Support Vector Machine (SVM) ROC-AUC: 0.807
Accuracy: 76% Issue a command or not

[43] 2018 PC Intention prediction Support Vector Machine (SVM) Accuracy: 77.2%

Monitoring
Tracking
Decision
Burst
Off loop

[36] 2013 PC Cognitive states prediction Support Vector Machine (SVM) Best accuracy: 32 %

8-tiles puzzle game:
Cognitions
Evaluations
Plans
Intentions
Current move

[28] 2004 PC Activity recognition - -

Reading comprehension
Mathematical reasoning
Searching
Object manipulation

[29] 2011 PC Activity recognition LHMM Accuracy: 51.3%
Accuracy: 89.1%

Evaluate website traffic task
E-Learning quiz task

[30] 2013 PC Activity recognition Logistic Regression Average accuracy: 53.18%

Retrieve values
Filter
Compute derived value
Find extremum
Sort

[24] 2018 PC Activity recognition
Support Vector Machine (SVM)
K-Nearest Neighbour (K-NN)
Random Forest

F1 score:
SVM 0.71
K-NN 0.61
Random Forest 0.73

Read
Watch
Browse
Play
Search
Interpret
Debug
Write

[44] 2015 Reality Intention prediction Support Vector Machine (SVM) Accuracy: 76% Making sandwich

[33] 2009 Reality Activity recognition Support Vector Machine (SVM) Average precision: 76.1%
Average recall: 70.5%

Copy
Read
Write
Video
Browse
Null

[34] 2011 Reality Activity recognition Support Vector Machine (SVM)
Average accuracy: 80.2%
Average precision: 76.1%
Average recall: 70.%

Reading or not reading
Copy, read, write video, browse, null
Visual memory (familiar/unfamiliar
images)

[35] 2012 Reality Activity recognition Support Vector Machine (SVM) Mean average precision 57%

Copy
Read
Write
Video
Browse
Null

[25] 2019 Reality Activity recognition Random Forest Average accuracy 67%

Common navigation tasks:
Self-positioning and orientation.
Local environment target search
Map target search
Route memorization
Walking to the destination

[26] 2020 Reality Activity recognition CNN Average Precision: 40.41% 26 common action classes

[45] 2015 Tabletop Intention prediction Support Vector Machine (SVM) 88% success rate

Drag
Maximize
Minimize
Scroll
Free-form drawing
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Table 1. Cont.

Reference Year Platform Scope Classifier Performance Tasks/Activities/Intentions

[39] 2014 PC Intention recognition Nearest Neighborhood (NN)
Support Vector Machine (SVM)

Average accuracy: 79.81 ± 4.93
Average accuracy: 85.26 ± 0.70

Navigational intent
Informational intent

[46] 2019 VR Intention prediction Long Short-Term Memory
(LSTM) Topology

Accuracy 99.94%
Precision 99.92%
Recall 99.96%
F1-Score 99.94%

Navigation:
Needing navigation aid
No need for navigation aid

[37] 2021 VR Intention prediction Logistic Regression Average PR-AUC = 0.12
Average ROC-AUC = 0.77 Issue a command or not

[27] 2020 VR Activity recognition
Support Vector Machine (SVM)
Logistic Regression
Random Forest

Prediction accuracy:
SVM: 80.23%
Logistic Regression: 74.74%
Random Forest: 79.50%

Shopping
Goal-directed search
Exploratory search

Alghofaili et al. [46] classify whether users need navigation assistance in VR envi-
ronments through Long Short-Term Memory (LSTM) topology. It determines whether
the user loses his/her way by analyzing the eye-movement behavior of the user in VR
roaming scenarios. Pfeiffer et al. [27] classify the type of search (goal or exploration based)
when shopping in cave-based VR. Their study also relies mainly on eye-movement data
for training and evaluating three classifiers: SVM, LR, and RF, where SVM has the highest
accuracy of 80.2%.

The most similar work to our study is the work of Brendan et al. [37]. Their study
predicts whether a user will make a selection interaction or not in VR. In their study,
a separate LR classifier is trained for each participant, but the overall results are not very
satisfactory, with an average PR-AUC of 0.12. However, in their study, they also find that
the classifiers for participants are very similar in terms of feature selection, which to the
extent indicates that the interaction intention of the user is common in eye movement-
based features. There is some commonality in the eye movement-based features. Therefore,
the training dataset in our study is composed of eye-movement data and controller data
generated by multiple users during the two interaction tasks of selection and telepoting.
We want the trained models to determine whether the user wants to interact or not and the
interaction type (selection or telepoting).

The superiority of our work over the existing works that aim to classify user interaction
intention in VR is twofold. First, many studies are content-related, since they focus on
highly specific application scenarios such as VR navigation [46] and shopping [27]. Our
work can be applied in all areas that utilize basic interaction tasks such as selecting and
teleporting. Application areas can range from simple scene-roaming to more complicated
game interactions. Second, our recognition model is more accurate than some existing
works [27,37], making it a better candidate for practical use.

3. Materials and Methods
3.1. Data Collecting
3.1.1. Participants

Ten participants (five female and five male) volunteered for this experiment. Their ages
ranged between 22 and 27. All participants had normal or corrected-to-normal vision by
using glasses or lenses during the experiment. Most participants were either undergraduate
or graduate students. All participants had used VR Head Mounted Display (HMD) before.
A pretest was conducted before the formal experiment to help the participants prepare.

3.1.2. Physical Setup

The virtual environment was displayed through an HTC VIVE Pro Eye integrated
with an eye tracker. The screen had a 1440 × 1600 pixels/eye resolution with a 110° field of
view. The HMD’s highest refresh rate was 90 Hz. The refresh rate of the built-in eye tracker
was 120 Hz, which offered tracking precision of 0.5–1.1°. The experiment was conducted
on a PC with an Intel Core i7-9700 CPU, an NVIDIA GeForce GTX 1070 8G GPU, and 16G
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DDR4 2666 Hz RAM. The experimental platform was developed using Unity 2019.4 and
C#.

3.1.3. Experiment Design

We designed two basic VR interactive tasks for experiments. One used ray casting
to select the target sphere (Figure 1). The other was teleporting to the target location
(Figure 2).There were two reasons for choosing these two tasks: first, these two primary
tasks are relatively simple, but they are very similar in interaction behavior; second, they
are often used in actual VR applications. The most complex interaction in the current VR
application scenario was the game. For example, in the game “Half-life: Alyx” released
in 2020, selecting an item from a distance and teleporting are the basic interaction tasks.
Other, more straightforward scenes, such as the Home scenario of SteamVR, also included
these two tasks. They are also used as experimental tasks in many studies [37,47].

Figure 1. Using controllers to select the target sphere.

Figure 2. Using controllers to teleport to the target position.

The virtual environment was an empty room with the participant in the center. Partici-
pants were asked to repeat one of the two tasks 20 times in each session. The position of
each target sphere or each target position was random. Each task was conducted in five
sessions; that is, a total of 10 sessions for each participant.

3.1.4. Data Set

The raw data collected from the experiment consisted of gaze-related data, controller-
related data, helmet-position coordinates, timestamps, and task types. Gaze-related data
include the combined gaze-origin position, combined normalized gaze-direction vector,
the corresponding timestamp and pupil diameter, and eye openness for either eye (Figure 3).
In addition, we also acquired 3D gaze points in real-time with the help of a ray-based
method [48]. The gaze direction vector and the corresponding gaze original position were
used to find the intersection with the reconstructed 3D scene, representing the 3D gaze-
points. The handle-related data were mainly the coordinates of the intersection points
of the handle rays with the environment. One hundred tests were performed on ten
subjects. After removing invalid data, 98 sets of valid data were obtained, i.e., a total of
250,380 raw data.
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Figure 3. Eye tracker output data description.

One thing to note is that although the data collection frequency of the eye-tracking
device was 120 Hz, our experimental platform was developed on Unity, so the actual data-
collection frequency depended on the refresh frequency of the Update function. However,
the increasing demand for GPU graphics rendering or the saturation of computing power
led to a temporary decrease in the data collection frequency. The sampling frequency in
this experiment fluctuates between 60 Hz and 40 Hz, with an average of 46 Hz. This will be
taken into account in the subsequent feature extraction.

3.2. Proposed Method
3.2.1. Data Pre-Processing

Our processing pipeline is visualized in Figure 4. The first step filled the missing
data mainly caused by blinking. The last valid data were directly filled in the blanks.
There were 9552 blank data points, accounting for about 3.8%. The next step converted
right-handed coordinates to left-handed. The eye-related data were obtained using the
SDK (SRanpial) through a Unity script. According to the document of SRanpial, Gaze
Original is the point in the eye from which the gaze ray originates, and Gaze Direction
Normalized is the normalized gaze direction of the eye. They are both based on a right-
handed coordinate system. However, Unity is based on a left-handed coordinate system.
Therefore, we needed to multiply their X coordinates by −1 to convert the right-handed
coordinate system to left-handed. Then, we transformed the Gaze Original vectors from
the eye-in-head frame to the eye-in-world frame by adding the coordinates of the main
camera to the Gaze Original vectors.

3.2.2. Ground Truth

We used the trigger/pad events from the hand controller to mark the ground truth of
input datasets. It was uncertain how far in advance the intention could be predicted. We
also needed to ensure sufficient training samples, so we chose two time thresholds to divide
the data. The 20 or 40 sets of samples preceding a click were considered as positive samples;
that is, the sampled data within 400 milliseconds as ground truth generation (GTG) type1
or 800 milliseconds as GTG type2 before the interaction occurred. In addition, we also tried
to train two types of interaction-intention prediction models. One was a binary classifier,
to predict whether users want to issue a command or not. The other was a three-class
classifier which predicts whether users want to select, teleport, or execute no command at
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all. Positive samples needed to be further divided into two types according to interaction
tasks: selection or teleporting.

Figure 4. The pipeline to detect eye events, extract features, and train and evaluate models.

3.2.3. Eye Event Detection and Feature Extraction

Many previous studies selected eye-based features to capture spatiotemporal charac-
teristics based on two fundamental eye movements—fixation points and saccades. Our
method utilizes four types of features for interaction-intention prediction: fixation, saccade,
pupil, and hand-eye coordination. We extracted them from each fixation and saccade. We
summarize these features in Table 2. Therefore, eye event detection is required before
feature extraction to classify these two types of eye movements.

Komogortsev and Karpov [49] proposed a ternary classification algorithm called
velocity and dispersion threshold identification (I-VDT). We chose it to classify the two
types of eye movements. It first identifies saccades by the velocity threshold. Subsequently,
it identifies smooth pursuits from fixation by a modified dispersion threshold and duration.
The original algorithm needs an initial time window to carry out. However, in a VR
environment, due to increasing graphic rendering requirements or the limited computing
power of GPUs, the data collection frequency is unstable and often reduced. Since the
raw data is obtained using the SDK (SRanpial) through a Unity script, the data-collection
frequency depends on the graphic engine’s processing rate. To solve this problem, we
adjusted the algorithm. Instead of setting an initial window, we checked whether it met the
minimum fixation duration after determining a group of fixation points. In addition, we
also checked the dispersion distance between the centroids of two adjacent fixation groups.
They merged if they were too close (below the dispersion threshold). Moreover, the smooth
pursuit was not one of our classification categories, so we modified the algorithm.

The I-VDT algorithm in this paper employs three velocity, dispersion, and minimum
fixation-duration thresholds. The specific values of these three parameters are determined
by previous research [50]. The velocity threshold is 140 degrees per second. The minimum
fixation duration is 110 milliseconds. The maximum dispersion angle is 5.75 degrees. I-
VDT begins by calculating point-to-point velocities for each eye-data sample. Then, I-VDT
classifies (Algorithm A1) each point as a fixation or saccade point based on a simple velocity
threshold: if the point’s velocity is below the threshold, it is a fixation point; otherwise,
it is a saccade point. Then, we check whether each fixation group meets the minimum
fixation duration and whether the dispersion distance between adjacent fixation groups
meets the maximum dispersion distance. If both are met, it is regarded as a fixation at
centroid (x, y, z) of the fixation group points with the first point’s timestamp as fixation
start timestamp and the duration of the points as the fixation duration.

Each gaze sample should belong to fixation or saccade after classification by I-VDT.
So, to represent all these features as a continuous-time series, we set the value for each
gaze sample as the feature value from the most recent fixation or saccade event, i.e., each
was carried forward in time until the next detected event. Pupil-related and hand-eye-
coordination-related features were all calculated based on the fixation or scanning data
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group to which the sample belonged. As for hand-eye coordination, related features were
based on the distance between points of gaze and controller-ray intersection with the
virtual environment at the same time. Specifically, let Gt < x, y, z > be the positions
of gaze in the virtual environment at time t during the execution of a particular task;
let Ct < x, y, z > represent the position of the intersection point of the controller ray
with the virtual environment at time t. We argue that the distance between these points
Dt = |Gt − Ct| strongly correlates with whether the user executes interaction. Çığ, Ç and
Sezgin [45] confirmed that the distance between strokes and gaze in pen-based touch-
screen interaction is related to task types, and different task types have completely different
rise/fall characteristics. We assume the same in VR controller interaction, so we choose this
feature type. See Table 2 for specific features.

Table 2. Features derived from fixation, saccade, pupillary responses, and hand-eye coordination.

Types Features

Fixation Related

Fixation detection: Sample-level boolean indicating whether a sample was part of a fixation or not
Fixation duration
Standard deviation of gaze position on x-axis, y-axis, and z-axis during fixation
Skewness of gaze position on x-axis, y-axis, and z-axis during fixation
Kurtosis of gaze position on x-axis, y-axis, and z-axis during fixation
Average velocity of gaze samples during fixation
Path length of gaze samples during fixation
Dispersion of gaze samples during fixation

Saccade Related

Saccade duration
Standard deviation of gaze position on x-axis, y-axis, and z-axis
M3S2K of gaze velocity during saccade
Saccadic ratio: peak velocity/saccade duration
Saccade amplitude

Pupil Related M3S2K of left-eye pupil during a fixation or a saccade
M3S2K of right eye pupil during a fixation or a saccade

Hand-Eye-Coordination-related M3S2K of the distance between gaze position and the hit point of the controller ray during a fixation or saccade

Note: M3S2K refers to the computation of mean, median, maximum, standard deviation, skewness, and Kurto-
sis values.

3.2.4. Metrics

We chose accuracy, precision, recall, F1-Score, and model size to evaluate binary classifiers.
Accuracy is the ratio of correct predictions. If ŷi is the predicted value of the i-th

sample and yi is the corresponding true value, then the ratio of correct predictions over
nsamples samples is defined as

Accuracy(y, ŷ) =
∑

nsamples−1
i=0 1(ŷi = yi)

nsamples
(1)

where 1(x) is an indicator function.
Precision is the ability of the classifier not to label negative samples as positive, and re-

call is the ability of the classifier to find all positive samples. The calculation formulas are
as follows:

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

where TP, FP, and FN are the numbers of true positives, false positives, and false negatives,
respectively.

F1-Score is the weighted harmonic mean of precision and recall with equal importance.
The F1-Score is defined as

F1 =
2 ∗ (Precision× Recall)

Precision + Recall
(4)
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In addition to the above metrics, for binary classification, we also use average precision
(AP) and AUROC (the area under the receiver operating characteristic curve) to evaluate
binary classifiers.

The value of AP is between 0 and 1 and higher is better. AP is defined as

AP = ∑
n
(Rn − Rn−1)Pn (5)

where Pn and Rn are the precision and recall at the n-th threshold. With random predictions,
the AP is the ratio of positive samples.

A receiver operating characteristic (ROC), or ROC curve, is a graphical plot that
illustrates the performance of a binary classifier as its discrimination threshold varies. It
is created by plotting the ratio of true positives to all positives (TPR = true positive rate)
versus the ratio of false positives to all negatives (FPR = false positive rate), at various
threshold settings. By computing the area under the ROC curve (AUROC), the curve
information is summarized in one number. The closer to 1, the better.

As for three-class classifiers, we chose Hamming loss, Cohen’s kappa, model size,
and the macro average of precision, recall, and F1-Score.

Let nlabels be the number of classes or labels, the Hamming loss LHamming is defined as:

LHamming(y, ŷ) =
∑nlabels−1

i=0 1(ŷi 6= yi)

nlabels
(6)

The closer to zero, the better.
The calculation formulas of macro average metrics are as follows:

Precisionmacro =
∑l∈L P(yl , ŷl)

|L| (7)

Recallmacro =
∑l∈L R(yl , ŷl)

|L| (8)

F1macro =
∑l∈L F1(yL, ŷl)

|L| (9)

where L is the set of labels, and P(yl , ŷl), R(yl , ŷl), F1(yl , ŷl) are the Precision, Recall, F1-
Score of class or label l, respectively.

A kappa score is a number between -1 and 1. Scores above 0.8 are generally considered
good agreement; zero or lower means no agreement (practically random labels).

3.2.5. Classifiers

We used the features described in the previous sections to build models that automati-
cally classify observations as positive (interaction intention) or negative. There are plenty of
candidate classification algorithms. We explored LR models, RF, GBDT, and SVM (which
are commonly used for gaze data (Table 1)) to predict interaction intention in VR. All the
above algorithms are implemented by Scikit-learn (https://github.com/scikit-learn/scikit-
learn, accessed on 1 April 2022) [51], an open source machine-learning library in Python.
We performed parameter tuning to find the optimal parameters for each classifier with
F1-Score. The optimal parameters for each classifier are given in Appendix B Table A1.

4. Results

All evaluations were performed using Scikit-learn. The evaluations were measured
in line with the standard three-step machine-learning pipeline, where we first extracted
features from the dataset and split the data into training and test datasets, then trained
classifier models using training data, and finally measured all metrics using test data. We
evaluated the hyper-parameters of each model using a grid search with two-fold cross-
validation based on F1-Score.
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4.1. Performance of Binary Classifiers

Table 3 presents an overview of the main results of the best classification performance
for each combination of algorithms and GTG methods for binary classification.

We compare the performance across all combinations of four classifiers, two GTG meth-
ods, and two feature sets. Table 3 shows the performance using LR, SVM, RF, and GBDT .
The LR classifier performed poorly for both feature sets. As our dataset is highly complex
and multi-dimensional, the LR classifier proved unsuitable for our purpose. The F1-Scores
of the other three classifiers are higher than 86%, which is worthy of further analysis.

We can see an improvement in the F1-Score when hand-eye-coordination-related
features were used. The F1-Scores of the other three classifiers were improved by 1–3%
by incorporating hand-eye-coordination-related features. Table 3 also shows that the GTG
methods influenced the classifiers’ performance for the Whole Feature Set. When using the
Whole Feature Set, the GBDT classifier achieved a maximum F1-Score of 92.4% using 20 sets
of data before interaction operation (400 milliseconds, GTG type1) as positive samples
and 87.3% with 40 sets of data before interaction operation (800 milliseconds, GTG type2)
as positive samples. However, the difference between the two GTG methods was less
significant when using the Eye-Only Feature Set. One possible explanation can be related
to the fact that hand-eye-coordination-related features are more sensitive to time. In other
words, the relevant features have substantial differences only when they are very close to
the time of interaction.

Table 3. Binary classification results for the combinations of four classifiers (RF, GBDT, LR, and SVM),
two feature sets, and two GTG methods.

GTG 20 Sets Data before Interaction Operation
(400 Milliseconds)

40 Sets Data before Interaction Operation
(800 Milliseconds)

Algorithm RF GBDT RFE + LR SVM RF GBDT RFE + LR SVM

Whole Feature Set

Accuracy 0.976 0.976 0.838 0.964 0.949 0.947 0.801 0.928
Precision 0.954 0.947 0.476 0.894 0.962 0.947 0.679 0.908
Recall 0.890 0.902 0.172 0.880 0.874 0.882 0.709 0.859
F1-Score 0.921 0.924 0.253 0.887 0.916 0.914 0.693 0.883
AUROC 0.994 0.993 0.875 0.980 0.987 0.981 0.850 0.962
AP 0.980 0.970 0.460 0.940 0.980 0.970 0.660 0.950
Size 83 MB 54.5 MB 37KB 10.3 MB 139.2 MB 32.9 MB 19 KB 21.8 MB

Eye-Only Feature Set
(No Hand-Eye

Coordination-related Feature)

Accuracy 0.972 0.974 0.836 0.959 0.945 0.943 0.758 0.927
Precision 0.958 0.949 0.465 0.881 0.966 0.947 0.653 0.899
Recall 0.862 0.884 0.190 0.854 0.857 0.868 0.508 0.868
F1-Score 0.908 0.916 0.270 0.868 0.908 0.906 0.571 0.883
AUROC 0.993 0.990 0.853 0.973 0.985 0.977 0.817 0.960
AP 0.980 0.950 0.430 0.920 0.980 0.970 0.600 0.940
Size 100.1 MB 66.1 MB 37KB 8.4 MB 156.4 MB 41.2 MB 39 KB 18.2 MB

In addition to standard evaluation metrics in machine learning, we also chose the
model size as a reference because the ultimate goal of our research is to achieve real-time
classification, so the smaller the model, the better. RF and GBDT had similar classification
performances, but the GBDT model was relatively small. RF and GBDT are ensemble
classifiers, which means the final models contain many decision trees. The SVM classifier
only needed to record the final classification hyperplane so that the model was smaller
than the other two.

Table 4 lists the top-ten features according to RF and GBDT importance scores when
predicting whether users want to issue a command or not with the Eye-only Feature Set or
Whole Feature Set.
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For the Whole Feature Set, taking the example of the GBDT classifier with the high-
est F1-Score using GTG type1, the top-10 important features consisted of six hand-eye-
coordination-related features, two fixation-related features, and one saccade-related feature.
The top-10 features of other classifiers were highly consistent with this one. The four hand-
eye-coordination-related features—min, max, median, and mean of distance—received
high importance. As for eye-only features, three features about the velocity of gaze samples,
such as the average velocity of gaze samples during fixation or saccade and the maximum
velocity of gaze samples during saccade, also scored high in importance, the same as
fixation-related features—fixation duration and dispersion of gaze samples during fixation.

For the Eye-Only Feature Set, taking the example of the GBDT classifier with the
highest F1-Score using GTG type1, the top-10 important features consisted of five fixation-
related features, four pupil-related features, and one saccade-related feature. Overall,
the important eye-only features were the same as the classifiers that used the Whole
Feature Set.

4.2. Performance of Three-Class Classifiers

For three-class classifiers, except LR, the F1-Scores of the other three algorithms are
above 0.9. The GBDT is still the best classification algorithm, followed by RF and SVM.
Table 5 shows an overview of the main results for three-class classifiers.

Table 5. Three-class classification results for the combinations of four classifiers (RF, GBDT, LR,
and SVM), two feature sets, and two GTG methods.

GTG 20 Sets Data before Interaction Operation
(400 Milliseconds)

40 Sets Data before Interaction Operation
(800 Milliseconds)

Algorithm RF GBDT RFE + LR SVM RF GBDT RFE + LR SVM

Precision (macro) 0.963 0.964 0.280 0.936 0.956 0.969 0.633 0.922
Recall (macro) 0.916 0.923 0.333 0.930 0.893 0.939 0.557 0.909
F1-Score (macro) 0.939 0.943 0.305 0.933 0.921 0.953 0.582 0.915
Cohen’s kappa 0.906 0.912 0.000 0.866 0.879 0.927 0.395 0.830
Hamming loss 0.026 0.024 0.159 0.036 0.056 0.034 0.263 0.072

Whole Feature Set

Size 107.5 MB 86.2 MB 4 KB 10.3 MB 180 MB 148.4 MB 5 KB 21.8 MB

Precision (macro) 0.964 0.964 0.280 0.953 0.957 0.964 0.582 0.907
Recall (macro) 0.899 0.907 0.333 0.898 0.885 0.915 0.476 0.895
F1-Score (macro) 0.929 0.934 0.304 0.923 0.917 0.938 0.492 0.901
Cohen’s kappa 0.891 0.899 0.000 0.846 0.871 0.902 0.274 0.801
Hamming loss 0.029 0.027 0.159 0.039 0.059 0.046 0.290 0.085

Eye-Only Feature Set
(No Hand-Eye

Coordination-related Feature)

Size 118.9 MB 87.9 MB 3 KB 34.6 MB 175.6 MB 144.6 MB 4 KB 15.9 MB

In terms of GTG, for the GBDT algorithm, the two GTGs had little difference in
classification performance, while for RF and SVM, the result of GTG type1 was better
than that of type2. For the feature sets, as we estimated, the classification performance of
the Eye-Only Feature Set was worse than the Whole Feature Set by 0.006–0.016 (F1-Score).
As for the model size, the GBDT had a better classification performance with a smaller
model size than the RF. SVM was the smallest model, the same as binary classifiers.

Table 6 lists the top ten features of three-class classifiers using RF and GBDT. The fea-
tures related to hand-eye coordination are still of high importance. However, some new
features, especially those related to the y-axis distribution of fixation points, have a signifi-
cant difference between the two interactive tasks of selection and blinking. However, it may
also indicate that these indicators may be related to the design of the interactive interface.
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5. Discussion

The research of binary classifiers mainly explores which features can separate inten-
tional behavior from unintentional behavior. The research of classifiers is to explore which
features may be particularly relevant to the two tasks in our experiment. It can be said
that binary classifiers can play a comparative role to three-class classifiers. In general,
the features in binary classifiers are independent of the coordinate axis. The y-axis—that
is, the vertical gaze coordinate distribution in three-class classification—plays a vital role
in distinguishing the two types of tasks. It should be noted that when we select features
at the beginning, we avoid features related to absolute coordinates and retain features
related to the distribution law of coordinates. The above phenomenon may be because the
selection task requires the user to keep staring at the target until visual feedback indicates
that the interaction is completed. However, the teleporting task only requires clarification
of the destination, so there is no need to keep staring at destination but to prepare for the
change of perspective after teleporting. This phenomenon needs to be further explored in
later research.

In the selection of features, we used two feature sets. The major difference was
whether to include the hand-eye-coordination-related features. On the one hand, we
wanted to verify whether the features of hand-eye coordination can improve the accuracy
of interaction intention recognition in a multimodal interaction system, including controller
and eye movement. The results show that the hand-eye-coordination index is important
in predicting interaction intention. On the other hand, we should also consider whether
the interaction intention of users can be effectively predicted with only eye-movement
data and without controller-related data. Our study shows that only the features related
to eye movement can be used to classify the interaction intention and the classification
performance is also acceptable.

We used two kinds of methods to generate datasets. The main difference was how
many groups of sampled data were included before the interaction occurred. We expected
the system to deduce the interaction intention in advance. We selected 400 milliseconds and
800 milliseconds for comparative analysis. The classification result of the 800-millisecond
classifier was slightly inferior to that of the 400-millisecond classifier, which is under-
standable. The generation time of real interaction intention was short, especially for our
experiment’s simple interaction tasks. If a long period is selected for data generation,
the difference of features under different categories will not be significant, and the classifi-
cation performance will naturally decline. However, it is not always good to use a shorter
period. The shorter the period is, the fewer data we can generate in the dataset. In that
way, the robustness of the trained model may decline. The choice of this time length needs
to be determined through further experimental research and combined with the user’s
expectation of the intention prediction system.

As for the selection of algorithms, GBDT had the best performance. Its classification
performance was not inferior to RF, and its model size was smaller than RF’s. When
we transformed the model into a real-time classifier, it was more likely to reduce latency.
The model size of the SVM was small enough, but the overall classification performance
still lagged behind the other two algorithms. In addition, SVM is more dependent on
hyperparameters and takes the longest time to train.

We declare several limitations of our work, despite our best efforts to minimize them.
First, the dataset is not entirely naturalistic. The number of participants was limited,
so it was necessary to use data from new participants to verify the performance of the
models. The experimental environment was also relatively simple. Whether more complex
interaction scenarios will impact the classification performance still needs to be verified by
follow-up research.

In the light of promising findings reported in this paper, we envision several immediate
follow-ups to our work, as well as long-term research directions to explore. An imme-
diate extension might involve conducting experiments to see if our classification models
apply to other more complex interaction environments rather than a concise experiment
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environment only. We want to explore two factors. One is whether the targets of different
dimensions will affect the prediction results of the classifier (the selection target in this
experiment is a sphere if it is replaced by a plane). The other is whether the interface
complexity will affect the prediction results of the classifier (if there are multiple targets or
locations in the environment at the same time). We also want to build an online prediction
system to verify the performance of classifiers. Further experiments would evaluate the
usability aspects of this setup and compare it to state-of-the-art online interaction inten-
tion prediction mechanisms in the literature. Another possible direction might involve
conducting experiments to see if our prediction system can successfully recognize other
interaction tasks.

6. Conclusions

This paper explored hand-eye-coordination-related features to improve interaction
intention recognition in a VR environment. We collected a dataset of eye-movement data
and controller-related data from 10 participants as they performed two basic interaction
tasks: selection and teleporting. We extracted a Whole Feature Set, including fixation-
related, saccade-related, pupil-related, and hand-eye-coordination-related features, and an
Eye-Only Feature Set without hand-eye-coordination-related features. We obtained a
high binary classification performance score (F1-Score = 0.924) using the combination of
the Whole Feature Set, GTG method type1, and the GBDT classifier, as well as a high
three-class classification performance score (F1-Score = 0.953) using the combination of the
Whole Feature Set, GTG method type2, and the GBDT classifier. The results show that
hand-eye-coordination-related features improve interaction intention recognition in VR
environments. The GBDT had the best classification performance among the four classifiers,
and its model size was smaller than the RF’s. Generally, this work provides the groundwork
for its exploration and towards building a robust and generalizable model for eye-based
interaction-intention recognition in VR. We believe that predicting the interaction intention
will eventually enable us to build systems that save users the trouble of switching during
basic interaction tasks.

Author Contributions: Conceptualization, X.-L.C. and W.-J.H.; methodology, X.-L.C. and W.-J.H.;
software, X.-L.C.; validation, X.-L.C. and W.-J.H.; formal analysis, X.-L.C.; data curation, X.-L.C.;
writing—original draft preparation, X.-l.C.; writing—review and editing, W.-J.H.; supervision, W.-
J.H.; funding acquisition, X.-L.C. All authors have read and agreed to the published version of
the manuscript.

Funding: This work was supported by BUPT Excellent Ph.D. Students Foundation (Grant No.:
CX2019112). This work was also funded by Beijing University of Posts and Telecommunications-
China Mobile Research Institute Joint Center (Research Title: Research on 6G new business models
and business communication quality indicators).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: Publicly available datasets were analyzed in this study. This data can
be found here: https://www.scidb.cn/s/nQN7fm, accessed on 1 April 2022.

Acknowledgments: Thanks to all participants.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript,
or in the decision to publish the results.

144



Electronics 2022, 11, 1647

Abbreviations
The following abbreviations are used in this manuscript:

VR Virtal Reality
HMD Head Mounted Display
LR Logistic Regression
SVM Support Vector Machine
RF Random Forest
GBDT Gradient Boosting Decision Tree
GTG Ground Truth Generation

Appendix A

The I-VDT algorithm in this paper employs three thresholds of velocity, dispersion,
and minimum fixation duration. The specific values of these three parameters are deter-
mined by previous research. The velocity threshold is 140 degrees per second. The mini-
mum fixation during is 110 milliseconds. The maximum dispersion angle is 5.75 degrees.
See Algorithm A1 below for details.

Algorithm A1 Velocity and Dispersion-Threshold Identification
Require: pi :3D gaze position with timestamps, (x, y, z, t); Vi :normalized gaze direction vector with timestamps,

Vel:velocity threshold; DDmax : maximum fixation dispersion distance threshold; Durationmin: minimum
fixation duration threshold;

Ensure: fi :representative coordinates corresponding to fixations groups, and the the starting time and duration
of these fixations groups, (x f , y f , z f , tstart, d)
// calculate the instantaneous visual angle
for i = 0→ n− 1 do

3: vi =
arccos

Vi ·Vi+1
‖Vi‖‖Vi+1‖

|ti+1−ti | × 5.73× 104

end for
Initialize Previous fixation group PFG and current fixation group CFG

6: save p0 into PFG
save p1 into CFG
for i = 2→ n− 1 do

9: Calculate the CFG centroid coordinates (x, y, z)
Calculate the dispersion distance (DD) between CFG centroid coordinates and pi coordinates
if vi < Vel then

12: save pi into CFG
else

if CFG is not empty then
15: Calculate the duration d of the points in CFG

if d > Durationmin then
Calculate the dispersion distance (DD) between the first point in CFG and the last point in PFG

18: if DD < DDmax then
Merge CFG into PFG

else
21: Calculate the PFG centroid coordinates (x f , y f , z f )

Save the timestamp t of the first point in PFG as tstart
Calculate the duration d of points in PFG

24: Initialize PFG
Merge CFG into PFG
Initialize CFG

27: save pi into CFG
end if

else
30: Initialize CFG

save pi into CFG
end if

33: end if
end if

end for

Appendix B

Table A1 shows the optimal parameters for each classifier discussed in this paper.

145



El
ec

tr
on

ic
s

20
22

,1
1,

16
47

Ta
bl

e
A

1.
Th

e
op

ti
m

al
pa

ra
m

et
er

s
of

ea
ch

cl
as

si
fie

r
ar

e
se

le
ct

ed
by

gr
id

se
ar

ch
.

G
ro

un
d

Tr
ut

h
G

en
er

at
io

n
A

lg
ri

th
m

R
an

do
m

Fo
re

st
G

ra
di

en
tB

oo
st

in
g

D
ec

is
io

n
Tr

ee
Lo

gi
st

ic
R

eg
re

ss
io

n
w

it
h

R
ec

ur
si

ve
Fe

at
ur

e
El

im
in

at
io

n
Su

pp
or

tV
ec

to
r

M
ac

hi
ne

2-
cl

as
s

20
se

ts
da

ta
be

fo
re

in
te

ra
ct

io
n

op
er

at
io

n
(4

00
m

ill
is

ec
on

ds
)

W
ho

le
Fe

at
ur

e
Se

t

m
ax

_d
ep

th
:2

9
m

ax
_d

ep
th

:2
4

O
pt

im
al

nu
m

be
r

of
fe

at
ur

es
:3

8

C
:1

00
.0

m
ax

_f
ea

tu
re

s:
0.

1
m

ax
_f

ea
tu

re
s:

0.
1

ga
m

m
a:

0.
1

m
in

_s
am

pl
es

_l
ea

f:
1

m
in

_s
am

pl
es

_l
ea

f:
2

ke
ne

l:R
BF

m
in

_s
am

pl
es

_s
pl

it
:2

m
in

_s
am

pl
es

_s
pl

it
:7

n_
es

ti
m

at
or

s:
10

0
n_

es
ti

m
at

or
s:

10
0

cr
it

er
io

n:
en

tr
op

y
le

ar
ni

ng
_r

at
e:

1.
0

Ey
e-

O
nl

y
Fe

at
ur

e
Se

t
(N

o
H

an
d-

Ey
e

C
oo

rd
in

at
io

n-
re

la
te

d
Fe

at
ur

e)

m
ax

_d
ep

th
:3

0
m

ax
_d

ep
th

:2
5

O
pt

im
al

nu
m

be
r

of
fe

at
ur

es
:3

9

C
:1

00
.0

m
ax

_f
ea

tu
re

s:
0.

1
m

ax
_f

ea
tu

re
s:

0.
1

ga
m

m
a:

0.
1

m
in

_s
am

pl
es

_l
ea

f:
1

m
in

_s
am

pl
es

_l
ea

f:
3

ke
ne

l:R
BF

m
in

_s
am

pl
es

_s
pl

it
:2

m
in

_s
am

pl
es

_s
pl

it
:2

n_
es

ti
m

at
or

s:
10

0
n_

es
ti

m
at

or
s:

10
0

cr
it

er
io

n:
en

tr
op

y
le

ar
ni

ng
_r

at
e:

1.
0

40
se

ts
da

ta
be

fo
re

in
te

ra
ct

io
n

op
er

at
io

n
(8

00
m

ill
is

ec
on

ds
)

W
ho

le
Fe

at
ur

e
Se

t

m
ax

_d
ep

th
:3

5
m

ax
_d

ep
th

:1
7

O
pt

im
al

nu
m

be
r

of
fe

at
ur

es
:1

6

C
:1

0.
0

m
ax

_f
ea

tu
re

s:
0.

1
m

ax
_f

ea
tu

re
s:

1
ga

m
m

a:
0.

1
m

in
_s

am
pl

es
_l

ea
f:

1
m

in
_s

am
pl

es
_l

ea
f:

19
ke

ne
l:R

BF
m

in
_s

am
pl

es
_s

pl
it

:2
m

in
_s

am
pl

es
_s

pl
it

:8
n_

es
ti

m
at

or
s:

10
0

n_
es

ti
m

at
or

s:
10

0
cr

it
er

io
n:

en
tr

op
y

le
ar

ni
ng

_r
at

e:
1.

0

Ey
e-

O
nl

y
Fe

at
ur

e
Se

t
(N

o
H

an
d-

Ey
e

C
oo

rd
in

at
io

n-
re

la
te

d
Fe

at
ur

e)

m
ax

_d
ep

th
:3

0
m

ax
_d

ep
th

:1
7

O
pt

im
al

nu
m

be
r

of
fe

at
ur

es
:4

1

C
:1

00
.0

m
ax

_f
ea

tu
re

s:
0.

1
m

ax
_f

ea
tu

re
s:

1.
0

ga
m

m
a:

0.
1

m
in

_s
am

pl
es

_l
ea

f:
1

m
in

_s
am

pl
es

_l
ea

f:
14

ke
ne

l:R
BF

m
in

_s
am

pl
es

_s
pl

it
:2

m
in

_s
am

pl
es

_s
pl

it
:2

n_
es

ti
m

at
or

s:
10

0
n_

es
ti

m
at

or
s:

10
0

cr
it

er
io

n:
en

tr
op

y
le

ar
ni

ng
_r

at
e

1.
0

3-
cl

as
s

20
se

ts
da

ta
be

fo
re

in
te

ra
ct

io
n

op
er

at
io

n
(4

00
m

ill
is

ec
on

ds
)

W
ho

le
Fe

at
ur

e
Se

t

m
ax

_d
ep

th
:2

7
m

ax
_d

ep
th

:2
2

O
pt

im
al

nu
m

be
r

of
fe

at
ur

es
:1

C
:1

00
.0

m
ax

_f
ea

tu
re

s:
0.

1
m

ax
_f

ea
tu

re
s:

0.
1

ga
m

m
a:

0.
1

m
in

_s
am

pl
es

_l
ea

f:
1

m
in

_s
am

pl
es

_l
ea

f:
12

ke
ne

l:R
BF

m
in

_s
am

pl
es

_s
pl

it
:2

m
in

_s
am

pl
es

_s
pl

it
:2

n_
es

ti
m

at
or

s:
10

0
n_

es
ti

m
at

or
s:

10
0

cr
it

er
io

n:
gi

ni
le

ar
ni

ng
_r

at
e:

0.
1

146



El
ec

tr
on

ic
s

20
22

,1
1,

16
47

Ta
bl

e
A

1.
C

on
t.

G
ro

un
d

Tr
ut

h
G

en
er

at
io

n
A

lg
ri

th
m

R
an

do
m

Fo
re

st
G

ra
di

en
tB

oo
st

in
g

D
ec

is
io

n
Tr

ee
Lo

gi
st

ic
R

eg
re

ss
io

n
w

it
h

R
ec

ur
si

ve
Fe

at
ur

e
El

im
in

at
io

n
Su

pp
or

tV
ec

to
r

M
ac

hi
ne

Ey
e-

O
nl

y
Fe

at
ur

e
Se

t
(N

o
H

an
d-

Ey
e

C
oo

rd
in

at
io

n-
re

la
te

d
Fe

at
ur

e)

m
ax

_d
ep

th
:2

9
m

ax
_d

ep
th

:1
2

O
pt

im
al

nu
m

be
r

of
fe

at
ur

es
:1

C
:1

0.
0

m
ax

_f
ea

tu
re

s:
0.

1
m

ax
_f

ea
tu

re
s:

0.
1

ga
m

m
a:

1.
0

m
in

_s
am

pl
es

_l
ea

f:
1

m
in

_s
am

pl
es

_l
ea

f:
1

ke
ne

l:R
BF

m
in

_s
am

pl
es

_s
pl

it
:2

m
in

_s
am

pl
es

_s
pl

it
:3

n_
es

ti
m

at
or

s:
99

n_
es

ti
m

at
or

s:
10

0
cr

it
er

io
n:

en
tr

op
y

le
ar

ni
ng

_r
at

e:
0.

1

40
se

ts
da

ta
be

fo
re

in
te

ra
ct

io
n

op
er

at
io

n
(8

00
m

ill
is

ec
on

ds
)

W
ho

le
Fe

at
ur

e
Se

t

m
ax

_d
ep

th
:2

9
m

ax
_d

ep
th

:1
8

O
pt

im
al

nu
m

be
r

of
fe

at
ur

es
:4

8

C
:1

0.
0

m
ax

_f
ea

tu
re

s:
0.

1
m

ax
_f

ea
tu

re
s:

0.
9

ga
m

m
a:

0.
1

m
in

_s
am

pl
es

_l
ea

f:
1

m
in

_s
am

pl
es

_l
ea

f:
12

ke
ne

l:R
BF

m
in

_s
am

pl
es

_s
pl

it
:2

m
in

_s
am

pl
es

_s
pl

it
:9

n_
es

ti
m

at
or

s:
98

n_
es

ti
m

at
or

s:
99

cr
it

er
io

n:
gi

ni
le

ar
ni

ng
_r

at
e

0.
3

Ey
e-

O
nl

y
Fe

at
ur

e
Se

t
(N

o
H

an
d-

Ey
e

C
oo

rd
in

at
io

n-
re

la
te

d
Fe

at
ur

e)

m
ax

_d
ep

th
:2

9
m

ax
_d

ep
th

:1
7

O
pt

im
al

nu
m

be
r

of
fe

at
ur

es
:4

0

C
:1

0.
0

m
ax

_f
ea

tu
re

s:
0.

1
m

ax
_f

ea
tu

re
s:

0.
1

ga
m

m
a:

0.
1

m
in

_s
am

pl
es

_l
ea

f:
1

m
in

_s
am

pl
es

_l
ea

f:
14

ke
ne

l:R
BF

m
in

_s
am

pl
es

_s
pl

it
:2

m
in

_s
am

pl
es

_s
pl

it
:2

n_
es

ti
m

at
or

s:
88

n_
es

ti
m

at
or

s:
10

0
cr

it
er

io
n:

gi
ni

le
ar

ni
ng

_r
at

e:
0.

1

147



Electronics 2022, 11, 1647

References
1. Biocca, F.; Delaney, B. Immersive Virtual Reality Technology. In Communication in the Age of Virtual Reality; L. Erlbaum Associates

Inc.: Mahwah, NJ, USA, 1995; pp. 57–124.
2. Burdea, G.C.; Coiffet, P. Virtual Reality Technology; John Wiley & Sons: Hoboken, NJ, USA, 2003.
3. Duchowski, A.T. A breadth-first survey of eye-tracking applications. Behav. Res. Methods Instrum. Comput. 2002, 34, 455–470.

[CrossRef] [PubMed]
4. Duchowski, T. Gaze-based interaction: A 30 year retrospective. Comput. Graph. 2018, 73, 59–69. [CrossRef]
5. Jacob, R., Eye Tracking in Advanced Interface Design. In Virtual Environments and Advanced Interface Design; Oxford University

Press, Inc.: Oxford, MS, USA, 1995; pp. 258–288.
6. Hansen, J.; Rajanna, V.; MacKenzie, I.; Bækgaard, P. A Fitts’ Law Study of Click and Dwell Interaction by Gaze, Head and Mouse

with a Head-Mounted Display. In Proceedings of the Workshop on Communication by Gaze Interaction (COGAIN ’18), Warsaw,
Poland, 14–17 June 2018; Association for Computing Machinery: New York, NY, USA, 2018. [CrossRef]

7. Blattgerste, J.; Renner, P.; Pfeiffer, T. Advantages of Eye-Gaze over Head-Gaze-Based Selection in Virtual and Augmented Reality
under Varying Field of Views. In Proceedings of the Symposium on Communication by Gaze Interaction; ACM: New York, NY,
USA, 2018.

8. Rajanna, V.; Hansen, J. Gaze Typing in Virtual Reality: Impact of Keyboard Design, Selection Method, and Motion. In Proceedings
of the 2018 ACM Symposium on Eye Tracking Research & Applications (ETRA ’18), Warsaw, Poland, 14–17 June 2018; Association
for Computing Machinery: New York, NY, USA, 2018. [CrossRef]

9. Pai, Y.; Dingler, T.; Kunze, K. Assessing hands-free interactions for VR using eye gaze and electromyography. Virtual Real. 2019,
23, 119–131. [CrossRef]

10. Piumsomboon, T.; Lee, G.; Lindeman, R.; Billinghurst, M. Exploring natural eye-gaze-based interaction for immersive virtual
reality. In Proceedings of the 2017 IEEE Symposium on 3D User Interfaces (3DUI), Los Angeles, CA, USA, 18–19 March 2017;
pp. 36–39. [CrossRef]

11. Qian, Y.; Teather, R. The Eyes Don’t Have It: An Empirical Comparison of Head-Based and Eye-Based Selection in Virtual Reality.
In Proceedings of the 5th Symposium on Spatial User Interaction (SUI ’17), Brighton, UK, 16–17 October 2017; Association for
Computing Machinery: New York, NY, USA, 2017; pp. 91–98. [CrossRef]

12. Kytö, M.; Ens, B.; Piumsomboon, T.; Lee, G.; Billinghurst, M., Pinpointing: Precise Head- and Eye-Based Target Selection for
Augmented Reality. In Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems, Montreal, QC, Canada,
21–27 April 2018; Association for Computing Machinery: New York, NY, USA, 2018; pp. 1–14.

13. Luro, F.; Sundstedt, V. A Comparative Study of Eye Tracking and Hand Controller for Aiming Tasks in Virtual Reality. In
Proceedings of the 11th ACM Symposium on Eye Tracking Research & Applications (ETRA ’19), Denver, CO, USA, 25–28 June
2019; Association for Computing Machinery: New York, NY, USA, 2019. [CrossRef]

14. Scott, N.; Zhang, R.; Le, D.; Moyle, B. A review of eye-tracking research in tourism. Curr. Issues Tour. 2019, 22, 1244–1261.
[CrossRef]

15. Kim, S.J.; Laine, T.H.; Suk, H.J. Presence Effects in Virtual Reality Based on User Characteristics: Attention, Enjoyment, and
Memory. Electronics 2021, 10, 1051. [CrossRef]

16. Wolfe, J.M.; Horowitz, T.S. Five factors that guide attention in visual search. Nat. Hum. Behav. 2017, 1, 0058. [CrossRef]
17. Wolfe, J.M. Guided Search 6.0: An updated model of visual search. Psychon. Bull. Rev. 2021, 28, 1060–1092. [CrossRef]
18. McNally, R.J. Attentional bias for threat: Crisis or opportunity? Clin. Psychol. Rev. 2019, 69, 4–13. [CrossRef]
19. Anobile, G.; Arrighi, R.; Castaldi, E.; Burr, D.C. A Sensorimotor Numerosity System. Trends Cogn. Sci. 2021, 25, 24–36. [CrossRef]
20. Liu, X.; Chen, T.; Xie, G.; Liu, G. Contact-Free Cognitive Load Recognition Based on Eye Movement. J. Electr. Comput. Eng. 2016,

2016, 1–8. [CrossRef]
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Abstract: Background: Virtual reality (VR) is a technological resource that allows the generation of an
environment of great realism while achieving user immersion. The purpose of this project is to use VR
as a complementary tool in the rehabilitation process of people with physical and cognitive disabilities.
An approach based on performing activities of daily living is proposed. Methods: Through joint
work between health and IT professionals, the VR scenarios and skills to be trained are defined.
We organized discussion groups in which health professionals and users with spinal injury, stroke,
or cognitive impairment participated. A testing phase was carried out, followed by a qualitative
perspective. As materials, Unity was used as a development platform, HTC VIVE as a VR system, and
Leap Motion as a hand tracking device and as a means of interacting with the scenarios. Results: A VR
application was developed, consisting of four scenarios that allow for practicing different activities
of daily living. Three scenarios are focused on hand mobility rehabilitation, while the remaining
scenario is intended to work on a cognitive skill related to the identification of elements to perform a
task. Conclusions: Performing activities of daily living using VR environments provides an enjoyable,
motivating, and safe means of rehabilitation in the daily living process of people with disabilities and
is a valuable source of information for healthcare professionals to assess a patient’s evolution.

Keywords: immersive environment; cognitive impairment; physical disability; unity; rehabilitation

1. Introduction

During the rehabilitation process of people with disabilities carried out in therapeutic
centers, appropriate work environments are generally reproduced in order to improve
different physical and cognitive skills. Activities of daily living are frequently practiced in
these sessions to increase the patient’s functional capacity as well as consequently his or her
independence. The configuration of an appropriate workspace to practice such activities
can become very complex. This may give rise to physical or economic barriers that hinder
access to such environments by healthcare institutions and entities.

Thus, in order to practice different household tasks such as cooking, setting the table,
doing the laundry, or gardening, it may be necessary to have certain rooms in a house
as well as the necessary equipment. In addition to household chores, other examples of
daily activities that are often the subject of therapeutic intervention include shopping in a
supermarket, driving a car, moving around a city independently, and activities related to
personal care.

It is unfeasible for a healthcare center to have effective environments for the devel-
opment of all of the above activities. In addition, the execution of certain activities in real
spaces without adequate training may pose a risk to the user and his or her environment,
including such activities as driving vehicles, handling certain household products, and
using kitchen utensils.

As a solution to the previous problem, the use of virtual reality (VR) has been proposed
to generate virtual spaces for the practice of daily life activities. VR is a technological
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resource that allows the generation of environments with a real appearance and interaction
with the different elements of scenarios in a similar way as would happen in the real
world [1].

The use of virtual environments represents an interesting possibility to reduce the
physical and economic limitations in existing configurations, and can generate a safe way
of working with those tasks that can represent a danger for the user until he or she has the
appropriate skills. In addition, the use of VR can offer better results in certain exercises
compared to conventional rehabilitation. This has been pointed out in a study carried out
with people with Parkinson’s in which the use of VR and conventional rehabilitation was
compared [2].

In that case, a VR application was created consisting of four scenarios = representing
activities of daily life configured in such a way as to train various physical and cognitive
abilities. Three of the scenarios aimed at improving the grip and manipulation of items
with the hands and practicing wrist movement. The remaining scenario was intended for
practicing the identification of items in the performance of an everyday task.

Unlike other studies [3–5], games or commercial applications of general scope have not
been used. These are personalized environments adapted to people who require training for
some physical or cognitive pathology. Other noteworthy cases include the use of the Leap
Motion device, which allows users to interact with their hands in VR scenarios without the
need for controls.

2. Related Work

After a bibliographic analysis of the use of VR equipment in intervention processes for
people with disabilities, several studies with satisfactory results stand out and invite further
research along these lines. An example of this is a case study on elderly people, including
two people with Parkinson’s disease [6]. In this study, two tests were performed in virtual
environments: a purely observational test used as the first contact with VR, and another
that involved the movement of different parts of the body and coordination movements.
As equipment, the authors used HTC VIVE VR glasses, two controllers, and sensors to
delimit the workspace, and used TheBlue [7] and NVIDIA VR FunHouse [8] games on
the software side. TheBlue is a relaxing and mainly observational experience, and was
used to introduce users to VR technology. At the end of its run, users were asked about
the presence of cybersickness. In the NVIDIA VR FunHouse game, the participants had
to perform different tasks such as picking up and throwing objects or popping balloons.
Through these tasks, they worked on body movement and coordination. As a result, the
authors noted that all participants completed the tests successfully and without adverse
effects. In addition, they pointed out that one of the participants used a wheelchair and
that because of his pathology he had dorsal kyphosis (curvature of the spine in the cervical
area), which made it difficult for him to fully visualize the virtual environment. In order to
solve this problem, they tilted his chair during the activity. All users were satisfied with the
tests and were willing to repeat them, even recommending their use. As for improvement,
one of the participants mentioned possible improvements to the ergonomics of the controls,
and one of the users reported slight fatigue at the end of the second test as well as an
increase in saliva.

Several studies about the use of VR in the rehabilitation of people following strokes
have considered this technology a promising technique in the rehabilitation process [9,10].
As concerns our proposal, we find very interesting the work carried out by researchers
at the Polytechnic University of Barcelona in collaboration with the Functional Diversity
Association of Osona (ADFO) [11]. In this study, two VR applications were developed
oriented to the treatment of physical and cognitive disabilities, mainly aimed at people
who had suffered a stroke. The physical rehabilitation application consisted of an avatar to
guide the user in the movement of different parts of the body. The cognitive rehabilitation
application uses an environment that simulates a supermarket, in which the user has to
do their shopping. The objective is to improve memory, coordination, and attention. The
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hardware used once again consists of HTC VIVE VR glasses, two controllers, and sensors
that delimit the workspace. On the software side, it is worth noting that the VR scenarios
were developed by the project’s researchers. This allowed them to customize the work
environments and direct them to the treatment of a series of specific physical and cognitive
abilities, a very positive and differentiating aspect compared to other studies.

It is necessary to mention the WalkinVR application [12], which aims to make VR
accessible to people with disabilities. This tool can adapt any game or VR environment
from the Steam VR catalog. In addition, it is compatible with multiple VR devices, such as
HTC VIVE and Oculus Rift. Its main functions are:

• Virtual Movement and Rotation, a function aimed at users with mobility problems,
such as those who use wheelchairs or are bedridden;

• Assisted Play, a function designed for people with mobility disorders that make it
difficult to use controllers to move around in a game;

• Controller Position Adjustment, which allows solving certain movement restrictions,
such as having to place the game controllers at a certain height;

• Hand Tracking. a function aimed at people who, due to their pathology, cannot hold
game controllers.

Despite not being a tool aimed at the rehabilitation of people with disabilities, this is a
very interesting option in many ways, as it facilitates access to VR for people with certain
physical or cognitive conditions. In addition, various games can be used for the rehabilita-
tion of certain pathologies, which provides a safe, enjoyable, and motivating medium for
intervention sessions for people with disabilities. However, by using commercial games
there is no customization of activities to the pathologies of the users, something that is
considered in our proposal.

In summary, the studies analyzed above suggest that VR can be a very interesting
tool in rehabilitation sessions for people with disabilities. The use of VR environments is
an enjoyable, motivating, and safe way to perform physical or cognitive exercises. Our
proposal is not limited to the rehabilitation of physical or cognitive skills; rather, it has
exercises for working on both types of skills. Particularly noteworthy is the customization of
scenarios and the use of the hands as a means of interaction, which eliminates the need for
controls. The non-use of controls is noteworthy because it significantly increases immersion
in VR environments and provides greater realism in the performance of activities. In
addition, in the context of rehabilitation it is even more important, as some users with
physical pathologies involving their hands may have difficulties in holding and handling
controllers. Interaction through the hands for a long time can be more fatiguing than other
means of interaction [13]. Another differentiating aspect of our proposal is the special care
involved in the design of virtual environments. Numerous 3D models were configured
in order to be as close to reality as possible. Likewise, deep work was performed in the
development and implementation of the functions in order to achieve a realistic interaction
with the objects of the scene. As a result, great immersion of the user in the VR scenarios
was achieved along with an interaction system that allows movements very close to reality.

Although VR has been presented as a promising technology in the rehabilitation
process of people with disabilities, there are limitations to be aware of. The use of VR
scenarios by blind or deaf people can offer certain barriers without adequate help. However,
there are studies that deal with this problem and that provide hopeful results [14,15]. In
addition, an interesting study [16] reflects the importance of analyzing factors that influence
the perceived stigma associated with the use of assistive technologies. Greater care in
development could reduce technology abandonment and perceived stigmas. Possible
difficulties in implementing VR systems in rehabilitation centers should be taken into
account. Healthcare professionals do not usually have close contact with ICTs, and care
must be taken in designing applications in order to make them simple and intuitive.
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3. Materials and Methods

Meetings were scheduled with different entities and organizations in the health field,
particularly those working with people with disabilities. The objective of these meetings
was to obtain information about the work sessions implemented by professionals for the
users of these centers. Different needs and improvements in the therapeutic sessions that
could be solved through the use of VR scenarios were registered. Thus, the pathologies
to be treated, the virtual scenarios, and the actions that users should perform in these
environments were defined. Four scenarios were agreed upon: the first scenario represented
a living room and was intended to train movement with the hands (displacement, grip,
and rotation). Users had to place different pieces of fruit in a fruit bowl, which involves
practicing different grip modes. The second scenario simulated a kitchen, and aimed to
improve difficulties with wrist movement. Users had to turn on a faucet, fill a jug with
water, and turn the faucet off again. The third scenario again represented a living room; its
purpose was to train the handling of cutlery. Users had to hold a fork and knife and cut a
piece of meat. The fourth scenario represented a kitchen, and its objective was to practice
the identification of elements required to carry out a task. Users had to select the foods
needed to prepare breakfast and the appropriate cutlery to eat it.

Once the scenarios were defined, the appropriate components for the development of
the application were selected and configured. Unity was used as the development platform
for the VR scenarios, in combination with different plugins and libraries. To generate the
VR experience, HTC VIVE glasses and a Leap Motion device were used. Sections 3.1 and 3.2
describe in detail the software and hardware used.

After the development of the application, three discussion groups were organized
with the centers of people with disabilities. Four users and four health professionals
participated in each session. All participants had a spinal injury, stroke, or cognitive
impairment. Each user tried only those VR environments suitable for their pathology.
The tests were developed in the controlled environment of the research group’s lab. A
qualitative perspective was followed in which the perceptions and opinions of users and
health professionals were recorded. In order to do this, several questions were defined:

• How people felt about the use of VR equipment and scenarios;
• Whether VR environments were considered useful in the rehabilitation process;
• What components would participants remove;
• What elements could be incorporated into the design of the scenarios;
• How the users felt during and after finishing the activity.

3.1. Hardware

• HTC VIVE is VR equipment created by HTC and Valve [17]. It performs the visual
representation of VR applications and allows the user to interact with the scenarios.
The main components of this equipment are glasses, controls, and position sensors.

Additionally, it is necessary to have computer equipment that meets the minimum
requirements specified by the manufacturer and to prepare the physical space where the
users will move. An area of a minimum of 3 m2 and a maximum of 15 m2 is required for the
position sensors to be placed. After all of the components have been installed, we simply
need to run a game on the computer, put on the glasses, grab the controls and step into the
play area.

• Leap Motion: This is an optical system capable of tracking the hands and fingers,
allowing interaction with digital content such as games or applications of different
kinds [18]. This device integrates perfectly with the HTC VIVE glasses (Figure 1).
Considering the objectives of this project, the use of Leap Motion provides great
benefits in the interaction with the elements of the different scenarios. In addition to
providing much more realistic environments, the amount of movements that can be
performed with the hands is not comparable to that which a remote control allows.

154



Electronics 2022, 11, 1586

For these reasons, it was decided to make use of this device in all of the scenarios
we developed.

Figure 1. HTC VIVE glasses with Leap Motion.

3.2. Software

• Unity [19]: This is a real-time 3D development platform which allows the creation
of interactive environments for multiple platforms, including PC, consoles, or VR
equipment [20]. It is available with Windows, Mac OS, or GNU/Linux operating
systems and offers various types of licenses classified according to whether it is to be
used in a personal or business environment.

• OpenVR [21]: This is an API created by Valve that allows access to the hardware
of different VR equipment such as HTC VIVE or Oculus Rift. It is necessary to
add OpenVR in Unity to correctly compile the environment and obtain a functional
program for the HTC VIVE device.

• SteamVR [22]: This runtime environment allows the use of applications developed
with the OpenVR API.

• Unity Leap Motion Modules: The manufacturer of Leap Motion provides various
modules [23] that must be imported into Unity to access the API of the device, as well
as different resources that will facilitate the development of the different scenarios.
Specifically, in this project, the Core and Interaction Engine modules were used.

4. VR Application

The solution proposed in this project consists of a VR application that has different
environments simulating situations of daily life, configured in such a way as to allow
training of various physical and cognitive abilities. The use of spaces that represent
situations of real life is intended to allow the user to train that physical and cognitive
problem naturally through action or challenge that he/she is likely to have to perform daily.

As the usual Unity programming methodology was followed, first, the different 3D
objects that form the VR scenarios were created and imported. Then, the programming
process was carried out, consisting of the creation of a set of scripts to provide functionality
to the objects and allow user interaction.

Four scenarios were developed to represent environments in which activities related to
food and cooking take place. Three of the scenarios aimed at treating mobility problems in
the hands, such as the grasping of objects or the rotation and prono-supination movement
of the wrist. The fourth scenario is intended to improve problems of a cognitive nature, in
particular, the identification of elements to perform a common task of daily living, such as
preparing breakfast.

These scenarios were modeled and implemented in the form of a test, with specific
goals that the user must achieve. In this way, the person who participates in the test can
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feel more motivated to reach the established objectives in comparison with traditional
rehabilitation sessions. During the test with VR scenarios the user trains and progressively
improves their abilities, reducing their functional limitations. In the execution of each
environment, the user knows their progress in the pursuit of the objectives to be achieved
through the use of visual or sound signals. After finishing the objective, a report is generated
with data of interest on the specific skill being worked on that (Table 1) together with a
live visualization of the test, allowing healthcare professionals to assess and check the
user’s evolution.

Table 1. Example of the data recorded in the Fruit Bowl scenario.

User Test Time
(Min.)

Left Hand Right Hand

ABD ADD PF WE PE PI ABD ADD PF WE PI PE

User 1 1.02 0◦ 76.52◦ 34.25◦ 54.79◦ 102.51◦ 52.40◦ 31.37◦ 36.64◦ 50.58◦ 38.05◦ 39.00◦ 131.54◦

User 2 2.01 44.77◦ 48.33◦ 22.37◦ 71.48◦ 179.92◦ 18.19◦ 63.53◦ 80.06◦ 37.53◦ 71.83◦ 31.51◦ 179.87◦

User 3 0.51 9.45◦ 57.74◦ 0◦ 45.477◦ 33.14◦ 23.59◦ 0◦ 0.24◦ 0◦ 5.51◦ 9.36◦ 0◦

User 4 2.18 79.48◦ 81.29◦ 80.17◦ 45.88◦ 123.9◦ 45.16◦ 0◦ 76.52◦ 52.30◦ 11.59◦ 22.45◦ 52.86◦

User 5 0.46 25.13◦ 48.05◦ 53.14◦ 54.83◦ 47.27◦ 36.45◦ 92.46◦ 35.22◦ 36.95◦ 74.72◦ 28.21◦ 105.20◦

User 6 0.58 77.09◦ 53.85◦ 45.46◦ 40.11◦ 138.64◦ 14.96◦ 0◦ 5.57◦ 29.53◦ 0◦ 3.76◦ 2.12◦

User 8 3.25 63.23◦ 85.38◦ 64.09◦ 41.87◦ 178.62◦ 36.01◦ 53.84◦ 95.71◦ 30.29◦ 69.38◦ 0◦ 178.92◦

Mean 1.25 37.39◦ 56.40◦ 37.44◦ 44.30◦ 100.5◦ 28.35◦ 30.15◦ 41.25◦ 29.65◦ 33.89◦ 16.79◦ 81.31◦

(ABD) Abduction, (ADD) Adduction, (PF) Palmar Flexion, (WE) Wrist Extension, (PE) Prono-supination External,
(PI) Prono-supination Internal.

When starting the application, a home screen is displayed in which the user’s first and
last name must be entered. This information is later used as a means of identification in the
activity report. After the user’s data has been inserted, the VR application starts and the
user sees an initial scenario through which he or she can select each work environment or
end the application.

4.1. Description of Environments

• Fruit bowl scenario: Simulates the living room of a house; the mission proposed to the
user is to place a series of pieces of fruit in a fruit bowl (Figure 2). The therapeutic
objective of this scenario is to improve the grip and manipulation of the elements
(which have different forms) with the hands. Thus, the use of different pieces of fruit
allows the training of different grip modes, and the action of placing them in a fruit
bowl allows the practice of hand movement combined with the grasping of elements.
The movement that the user has to perform is spherical power grasping, implicating
the long finger flexors to grasp and long finger extensors to release each fruit.

Figure 2. Fruit bowl scenario.
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• Tap scenario: Simulates a kitchen; the objective proposed to the user is to fill a jug with
water (Figure 3). To meet the goal, the user must open the screw tap using a rotational
movement, fill the jug, and close it again. The aim is to improve difficulties present
in the movement of the wrist. The action of turning the screw tap to open and close
it, which allows training the rotation of the wrist in both directions of rotation while
at the same time training a common action of daily life. The user has to perform a
precision disc grasp. In addition, with this dam the user has to rotate the wrist to the
right or left depending on whether they want to open or close the tap.

Figure 3. Tap scenario.

• Cutlery scenario: Again, the scenario represents a living room of a house; the action
proposed to the user is to grab a knife and a fork and cut a piece of meat (Figure 4).
The purpose of this scenario is to improve the grip and handling of cutlery. Users
may have problems with the handling of cutlery at different meals of the day, which
can limit their independence. The use of VR provides a safe, realistic, and motivating
means of training. In this case, the movement and grasp implicate more manipulative
dexterity. The user has to apply precision grasping with three fingers or with a thumb
and finger. The movement implicates the flexo-extension of the elbow and rotation of
the shoulders.

Figure 4. Cutlery scenario.

• Breakfast scenario: This environment, unlike the previous ones, aims to improve a
problem of a cognitive nature related to the identification of elements to carry out an
activity of daily life (Figure 5). Its execution implies working on the movement of
the hands. Eating and cooking are common tasks in our daily lives, and are an ideal
way to train those difficulties in identifying elements to perform certain tasks. In this
scenario, the user must find several types of cutlery and different foods commonly
present at breakfast, such as milk or cereals, and others that have nothing to do with it,
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such as a lemon or chicken breasts. In this way, the user has to select the food needed
to prepare breakfast and the appropriate cutlery to take it. In this case, the grasp again
implicates the whole hand, both spherical and cylindrical power grasping, involving
the extensor and flexors muscles of the fingers. In addition, the user has to move over
the space in order to transport objects from the worktop to the table and turn him
or herself.

Figure 5. Breakfast scenario.

4.2. Visual and Audio Signals

To make the different environments more realistic, audio has been added to the
different actions that take place during the execution of each environment. In addition,
visual and audio cues have been added in order to provide feedback to the user on their
progress in achieving the objectives of each test.

In the Fruit Bowl scenario, audio is played to simulate the real sound of hands touching
the fruit. Regarding the tracking of the objectives, 3D models of the different pieces of fruit
are used to create a panel where each fruit is displayed in black and white. Each fruit on
the panel is associated with the real object that the user grabs with their hand; when a piece
of fruit is placed in the fruit bowl, its representation on the panel changes from black and
white to full color, and a sound is emitted each time one of the fruits is placed in the fruit
bowl. In addition, after all the fruits have been placed in the fruit bowl a special sound is
emitted to indicate the end of the game.

In the Tap scenario, when the screw tap is moved audio is played to simulate the
sound it would make in reality, and the audio simulates the water flow. A panel with three
objects representing a star was added, with each star associated with a game goal; the
achievement of each goal illuminates its corresponding star and emits a sound. In addition,
when all three objectives are achieved a special sound is emitted to indicate the end of
the game.

In the Cutlery scenario, a sound is played simulating the cutting of the meat. The
progress in the activity can be checked through a light bar and a percentage indicator,
which vary as cuts are made. When the bar reaches 100%, a sound is played to indicate the
end of the activity.

Finally, the implementation of the Breakfast scenario is carried out in the same way
as the Fruit Bowl scenario; that each time one of the breakfast elements is placed on the
indicated table, its representation on the panel changes from black and white to color, and
a sound is played.

4.3. Data Export

One of the objectives of the project is the export of the data generated during the
activity in the different scenarios for subsequent evaluation by a therapist. Thus, after the
activity is finished a report is generated with different data of interest for the evaluation
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of the user. On the one hand, the maximum value (in degrees) that each hand is able to
move in the X, Y, and Z axes is saved; thus, the lateral, vertical, and rotational movement of
each hand can be evaluated. In addition, the name of the activity, the time of duration, and
the date of completion are recorded. Table 1 shows an example of the data recorded by the
Fruit Bowl scenario from the test sessions with entities and organizations.

To make it easier to keep track of different users, the application generates a separate
file for each user and saves their activity logs in an orderly manner, taking into account
the user’s data indicated on the main screen of the application. If the user later uses the
application again, the application will check to see whether a file already exists for that
user. If it exists, it will continue to save the user’s data. Otherwise, it will create a new file.
This facilitates the process of following up on the situation of each user.

5. Results

After the application test was finished, different discussion groups were organized
with entities and organizations from the social and health sectors. The purpose of these
meetings was to assess the usability of the application, its suitability for the rehabilitation
of the pathologies to be treated, and the users’ reaction to the use of VR as a therapeutic
tool. Before starting the exercise, users were provided with an explanation about the VR
device, the tasks and the ability needed to work in each of the scenarios.

According to the methods applied and the questions asked during the focus groups
with both professionals and users, several interesting features emerged.

In response to the above questions, most users indicated that the glasses were com-
fortable, except for one user who highlighted their weight as a negative. On the other
hand, users and therapists saw it as very positive to not have to use controls. Regarding
the design of the scenarios, all users were satisfied with the environments represented and
highlighted as a positive the performance of daily life tasks as a means of rehabilitation. Re-
garding its usefulness in the rehabilitation process, the therapists verified that the activities
presented in the virtual scenarios were correctly adjusted to the therapeutic intervention of
the pathologies to be trained. In addition, both users and health professionals highlighted
the way that the proposed activities made the rehabilitation process motivating and enter-
taining. Regarding the removal or addition of components to the scenarios, several users
suggested an increase in the size of the text of the instructions. Likewise, the therapists
recommended the incorporation of instructions in audio format. All users expressed feeling
good during the development of the test. Only one of the users reported slight tiredness at
the end of the exercise. None of the users felt dizzy, something that frequently occurs when
using VR systems.

In the different organized discussion groups, all of the tests carried out were completed,
and it was concluded that the developed application can be a powerful tool in rehabilitation
sessions. It must be emphasized that these activities represent situations of daily life and
that their implementation makes them motivating, entertaining, and safe.

6. Discussion

This project aimed to create VR scenarios as a tool during the rehabilitation process
for people with disabilities. In order to do this, an application was created consisting of
different environments that simulate everyday life situations configured in a way that
allows training in different physical and cognitive abilities. In this section, the main
developments and designed virtual scenarios are presented, highlighting their application
for improving the rehabilitation process of people with disabilities.

In this article, the benefits of using an HTC VIVE device in combination with the
Leap Motion device have been demonstrated. However, other devices of great interest are
starting to emerge, such as the Oculus Quest. This VR equipment stands out for its lower
cost and for being autonomous (that is, it does not require a computer or external sensors
to configure the VR space), as well as for incorporating hand tracking into the device itself.
These characteristics make it a very attractive device and invite future research on new more
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affordable and accessible devices, which could facilitate its implementation in homes and
medical centers. We were able to find works [24] in which these devices are beginning to be
used, and in which a resulting simplification can be observed in terms of installation and
configuration of the VR space. Taking into account the above, it would be of great interest
to carry out a comparative study between HTC VIVE and Oculus Quest. This would
make it possible to observe in detail the advantages and disadvantages of each device and
consequently choose the most appropriate for particular rehabilitation processes.

Leap Motion device is an optical system capable of tracking the movement of a person’s
hands and fingers, which allows her/him to interact with the different environments
directly without the need for controls. The incorporation of this device was an added value
in our project, as several work environments under study were intended to work with
mobility problems in the hands, which is undoubtedly carried out more effectively by
avoiding the use of controls as a means of interaction with the virtual space. In addition, at
a general level it allows a greater immersion of the user in any type of environment. The
cost of such a device is approximately USD 90, a very low cost considering the benefits it
brings to the project.

After analyzing different tools existing in the current market in the Background section,
the main differentiating features of the tool proposed in this project are highlighted, along
with possible points for improvement.

In the study “Immersive Virtual Reality in older people: a case study” [6], one of the
participants suggested improving the ergonomics of the controls. Our proposal would
contribute to eliminating the ergonomics problem of the controllers, as the integration of
the Leap Motion device avoids the use of the controllers, allowing the use of the hands as
a means of interaction with the VR environments. In addition, it would provide greater
realism and a wide range of possibilities in terms of interaction in the scenarios. The
difference would be remarkable; think of the movements a person can make with the joints
of one hand compared to the limitations of interacting with a controller as a medium.

On the other hand, programming our scenario would allow an option to be added
to the interface in which we could configure the inclination of the camera in charge of
capturing the elements of the scene. In this way, we could adapt this inclination to the
user’s problems. In the study in question, we would have avoided having to recline the
wheelchair of the user with dorsal kyphosis.

In the analysis of the tool proposed by the Polytechnic University of Barcelona [11],
we can highlight as very positive that the scenarios were developed by the researchers
themselves; this allows better adaptation of the environments to the pathologies to be
treated. The need to interact with controls can be a limitation for certain users, as, due
to their pathology, they may have problems with the grip or with pressing the different
buttons. This inconvenience can be solved using the Leap Motion device.

In a study similar to the previous one [25], in addition to using personalized scenarios,
the Leap Motion device was used as a means of interaction. However, unlike our proposal,
less realistic scenarios were observed, with an appearance more similar to a game than to
real life. The same was the case in the interaction with the elements of the stage, which
were not entirely realistic. For example, to open or close a faucet the users were required
open or close their hand, instead of having to make the opening movement.

The WalkinVR application [12] provides both users and healthcare professionals with
a wide range of possibilities by making all the games in the SteamVR catalog accessible to
people with disabilities.

In fact, in the SteamVR catalog there are experiences derived from the application of
games for health, with a focus on their impact on motivation, therapeutic results, and the
behavior of users. However, these applications fail in the adequacy of the principles of
universal design, and there are not any guidelines of accessibility oriented to the developers
of the virtual environments [26].

Nevertheless, when using commercial apps as a complementary resource in rehabilita-
tion sessions with people with disability it is possible to find several drawbacks, such as
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lack of customization, as these are general-purpose applications with few configuration
options. Another difficulty is language, as most of the applications are only in English,
which can negatively affect the VR experience; for example, non-English speakers may not
know the objective of the game. For the most part, commercial applications are complex,
their instructions are not easy to understand, and they do not give feedback to the user
to guide him or her during the game. [27]. The need to use the controls to manage the
elements in the VR environment is an important barrier and handicap for people with
disabilities involving movement limitations in their arms and hands.

In a review of the application of Virtual Reality in Complex Medical Rehabilitation, it
was concluded that “the use of virtual environments has proven effective for the recovery
of impaired motor skills in people with disabilities”. Nevertheless, it is necessary to
provide personalized scenarios, goals, and tasks in order to achieve the maximum possible
improvement in physical and cognitive skills as well as to register the results obtained
during the sessions for each user [28].

Therefore, in the present project, a customizable VR application has been created to
improve the rehabilitation process of people with disabilities. The virtual scenarios can be
adapted to the needs of the user, who can interact with the environment directly with his
or her hands thanks to the Leap Motion device, avoiding the use of controls. The visual
and auditory feedback offered through the application is another strong point, and is a
differential element compared to other commercial applications.

During the execution of each environment, the user receives feedback in order to
always know the goal of the game and their progress in it. After finishing the task, a report
is generated with data of interest on the specific skill that is being worked on, allowing the
therapist to assess the evolution of the user.

During and after the development of the presented scenarios, the researchers were
advised by health professionals from rehabilitation centers. Several meetings and trials
with real users were carried out in order to configure and improve the scenarios and the
inputs and outputs of the application. This collaborative work allowed for the creation
and design of interactive solutions in which virtual scenarios meet the preferences, needs,
and specifications of both professionals and users. Just this type of implication from all
stakeholders suggests that it is possible to develop useful, practical, and relevant scenarios
for the process of rehabilitation.

Future Research Directions

A new VR application is currently being developed that will allow even greater
customization of the scenarios. This application will have an initial menu through which a
professional will be able to select the virtual scenario and configure the available options to
adapt them to a specific user. Several of the customizable options will take into account the
degree of difficulty of performing the activity, both physically and cognitively. Different
scenarios are currently being developed:

• An environment recreating an outdoor orchard: The user has to collect different
vegetables indicated in the initial instructions. The scenario will allow training in both
physical and cognitive skills. The professional can configure the main features, such
as the level of difficulty or the height where the vegetables are located, to adapt the
task to the progression of the person.

◦ To train physical abilities, the scenario can be oriented to strengthen the thora-
columbar musculature in people who use a wheelchair. One of the tasks implicates
that the person must collect tomatoes, located at different heights, and place them
into boxes. The height and size of the tomatoes can be adapted by a professional
according to the skills to be trained.

◦ Concerning the training of cognitive ability, the orchard has tomatoes as well a
different types of vegetables. Therefore, the goal can be to complete each box with
a different combination of vegetables, indicated in the initial instructions. The
number and variety of vegetables can be configured by the professional.
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• An indoor supermarket as a virtual scenario: This environment proposes a great
variety of options related to the performance of daily life activities, and will be able to
present them to the user to practice during the task. The proposed activities that are
being developing are:

◦ From a shopping list, take the listed products
◦ Starting from a cooking recipe, acquire all the necessary ingredients to prepare it
◦ Practice paying for the purchase and handling money
◦ Purchase of products without exceeding a previously set budget.

These scenarios simulate situations of daily life, although the development of other
environments focused on other areas, such as work, leisure, and sports, is contemplated
as well.

Our research team is studying the possibility of measuring a greater number of param-
eters during the execution of the application. These parameters could provide information
about how the user feels while performing an activity, as well as more data that can provide
more information to the therapist when evaluating a user’s progress. Possible parame-
ters include heart rate, sweating, time to achieve each goal in the game, or the number
of attempts.

In order to obtain a functional and usable tool, the research team is working collabo-
ratively with NGOs, professionals, and people with disabilities. During work meetings,
participants use the virtual scenarios in progress and provide their opinions about different
features and improvements to the application. The development of the whole project thus
has a perspective of user experience.

7. Conclusions

The present project is an innovative and technological development directed to im-
prove the rehabilitation process of people with disabilities as a complementary resource
during their intervention. The virtual scenarios that the application incorporates are de-
signed considering the skills to be trained by the users. Training based on activities of
daily living were chosen. In this way the user, in addition to improving their physical
and cognitive ability, is able to achieve greater independence in their daily life. Setting
clear goals in each VR environment and providing feedback to the user during each task
helps to increase their motivation in training. In addition, the high realism of the scenarios
developed allows greater immersion, contributing to a better experience in carrying out
activities. The Leap Motion device is an added source of value to the project, allowing
interaction with the application without the need for controls, which is a clear advantage
compared to most of the previous studies analyzed. The virtual scenarios developed in this
project have potential benefits:

• People with disabilities and rehabilitation professionals can benefit from the use of
VR as a complementary technological tool during the intervention process. Using the
same space or room of the hospital or clinical center, VR can simulate a great variety
of scenarios, both indoor and outdoor.

• The use of personalized scenarios offers clear advantages over the use of commercial
options, allowing activities to be adapted to the abilities and needs of each user.

• The application offers clear advantages to complement the traditional rehabilitation
process and intervention for people with disabilities. It allows health professionals to
have control of the whole application, configuring the appropriate activity for each
user and knowing their progression. He or she can monitor the evolution of each user
through the results obtained from his or her motor and cognitive inputs thanks to the
registers captured by the application.

• The Leap Motion device is a very useful tool when combined with the VR glasses to
create a global and completely immersive experience. This combination allows for
dispensing with controllers, as the user can use their hands and fingers to directly
interact with the scenarios. These movements lead to improvements in coordination
and fine dexterity ability.
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In the future, the final goal of the project is to consolidate a solid application with more
virtual scenarios simulating activities of daily living and to implement this low-cost tool as
a complement to the routine intervention of the rehabilitation centers in our environment

Author Contributions: Conceptualization, M.L.R. and Á.G.G.; methodology, M.L.R. and Á.G.G.;
software, M.L.R.; validation, J.P.L. and T.P.G.; formal analysis, Á.G.G.; investigation, M.L.R. and T.P.G.;
resources, J.P.L.; data curation, M.L.R.; writing—original draft preparation, M.L.R.; writing—review
and editing, Á.G.G., J.P.L. and T.P.G.; visualization, J.P.L.; supervision, Á.G.G.; project administration,
Á.G.G.; funding acquisition, J.P.L. and T.P.G. All authors have read and agreed to the published
version of the manuscript.

Funding: The APC was funded by the National Program of R + D+i oriented to the Challenges
of Society 2019 (coordinated research) Grant number: PID2019-104323RB-C33. Ministry of science
and innovation.

Institutional Review Board Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The research was done in the Center CITIC, which is a Research Center accred-
ited by Galician University System (Xunta de Galicia). CITIC is partly supported by “Consellería de
Cultura, Educación e Universidades from Xunta de Galicia”, which provided 80% of funds through
ERDF Funds, ERDF Operational Programme Galicia 2014-2020, and the remaining 20% was provided
by “Secretaría Xeral de Universidades [Grant ED431G 2019/01]. Research group thanks to the users
from associations of people with disabilities, who, with their participation, helped develop the
application and obtain results.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

References
1. Castañares, W. Realidad Virtual, mímesis y simlación. CIC Cuadernos de Información y Comuniación 2011, 16, 59–81. Available

online: https://www.redalyc.org/articulo.oa?id=93521629004 (accessed on 20 December 2021).
2. Pazzaglia, C.; Imbimbo, I.; Tranchita, E.; Minganti, C.; Ricciardi, D.; lo Monaco, R.; Parisi, A.; Padua, L. Comparison of virtual

reality rehabilitation and conventional rehabilitation in Parkinson’s disease: A randomised controlled trial. Physiotherapy 2020,
106, 36–42. [CrossRef] [PubMed]

3. Erhardsson, M.; Alt Murphy, M.; Sunnerhagen, K.S. Commercial head-mounted display virtual reality for upper extremity
rehabilitation in chronic stroke: A single-case design study. J. Neuroeng. Rehabil. 2020, 17, 1–14. Available online: https://
jneuroengrehab.biomedcentral.com/articles/10.1186/s12984-020-00788-x (accessed on 20 December 2021). [CrossRef] [PubMed]

4. Ahmad, M.A.; Singh, D.K.A.; Nordin, N.A.M.; Nee, K.H.; Ibrahim, N. Virtual Reality Games as an Adjunct in Improving Upper
Limb Function and General Health among Stroke Survivors. Int. J. Environ. Res. Public Health 2019, 16, 5144. Available online:
https://www.mdpi.com/1660-4601/16/24/5144/htm (accessed on 20 December 2021). [CrossRef] [PubMed]

5. Singh, D.K.A.; Nor, N.; Rajiman, S.; Yin, C.; Karim, Z.; Ruslan, A.; Kaur, R. Impact of virtual reality games on psychological
well-being and upper limb performance in adults with physical disabilities: A pilot study. Med. J. Malays. 2017, 72, 119–121.

6. Campo-Prieto, P.; Carral Cancela, J.M.; Oliveira, I.M.D.; Rodríguez-Fuentes, G. Realidad Virtual Inmersiva en Personas Mayores:
Estudio de Casos (Immersive Virtual Reality in Older People: A Case Study). Retos [Internet]. 2020 [cited 2021]; 39:1001-5.
Available online: https://recyt.fecyt.es/index.php/retos/article/view/78195 (accessed on 20 December 2021).

7. Wevr. TheBlue. Version 2018_03_20_theBlu_16. Viveport. 2016. Available online: https://www.viveport.com/1b591122-7ab7-4c2
7-9d31-cbaf9ef8e1e1 (accessed on 20 December 2021).

8. Lightspeed Studios. NVIDIA VR FunHouse. Version 1.3.1. Steam. 2016. Available online: https://store.steampowered.com/
app/468700/NVIDIA_VR_Funhouse/ (accessed on 20 December 2021).

9. Kim, W.S.; Cho, S.; Ku, J.; Kim, Y.; Lee, K.; Hwang, H.-J.; Paik, N.-J. Clinical Application of Virtual Reality for Upper Limb
Motor Reha-bilitation in Stroke: Review of Technologies and Clinical Evidence. J. Clin. Med. 2020, 9, 3369. Available online:
https://www.mdpi.com/2077-0383/9/10/3369/htm (accessed on 20 December 2021). [CrossRef] [PubMed]

10. Maggio, M.G.; Latella, D.; Maresca, G.; Sciarrone, F.; Manuli, A.; Naro, A.; De Luca, R.; Calabrò, R.S. Virtual reality and
cognitive rehabilitation in people with stroke: An overview. J. Neurosci. Nurs. 2019, 51, 101–105. Available online: https:
//journals.lww.com/jnnonline/Fulltext/2019/04000/Virtual_Reality_and_Cognitive_Rehabilitation_in.9.aspx (accessed on
14 January 2022). [CrossRef] [PubMed]

11. ad Virtual para la Rehabilitación de Personas que Han Sufrido un Ictus. Polytechnic University of Barcelona. 2019. Available
online: https://cit.upc.edu/es/portfolio-item/rv_rehabilitacion_ictus/ (accessed on 15 January 2022).

163



Electronics 2022, 11, 1586

12. 2MW. WalkinVR. Version 2.1.2.0. Steam. 2020. Available online: https://www.walkinvrdriver.com/ (accessed on 15 January 2022).
13. Jorge, C.S.C. Gesture-Based Locomotion in Immersive VR Worlds with the Leap Motion Controller. In Proceedings of the 11th

International Conference on Interfaces and Human Computer Interaction, Lisbon, Portugal, 21–23 July 2017.
14. De Souza, E.S.; Cardoso, A.; Lamounier, E. A Virtual Environment-Based Training System for a Blind Wheelchair User Through

Use of Three-Dimensional Audio Supported by Electroencephalography. Telemed. e-Health 2018, 24, 614–620. Available online:
https://www.liebertpub.com/doi/full/10.1089/tmj.2017.0201 (accessed on 20 December 2021). [CrossRef] [PubMed]

15. Mirzaei, M.; Kán, P.; Kaufmann, H. Effects of Using Vibrotactile Feedback on Sound Localization by Deaf and Hard-of-Hearing
People in Virtual Environments. Electronics 2021, 10, 2794. Available online: https://www.mdpi.com/2079-9292/10/22/2794
/htm (accessed on 1 February 2022). [CrossRef]

16. Darc, A.; Santos, P.; dos Lya, A.; Ferrari, M.; Medola, F.O.; Sandnes, F.E. Aesthetics and the perceived stigma of assistive technology
for visual impairment. Disabil. Rehabil. Assist. Technol. 2022, 17, 152–158. [CrossRef]

17. HTC Corporation. HTC VIVE. Available online: https://www.vive.com/eu/product/vive/ (accessed on 20 December 2021).
18. Ultraleap. Leap Motion. Available online: https://www.ultraleap.com/product/leap-motion-controller/ (accessed on

20 December 2021).
19. Unity Technologies. Unity. Version 2019.4.5f1. Unity Technologies. 2019. Available online: https://unity.com/ (accessed on

20 December 2021).
20. Lidon, M. Unity 3D, 1st ed.; Marcombo: Barcelona, Spain, 2019.
21. Valve Software. OpenVR. Version 1.14.15. Valve Software. 2020. Available online: https://github.com/ValveSoftware/openvr

(accessed on 20 December 2021).
22. Valve Software. SteamVR. Version 1.15. Valve Software. 2020. Available online: https://partner.steamgames.com/doc/features/

steamvr/ (accessed on 20 December 2021).
23. Ultraleap. Leap Motion Modules. Version 4.5.1. Ultraleap. 2020. Available online: https://developer.leapmotion.com/unity/

(accessed on 20 December 2021).
24. Paraense, H.; Marques, B.; Amorim, P.; Dias, P.; Santos, B.S. Whac-A-Mole: Exploring Virtual Reality (VR) for Upper-Limb

Post-Stroke Physical Rehabilitation based on Participatory Design and Serious Games. In Proceedings of the 2022 IEEE Conference
on Virtual Reality and 3D User Interfaces Abstracts and Workshops (VRW), Christchurch, New Zealand, 12–16 March 2022;
pp. 716–717. Available online: https://ieeexplore.ieee.org/document/9757547/ (accessed on 1 April 2022).

25. Dias, P.; Silva, R.; Amorim, P.; Laíns, J.; Roque, E.; Pereira, I.S.F.; Pereira, F.; Santos, B.S.; Potel, M. Using Virtual Reality to Increase
Motivation in Poststroke Rehabilitation: VR Therapeutic Mini-Games Help in Poststroke Recovery. IEEE Comput. Graph. Appl.
2019, 39, 64–70. [CrossRef] [PubMed]

26. Ekbia, H.R.; Lee, J.; Wiley, S. Rehab Games as Components of Workflow: A Case Study. Games Health 2014, 3, 215–226. Available
online: https://www.liebertpub.com/doi/10.1089/g4h.2014.0039 (accessed on 20 December 2021). [CrossRef] [PubMed]

27. Miranda-Duro, M.D.C.; Concheiro-Moscoso, P.; Lagares Viqueira, J.; Nieto-Rivero, L.; Canosa Domínguez, N.; García, T.P. Virtual
Reality Game Analysis for People with Functional Diversity: An Inclusive Perspective. In Proceedings of the 3rd XoveTIC
Conference, A Coruña, Spain, 8–9 October 2020.

28. Volovik, M.G.; Borzikov, V.V.; Kuznetsov, A.N.; Bazarov, D.I.; Polyakova, A.G. Virtual Reality Technology in Complex Medical
Rehabilitation of Patients with Disabilities. Sovrem. Tehnol. V Med. 2018, 10, 173–182. Available online: http://www.stm-journal.
ru/en/numbers/2018/4/1492 (accessed on 1 April 2022). [CrossRef]

164



Citation: Sainsbury, B.; Wilz, O.;

Ren, J.; Green, M.; Fergie, M.; Rossa,

C. Preoperative Virtual Reality

Surgical Rehearsal of Renal Access

during Percutaneous

Nephrolithotomy: A Pilot Study.

Electronics 2022, 11, 1562. https://

doi.org/10.3390/electronics11101562

Academic Editors: Jorge C. S.

Cardoso, André Perrotta, Paula

Alexandra Silva and Pedro Martins

Received: 25 March 2022

Accepted: 30 April 2022

Published: 13 May 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

Preoperative Virtual Reality Surgical Rehearsal of Renal Access
during Percutaneous Nephrolithotomy: A Pilot Study
Ben Sainsbury 1,* , Olivia Wilz 2, Jing Ren 1, Mark Green 1, Martin Fergie 3 and Carlos Rossa 4

1 Faculty of Science, Ontario Tech University, Oshawa, ON L1G 0C5, Canada; jing.ren@ontariotechu.ca (J.R.);
mark.green@ontariotechu.ca (M.G.)

2 Faculty of Engineering and Applied Science, Ontario Tech University, Oshawa, ON L1G 0C5, Canada;
olivia.wilz@ontariotechu.net

3 Division of Informatics Imaging and Data Science, University of Manchester, Manchester M13 9PL, UK;
martin.fergie@manchester.ac.uk

4 Department of Systems and Computer Engineering, Carleton University, Ottawa, ON K1S 5B6, Canada;
rossa@sce.carleton.ca

* Correspondence: ben@marionsurgical.com

Abstract: Percutaneous Nephrolithotomy (PCNL) is a procedure used to treat kidney stones. In
PCNL, a needle punctures the kidney through an incision in a patient’s back and thin tools are
threaded through the incision to gain access to kidney stones for removal. Despite being one of
the main endoscopic procedures for managing kidney stones, PCNL remains a difficult procedure
to learn with a long and steep learning curve. Virtual reality simulation with haptic feedback is
emerging as a new method for PCNL training. It offers benefits for both novices and experienced
surgeons. In the first case, novices can practice and gain kidney access in a variety of simulation
scenarios without offering any risk to patients. In the second case, surgeons can use the simulator for
preoperative surgical rehearsal. This paper proposes the first preliminary study of PCNL surgical
rehearsal using the Marion Surgical PCNL simulator. Preoperative CT scans of a patient scheduled to
undergo PCNL are used in the simulator to create a 3D model of the renal system. An experienced
surgeon then planned and practiced the procedure in the simulator before performing the surgery
in the operating room. This is the first study involving survival rehearsal using a combination of
VR and haptic feedback in PCNL before surgery. Preliminary results confirm that surgical rehearsal
using a combination of virtual reality and haptic feedback strongly affects decision making during
the procedure.

Keywords: PCNL; simulation; surgical rehearsal; haptic feedback; virtual reality; surgery

1. Introduction

Percutaneous Nephrolithotomy (PCNL) is a minimally invasive procedure for the
treatment of nephrolithiasis (commonly known as kidney stones). It involves using a needle
to puncture the kidney through a small incision in a patient’s back. A sheath is then placed
through this entry path, and a nephroscope, shown in Figure 1, is passed through the
sheath to gain access to kidney stones. Stones are then fragmented and removed through
the nephroscope [1,2].

Even though more than 90% of kidney stones are passed without medical intervention
or through the use of non-invasive procedures, PCNL is an integral treatment for more
severe cases of large or irregularly shaped kidney stones, or where other treatment options
have been unsuccessful [1,2]. Despite decades of clinical prevalence, it is challenging for
novice surgeons to receive adequate training and gain experience in the procedure [3]. Such
a lack of surgical proficiency may lead to poor treatment outcomes.

Despite being one of the main endoscopic procedures for managing kidney stones,
PCNL remains a difficult procedure to learn with a long training period [4]. Traditional
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simulations such as cadavers are expensive and in short supply [5]. Other available PCNL
training resources such as porcine training models require the use of fluoroscopy for tool
guidance, which leads to unnecessary radiation exposure to trainees [6,7]. Virtual reality
(VR) is emerging as a new method of delivering simulations for training in a variety of
surgical procedures. It offers benefits for learners and educators through cost-effective,
repeatable, and standardized clinical training on-demand [8,9]. Due to their versatility,
simulators are becoming a new standard for effectively training novice surgeons in various
surgical procedures such as general surgery [9], intracardiac interventions [10], cataract
surgery [11], amongst others [8]. Gradually, this training option is being explored for PCNL
as well [12]. Sommer et al. [9] found that surgical simulators improved a novice surgeon’s
visual-spatial ability. Similarly, a cyber-physical teleoperative rehearsal framework is tested
in [13], which found that novices benefit from haptic feedback during surgical training.

Figure 1. A nephroscope: this tool is inserted into a patient’s back during a PCNL procedure.
The eyepiece on the top of the nephroscope enables the surgeon to see inside the kidney. Tools are
used through the nephroscope to breakup and remove kidney stones.

Once a novice surgeon has been trained, a variety of challenges still exist when
performing this procedure in the real world. Arnold et al. [14] emphasized that health
care is the only high-risk industry where rehearsals are not yet part of daily work. The
development and growth of health care simulations can put an end to this model and
provide an opportunity to rehearse high-risk, complex, and rare surgical procedures in
a safe environment rather than on an actual patient. Yiasemidou et al. [15] conducted a
meta-analysis of studies comparing preoperative rehearsals to standard treatment with two
distinct groups of patients and demonstrated that real procedures were performed quicker
if preoperative rehearsal took place. However, the immediate clinical outcome was similar
for practiced and non-practiced operations. Current evidence suggests that patient-specific
preoperative preparation is feasible, safe, and decreases operational time [15–18].

An example of surgical rehearsal is the SNAP VR 360 software (Surgical Theatre, Pep-
per Pike, OH, USA). It provides a neurosurgeon with a virtual walk-through and preplan
of a keyhole surgery [19]. A 3D model used during the walk-through is generated from a
patient’s computed tomography angiography and magnetic resonance imaging (MRI) [19].
While Surgical Theatre has gained FDA approval for their software to be used in cerebral
and spine surgery rehearsal, it only provides a walk-through of the procedure and does
not provide integrated real-time tactile feedback during the rehearsal. The implementa-
tion of haptic feedback has been proven to be beneficial to surgical rehearsal [13] and can
be implemented to simulate surgical complications, including abnormal patient kidney
anatomy, such as horseshoe kidneys, malrotated kidney, or duplex kidneys. Additionally,
tactile feedback can imitate kidney movements from patient breathing, heart pumping,
and general tissue resistance forces. Rehearsing with integrated real-time force feedback
allows the surgeon to plan an appropriate path toward the kidney stones while receiv-
ing real-time feedback about the tissue displacement, which can ultimately reduce tissue
damage during surgery.
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Other surgical rehearsal approaches use patient-specific preoperative imaging to create
a physical model of the relevant anatomy. The limitations of 3D printed models are that
they are static, and thus, they lack the ability to simulate the dynamic conditions of real-
world organs that result from pulsations of the heart or lung expansion and contraction.
Therefore, incorporating accurate dynamic functionalities into the organ models is a key
aspect to achieve more realistic surgical rehearsal [20].

Parkhomenko et al. [16] explored the effect of virtual reality models of a patient’s
anatomy on preoperative planning for PCNL. Surgeons had the opportunity to interact
with a 3D model (constructed from a patient’s CT scan) in a VR environment; 10 of the
25 surgeons altered their operative plan based on their interaction with the 3D model.
Additionally, surgeons that used the rehearsal model inflicted less blood loss to patients,
fewer incisions through the skin, and used fluoroscopy for shorter periods of time, while
showing a higher stone clearance rate after the procedure when compared to surgeons
that did not perform the rehearsal. The study thus provides significant evidence for the
efficacy of virtual reality models based on patient-specific anatomy as beneficial rehearsal
tools [16]. In [21], the surgeon could view and interact with a 3D model of a patient’s lung
displayed next to other operative imaging, allowing them to have a better understanding
of the patient’s anatomy.

While VR simulations provide a surgeon with a better understanding of patient
anatomy, this paper takes the approach one step further and presents a PCNL rehearsal
framework that includes 3D model generation from patient data, while including haptic
feedback during the rehearsal training using a complete PCNL simulator. A patient agreed
to have their preoperative full-body CT scan used in this study. First, a 3D model of the
patient’s anatomy is constructed based on the preoperative imaging. The surgeon then
rehearsed the procedure in the K181 simulator (Marion Surgical, Toronto, ON, Canada);
this simulator provides haptic feedback to the user by mimicking tissue resistance forces.
The PCNL surgery was then performed on the patient to remove their kidney stones.
Questionnaires were provided to the surgeon pre/postoperatively to assess the benefit
and quality of the simulated surgical rehearsal. The objective of this study is to assess the
impact of both the 3D model and the real-time haptic feedback on the surgery.

A detailed description of the surgical simulator is provided in Section 2 and the process
for generating 3D models from 2D imaging is discussed in Section 3. Preoperative and
postoperative questionnaires were given to the surgeon to explore the viability of the
simulator as surgical rehearsal, and its possible benefits. The nephrolithiasis case details,
questionnaires, experimental procedure, surgical outcomes, and questionnaire results are
described in Section 4. Finally, concluding remarks and a description of future work are
given in Section 5.

2. Marion K181 PCNL Simulator

The Marion K181 PCNL simulator depicted in Figure 2 is a virtual reality PCNL
surgical simulator. It provides users with real-time haptic feedback while they control a
fluoroscopic arm and a needle for calyceal puncture. The user enters an immersive, 3D
virtual operating room using a virtual reality headset from where they gain percutaneous
renal access into virtual kidneys rendered from real patient anatomic data obtained from
CT scan images [22]. The procedure is practiced/rehearsed in a virtual environment,
which eliminates radioactivity exposure for the operator and allows the operator multiple
attempts to perform the procedure. This will also enable a surgeon to explore the use of
different entry points or directions if they are unsure which would be most appropriate.

While the headset provides the user with an immersive visual environment, a tool
connected to a haptic device allows the user to experience real-time haptic feedback.
Users control the tool connected to a haptic device while performing the virtual surgery.
The haptic device is then able to generate resistive forces, which mimic tissue resistive
forces while collecting accurate position data from the tool.
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Figure 2. The virtual operating room of the Marion K181 PCNL simulator is shown with a user
operating the haptic device, a virtual patient undergoing PCNL, virtual X-ray imaging, and the
medical instruments and imaging device, which would be present in the real world operating room.
The user is wearing a VR headset with the leap motion attachment for hand tracking. The TV screen
behind the user shows a representation of what the user sees in VR, the X-ray view and the Virtual
Reality Operating room. The user’s hands are holding the needle tool that is attached to the haptic
robots that provide real-time force feedback.

The 3D patient models are created by taking anonymized patient venous, delay, non-
contrast, and full-body CT scans that are registered and segmented to generate 3D models
of the abdominal organs, skin, and bone. These models are decimated and re-meshed into
low-polygon versions while maintaining anatomical accuracy [23].

Preliminary Testing of Simulator

At the University of Toronto, a total of 18 participants with varying levels of PCNL
experience benchmarked the Marion K181 against other commercially available surgical
simulators, such as the PercMentor [6] and the porcine PCNL model by Cook [7]. Study
participants concluded that the novel PCNL simulator was comparable to a high-fidelity
porcine inanimate model and had adequate content validity evidence to support its use for
beginner-level PCNL training. Participants felt it was a valuable teaching tool, equivalent
to a high-fidelity porcine model, with the additional advantage of not requiring radiation
exposure [7].

In another independent study conducted at the Department of Urology at Boston Med-
ical Center, 20 participants with various levels of PCNL experience evaluated the efficacy
of the K181 in the following categories: virtual reality experience, image control, and econ-
omy of motion of an immersive virtual reality simulator for percutaneous nephrostomy
tract access [24]. This study concluded that the Immersive VR simulator for percutaneous
collecting system access is a realistic and unique platform for surgical education and is
highly recommended by participants. Almost all (95%) of the participants rated the VR
simulation as a realistic experience.

The VR simulator has performed well in previous assessments of its quality and
application for teaching novice surgeons. However, this paper explores its applicability to
surgical rehearsal. The purpose of this study is to act as a pilot study for using Marion’s
surgical simulator as a surgical rehearsal tool for PCNL. Specifically, this study aims to
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determine if a large study with more participants (patients and surgeons) is appropriate,
and whether or not a haptic-assisted VR simulator is a suitable surgical rehearsal tool.

Once a patient has agreed to take part in this study, their CT scan data is used to
construct a 3D model of the kidney anatomy and surrounding tissue. The surgeon can
then rehearse the procedure in the simulator prior to performing the surgery on the
actual patient.

3. Generating 3D Model Patient CT Scans

Patients considered for this study were anonymous and provided informed consent
for their information to be used in these studies. Once a patient’s preoperative imaging
was completed, the imaging was used to generate a 3D model for the simulator. The fi-
nal 3D model consists of a finite element mesh containing all relevant structures from
patient imaging.

3.1. Method

A combination of 3D Slicer, Maya, and Blender were used to generate the 3D models
from CT scans. The algorithms utilized here are described in more detail by Wu et al. [23],
although the general process is described below.

Converting the CT scans to 3D models first requires generating a voxel (3D pixel)
representation from the various 2D image segments. Each image segment is stacked with
the distance between them corresponding to the depth at which each segment is taken,
see Figure 3. Pixel intensities are interpolated between image segments to generate voxels.
Once this process has been completed, a basic 3D image of a patient’s anatomy exists.
However, this 3-dimensional representation lacks clearly defined boundaries between
anatomy and tool/tissue interaction and cannot be determined directly from it since this
representation does not include specific tissue characteristics, shapes, or boundaries. Thus,
it is necessary to create 3D meshes that represent anatomical structures.

Patient 
CT-Scan

Pixel Interpolation Voxel Representation 
of CT-scan

Image segments 
are stacked

depth

Select pixels within
intensity threshold

Interpolate 3D mesh Edit Final Mesh

Figure 3. Workflow process of converting CT scan data to 3D models to be displayed as virtual ele-
ments within the simulator. Image segments are layered so pixels can be interpolated between images.
The pixels are interpolated into voxels (3D pixels), which can then be used to create approximate 3D
meshes. The meshes are then completed through a final manual editing process.

These 3D models are constructed by considering voxels within a specified intensity
threshold. Voxels within the determined threshold are used to determine the approximate
geometric boundaries of an anatomical structure; these boundaries are used to construct a
finite element mesh representation of the anatomical structure. The 3D model is then man-
ually edited to create a final smooth, clean, and thoughtfully segmented model. Since the
general 3D model is constructed from voxel intensity, some voxels may have been included
or excluded incorrectly, leading to uneven mesh surfaces. Further, the editing process can
ensure a particular mesh resolution (polygon count) is achieved, in addition to partitioning
model components such as vascular components, different tissues, or different structures.

One of the most important components when considering PCNL is the specific size
and location of each kidney stone. Incorrectly representing the size of kidney stones can
lead to improper planning or practice for the procedure. Accurate 3D models are also
integral to generating accurate haptic feedback within the simulator since haptic feedback
is based on the mesh models.

3.2. Haptic Feedback Based on 3D Models

Haptic feedback is designed to mimic tissue resistance forces during PCNL. To gen-
erate these forces the system simulates how the virtual tool interacts with the tissue.
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The simulator tracks the motion of the surgical tool and the user’s motion through the
virtual reality motion tracking cameras. The x-y-z positional data is then recorded at 100 Hz
throughout the 2–10 min simulation. See Figure 4 for the interactions between various
components used to generate an immersive simulation. The simulator’s physics engine is
able to calculate the forces on the tissue, the total length of the path taken by the tool and
the surgeon’s hand, and the direction of the surgeon’s gaze. The system uses three separate
components in parallel at different frequencies:

Component 1: The dynamic model of the tool/tissue interaction that calculates tissue
deformation and contact forces, and generates a virtual X-ray image. This component
provides data for the subsequent two components.

Component 2: The graphical representation of the model displayed in the VR operating
room takes the simulation information created in the first component and displays it to the
user. The virtual operating room is based on the direction of the user’s eye line as well as
their actions within the simulator.

Component 3: The haptic controller generates and applies force feedback to approximate
real soft tissue interactions based on the virtual patient’s tissue model. This component
takes the tool/tissue interaction that is determined in the first component to calculate the
appropriate haptic forces and apply them through the haptic device.

Physics Simulator

Physics objects & interactions (deformable 
meshes, force, etc).

Main game engine surgery sceneMain Physics Loop Haptics API

Haptic Robots

Video Game Engine

Physics Object
Representations

X-Ray Generation

VR Headset and
Hand Tracking

Monitor, Mouse,
Keyboard

Unity only objects

Figure 4. Flow chart of the interactions between the physics simulator, the game engine, and the
peripherals to generate an immersive VR experience for users.

4. Results from Surgical Rehearsal

Three anonymous patient’s agreed to have their imaging data used within the Marion
K181 Simulator for use as a preoperative planning tool. Of these patients, one case has
been selected to undergo a contrast-enhanced CT scan. A special contrast material was
injected to help highlight the kidney duct system. The contrast material appears white on
images, which emphasizes blood vessels, intestines, or other structures that are required
to generate the 3D model. A contrast CT scan is necessary to create accurate 3D models
of the patient’s anatomy. Some CT scan segments from the patient are shown in Figure 5
as well as the 3D model of the patient’s calyceal structure. The nephrolithiasis case being
considered is one that qualifies for PCNL surgery, although it is a relatively simple case
since the patient does not have anatomical abnormalities or a significantly large or severe
case of nephrolithiasis. Thus, this case is an excellent way to demonstrate the effectiveness
of haptic virtual reality simulation for preoperative planning.

4.1. Experimental Procedure

Once the patient was selected for the surgical rehearsal trial, their CT scans were used
to construct 3D models. The 3D model constructed of the patient’s calyx structures within
the kidney are shown in Figure 5d. This figure also depicts some of the CT scans taken of
the patient that were used to construct the 3D model.
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(d) 3D model of calyceal structure(a) Axial plane of CT-scan (b) Coronal plane of CT-scan (c) Sagittal plane of CT-scan

Figure 5. 3D model of the calyxial system within the kidney in (d) and overlayed onto the patient’s
CT scans in (a–c), which are the axial, coronal, and sagittal planes of the CT scans, respectively.

The surgeon then uses the simulator to run a virtual walk-through of his procedural
plan. Once the surgeon is satisfied with his experience within the simulator, he fills out
the preoperative questionnaire. The surgeon then performed the surgery at St. Joseph’s
Hospital, Hamilton, Ontario, Canada. After the surgery has been completed, the surgeon
fills out a postoperative questionnaire. These questionnaires aim to determine how bene-
ficial the surgeon found the simulator for the use of preoperative planning. The pre and
postoperative questionnaires contain questions aimed at identifying the surgeon’s skill
level as well as aspects of the surgery performed. Several assessment questions are given
both before and after the surgery to identify if the surgeon’s opinion about the rehearsal
experience changed as a result of performing the surgery in the real world.

4.2. Results

After completing the surgical rehearsal in the simulator, the surgeon filled out the
preoperative questionnaire. The first part of the questionnaire contained three questions
aimed at identifying the surgeon’s skill level. These questions and their answers are
provided in Table A1 in the Appendix A.

The results from part 1 of the questionnaire show that the surgeon is experienced
when using a C-arm and has experienced some intraoperative errors as a result of technical
errors (see Table A1 of the Appendix A). The second part of the questionnaire is also
completed prior to surgery and focuses on the surgeon’s experience within the simulator
and its realism. The results for the second part of the questionnaire are given in Table A1 in
the Appendix A; most of these questions ask the surgeon to rate their experience with the
simulator on a scale of 1 to 5, with 1 being poor or very unrealistic and 5 being very realistic.
Part three of the preoperative survey concerns the construct validation of the simulator.
Construct validation attempts to measure how well the simulator represents and measures
the physical phenomena it is attempting to recreate. Finally, the surgeon gives an overall
score for their experience with the simulator at the end of the preoperative survey.

The postoperative survey is more in-depth, asking the surgeon to reflect on the overall
rehearsal experience with the simulator after performing the real-world surgery. Addition-
ally, several of the same questions were repeated from the preoperative survey to determine
whether the surgeon’s impression of the simulator was altered after performing the real-
world procedure. The postoperative questionnaire results are separated into two tables
in the Appendix A with Table A2 focusing on the surgeon’s impression of the simulator,
while Table A3 contains questions specific to the surgeon’s surgical rehearsal experience
within the simulator. This surgical rehearsal section specifically focuses on evaluating
the simulator in terms of a surgical rehearsal tool. Within the rehearsal portion of the
questionnaire, the participant is asked to evaluate how helpful the rehearsal was on a scale
of 0 to 10 where 0 indicates that it was not helpful at all, while 10 indicates that it was
very helpful.

The limitations of this study are largely due to its size, as only a single case is being
considered. Even though the preliminary results indicate that the simulator improves
kidney access during PCNL, a larger scale study with several patients and surgeons is
required to fully determine the effectiveness of the simulator. Furthermore, quantitative
rather than qualitative performance metrics are required to fully evaluate the performance
of the simulator in a future study.
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4.3. Discussion

The simulator was rated highly in most categories (see Tables A1–A3 in Appendix A)
before and after the surgery. The simulation appears to accurately depict the surgery
performed in October 2021. It is suggested that the simulation is helpful in decision making
on difficult cases to minimize fluoroscopy time (radiation exposure for clinician and patient).
The rehearsal can result in less bleeding and can improve the success rate of the surgery.

The ability during the surgical rehearsal to determine the approach to take with the
location of the ribs in relation to the targeted calyx in the kidney was rated as excellent and
helped the surgeon get real-life access during the actual procedure. Pre-planning saves the
surgeon time during the rehearsal phase since one can try different approaches to reach
the kidney stones while getting familiar with the patient’s anatomy. The haptic feedback
provided during the simulation was rated to be helpful to interpret the shape and texture
of the skin and kidney using the needle. The force feedback that the surgeon experienced
during rehearsal influenced the surgeon’s plan for the real surgery. The surgeon rated
the construct validation higher in the postoperative survey, noting that the haptics had
an influence on decisions in the actual surgery. The surgeon also noted that the simulator
can potentially minimize fluoroscopy time and bleeding during the actual surgery, which
could, in turn, improve the surgery success rate. This correlates with the surgeon having
had time to reflect on the surgical rehearsal and having trained the procedure before going
into the surgery.

5. Conclusions

Virtual reality simulators are becoming an essential tool in surgical training. Through
virtual reality, novice surgeons can develop their surgical skills without posing any danger
to the patient. Expert surgeons, on the other hand, can use a virtual reality simulator to plan
a surgical intervention and practice it, before going into the actual surgery. The benefits
of surgical rehearsal using virtual reality has been proven in several studies, including
craniotomy [25], thoracic surgery [21] and PCNL [16].

Percutaneous renal surgery is a difficult procedure to learn and perform due to chal-
lenges with obtaining and/or maintaining percutaneous access [26]. The Marion Virtual
Reality PCNL simulator with haptic feedback is a novel tool to allow the surgeon to re-
hearse and practice the difficult access part of the surgery without harming the patient.
This paper describes the first pilot study using a combination of virtual reality and haptic
feedback for kidney access rehearsal before PCNL surgery. An experienced surgeon used
the simulator before the surgical procedure to plan and practice kidney access on a routine
PCNL case before surgery. The survey data collected from the surgeon after the surgical
rehearsal on the simulator and after performing the actual surgery on the patient indicates
that the simulator improves confidence in the procedure, reduced the time taken by the
surgeon to complete kidney access and reduced blood loss. To the best of the author’s
knowledge, this is the first study combining virtual reality and haptic feedback in PCNL. It
shows promising preliminary data for the efficacy of the simulator as a rehearsal tool.

In this paper, a pre-surgical rehearsal was conducted for a single patient case study.
Even though the preliminary results indicate that the simulator does help improve kidney
access during PCNL, a large-scale study with several patients and surgeons is required to
fully determine the effectiveness of the simulator. Furthermore, quantitative rather than
qualitative performance metrics are required in a future study. Further studies with a
larger sample size of surgeons and residents at various levels of PCNL access experience
are required to confirm the findings of this preliminary study. Such studies will run the
rehearsals on more difficult cases to determine if the use of the simulated surgical rehearsal
improves the outcomes of the actual surgery. Ultimately, a large clinical study to analyze
and compare clinical outcomes of surgeries performed with and without the surgical
rehearsal platform would confirm the suitability of simulation training in improving
surgical outcomes for PCNL.
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Appendix A. Surgical Rehearsal Questionnaires and Results

Table A1. Preoperative Assessments: Parts 1 Through 4.

Questionnaire Part 1: User Demographics

1. How many PCNL access procedures have you performed in the last year
with a C-arm? 44

2. Have you experienced any intraoperative errors during PCNL procedures? Yes
3. Was there error due to:

Answer: Technical error (i.e., excessive force, tissue injury, etc.)

Questionnaire Part 2: Face Validation

How would you rate the virtual reality PCNL simulator with respect to:
1. Visual realism 4/5
2. Tactile feedback 4/5
3. Movement and instruments 4/5
4. Anatomical realism 4/5

5. How stable were the graphics and your sense of self inside the simulator? 5/5

6. Describe your experience/comment on any areas for improvement in realistic
representation of the operating environment:

Answer: Graphics were very good. Graphics sometimes jumpy.

Questionnaire Part 3: Construct Validation

1. Were you able to interpret the shape and texture of the skin and kidney
using the needle tool? Yes

2. Do you feel the tactile information was amplified in the simulation? No
3. If applicable, did motion and force feedback influence your decision? No

Questionnaire Part 4: Content Validation

1. Do you feel the tasks performed in the simulator reflected the real
surgical procedure? Yes

2. Please provide comments of the overall simulation experience (VR)
in content accuracy?

Answer: Location of rib impacting access was excellent.
Help me for real life access.

Overall Rating

1. Rate the experience training with the Marion Surgical PCNL simulator: 4/5
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Table A2. Postoperative Assessments: Parts 1 through 3.

Questionnaire Part 1: Face Validation

How would you rate the virtual reality PCNL simulator with respect to:
1. Visual realism 4/5
2. Tactile feedback 4/5
3. Movement and instruments 4/5
4. Anatomical realism 5/5

6. How stable were the graphics and your sense of self inside the simulator? 4/5
7. Describe your experience/ comment on any areas for improvement in realistic

representation of the operating environment:
Answer: The virtual rendering are an excellent simulation of actual

patient anatomy. Tactile feedback can always be improved

Questionnaire Part 2: Construct Validation

1. Were you able to interpret the shape and texture of the skin and kidney
using the needle tool? Yes

2. Do you feel the tactile information was amplified in the simulation? Yes
3. If applicable, did motion and force feedback influence your decision? Yes

Questionnaire Part 3: Content Validation

1. Visual simulation is the most important factor in learning surgical motor skills: 4/5
2. Do you feel the tasks performed in the simulator reflected real

surgical skills? Yes
3. You see the value in VR PNCL tool as a useful tool in Training PCNL skills: 4/5
4. You think this VR PCNL simulator is useful for Assessing/Testing PCNL skills: 4/5

5. What is the most difficult skill to learn during a full PCNL procedure?
Answer: Actual renal access

6. Please provide comments of the overall simulation experience (VR)
in having an educational role?

Answer: Being able to practice targeting of calyx/stone with needle
is valuable. Also without having excess radiation exposure
or harm to patient.

7. Please provide comments of the overall simulation experience (VR)
in content accuracy?

Answer: It was help to rehearse access. Became aware of rib in the
way of calyx of interest.

Overall Rating

1. Rate the experience training with the Marion Surgical PCNL simulator: 5/5
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Table A3. Postoperative Assessments: Rehearsal.

Rehearsal

Did the rehearsal help you determine:
1. The location of the stone (with regard to the bulk of the stone)? 9/10

(a) Specifically, where is the bulk of the stone? Lower Pole
2. The size of the stone? 10/10

(a) What is the size of the largest stone in three dimensions? 2 cm
(b) What is the total volume of the largest stone? 2 cm3

3. The shape and orientation of each stone-bearing calix? 10/10
4. The optimal calix of entry to perform the PCNL?

(a) Into which calix (upper, mid, lower, and anterior or post-
erior) are you planning to place the nephrostomy track? Lower Posterior

5. How easily do you think you can navigate this patient’s pelvic
caliceal system from your planned approach with a rigid
nephroscope? 9/10

When you performed the actual surgery on this patient:
6. How close was the location of the stone relative to the rehearsal

(specifically, with regard to the bulk of the stone)? 9/10
(a) Specifically, where is the bulk of the stone: Lower Posterior

7. The size of the stone? 10/10
(a) What is the size of the largest stone in three dimensions? 2 cm
(b) What is the total volume of the largest stone? 2 cm3

8. The shape and orientation of each stone-bearing calix? 9/10
9. The optimal calix of entry to perform the PCNL? 9/10

(a) Into which calix (upper, mid, lower, and anterior
or posterior) did you place the nephrostomy track? Lower Posterior

10. How easily were you able to navigate to this patient’s pelvic
caliceal system from your planned rehearsal approach with a
rigid nephroscope? 9/10
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Abstract: Digitalization of human taste has been on the back burners of multi-sensory media until the
beginning of the decade, with audio, video, and haptic input/output(I/O) taking over as the major
sensory mechanisms. This article reviews the consolidated literature on augmented reality (AR) in
the modulation and stimulation of the sensation of taste in humans using low-amplitude electrical
signals. Describing multiple factors that combine to produce a single taste, various techniques to
stimulate/modulate taste artificially are described. The article explores techniques from prominent
research pools with an inclination towards taste modulation. The goal is to seamlessly integrate
gustatory augmentation into the commercial market. It highlights core benefits and limitations and
proposes feasible extensions to the already established technological architecture for taste stimulation
and modulation, namely, from the Internet of Things, artificial intelligence, and machine learning. Past
research on taste has had a more software-oriented approach, with a few trends getting exceptions
presented as taste modulation hardware. Using modern technological extensions, the medium of
taste has the potential to merge with audio and video data streams as a viable multichannel medium
for the transfer of sensory information.

Keywords: digital taste; galvanic taste stimulation; taste augmentation; mulsemedia; taste modula-
tion; augmented reality

1. Introduction

The human body possesses the following five physical sensory systems: auditory,
optical, olfactory, tactile, and taste. In the current age, there have been many developments
to boost the quality of life by enhancing the sensory experience using artificially induced
sensory stimuli targeting the senses of sight, sound, and touch. The experience is further
made more immersive by combining those sensory modules and creating an integrated
deep-dive system. Traditionally, artificial tastes are given to users through a chemical com-
pound, either in a solid or liquid form. Example ingredients for the five basic tastes (sweet,
bitter, sour, salty, and umami) are glucose for sweet, citric acid for sour, caffeine/quinine for
bitter, sodium chloride for salt, and monosodium glutamate for umami. There have already
been quite successful attempts at replicating this taste using electrostimulation, tackling the
taste elements both individually [1] and in a collective configuration [2]. The sub-portion
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of food-texture replication has had work performed previously but was not followed up
with more extensions and advancements [3]. Experimental food with indefinitely sustained
taste has also been created and can be made commercially viable [4].

There are certain additional components of taste that have not been reached through
electrostimulation, such as aftertaste, chilliness, pungency, and throat feel, since it is
expected not to work through the same mechanism as taste buds. Further opportunities for
exploration can be found upon conducting an in-depth review of the previous literature.

Recent studies conducted on electrically stimulating systems that are developed
for inhibiting or enhancing certain gustatory features via ion transfer are described in
Section 2 chronologically. The subject of recording the taste of food elements is also briefly
explored. Section 3 delves into the recent research into IoT (Internet of Things) with the
perspective of extending utility in the domain of taste-oriented Augmented Reality (AR)
research. Section 4 deals with the recent works in the domain of artificial intelligence
and machine learning that have been implemented into taste recognition tasks using
classification algorithms. Section 5 discusses the existing technologies in depth along
with possible extensions that can be merged into the existing taste stimulation methods
to increase their efficiency. Lastly, the article draws out conclusive recommendations and
their potential results based on the analysis of the prior art.

2. Gustatory Taste Stimulation

The earliest records of artificial stimulation of gustatory senses were in 2004, with a
food simulator that recreated the biting force as portrayed by every food category. The
two-step mechanism had an end-effector equipped with a sleeved pressure sensor to record
the biting force and, subsequently, play it back artificially using end effectors with electron-
ically variable force profiles [3]. Four years later, another study experimentally tested the
influence of tactile feedback on the sense of taste by placing five swabs equidistantly over
the tongue with sucrose and quinine sulfate instantaneously and five seconds post-contact.
The experimental study aimed to establish that the tactile sense of the tongue supports
the gustatory senses in extension to the taste buds. Three years later, another paper, in
an attempt to extend the gustatory palette, introduced a novel hypothesis on whether the
taste buds were capable of sensing more extended stimuli. The experimental study was
conducted by constructing a combined olfactory and visual AR system (Figure 1) that
would display a 6 DoF overlay-visual on top of the food item being consumed while the
olfactory module released suggestive flavor-related odors [5–7].

The sense of taste is stimulated artificially in conjunction with the digitalization of
haptic, visual, and olfactory feedback to obtain a thorough taste profile. This phenomenon
has been explored, and the correlation between taste and smell has been quantified [6,8]. A
principal component analysis conducted to distinguish liquid sample compositions yielded
100% results from the apparatus. Subsequently, the study featured the analysis of both high
and low vapor pressure solutions, which were smell-biased and taste-biased, respectively,
yielding the same 100% output [8]. In 2013, a thorough review of the commercially available
taste sensors was conducted, and it was found that the artificial e-tongues from that year
were capable of discerning astringency in addition to the five basic tastes.

Furthermore, it was stipulated that the pungency could be quantified in a short
time [9]. The year 2016 witnessed a major upheaval in the domain of galvanic taste as
the taste of sweetness was stimulated artificially by the “Digital Lollipop” by the same
author who presented the tongue-mounted stimulation prototype. This mechanism had
a customizable input galvanic signal, and the sweetness was induced using an inverse
current mechanism [10]. The study employed electro-stimulatory means to modulate the
sense of taste using only a single channel stimulation mechanism, as shown in Figure 2.

The following year, another inversion of the taste sensing device was presented in a
form factor of a short color-changing bottle that would respond to the following three of the
five basic tastes: sourness, saltiness, and bitterness, and would alter its shade to green, blue,
and red for each taste, respectively [11]. The system used a microcontroller to deliver PWM

178



Electronics 2022, 11, 1315

signals to the buccal electrodes while outputting GPIO (General Purpose Input-Output)
signals to the RGB LEDs, as shown in Figure 3.
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A prototype tongue-mounted module for post-current release taste modulation was
developed in 2012 and presented at the 16th international wearable computers sympo-
sium as a prototype that would take the form of a digital lollipop in its later stages of
development [12,13]. Its taste-modulation output characteristics are depicted in Figure 4.

In a study in 2013, based on previous experimentation by Hettinger, a utensil-based
approach was employed to build a salt-taste enhancer by using a cathodal current, and an
experimental procedure was conducted to establish the long-term effects of the electrical
stimulation and to see if it causes the other tastes to get enhanced as well. The experimental
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study attempted to create a new “electric taste” with the help of electrically energized
utensils such as metal straws and forks powered by small batteries with their circuits
closing through the mouth. The process behind the phenomena of taste inhibition via GTS
(galvanic taste stimulation) was explored in 2017. It was hypothesized that the inhibited
tastes of the five basic tastes from GTS were from the migration of their respective ions,
which elicited the tastes [14]. Similarly, the whole process, in terms of physical hardware,
from the specification of signal to the product range is sequentially documented and
thoroughly detailed [15].
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tory system.

Up until 2017, GTS was performed by the provision of a galvanic charge from inside
the buccal cavity. The galvanic jaw stimulation module was presented as an alternative to
the earlier GTS, wherein the electrodes had to be thoroughly cleaned and disinfected before
reuse. Using electrodes applied externally to the jaw on both sides, the modulation of the
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taste of brine and whether it was successful in inhibiting the saltiness was tested [16]. Using
a collective array of sensory feedback modules, a portable AR system with a rechargeable
battery unit was designed with a prime focus on portability and integration with smart-
phones and tablets [17]. An effort to remove the discomfort of wiring inside the mouth was
made by experimentally crafting a galvanic taste-stimulating “gum” that is small enough
to fit in the mouth with a piezoelectric element that powered it from biting force [4].

The influence of optical visualization over the gustatory interface has been experi-
mentally examined for correlation in 2019. The proposed system uses an image-to-image
translation to modulate the appearance of the food being consumed in real-time by im-
plementing a generative adversarial network (GAN) in an AR setup with a limited taste
modulating resultant effect observed upon the completion of the experiment [18]. It was
initially termed ‘Deep Taste’ [19]. Besides using standalone methods for gustatory stimula-
tion, another approach was tried out using the galvanic modules to test whether sending
repetitive square waves through the contacts could enhance tastes other than the salty taste
that had been observed before [20].

As an extension to taste modulation, the temporal effect of beverages was examined,
and the longevity of their aftertaste was increased using electrode stimulation [21]. The
throat feel can be replicated by muscle movement in the esophageal periphery. Its arti-
ficial replication has been recently tested by external skin deformation using the ‘grutio’
module [22].

To reproduce preexisting tastes, the initial step would be to record them with a bio-
mimetic device called the ‘e-tongue’ that tests the concentration of taste-contributing
electrolytic ions and outputs and stores the results in digital format [23]. A system that
uses ion electrophoresis to emulate taste using six different electrolytes (five to emulate
the five basic taste properties and one for control and current regulation) was coupled
with taste-measuring instrumentation and a software GUI (graphical user interface) to
reproduce the taste of pre-existing substances [24].

Research works in Table 1 provide a general idea of the bleeding edge research con-
ducted upon taste stimulation. Next, we follow up by reviewing the recent literature on
IoT from the perspective of its utility in the area of taste modulation. The domain of IoT
shows potential in making the galvanic taste modulators portable, wireless, and backed by
powerful prepossessing cloud units.

Table 1. A brief overview of the key publications on the development of the gustatory sensor
module’s hardware.

S. No Ref. No./
Short Title Outputs Potential Extensions

1 [3] Food Simulator
A bite force measurement and replication
device with assistive hints for recreating

the texture of foods.

The contraption replicated the force of
biting with audio and chemical feedback.
It could be coupled with an AR overlay

headset to replicate the complete
experience of consuming virtual food.

2 [10] Digital Lollipop

Application of cathodal current using the
body as the closed-circuit conductor for

ion transfer. Causes the saltiness to
increase upon release of the signal.

The form factor of the output electrodes
could be altered to target multiple taste

areas simultaneously. More channels
could be added to test multiple stimuli.

3 [1] Controlling saltiness
without salt

A single-channel bipolar device that is
capable of anode/cathode discharge with

custom output wave stimulus.

The nature of the conductive electrodes,
their respective ion-taste and the toxicity
could be experimented with to produce

an optimum electrode.

4 [14] Galvanic tongue
stimulation inhibits five basic

Externally applied jaw stimulation
module for enhancing and inhibiting

taste.

The whole system can be made into a
compact wearable IoT AR-VR setup.
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Table 1. Cont.

S. No Ref. No./
Short Title Outputs Potential Extensions

5 [23] Taste sensor: Electronic
tongue with lipid membranes

An electronic tongue that measures
taste-inducing electrolytic concentration
in food and converts it to digital format.

The e-tongue requires a more compact
form factor for mobile application. It
could be built as a small embedded

system with the lipid sensor in a smaller
size as was built in 2013 [25].

6
[24] Taste display that

reproduces tastes measured
by a taste sensor

Software GUI that controls a 5-channel
GTS module that is capable of

reproducing any taste and calibrating it.

This system could be used in tandem
with edge nodes such as AR visors.

3. Internet of Things in Augmented Reality

Upon entering into multimedia as a viable medium, the data on the regulation of the
modulator signals requires a suitable architecture built for modern transmission protocols
and standardization of input/output modules. Since taste-based modulation became an
oblique commercial gimmick after the advent of the internet revolution, it has become
customary to conceptualize an IoT-compatible mulsemedia architecture. To fulfill this
requirement, a four-layered IoT-architectural concept for mulsemedia data to be transferred
through edge nodes was devised for immersive multimedia [26]. The quality of the overall
experience of multi-sensory inputs in 360◦ multimedia was appraised in another study in
pursuit of alternative extended approaches toward multimedia enrichment [27].

In addition to electrical taste stimulation, IoT can also be used to deliver AR multi-
channel data via the internet [13] to edge nodes that are capable of breaking it down into
trigger inputs for multiple AR sensory modules, including taste [17]. Thermal changes are
observed to have a considerable impression on the taste buds, causing the user to experi-
ence mild sweetness. An edge device was developed for future VR applications with the
intent to pursue thermal taste as a viable sensory extension [28]. Tackling the software side,
a web server capable of identifying and classifying three distinct taste characteristics (sweet,
bitter, and sour) has been presented in a bid to boost taste-enabled I-T AR devices [29].

Besides taste being an output sensation, in the IoT it also serves as an input, with taste-
sensing devices employing non-chemical means to ascertain the quality and composition
of substances. There have been multiple use-cases wherein the quality of taste has been
indirectly monitored by exploiting congruent variables in the process of monitoring food
quality. For instance, the magnitude of soluble sugar content in fruit was tested using
millimeter wave-permittivity as the congruent variable [30]. Similarly, in milk, the microbial
concentration of Lactobacillus has been used to remotely test for quality [31].

Such alternative pathways prove crucial in areas where organic/chemical interference
could affect the output negatively by a significant magnitude. Modern food processing
focuses on quality through the precise monitoring of the handling and close surveillance
of the assembly lines. Minimization of contact with the product has diverted the testing
and monitoring procedures to look into photo-analytic testing methodologies such as
thermography and photo-spectroscopy testing. In the case of wine, multiple testing venues
have been explored, e.g., testing the water quality in plant leaves using infrared thermogra-
phy [32], and the wine aging level using silicone-wrapped sensor nodes embedded into
wine barrels [33]. The data gathered for these use-cases are transferred using an edge
node-based IoT architecture. Once the data is obtained, it can be plugged into various
algorithms to obtain ML- (machine learning) and AI (artificial intelligence)-based models
to build taste recognition and classification systems.

4. Artificial Intelligence and Machine Learning in AR

Machine learning is an effective domain that can seamlessly merge with any other
domain and provide much-needed support to enhance its productivity. When applied
in AR, it can be used for the optimization of the output provided to the user by the
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sensors in various ways to ensure a higher degree of immersion. The hardware used in
flavor recognition has been implemented in both edible and inedible products and can be
implemented in a broader scope.

In an instance of ML being used for testing, the quality of water from natural water
bodies was also tested by using datasets containing 54 attributes and 135 instances. The
data was processed, and a confusion matrix was created and plugged into various machine
learning algorithms, out of which the K-star algorithm performed the best, using only
6 out of the 54 features with an accuracy of 86.67% [34]. Similarly, it has been attempted to
predict the contents of a juice using e-nose data to ascertain the elemental content of fruit
juice [35].

Coupled with the data output from the e-tongue used to record taste-stimulating ion-
electrolyte concentration parameters, an upgraded LDPP (local discriminant preservation
projection) model approach was proposed in contrast to the earlier learning algorithms.
It was put to the test along with PCA, LDA, LPP (locality-preserving projections), and
LPDP (locality-preserving discriminant projections). The machine learning classifiers tested
were the SVM (support vector machine), ELM (extreme learning machine), and KELM
(kernelized ELM), displaying a maximum accuracy of 98.22%, as depicted in Table 2 [36].
In another similar study, the classifiers used were KNN (K-nearest neighbor), PCA (prin-
cipal component analysis), NB (naïve Bayes), random forest, EMCC (extended Matthew
correlation coefficient), NER (non-error rate), and LDA (linear discriminant analysis), and
the maximum accuracy reached was approximately 95% [37].

Table 2. Average performance characteristics of classifiers used in conjunction with subspace projec-
tion learning algorithms over multi-beverage identifier e-tongue data [36].

Accuracy in Percentage
Classifier
Learning Algorithm

SVM ELM KELM

PCA 93 93.18 96.48

PCA (Kernelized) 89.49 87.35 91.23

LDA 94.74 94.5 97.35

LPP-S 93.87 94.94 95.61

LPP-H 94.74 94.84 95.61

LPDP-S 96.48 95.48 96.48

LPDP-H 97.35 96.51 97.35

LDPP-S 97.35 96.69 98.22

LDPP-H 98.22 94.56 98.22
S—using a Simple rule affinity matrix. H—using Heat kernel rule affinity matrix.

Using a data set of the physico-chemical parameters of red wine, various machine
learning models were pitted against one another to pick out the ideal one for wine clas-
sification. Out of the SVM (simple vector machine), ANN (artificial neural network),
RR (ridge regression), and GBR (gradient boost regression), the GBR performed the best in
the classification of red wine [38].

Another article focusing on the taste characteristics of tea explored the viability of
the combined multi-sensory data from e-tongue, e-nose, and camera modules to per-
ceive the taste of tea. It compared three classification algorithms, namely, the 1v1 SVM,
VVRKFA (Vector-Valued Regularized Kernel Function Approximation), and ANN, using
high and low amplitude pulse and staircase voltammetric datasets with varying sparsity.
The results unanimously yielded high accuracy using all three classifiers with low sparsity
models [39]. Furthermore, various factors influencing the taste of tea, such as astringency,
bitterness, and smell, have been analyzed throughout the course of the decade and have
been thoroughly reviewed in a study in 2021 [40]. The study spanned various sensor
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arrays in combination, such as e-tongue, e-nose, and even computer vision, to perceive and
classify tea samples.

Apart from the taste profile, the e-tongue module is also capable of testing the quality
of water, which might display certain flavors due to suspended impurities. It used the PCA
and the PLS (partial least square regression) methods to quantify the organoleptic analysis
data regarding the dissolved impurities [41].

In addition to the taste recognition of edible food products, e-tongue sensors are
also used to test the taste profiles of oblique substances such as amino acids. Applying
simple linear regression over the data collected from the hydrophobic lipid sensor, the
study derived a strong correlation between the sensory score and the values obtained from
the lipid sensor [42]. Among several others. These studies followed the trend of taste
recognition and classification in AI-ML research about the domain of gustation.

5. Discussion and Recommendations

Upon having explored the domains of IoT and AI-ML for finding applications in
taste mulsemedia, a web of intertwined biomedical research pools was uncovered. Once
analyzed with the perspective of extending AR utility, numerous potential use cases can be
built. Since the connectivity provided by IoT modules brings us closer to the computational
processing power of cloud servers, we can employ optimization, filtering, classification,
and deep learning models to obtain information that is intrinsically derived from the heaps
of data sent in by edge nodes of users’ AR helmets.

The introduction of novel hardware has the potential to redirect this trend toward
optimization and filtration of taste signals. A network map of IoT coupled communication
technology with AI-assisting AR modules of various types is shown in Figure 5.
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The introduction of 3Dprinting and spatial scanning has made it possible to scan an
individual’s buccal cavity and print a custom conductive sleeve to fit the user sans any
discomfort. Moreover, the custom buccal sleeve would be much more effective with accurate
electrode placement and limited movement and chances of slipping. In addition to the
fitting comfort, it is also possible to fit an entire circuit into the 3D printed contraption, thus
eliminating the chances of wires protruding out of the mouth, causing excessive salivation.
The technology can be merged with a modified form of the food simulator that mimics the
texture of the food being simulated along with the bite force required for chewing.

In addition to the dental brace serving as an output module for the gustatory simula-
tion module, it could also function as an acquisition module for obtaining a tongue EEG.
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The spectrum of potential taste sensations that can be stimulated through this approach
is still limited. Hence, in the early stages of using taste as a stimulation approach in HCI,
chemical stimulation has the advantage of covering a broad range of taste experiences over
galvanic stimulation. The most recent methodology of taste reproduction still requires
external electrolytic solutions, while galvanic stimulation can merely inhibit/enhance an
already consumed electrolytic ion cluster by pulling them together to boost taste density
instantaneously. The hardware for detection of ion concentration may not be immune to
frequent corrosion from reacting with other acidic compounds present in the food.

Limitations of the current prototype of the biting simulator include its cumbersome
structure and the metal at the end of the biting end effector [3]. As a large force must be
supported, the device must be fabricated in a structure that is capable of sustaining it while
also being non-toxic. When the user has finished biting, he/she can feel an unnatural sensation
of the thickness of the linkages. The weight of the linkage causes unwanted vibration. The
user’s teeth contact the flat surface of the linkage. This flat surface degrades food texture. An
individual feels the force on an independent tooth while biting into real food. Moreover, the
current device applies force only to the teeth. The texture of real food is perceived, in part, by
the tongue. However, displaying food texture to the tongue is very difficult.

In the case of the electric gum, for the best approach to solidify its foundations as a
viable product, the piezoelectric material has to be analyzed for potential toxicity in a long-
term use case, its reaction with saliva examined, and the long-term usage effects studied.
The alternative research path would be to explore the potential for generating flavors
other than the conventional saltiness from the separated ions. Alternative approaches,
such as using real gum containing edible organic batteries using safer electrolyte gels and
modulating its taste externally, could be tested out [4].

The apparatus used for the study of the effects of visual feedback on taste can be
enhanced by combining similar studies to increase immersion. The delay in the deep taste
system can be reduced by using an advanced FFT-GAN-based algorithm over the image
data from the webcam. The resolution of the visor can be boosted too with a reduction in
computational time [5]. Moreover, it can be merged with auditory and olfactory feedback
from the original dish as an experiment on the percentage of effect olfaction has over taste.

Beverage taste modulation using a conductive straw to complete a stimulatory circuit
could use an added perk in commercial food packaging in the form of flavor-changing
drinks, with the downside of short shelf life due to oxidation of the conductive metal
contacts. As a precautionary measure, the straw could be coated in plastic, save for the
ends. The design of a sustainable GTS soda can (Figure 6) could be a potentially rewarding
research pursuit. It would have great value in the patent sector while being relatively easier
as a research option.
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Currently, the optimum process of artificially recording taste is via measurement of
taste-contributing ion concentration, and for classification, the ELM algorithm is ranked
at the top. The research areas in the software portion of this particular domain are quite
saturated, leaving behind either some potential in chemistry-based research, wherein better
electrolytes could be sourced for longer-lasting electrode function, or in structural research,
wherein the structure of the recording device could be tweaked to be more compact,
portable, and multi-functional. The recording medium could feature a storage add-on that
could be interfaced in the form of a flash drive, or it could be made wireless using a radio
wave-based data transfer protocol, both long- and short-range.

From the perspective of taste being treated as media, it has to establish standardized
data-flow protocols, hardware, and media before it can arrive at the same level as audio
and video. Once the data from an e-tongue is obtained, its inversions may range from its
channels being mapped to audio frequency bands to experience audio through multiple
senses to test whether the patterns are as pleasing to taste as industrial approximation
mediums. It could be used to plant more memories into the brain with a taste-based
stimulus to trigger them, essentially making mankind a bit more “connected”.

Being the result of a multivariate experience, texture and memory also play a leading
role when recognizing taste sensations. The other senses act as support vectors for the taste
sensing system. To replicate the results, an accurate duplicate of the initial environment
is required. A GTS system works on low-magnitude currents. Taste buds are localized,
but their positions can be altered using galvanic electrostimulation. The initial step in the
approach is to experiment with the low voltage levels based on personal threshold values.
A gustatory range must be affixed within the experienced band of taste change sensation
and is only obtained by testing for it.

The design of the stimulation module in prior use cases was not the primary area of
focus in the experimentation. So, it could feature a more ergonomic approach in its structure.
The single-channel stimulus can be tested to check for a better-distributed multichannel
approach. Taste stimulation can be coupled with various areas of technology to generate
more use cases in the commercial sector. The gustatory module can be molded into a
portable, wearable module that employs state-of-the-art data transfer channels to integrate
seamlessly with the most recent devices.

Wave-shaping techniques can be experimented with to create various taste profiles.
Sensory analysis can be performed in real-time while tasting a dish, and the taste can be
recorded to allow future replication.

6. Conclusions

The domain of taste electrostimulation holds a lot of promise vis-a-vis AR technology,
with possibilities such as integration of the hardware’s system into digital multimedia,
potential enhancements in memory retention, advancements in gastroenterological research,
and many more. The IoT as an extension could provide the required processing prowess to
optimize and filter the taste signal. Since the sense of taste usually provides an incentive for
appetite, it is indirectly responsible for the amount of nutrients supplied to the body. The
currently developed systems require ergonomic structural work to render the technology
commercially feasible.

The perception of the utility of GTS systems is still narrowed down to usage in VR
systems, rather than a broader radius of inclusivity. For instance, in pursuits such as
gardening, farming, or even within the industry, wherein the percentage composition is
based on an approach of approximation, the nutrient/threshold levels can be mapped onto
different taste channels so that the practitioners can build sensory neural associations with
the overall status of the unit. The development of taste stimulation devices is especially
critical to the culinary sector, with its prospects extending into online taste sampling, taste
copyrighting, establishing a distinguished gustatory range, and taste-based research.

Overall, the entire field of galvanic taste stimulation has tremendous trendsetting
potential. This could subsequently tackle major flavor addictions without the user gaining

186



Electronics 2022, 11, 1315

any weight. An alteration of the taste component of nutritious foods to add more flavor
could be performed using such modules in daily life. This would boost overall health.
The average BMI index could be rigorously pursued using electronic gadgets instead of
the tough mechanical weightlifting way. The non-genetic variation of obesity could be
potentially eradicated. Moreover, taste stimulation could be used to trigger a state of
synesthesia, which could be exploited to boost the power of memory retention. Neural
associations could be created to induce certain memories synthetically using a deep dive
AR consisting of visual, auditory, olfactory, and gustatory stimulants.
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Abstract: Recently, the demand for location-based services using mobile devices in indoor spaces
without a global positioning system (GPS) has increased. However, to the best of our knowledge,
solutions that are fully applicable to indoor positioning and navigation and ensure real-time mobil-
ity on mobile devices, such as global navigation satellite system (GNSS) solutions, cannot achieve
remarkable researches in indoor circumstances. Indoor single-shot image positioning using smart-
phone cameras does not require a dedicated infrastructure and offers the advantages of low price and
large potential markets owing to the popularization of smartphones. However, existing methods or
systems based on smartphone cameras and image algorithms encounter various limitations when im-
plemented in indoor environments. To address this, we designed an indoor visual positioning system
for mobile devices that can locate users in indoor scenes. The proposed method uses a smartphone
camera to detect objects through a single image in a web environment and calculates the location of
the smartphone to find users in an indoor space. The system is inexpensive because it integrates deep
learning and computer vision algorithms and does not require additional infrastructure. We present
a novel method of detecting 3D model objects from single-shot RGB data, estimating the 6D pose and
position of the camera and correcting errors based on voxels. To this end, the popular convolutional
neural network (CNN) is improved by real-time pose estimation to handle the entire 6D pose estimate
the location and direction of the camera. The estimated position of the camera is addressed to a voxel
to determine a stable user position. Our VPS system provides the user with indoor information in 3D
AR model. The voxel address optimization approach with camera 6D position estimation using RGB
images in a mobile web environment outperforms real-time performance and accuracy compared to
current state-of-the-art methods using RGB depth or point cloud.

Keywords: visual positioning system; convolutional neural network; three-dimensional object pose
estimation; voxel; perspective-n-point

1. Introduction

Multi-usage public facilities or large crowded markets without GPS functionality fail
to navigation services. Researches on indoor positioning and navigation are developing
widely. Recently, machine learning and deep learning methods are applied without sensors
for location recognition. However, it is difficult to maintain the quality of location-based
AR service without continuous updating the built-in maps as well as constructing indoor
maps [1]. Visual positioning system information, which is more innovative than navigation
technology obtained using GPS information, resonates with people’s lifestyles globally. VPS
allows users to use their mobile cameras to visually grasp their surroundings and directions
in places where GPS services are difficult, such as indoor spaces [2]. Additionally, these
techniques can accurately recognize a location of user through learning only by collecting
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images from mobile camera. Among recent object pose estimation approaches available for
VPS, methods which are counting on depth maps with color images have shown excellent
performance [3–5]. However, depth-estimation cameras cannot measure depth outdoors
or reflective objects; therefore, this approach is not always reliable. Additionally, depth-
estimation cameras consume the battery of an additional mobile device according to the
operation of the sensor. Among the indoor positioning methods, though a QRcode method
with screenshot have a high accuracy, it also has a problem which the user’s position should
be determined approximately.

The proposed system is a positioning system based on object pose estimation using
images. Our method is used to estimate the position of user at specific indoor locations
and provide 3D spatial information in 3D AR. Consequently, this can make user accurately
estimate the position and pose of a camera in 3D space using a single-shot deep CNN
based web application on a mobile device. After estimating the position of the camera in
the 2D box of the object in 3D space. Pose estimation of the camera can stably determine
the position through voxel indexing of the voxel database and provide 2D bird-eye view
information. In addition, one of the eight vertices of the 3D box of the object is assigned as
an anchor point of the 3D AR, and position information of the indoor space is provided to
the user with 3D AR model.

The main contributions of this study are as follows.

• We propose an indoor positioning system using a mobile web browser that users
can easily access. The mobile client system uses a smartphone camera to acquire
images and estimate the pose of the camera in the server system to ensure real-time
indoor space.

• We improve a single-shot deep CNN based on 2D object recognition. The pose of the
camera calculated using PnP is indexed to the voxel database. A visual positioning
system is designed to determine the user location using a spatial voxel address.

• With the help of object pose estimation of single-shot Deep CNN, one object box in
the camera pose is used as an anchor point for 3D AR to provide information on a 3D
indoor space in 3D AR model.

Unlike previous studies that require user interface applications, our method does
not require additional application installation. It is a low cast, fast, and sustainable VPS
method with a mobile web browser and can provide users with a variety of location-based
AR services.

The remainder of this paper is organized as follows. Section 2 reviews related work.
The details of the system and method are described in Section 3. Experiments and evalua-
tion are presented in Section 4, and the conclusions are presented in Section 5.

2. Related Research
2.1. 6D Object Pose Prediction

Recently, machine-learning-based 6D pose-prediction technologies have attracted
more attention owing to the increased prevalence deep learning and neural networks.
However, 6D pose estimation techniques based on deep learning encounter a unique
problem. The accurate estimation of 6D poses of symmetrical objects using conventional
deep learning methods is difficult. This is because the shape and the 6D pose of the object
do not change on rotation when viewed from a fixed point. However, the corresponding
ground truths differ. Zhang and Qi [6] generated the key point-wise features of the point
clouds as input features and predicted the keypoint coordinates using a hierarchical neural
network involving global point clouds with local information.

PoseCNN estimates the 6D poses of the translation and rotation of an object; 3D
translation is performed by determining the center of the image and estimating its distance
from the camera, and 3D rotation is performed by regressing to a quaternion representa-
tion [7]. This network consists of two stages: in the first stage, feature maps with different
resolutions are extracted from the input image. These extracted data are shared across all
the tasks performed by the network. In the second stage, the high-dimensional feature
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maps generated in the first stage are embedded into low-dimensional task-centric features.
Subsequently, the network estimates 6D pose by performing the following three tasks:
semantic labeling, 3D translation estimation, and 3D rotation regression. Augmented
Autoencoder [8] enables the estimation 3D object orientation to facilitate the implicit repre-
sentation of rotation using auto-encoders; the rotation vector that is most representative of
the estimated rotation is obtained from a coded book and assigned to the corresponding
estimated rotation.

The state-of-the-art method of 6D object pose estimation using RGB camera input
is characterized by the following approaches: (1) detecting the 2D target of the object
in the given image, and (2) matching the 2D–3D correspondence using the perspective-
n-point (PnP) method for the 6D pose. This type of algorithm can be categorized into
keypoint-based and dense 2D–3D correspondence approaches. The 6D pose of the camera
using RGB-D image and 3D model and estimated by PnP algorithm is a structure-based
localization method of visual positioning system [9].

Keypoint-based method: The pixel-wise voting network (PVNet) [10] regresses pixel-
wise unit vectors to determine keypoints, uses these unit vectors to vote for keypoint
locations using Random sample consensus (RANSAC) [11], and creates a flexible rep-
resentation to localize keypoints. HybridPose [12] involves intermediate representation
prediction networks and pose regression. The prediction networks take an image as an
input and provides the corresponding predicted keypoints, edge vectors, and symmetry
correspondences as output. The pose regression consists of two processes, namely initial-
ization and refinement. Initialization solves a linear system problem to obtain an initial
pose using the predicted intermediate estimations. HybridPose is robust against occlusion
and truncation. BPnP [13] backpropagates the gradients through the PnP solver to update
the weights and achieves learning using a solver from a geometric vision problem and an
objective function. BB8 [14] is a comprehensive approach that applies a convolutional neu-
ral network (CNN) to the detected objects to predict their 3D poses based on 2D projections
of the corners of their cuboid 3D bounding boxes. Single-shot deep CNN [15] predicts 2D
projections of a cuboid by creating a 3D bounding box around objects using the CNN. The
6D pose is calculated using a PnP algorithm that employs these 2D coordinates and the 3D
ground points for the bounding box corners.

DPOD [16] uses an additional refinement network that provides a truncated image of
an object and an image patch that must be rendered separately using the predicted pose
of the first step and provides the refined pose as output. CDPN [17] untangles the pose
to predict rotation and translation separately. For detection, a fast-lightweight detector
and fixed-size segmentation are used to determine the exact object region. For translation,
estimation is conducted from the detected object region to avoid scale errors. Pix2Pose [18]
predicts the 3D coordinates of individual pixels using the truncated area containing the
object. In the pose estimation process, image and 2D detection results are inputs. While
removing backgrounds and uncertain pixels, the predicted results are used to represent
important pixels and adjust bounding boxes. Pixels with valid coordinates and small error
predictions are obtained using the PnP algorithm with RANSAC.

2.2. 2D–3D Correspondence

Single-photo resection (SPR) is a basic element in photogrammetry and computer
vision. SPR addresses the restoration of earth orientation parameters (EOPs) of a given
image/object. The SPR problem is also known as space resection, the perspective 3-points
(P3P) problem, or PnP for n-points.

Grunert (1841) introduced the first solution to P3P by applying the cosine law for
light emitted from the perspective center to three image points and the corresponding
object points from the perspective center. Lepetit et al. [19] reduced the problem to four
virtual control points, which is expressed as a weighted sum for n (n ≥ 4) object points
and developed an efficient PnP solution (EPnP). Li et al. [20] introduced a robust PnP
(RPnP) solver that utilizes a subset of three points and produces an (n − 2) quaternary
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polynomial. The sum of squares of polynomials and the cost function are used to determine
the minimum value via differentiation. A seventh-order polynomial of the differentiation
of cost function is solved using the eigenvalue method [21].

The second SPR solution is an iterative method, which is the best approach to achieve
high accuracy with minimal or redundant noisy data. However, these iterative methods
are slow and approximate the position and orientation of parameter values.

The PnP problem and pose estimation from the projective observation of known
points are related to the restoration of 6D poses given the central projection of n ≥ 3 known
3D points in the calibrated camera. It is extensively used in geometric computer vision
systems and determines the camera pose (orientation/position and rotation/translation)
from observations of n 3D points.

In the case of a minimum PnP with a finite number of solutions, three observations
(n = 3) are required in a nondegenerate configuration. This is called the P3P problem. P3P
solvers are either directed or triangulated. Direct methods parameterize the pose of the
input coefficient using projection invariances. Therefore, feasibility constraints should
be applied as a post-processing step on obtaining a solution. The triangulation method
triangulates points under pose invariants in the camera coordinate system, considers
the distance as an unknown and solves the pose. In this triangulation method, a user
can determine the rotation by choosing either a quaternion or R ∈ SO (3). The geometric
feasibility constraints, wherein each point is placed in front of the camera, limit the solutions
before estimating the pose.

3. System and Methodology

This section outlines the proposed method and details the main modules and im-
portant algorithms involved. The proposed system consists of a mobile web and server.
After the smartphone takes an image, it predicts a 6D object pose with an image which
is transmitted to the server which estimates the pose of the camera, implements the re-
maining algorithms, and returns the result to. Figure 1 shows that the overall architecture
of the proposed method includes three components: (a) acquiring images with a mobile
web and single-shot deep CNN, (b) single-shot 6D object pose estimation, and (c) 3D
voxel-based VPS.

Figure 1. Overview of the proposed visual positioning method (system) (VPS). The process comprises
(a) pose estimation stages of extended single-shot deep CNN; (b) estimate the 6D pose from the
correspondences between the 2D and 3D points using a PnP pose estimation method; and (c) mobile
web with voxel indexing through VPS.
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3.1. System Overview

The proposed method is a mobile web implementation mechanism that outsources
computing-intensive tasks to cloud servers, allowing web users to gain better location-
based services and benefit from the server’s stronger computing capabilities. However,
additional communication delays and deployment costs are two critical issues that should
be simultaneously addressed. The 5G network may achieve a data rate of 1 Gb/s and an
end-to-end delay of milliseconds.

Figure 1a shows pose estimation of a single-shot deep CNN 2D object, acquiring an
image from a mobile web with a camera. A single-shot deep CNN algorithm uses the
acquired image to estimate eight corner points and one central coordinate of the 2D object
box in the image. (b) 2D to 3D conversion and camera position estimation: estimates the 3D
box and pose of the object with the PnP algorithm of the computer vision with the 3D box
and central coordination of the object estimated from the image and the mesh model of the
3D object and finally estimates the pose of the camera. (c) The pose and camera position of
the camera are estimated through the displayed voxel index and the mobile web VPS: (a)
and (b) processes may be different from ground truth. To reduce this error and estimate
more accurate camera location (user location), the estimated location of camera is matched
to a voxel index in the voxel database and transmitted to a mobile an updated voxel index.

3.2. 6D Object Pose Estimation

This section focuses on determining an accurate pose estimation method. The pro-
posed method is designed to localize and estimate the orientation and translation of an
object accurately without correction. An object pose is expressed as a rigid transformation
(RT) from the object to the camera coordinate system, where R and t represent 3D rotation
and transformation, respectively.

First, a 6D object pose estimation using RGB image data input is described to obtain
rotation information.

If converting a point x1 into x2 in a three-dimensional space is represented via a matrix
R, a mapping function from a point X1 = [x1y1z1]

> to X2 = [x2y2z2]
> is expressed as

follows [22].

f : R3 → R3
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y2
z2


 = R




x1
y1
z1


 (1)

In this case, the 3 × 3 matrix R set in which the inverse matrix exists corresponds to
the general linear group GL (3, R). Among these R, orthogonal matrices with a determinant
of ± 1 are referred to as orthogonal groups. Therefore, there is a relationship between
O (3) ⊂ GL (3, R)). Among these transform matrices, the transformation in which the
distance between two pairs of points does not change is called isometries; a matrix with a
determinant of +1 is called property isometries. This special orthogonal group is referred to
as SO (3). The SO (3) group which is under (SO (3) ⊂ O (3)) can only express pure rotation.
Therefore, a 4 × 4 matrix is considered to express translation as shown in Equation (2); 3D
points are extended to homogeneous coordinates. (GL (4, R)).

The complete 6D pose is a three-dimensional orthogonal group, consisting of two
parts: 3D rotation R ∈ SO (3) and 3D transformation t ∈ R3, as shown in Equation (3).
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The 6D pose represents a rigid body transformation from object to camera coordinate
system. This entire task has already been resolved in recent tasks in the field of relatively
mature 2D object detection, as it includes several sub-tasks, such as detecting objects first
in 2D images and processing multiple object categories and instances. In this study, we use
the 2D object detection approach and improve it to predict the 6D pose of an object.

The proposed method is capable of end-to-end training that enables 6D pose prediction
in real time and predicts the 2D projection of 3D bounding box corners surrounding objects.
To regress the 2D boundary box as in the conventional YOLOv3 [23] and predict the
projection of the 3D boundary box edge in the image, several additional 2D points are
predicted for each object instance in the image. Considering these 2D coordinates and the
3D ground control point at the edge of the boundary box, 6D poses can be algebraically
calculated using an efficient PnP algorithm [19].

The 6D pose estimation problem is formulated in terms of predicting the 2D image
coordinates of the virtual 3D control point related to the 3D model of the object of interest.
When considering 2D coordinate prediction, the 6D pose of the object is calculated using
the PnP algorithm. The 3D model of each object is parameterized into nine control points.
For these control points, eight corners of a tight 3D boundary box suitable for the 3D model
are selected. Additionally, the center of the object’s 3D model is used as the ninth point.
This parameter designation is common and can be used for all robust 3D objects with
arbitrary shapes and topologies.

3.3. 2D–3D Correspondence—3D Position Estimation Utilizing Perspective-n-Point

The camera pose estimation method through 2D point response with n 3D data in
computer vision is a fundamental problem. The most common approach to the problem
is to estimate six degrees of freedom and five correction parameters (focus distance, pub,
aspect ratio, and slope) of the pose. A well-known direct linear transformation (DLT)
algorithm is used to set at least six correspondence relationships. However, there are
several simplifications to the problem of changing to numerous algorithms that improve
the accuracy of DLT. The most common simplification is to assume a known correction
parameter, the so-called perspective-n-point problem.

Figure 2 shows that, when there are 3D points (in world coordinates) that match the
2D projection points (in image coordinates) for the object in the image acquired by the
camera, the values of the camera’s orientation and position are estimated from the object.
When a correspondence set between the 3D points pi(Xi, Yi, Zi) expressed in the reference
frame of the spatial world coordinate system and the 2D projection p′i(ui, vi) for the image
is given, the poses (R and T) for the camera are calculated.
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3.4. Voxel Index Database Using Camera Pose Optimization

The voxel database uses high-performance 3D sensors to scan indoor spaces. The
sizes of the X, Y, and Z axes of the point cloud are calculated using the maximum and
minimum values of the scanned point cloud coordinates. Voxel addresses are generated
by dividing the calculated X, Y, and Z axes of the indoor space by the predefined voxel
size and assigning a voxel address. The voxel address determines the location in the user’s
space. The voxel database is reconstructed including the real location of the object (3D box
central coordinates). The pose of the camera estimated from the image is converted into
coordinates of the voxel database. The converted coordinates determine the location of the
user using the voxel index.
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Figure 2. 3D Position Estimation using Perspective-n-Point.

3.5. Voxel Addressing vs. VPS Distance Error

The pose estimation of the estimated object is proportional to the center coordinates x,
y, and z of the object and the rotational values of the object pitch, yaw, and roll, and the
distance to the origin coordinates (0, 0, 0) of the camera. However, because VPS is made to
the address of the voxel, the coordinates of the objects in the voxel database space are the
same within the box of voxel labeling. Figure 3 shows that the VPS error rate is on average
as much as the center distance of the voxel when the position of the camera and actual
camera coordinates are not the same voxel in the voxel database space estimated by PnP of
the improved single-shot deep CNN.

Figure 3. Visual positioning system (VPS) error and measurement.

The actual camera position of the camera corresponding to the object center point of
the voxel database of the object selected in the indoor space: (x2, y2, z2) ∈ Voxel No.x2
and VPS predicted camera position through the pose of the camera estimated by the PnP
algorithm: (x1, y1, z1) ∈ Voxel No.x1. When points belong to the same voxel, the proposed
method maps these points to same voxel index. This indexing reduces distance error of
estimation of location. Assuming that length, width, and height have same size of α, the
actual distance error in the same voxel space does not exceed Equation (5). Therefore,
when the voxel number does not match, the distance error of the corresponding voxel is
calculated by Equation (6).

(
VPS Distance Error = Max

√
3α2
)
∈ {Voxel No.X2 = Voxel No.X1} (5)

(
VPS Distance Error =

√
(x2 − x1)

2 + (y2 − y1)
2 + (z2 − z1)

2
)
∈ {Voxel No.X2 6= Voxel No.X1} (6)
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4. Evaluation

In this section, we compare the CNN of the 6D pose estimation base on RGB on
LineMOD [24] with other 6D pose estimation methods for a single individual to measure
the performance of the proposed system. It was designed on the premise of indoor use, and
night, day, and lighting were not considered. Experiments focusing on real-time execution
on the mobile web measured the network speed of cutting-edge methods. We compared
three voxel sizes that can stabilize the camera’s pose with the proposed method’s voxel
addressing. The VPS real-time criterion is at least 30 FPS; we describe the experiments we
performed as experimental settings and error measurements with implementation details.

4.1. Experimental Setup
4.1.1. System Setup

The system facility conditions used in the experiment are as follows.
Mobile Web: A smartphone Galaxy Note 20 Ultra (SM-N986N) equipped with 108 mil-

lion pixels and 12 GB RAM and tested in a Web (Chrome Browser) environment with 5G
(fifth generation technology standard) mobile communication.

Server: The implementation was written in Python 3.6, using PyTorch for graphics
processing unit (GPU) computation. The evaluation details measured the inference times
on a desktop using a Linux Ubuntu 16.04 LTS, Ryzen 9 3900X CPU, and RTX 2080 SUPER
8G GPU.

4.1.2. LineMOD Dataset

The LineMod dataset is a popular and widely used benchmark dataset for 6D object
pose estimation. It consists of 13 different entities arranged in 13 complex scenes. For
each scene, only one object is annotated with a 6D pose; other objects can be viewed
simultaneously. There is an example with approximately 1200 annotations per individual.

4.2. Comparison of 6D Pose Estimation Convolutional Neural Network Using RGB

We evaluated the runtime of the 6D pose estimation network for LineMOD datasets
that have become the de facto standard benchmarks for 6D pose estimation. Among the
latest methods of 6D pose estimation RGB in LineMOD that can be applied to our method,
efficient pose [25], RePOSE [26], DPOD [16], HRNet (DSNT + BPnP) [13], HybridPose [12],
CDPN [17], PoseCNN + DeepIM [27], E2E6DoF [28], PVNet [10], CullNet [29], SSD-6D [30],
keypoint detector localization [31], single-shot deep CNN [15], BB8[14], Pix2Pose [18], and
augmented autoencoder [32], which focused not only on accuracy but also on time cost were
selected and evaluated. Because the proposed method and voxel index can optimize the
user’s location accuracy by correcting the VPS error, the experimental evaluation selected
the network based on real-time data on the mobile web rather than accuracy. Figure 4
depict the experimental results of the following three networks that were selected for
evaluation on the LineMOD dataset considering the runtime: efficient pose, SSD-6D, and
single-shot deep CNN. We used the trained model provided in each study. Figure 4 shows
that, for each of the 13 classes provided by LineMOD, the efficient pose is ϕ = 0. The
single trained tape model and SSD-6D used the provided trained bench vise model and
trained hole puncher model weight provided by single-shot deep CNN to create boxes for
supervised learning and boxes through 6D object pose estimation with 1000 evaluation
datasets per class.
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Figure 4. Results of convolutional neural networks applied on the LineMOD dataset 6D for ac-
curate object pose estimation. We show an input RGB image, estimated pose, and ground-truth
pose: (a) EfficientPose pose estimation; (b) SSD-6D pose estimation; (c) single-shot deep CNN pose
estimation. The 2D matrix markers used in (a), (b) and (c) are only for the learning phase. They are
interim results which is utilized to configure datasets.

Table 1 shows the average frame per second (FPS) evaluation table experimented
with the learned weight provided by each network using 13 classes of 6D pose estimation
networks in the widely used 6D pose estimation benchmark dataset LineMOD using RGB
input. A total of 1000 evaluation images were used for each of the 13 classes. The 13 object
classes are ape, bench vise, cam, can, cat, driller, duck, eggbox, glue, hole puncher, iron,
and lamp. Although there is a slight difference between the runtime speed revealed in each
paper and the system environment, similar runtime speeds could be identified overall, as
revealed by the author of the network. The average FPS evaluated in the proposed system
environment is as follows: Efficient pose 20.50 FPS, SSD-6D 11.74 FPS, and single-shot
deep CNN 54.38 FPS were measured. To ensure the best real-time nature of the proposed
method through these comparative evaluations, we selected a 3D pose estimation network
for single-shot deep CNNs with a runtime rate higher than 50 FPS.

Table 1. Runtime performance comparison between single object pose estimation algorithms.
LineMOD dataset is used.

6D Object Pose Efficient Pose [25]
(FPS) SSD-6D [30] (FPS) Single-Shot Deep

CNN [15] (FPS)

Ape 20.56 11.98 54.36

Bench vise 20.50 11.32 53.99

Cam 20.69 11.45 54.30

Can 20.87 11.87 54.49

Cat 21.01 11.94 54.69

Driller 20.91 11.57 54.53

Duck 19.88 11.74 54.47

Eggbox 19.53 12.43 54.56

Glue 20.29 12.03 55.50

Hole puncher 19.84 11.83 54.16

Iron 21.67 11.78 53.96

Lamp 20.32 11.10 54.04

Phone 20.47 11.59 53.95

Average FPS 20.50 11.74 54.38
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Figure 5 shows the overall process of the proposed method. When the mobile web
client sends a request to the server with the image and receives the image from the server,
it detects the object through the single-shot deep CNN network and converts the ratio of
the coordinates of the 3D box on 2D into coordinate values suitable for the picture size.
Using the PnP algorithm, converted 2D box coordinates, and the camera internal parameter
of the detected object size, the camera pose coordinates relative to the object is obtained.
VPS is performed by determining the relative coordinates as voxels in the voxel database.
Figure 5 shows the process of responding to the user’s camera pose to the client of the
mobile wed again and Table 2 summarizes the running time of each process for each step.
The operating time of the entire system is 733.1268 ms, which can transmit VPS to the
user’s mobile web once a second. The voxel indexing step includes the step of drawing the
voxel on the server; however, it does not include the time required to send the image to the
smartphone and the time taken to load the image.

Figure 5. Runtime analysis and comparison of method performing single object pose estimation.
LineMOD dataset is used.

Table 2. VPS speed measured by the proposed method system.

Request +
Response Detect 2D–3D

Correspondence Perspective-n-Point Voxel Indexing Total

700 ms 28.84 ms 0.069 ms 0.2178 ms 0.4 ms 733.1268 ms

4.3. VPS Results of Voxel Index

The pose estimation error of the improved single-shot deep CNN is proportional
to the x, y, and z coordinates of the object center and the rotational pitch, yaw, and roll
values of the object, and it is proportional to the origin coordinates (0, 0, 0) of the camera.
However, because the VPS targets the address of the voxel, the coordinates of the camera in
space remain unchanged within the indexed voxel box. Our method consists of a network
module and an algorithm module, and it is computed using our equation in the algorithm,
and the measurement uncertainty in our system is proportional to the estimations of
network-specific. The measurement uncertainty estimated by the network is corrected
using our method, by positioning through voxels. The improved single-shot deep CNN has
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an average error of VPS in the database space estimated by VPS when the position of the
camera coordinates and the actual camera coordinates are not the same voxel. The actual
camera position of an object selected in an indoor space, (x2, y2, z2) ∈ Voxel No.X2 and
VPS Predicated camera position through pose estimation of an extended single-shot deep
(x1, y1, z1) ∈ Voxel No.X1 are in the range of Equation (5). The actual distance error in the
same voxel space does not exceed that obtained via Equation (5). However, when the voxel
numbers do not match, the distance error is determined via Equation (6). Table 3 shows the
VPS distance error of the extended single-shot deep CNN pose estimation obtained using
Equation (6). The voxel size of the voxel database is tested for the 20, 50, and 100 sizes, and
the position may be localized within the accuracy of the sub meter level with respect to
80% or more at a voxel size of 50 cm. Table 3 shows that more than 95% of the 100 cm voxel
size is successfully identified in the ground truth position.

Table 3. Distance errors for the ground truth and estimated camera poses.

Voxel Ape Bench
Vise Cam Can Cat Driller Duck Eggbox Glue Hole

Puncher Iron Lamp Phone Average

Distance 10 cm 5 cm 7 cm 5 cm 8 cm 7 cm 9 cm 9 cm 8 cm 8 cm 11 cm 14 cm 11 cm 8.61
cm

Based on the object box center point of the indoor space, voxels of 2 m in width and
height were divided into 1 m units along the x, y, and z axes, and addresses are formed
in the divided voxel database space. Table 4 shows that 55.5% of the total voxels can be
classified into the same voxel address when the voxel is divided into 20 cm. Table 5 shows
that 81.7% is indexed to the same voxel address when divided by 50 cm, and Table 6 shows
that 95.2% is indexed within the same voxel address when divided by 1 m.

Table 4. Distance error comparison for voxel size (20 cm).

Voxel Index
Error (20 cm) Ape Bench

Vise Cam Can Cat Driller Duck Eggbox Glue Hole
Puncher Iron Lamp Phone Average

1 Voxel (%) 34.8 27.3 35.5 27 36.5 32.9 36.4 36.3 31.8 35.8 37.9 33.6 38.4 34.2

2 Voxel (%) 10.2 4.7 6.9 4.1 10 8.6 10 10.8 8.4 7.6 13.5 9.9 13.4 9.1

3 Voxel (%) 2.2 0.6 1.0 0.1 1.3 1.1 1.2 1.1 1.1 0.8 2.5 1.0 1.8 1.2

4 Voxel + (%) 0.3 0.2 0.0 0.0 0.1 0.0 0.2 0.1 0.3 0.3 0.3 1.4 0.3 0.3

Table 5. Distance error comparison for voxel size (50 cm).

Voxel Index
Error (50 cm) Ape Bench

Vise Cam Can Cat Driller Duck Eggbox Glue Hole
Puncher Iron Lamp Phone Average

1 Voxel (%) 19.4 11.7 15.4 12.5 19.7 14.1 16.6 19 17.4 16.8 23.5 14.7 21 17.1

2 Voxel (%) 2.1 0.6 0.7 0.3 1.6 0.8 1 1.9 1 0.9 2.5 1.3 1.4 1.2

3 Voxel (%) 0.1 0.0 0.0 0.0 0.1 0.0 0.9 0.0 0.0 0.0 0.1 0.4 0.0 0.1

4 Voxel + (%) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 0.1 0.1

Table 6. Distance error comparison for voxel size (100 cm).

Voxel Index
Error (100 cm) Ape Bench

Vise Cam Can Cat Driller Duck Eggbox Glue Hole
Puncher Iron Lamp Phone Average

1 Voxel (%) 4.6 3.7 4.7 3.9 6.0 4.5 5.0 4.5 4.0 5.6 5.6 4.8 5.2 4.8

2 Voxel (%) 0.0 0.0 0.1 0.0 0.0 0.0 0.2 0.0 0.1 0.1 0.0 0.4 0.0 0.1

3 Voxel (%) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

4 Voxel + (%) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

As shown in Table 7, the 6D pose estimation accuracy excluding the eggbox and glue
classes of EfficientPose in our experiment is 5.68% higher than the estimated accuracy of

201



Electronics 2022, 11, 865

Single-shot Deep CNN; however, the time rate achieved by EfficientPose is 20.50 FPS, as
shown in Table 7, and the error rate is higher in a specific class. Figure 6 shows an example
of the LineMOD dataset. Figure 6a displays the input RGB image and the ground truth
pose in red with the estimated pose of the extended single-shot Deep CNN in blue, and
Figure 6b displays of a voxel database with a voxel labeling index.

Table 7. Distance error comparison of 6D pose estimation via the EfficientPose network according to
VPS Voxel Size.

Voxel Index
Error (50 cm) Ape Bench

Vise Cam Can Cat Driller Duck Eggbox Glue Hole
Puncher Iron Lamp Phone Average

1 Voxel (%) 13.3 13.2 10.0 14.0 12.8 11.3 12.3 3.2 7.7 11.5 9.4 10.8 10.8 10.8

2 Voxel (%) 0.6 0.6 0.7 0.9 1.0 0.4 1.2 15.3 12.4 0.3 0.4 0.3 0.4 2.7

3 Voxel (%) 0.0 0.1 0.1 0.3 0.1 0.0 0.1 5.8 4.6 0.0 0.0 0.0 0.0 0.9

4 Voxel + (%) 0.1 0.0 0.0 0.1 0.1 0.0 0.0 61.7 34.3 0.0 0.0 0.0 0.0 7.4

Figure 6. Results on the LineMOD dataset: (a) the input RGB images, poses estimated with the
extended single-shot deep CNN in blue, and ground truth poses in red; (b) visual positioning system
in voxel database with voxel labeling index.

5. Conclusions

In this study, we introduced a system that determines a user’s location using a highly
scalable, end-to-end 6D object posture estimation approach based on the state-of-the-art 2D
object detection architecture of the single-shot deep CNN. We improved the architecture
in an intuitive and efficient manner to perform 6D object pose estimation of multiple
objects and instances and 2D object detection while maintaining the advantages of the
underlying network and keeping additional computational costs low. Based on the object,
a positioning system in a large indoor space using a smartphone camera was proposed.
The system used a web on smartphones to detect specific objects indoors and calculated
a user’s location. The system integrated deep learning and computer vision algorithms
and proposed the VPS that could determine the position of an object and pose estimated
through deep learning by matching the position and pose of the object in space with a
predefined. It is a visual positioning system that used a voxel address that can determine a
user’s location by learning images acquired by a camera on the mobile web through deep
learning, estimating the pose of an object, and matching the camera pose in a predefined
voxel indexing space. The proposed method organized a database with voxel addresses
to determine a location of user. This shows that the proposed method can efficiently lead
to high location accuracy and direction estimation in a well-known space. The proposed
system uses web-based images of mobile devices that users can easily access when GPS
is insufficient, and is a deep learning-based visual positioning which uses fixed specific
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location to provide 3D AR contents to users. The proposed method is particularly suitable
for scenarios that ensure real-time performance.
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Abstract: Sound source localization is important for spatial awareness and immersive Virtual Reality
(VR) experiences. Deaf and Hard-of-Hearing (DHH) persons have limitations in completing sound-
related VR tasks efficiently because they perceive audio information differently. This paper presents
and evaluates a special haptic VR suit that helps DHH persons efficiently complete sound-related VR
tasks. Our proposed VR suit receives sound information from the VR environment wirelessly and
indicates the direction of the sound source to the DHH user by using vibrotactile feedback. Our study
suggests that using different setups of the VR suit can significantly improve VR task completion times
compared to not using a VR suit. Additionally, the results of mounting haptic devices on different
positions of users’ bodies indicate that DHH users can complete a VR task significantly faster when
two vibro-motors are mounted on their arms and ears compared to their thighs. Our quantitative
and qualitative analysis demonstrates that DHH persons prefer using the system without the VR suit
and prefer mounting vibro-motors in their ears. In an additional study, we did not find a significant
difference in task completion time when using four vibro-motors with the VR suit compared to using
only two vibro-motors in users’ ears without the VR suit.

Keywords: virtual reality; haptic feedback; tactile sensation; sound source localization; deaf and
hard-of-hearing

1. Introduction

Deafness and hearing loss are issues that affect millions of people around the world
(World Federation of the Deaf (Available Online: http://wfdeaf.org/our-work/ (accessed
on 5 October 2021))). These issues are manifested in different intensities related to different
causes and can affect different aspects of Deaf and Hard-of-Hearing (DHH) persons’ social
life [1]. Recent advances in technology and medicine, such as Cochlear Implants (CIs), help
these groups of people to use and enjoy technology more than before [2], but CI technology
has some disadvantages. It is costly and not practical for all DHH persons [3]. In addition,
it requires invasive surgery, and the surgery’s success rate depends on the person’s age [3].
Therefore, using alternative technologies to help DHH persons is beneficial.

One of the low-cost technologies to help DHH persons is inexpensive vibrotactile
devices that can transmit information as vibration signals through the DHH person’s body.
Previous studies have shown that using haptic sensors in wearable devices such as suits,
belts, bracelets, shoes, gloves, and chairs can help DHH persons perceive information
from their environments [4–6]. DHH persons detect sounds differently, so they have
limitations in completing sound-related tasks, especially in Virtual Reality (VR). However,
DHH persons can perceive sound information using their other senses, such as tactile
sensation [7]. They can sense vibrations and feel sounds in the same part of their brain that
hearing persons use to hear sounds [8].

Previous research has shown the usability of vibrotactile systems for hearing and DHH
persons as they complete different tasks related to navigation [9] and sound awareness [10].
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In VR, haptic feedback is usually used in special VR suits or other wearable devices, and it
improves the immersive VR experience. A few versions of vibrotactile-based VR suits are
available on the market, such as “TactSuit” (Available Online: https://www.bhaptics.com/
(accessed on 5 October 2021)) and “TeslaSuit” (Available Online: https://teslasuit.io/
(accessed on 5 October 2021)), but they have not been tested on DHH users. Haptic VR suits
can help DHH persons to perform sound-related VR tasks, but more comprehensive studies
are needed about the effects of using different setups of haptic VR suits for DHH users.
We also need to know if the number of haptic devices positively affects the completion of
sound-related VR tasks among DHH users. This paper investigates the capabilities and
effects of using different setups of haptic VR suits among DHH users. Our main hypotheses
in this study are as follows:

Hypothesis 1 (H1). DHH persons can complete sound-related VR tasks faster using different VR
suit setups compared to not using the VR suit.

Hypothesis 2 (H2). Increasing the number of haptic devices on a VR suit does not significantly
affect the performance of sound source localization in VR among DHH persons.

A special VR suit with four adjustable vibro-motors was designed for this study to
analyze different aspects of using haptic VR suit setups for DHH users. We intended to
find the optimal number of haptic devices (vibro-motors) necessary for DHH persons to
perform sound source localization in VR. In addition, we determined the best positions for
mounting vibro-motors on DHH persons’ bodies for the completion of sound-related VR
tasks by analyzing the results of questionnaires about discomfort scores and the desire to
use different haptic setups of our proposed VR suit. In summary, the main contributions of
our study are as follows:

1. The effects of using haptic VR suit setups among DHH users on the completion of
sound-related VR tasks are analyzed.

2. The optimal number of haptic devices necessary for DHH persons to perform sound
source localization in VR is identified.

3. The best positions for mounting haptic devices on DHH persons’ bodies for complet-
ing sound-related VR tasks are defined.

The rest of the paper is organized as follows. In Section 2, related work on the use of
wearable vibrotactile feedback systems in VR is presented. In Section 3, we explain the
study design and methodologies of our approaches. In Section 4, the experimental results
of different setups of our proposed haptic VR suit are presented. In Section 5, the results of
a complementary study related to the optimal number of haptic devices are presented. In
Section 6, we discuss the effects, limitations, and future work of our proposed VR haptic
device, and finally, we conclude the paper in Section 7.

2. Related Work

Vibrotactile feedback has been widely used in many previous studies for navigation
or spatial awareness and to show different application scenarios for delivering information
using vibrations through the skin. Hashizume et al. [9] developed a special wearable haptic
suit called “LIVEJACKET” that can improve the quality of music experience among users
when listening to digital media by using vibrotactile feedback [9]. They did not test the
“LIVEJACKET” on DHH persons, but there are some other studies, such as Petry et al. [5]
and Shibasaki et al. [11], that used a similar approach to improve the music experience
among DHH persons.

Some other researchers have tried to deliver haptic cues from virtual environments
to users’ bodies. Lindeman et al. [12] implemented a system that can deliver vibrotactile
stimuli to the user’s whole body from virtual environments. Their proposed system could
improve the immersive VR experience and the feedback time in critical situations in a
VR environment. Kaul et al. [13] proposed a system called “HapticHead” that can utilize
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multiple vibrotactile actuators around the head for intuitive haptic guidance through
moving tactile cues, and it was able to effectively guide users towards virtual and real
targets in 3D environments. Peng et al. [14] proposed a system called “WalkingVibe” that
uses vibrotactile feedback for walking experiences in VR to reduce VR sickness among
users. Vibrotactile devices are also used in some specific gloves. G. Sziebig et al. [15]
and Regenbrecht et al. [16] presented vibrotactile gloves with vibration motors to provide
sensory feedback from a virtual environment to the user’s hands.

A few other researchers have proposed systems that help DHH persons with sound
awareness, such as Saba et al. [6], Jain et al. [10], and Mirzaei et al. [17]. Saba et al. proposed
a wearable interaction system called “Hey yaa”. This system allows DHH persons to call
each other using sensory-motor communication through vibration. In a qualitative study,
Jain et al. [10] showed the importance of sound awareness and vibrotactile wearable devices
among DHH persons. In addition, Mirzaei et al. [17] proposed a wearable system for DHH
users called “EarVR” that can be mounted on VR Head-Mounted Displays (HMDs) and can
locate sound sources in VR environments in real time. Their results suggest that “EarVR”
can help DHH persons to complete sound-related VR tasks and can also encourage DHH
users to use VR technology more than before [17].

Almost all of these studies show the positive effects of using vibrotactile feedback
systems in VR or the real world. However, to the best of our knowledge, none of them
investigated the effects of using different setups of haptic VR suits by mounting vibration
devices on different body positions of DHH persons for completing sound-related VR
tasks.

3. User Study

For our study, we designed a special VR suit with four vibro-motors to demonstrate
the four main directions of incoming sounds (front, back, left, and right) for deaf users
(Figure 1). This VR suit can deliver vibrotactile cues from a VR environment to DHH
persons’ bodies. The vibro-motors are controlled wirelessly using an Arduino (Available
Online: https://www.arduino.cc/ (accessed on 5 October 2021)) processing unit with a
Bluetooth module.

Figure 1. The concept design of our proposed VR suit.

We conducted a test to investigate the effects of mounting vibro-motors on different
sections of DHH persons’ bodies, such as thighs, arms, and ears. At the end of the test, we
asked participants to fill out questionnaires about their preferred position for mounting
the vibro-motors and the discomfort score of different setups of our proposed VR suit.
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3.1. Hardware Design

An Arduino Micro Pro with an HC-06 Bluetooth module controls coin vibro-motors
(10–14 mm) wirelessly from the host computer that is running the VR application. We
assembled the processing unit in a mountable package on the back of the VR suit (Figure 2).
The whole system is powered by a customized rechargeable Lithium-ION (Li-ON) battery
with a capacity of 8000 mAh and a voltage of 7.4 V. The vibro-motors have an operating
voltage range of 3 V to 4 V at 40–80 mA with a frequency of 150–205 Hz.

Figure 2. The prototype version of our proposed VR suit.

The flat surfaces of the vibro-motors were very close to the user’s body so that
the user could feel the vibrations very well. Previous studies, such as Rupert [18] and
Toney et al. [19], have reported that a major problem is difficulty in maintaining good
contact between vibro-motors and the users’ bodies. They suggest that haptic devices
(active motors) be optimally fit in their positions with an appropriate degree of pressure to
ensure the perception of haptic feedback. Therefore, we designed our VR suit with special
Velcro tapes to help to maintain the vibro-motors in their fixed positions on the suit during
the tests. The Velcro tapes also allowed us to easily change the positions of vibro-motors on
the users’ bodies. We fitted the VR suit for each participant before the main test and asked
them to wear thin clothes for the main experiment to ensure that they felt the vibrations
from all four vibro-motors on the VR suit.

3.2. Software Design

We designed a simple VR task using the Unreal Engine 4 (UE4) (Available Online:
https://www.unrealengine.com/en-US/ (accessed on 5 October 2021)) game engine with
an Arduino plugin to communicate with the Arduino processing unit. Arduino Integrated
Development Environment (IDE) was used to develop the code for the Arduino Micro Pro.
In the VR task, the player is spawned at the center of an enclosed VR room and can only
rotate around. We also added a “FRONT” label to one of the four walls in the VR room to
show the front direction in the VR environment (Figure 3a). We used this label as an index
corresponding to the vibro-motor mounted on the front of the VR suit.
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The player had to start the task by standing in front of the wall labeled “FRONT”.
This procedure let us know the exact positions of the sound sources in the VR environment
with respect to the user’s orientation so that we could send the proper signals to correct
vibro-motors on the VR suit. The player was able to start the VR task by pressing the grip
button on the VR controller after standing in the mentioned position and select sound
sources (speakers) by pressing the trigger button on the VR controller with the help of a
ray-cast laser pointer (Figure 3b). We designed the task so that every time it was started,
only one sound source (speaker) would appear randomly in one of the four main positions
in the VR environment (front, back, left, and right).

Figure 3. The VR environment, (a) The “FRONT” label position, (b) Sound source position based on
the “FRONT” label direction.

3.3. Main Experiment

For the main experiment, we prepared three different setups of our proposed haptic
VR suit. We used two fixed vibro-motors to represent the front and back directions but
changed the positions of the other two vibro-motors in different setups as follows:

1. Setup 1: Two vibro-motors mounted on the front and back and two on the left and
right sides of the thighs (left side of the left thigh and right side of the right thigh),
Figure 4a;

2. Setup 2: Two vibro-motors mounted on the front and back and two on the left and
right sides of the arms (left side of the left arm and right side of the right arm),
Figure 4b;
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3. Setup 3: Two vibro-motors mounted on the front and back and two on the left and
right ears, Figure 4c.

Figure 4. Suggested setups of the VR suit.

We called these setups “Setup 1 (thighs)”, “Setup 2 (arms)”, and “Setup 3 (ears)”
respectively. We also considered an additional setup without using the haptic suit or any
other assisting tool. In this condition, deaf users had to search and find sound sources in the
VR environment only by using vision without the help of a haptic suit by rotating around
to find the rendered 3D model of the sound source (speaker). We called this additional
condition “Setup 0 (no suit)” and compared the results of using the VR suit in Setups 1
(thighs), 2 (arms), and 3 (ears) with this new condition.

3.4. Procedure

We recruited 20 DHH participants from the deaf community with no hearing in either
ear (12 men, 8 women; ages: 20–40, X̄ = 30.4). We briefly introduced the goal of our
experiment to the participants and described the equipment and the environment of the
test. Because none of the participants had tested a haptic suit before, we asked each of them
to wear our proposed haptic suit with different setups before the main experiment and
asked them about their opinion in an open-ended question. Thus, the participants became
familiar with different setups of the haptic suit and could withdraw from the experiment if
they felt uncomfortable with any of the haptic suit setups. In addition, we carefully stated
all VR safety warnings in our consent form, so all participants were completely aware of
them and signed the form before the main experiment. None of the participants withdrew
from the experiment, and all of them participated in our study.

For “Setup 3 (ears)”, we asked the participants to answer a question about their
preferred position on the head for mounting the vibro-motors. All 20 participants preferred
mounting the vibro-motors inside the ears compared to the temples or behind the ears. We
attached soft and flexible plastics to the ears’ vibro-motors to prevent unpleasant feelings
when DHH users put the vibro-motors inside their ears. Many participants mentioned in
their comments that putting vibro-motors inside their ears felt like wearing headphones,
similar to persons without hearing problems.

For the main experiment, we asked each participant to play each condition (setup) for
10 rounds. The player was able to start the VR task by pressing the grip button on the VR
controller. After starting the VR task, one speaker appeared randomly in one of the four
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main positions in the VR environment (front, back, left, and right) based on the player’s
starting position.

Every time a speaker appeared in the VR environment, a vibro-motor related to the
speaker’s position would vibrate (controlled by the Arduino) so that the player could find
the correct speaker position and select it. This meant that the vibro-motor on the player’s
chest started when the sound was in front of the user, the one on the back started when it
was behind the user, and the left and right vibro-motors started based on the respective
sound location. After selecting the speaker, it would disappear, and the player had to face
the wall labeled “FRONT” to start the next round. This process continued until the player
selected 10 speakers (completing 10 rounds).

For each setup, the completion time of every round was saved for the player. Then,
the average task completion time of the setup was calculated for that player. In the end,
the overall average task completion times of all players were calculated for the setups. A
Friedman test with significance level of α = 0.05 and a post hoc Wilcoxon signed-rank test
with Bonferroni correction resulting in a significance level set at α < 0.008 were used to
assess statistical significance between average task completion times of the setups.

We asked participants to answer a question about the discomfort score for each setup,
with the possibility of changing their answers at the end of the experiment (after completing
all of the setups). To determine the preferred setup, we used a questionnaire at the end of
the experiment with a 5-point Likert-scale question (“1 = most negative” and “5 = most
positive”) about which setup is more desirable to use, and to identify the discomfort level,
we collected discomfort scores ranging from 1 to 10 (lower value = more comfortable)
and calculated the preference score and discomfort level by averaging the scores of all
participants for each setup at the end of the experiment (the final results). We analyzed
the data for each setup based on the participants’ average task completion time and their
responses to our questionnaires about discomfort and preferred setup in our study.

We asked the participants to complete each setup in one day, starting with Setup 0.
Starting the experiment with “Setup 0 (no suit)” and then “Setup 1 (thighs)” was important
for our further study because using the sense of touch in the lower body as a cue for audio
direction was very unusual among DHH participants, and they wanted to test it first (after
Setup 0). Therefore, we fixed the order of setups to “Setup 0 (no suit)” on day 1, “Setup 1
(thighs)” on day 2, “Setup 2 (arms)” on day 3, and “Setup 3 (ears)” on day 4.

4. Results

The average task completion time of each setup is shown in Figure 5. Deaf users
completed the VR task with average task completion times of 27.05 s for “Setup 0 (no suit)”,
23.39 s for “Setup 1 (thighs)”, 21.7 s for “Setup 2 (arms)”, and 21.41 s for “Setup 3 (ears)”.

Setup 0 (no suit) Setup 1 (thighs) Setup 2 (arms) Setup 3 (ears)
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Figure 5. Average task completion times of each setup.
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The Friedman test revealed a statistically significant effect of using different setups on
the average task completion times (χ2 = 49.020, p < 0.001). Figure 6 shows the Wilcoxon
test results for different setups. The Wilcoxon test revealed a statistically significant main
effect of “Setups 1 (thighs), 2 (arms), and 3 (ears)” vs. “Setup 0 (no suit)”, as well as “Setup
2 (arms)” and “Setup 3 (ears)” vs. “Setup 1 (thighs)”, but no significant main effect was
found for “Setup 2 (arms)” vs. “Setup 3 (ears)”. These results indicate that the position of
vibro-motors on the VR suit affects the task completion times of DHH users.

VR Suit
Setups

Setup 1
(Thighs)

Setup 2
(Arms)

Setup 3
(Ears)

Setup 0
(No VR Suit)

Z = - 3.920
p < 0.001

Z = - 3.920
p < 0.001

Z = - 3.920
p < 0.001

Setup 1
(Thighs)

----
Z = - 3.509
p < 0.001

Z = - 3.808
p < 0.001

Setup 2
(Arms)

---- ----
Z = - 1.456
p = 0.145

Figure 6. Wilcoxon test results on differences in average task completion times between each pair of
setups.

The results of comparing Setups 1, 2, and 3 vs. Setup 0 indicate that using a haptic
VR suit with different setups positively affects task completion times of DHH users in VR.
Therefore, hypothesis H1 is supported. In addition, the results show that the arms and
ears are preferred to the thighs for mounting the vibro-motors. Some deaf participants
mentioned in their comments that feeling the sense of touch in their upper body, such as
arms and ears, was more familiar to them as a warning sign to focus attention in a specific
direction compared to the sense of touch in their lower body (thighs). We assume that this
is the main reason why mounting vibro-motors on the upper body was more effective for
completing sound localization tasks in VR among DHH users. Future studies are required
to understand why the arms and the ears are better than the thighs for DHH persons.

Figure 7 shows the average responses to question about discomfort scores of Setups 0
(no suit), 1 (thighs), 2 (arms), and 3 (ears). The Friedman test revealed significant differences
between different setups for the average discomfort level
(χ2 = 58.898, p < 0.001).
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Figure 7. Average discomfort level of each setup.

Figure 8 shows the Wilcoxon test results of the average discomfort level for different
setups. The Wilcoxon test (with α < 0.008) revealed a statistically significant main effect
of “Setup 0 (no suit)” vs. “Setups 1 (thighs), 2 (arms), and 3 (ears)”, “Setup 2 (arms)”
and “Setup 3 (ears)” vs. “Setup 1 (thighs)”, and “Setup 3 (ears)” vs. “Setup 2 (arms)”.
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These results indicate that participants rated “Setup 0 (no suit)” significantly better (more
comfortable) than all of the other setups. The results of comparing setups of the VR suit
show that “Setup 3 (ears)” was rated as significantly more comfortable than Setups 1 and 2.

VR Suit
Setups

Setup 1
(Thighs)

Setup 2
(Arms)

Setup 3
(Ears)

Setup 0
(No VR Suit)

Z = - 4.005
p < 0.001

Z = - 3.939
p < 0.001

Z = - 3.747
p < 0.001

Setup 1
(Thighs)

----
Z = - 3.762
p < 0.001

Z = - 3.947
p < 0.001

Setup 2
(Arms)

---- ----
Z = - 4.089
p < 0.001

Figure 8. Wilcoxon test results on average discomfort level between each pair of setups.

Figure 9 shows the frequencies of responses to a question about the desire to use the
setups. The Friedman test revealed significant differences between different setups for the
desire to use the setup (χ2 = 54.279, p < 0.001).
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Figure 9. Desire to use the setups.

Figure 10 shows the Wilcoxon test results for the desire to use different setups. The
Wilcoxon test (with α < 0.008) revealed a statistically significant main effect of “Setups
1 (thighs), 2 (arms), and 3 (ears)” vs. “Setup 0 (no suit)”, “Setup 2 (arms)” and “Setup 3
(ears)” vs. “Setup 1 (thighs)”, and “Setup 3 (ears)” vs. “Setup 2 (arms)”.

VR Suit
Setups

Setup 1
(Thighs)

Setup 2
(Arms)

Setup 3
(Ears)

Setup 0
(No VR Suit)

Z = - 3.776
p < 0.001

Z = - 3.957
p < 0.001

Z = - 4.058
p < 0.001

Setup 1
(Thighs)

----
Z = - 3.500
p < 0.001

Z = - 3.568
p < 0.001

Setup 2
(Arms)

---- ----
Z = - 2.877
p = 0.004

Figure 10. Wilcoxon test results on desire to use the setups.

These results indicate that participants preferred to use at least one setup with the
VR suit compared to “Setup 0 (no suit)”. Many deaf participants commented to us that
although setups with the VR suit (Setups 1, 2, and 3) felt a little uncomfortable because
of the VR suit, these setups were very useful compared to “Setup 0 (no suit)” in VR and
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helped them to complete the VR task much more quickly and easily. In addition, the results
of comparing setups with the VR suit show that participants preferred “Setup 3 (ears)”
more than other setups.

5. Experiment with the Number of Vibro-Motors

Almost all of the participants (18 out of 20) commented that they prefer to use an
assistive system in VR without a VR suit. Therefore, we decided to conduct another
experiment without the VR suit and with only two vibro-motors mounted in deaf users’
ears. We used soft plastic covers for each vibro-motor to minimize the unpleasant feeling
of mounting them inside the users’ ears (Figure 11). All participants commented that
putting vibro-motors inside their ears felt like using regular in-ear headphones without
any unpleasant sensation.

Figure 11. Mounting vibro-motors with soft covers inside users’ ears.

This new condition is very similar to “Setup 3 (ears)”, and we used the same VR task
as in the previous experiment. The only difference was the removal of the VR suit and the
two vibro-motors on the front and back. For this new condition, when the sound source
was in the front, none of the vibro-motors vibrated because the player could see the sound
source immediately, and when the sound source was in the back, both of the vibro-motors
in the left and right ears vibrated at the same time. We intended to determine if the human
brain can handle the new situation for sound source localization in VR and compared the
results with the results of using the VR suit.

We called this new condition “Setup 4 (only ears)”, and we tested both “Setup 3 (ears)”
from the main study and this new “Setup 4 (only ears)” on a new group of participants com-
prising 10 DHH persons from the deaf community (7 men, 3 women; ages: 25–35, X̄ = 28.3,
with no hearing in either ear) with the same procedure as that explained in Section 3.4.
Each participant completed both the “Setup 3 (ears)” and “Setup 4 (only ears)” tests on
one day, in random order. After finishing both tests, we asked the participants to complete
a questionnaire about the discomfort score and the desire to use each setup. Then, we
calculated the average task completion time, average discomfort level, and the desire to use
each setup and compared the results. Figure 12 shows the average task completion time of
“Setup 4 (only ears)—without the VR suit” compared to “Setup 3 (ears)—with the VR suit”.
Participants completed the VR task with an average task completion time of 21.058 s for
“Setup 3 (ears)” and 21.389 seconds for “Setup 4 (ears only)”.

We applied a Wilcoxon signed-rank test with α = 0.05 on the average task completion
times of setups. The Wilcoxon test suggested that these average task completion times
were close, with no significant difference (Z = −0.714, p = 0.475). This result indicates
that using the VR suit with four vibro-motors does not significantly affect the average task
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completion time of deaf users in comparison to using only two vibro-motors on the ears.
Therefore, hypothesis H2 is supported.
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Figure 12. Average task completion times of “Setup 3 (ears)” and “Setup 4 (only ears)”.

Figure 13 shows the average responses to questions about discomfort scores and
the desire to use “Setup 3 (ears)” and “Setup 4 (only ears)”. Comparison of the average
discomfort level of “Setup 4 (only ears)—without the VR suit” with that of “Setup 3 (ears)—
with the VR suit” using the Wilcoxon test showed significant differences between these
two setups (Z = −2.809, p = 0.005); participants rated “Setup 4 (ears only)” as more
comfortable than “Setup 3 (ears)”.
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Figure 13. Results of average discomfort level and desire to use “Setup 3 (ears)” and “Setup 4 (only
ears)”.
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In addition, the Wilcoxon test for the results on the desire to use the setups showed
significant differences between these two setups (Z = −2.831, p = 0.005). DHH partic-
ipants preferred to use “Setup 4 (only ears)—without the VR suit” more than “Setup 3
(ears)—with the VR suit” for completing sound-related VR tasks. This is an exciting result
because it will help us to develop small portable VR assistants for deaf persons without
using VR suits in the future.

6. Discussion and Future Work

The results of our first experiment suggest that DHH persons complete sound-related
VR tasks significantly faster with our proposed haptic VR suit than without haptic feedback.
In addition, the results for the discomfort level and the desire to use different setups show
that DHH persons prefer mounting the vibro-motors on their upper body sections, such as
arms and ears, compared to lower body sections, such as thighs, when using the VR suit.
However, the results of our second experiment suggest that DHH persons prefer mounting
vibro-motors on their ears when not using a VR suit. According to these results, both of
our hypotheses in this study are supported, but more neurological studies are required to
understand why DHH persons react differently to tactile sensations from different parts of
their bodies.

In this study, the experiment was entirely new to DHH participants, so we limited the
number of vibro-motors to four on a custom VR suit and limited the directions of incoming
sounds to the front, back, left, and right. In addition, we only tested our suggested setups
of the VR suit on the same group of participants on different days and in a fixed order.
Although the VR environment randomly changed in each test for each participant, the
fixed order of the setups in our first experiment may have had some learning effects on
the participants. Therefore, it will be essential to randomize the order of conditions across
participants in our future work.

Our study results can ultimately lead to a more efficient design and save resources
and costs while providing a more enjoyable VR experience for DHH persons. In summary,
our study suggests the following guidelines for VR developers who intend to design haptic
devices for DHH users with a focus on sound source localization in VR:

1. When using a VR suit, DHH persons prefer mounting vibro-motors on the upper
body.

2. Front and back vibro-motors (haptic devices) are not mandatory for sound source
localization in VR.

3. Haptic VR suits are not preferred by DHH persons for sound source localization in
VR, and they prefer compact and portable haptic devices.

4. DHH persons prefer mounting a vibro-motor inside each of their ears for sound
source localization in VR.

7. Conclusions

In this study, we investigated different setups of a haptic VR suit for DHH persons
that helps them to complete sound-related VR tasks. Our experimental results suggest
that sound source localization in VR is not significantly faster with four haptic devices
compared to two. Therefore, the efficiency of completing sound-related VR tasks is not
related to the number of haptic devices on the suit. However, further studies are required
to analyze more complex sound source localization scenarios in VR for DHH persons (e.g.,
diagonal directions for incoming sounds).

Furthermore, our complementary study shows that DHH persons prefer mounting
vibro-motors in their ears when not using a VR suit. We consider this an exciting result
because it can help VR developers to develop compact, cheap, and portable haptic devices
for DHH users for purposes such as sound source localization in VR.

Our results suggest that using haptic devices in VR can help deaf persons to complete
sound-related VR tasks faster. Using haptic devices can also encourage DHH persons to
use VR technology more than before. Further studies are required to test and analyze the
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effects of haptic devices on sound source localization VR tasks and VR enjoyment among
DHH persons. We hope to inspire VR developers to design and develop wearable assistive
haptic technologies for deaf persons to help them to use and enjoy VR technology as much
as persons without hearing problems.
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