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Preface to ”Complex Dynamic System Modelling,
Identification and Control”

Systems are naturally or purposely formed with functional components and connection

structures. Their complicities are induced by nonlinearity, dynamics, time delay, uncertainties,

disturbances, irreversible processes, and those characteristics that are generally explained in other

literature. Modeling represents the innate tendency of humans to find rules or mechanisms that

govern phenomena (a process/plant in a human-made system or a natural system, such as the

Earth’s global climate, organisms, and the human brain). This is generally consistent with the

journal titled Entropy, as the idea of entropy provides a mathematical way to encode/model the

intuitive notion of which processes are obviously complex due to their irreversible characteristics,

even though they would not violate the fundamental law of the conservation of energy. There

are two predominant approaches to establishing models: principle-based (e.g., information theory,

statistic physics, statistical mechanics, etc.) analytical equations and data (measured and simulated)

driven input/output fitted sets of regression numerical polynomials (most commonly called

identification). Control is a way to improve a system’s behavior/performance by adding additional

functional components and revising the system structure to form a closed-loop framework with

adaptation and robustness against uncertainties. Accordingly, modeling, identification, and control

(MIC) is a cross-discipline from all engineering (human-made) systems to all natural scientific

research discoveries. This reprint encourages those emerging insights and approaches to provide

concise/effective solutions in complex dynamic system modeling, identification, and control. The

philosophy embedded in the SI is to seek simplicity (solutions) from complicity (problems). This

reprint is a forum for presenting new and improved insight, methodologies, and techniques of MIC

for complex systems that are challenging for research and (potentially) significant for a wide range

of applications in real-world natural and engineering domains. Fundamentally, the papers should

justify why the works have not been undertaken by other colleagues and what the bottleneck issues

have been for such research progression and applications.

As the editors, we hope that the chapters in this reprint will stimulate further research in complex

system modeling and utilize them in real-world applications. We hope that this reprint, covering so

many different aspects, will be of value to all readers.

We would like to also thank the reviewers for their diligence in reviewing the chapters.

Quanmin Zhu, Giuseppe Fusco, Jing Na, Weicun Zhang, and Ahmad Taher Azar

Editors
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1. Introduction

Systems are naturally or purposely formed with functional components and con-
nection structures. The complicities could be induced from nonlinearity, dynamics, time
delay, uncertainties, disturbances, irreversible processes, and those characteristics generally
explained in other literature.

Modeling represents an innate intuition for humans to find rules or mechanisms that
govern phenomena (a process/plant in a human-made system or a natural system, such
as earth’s global climate, organisms, and the human brain). This is generally consistent
with the journal titled Entropy, as the idea of entropy provides a mathematical way to
encode/model the intuitive notion of which processes are obviously complex due to
their irreversible characteristics, even though they would not violate the fundamental
law of the conservation of energy. There are two predominant approaches to establish
models, principle-based (e.g., information theory, statistic physics, statistical mechanics,
etc.) analytical equations and data (measured and simulated) driven input/output fitted
sets of regression numerical polynomials (most commonly called identification). Control
is a way to improve a system behavior/performance by adding additional functional
components and revising the system structure to form a closed-loop framework with
adaptation and robustness to the uncertainties. Accordingly, modeling, identification, and
control (MIC) is a cross-discipline from all engineering (human-made) systems to all natural
scientific research discoveries.

This Special Issue (SI) encourages those emerging insights and approaches to provide
concise/effective solutions in complex dynamic system modeling, identification, and con-
trol. The philosophy embedded in the SI is to seek simplicity (solutions) from complicity
(problems). This Special Issue is a forum for presenting new and improved insight, method-
ologies, and techniques of MIC for complex systems that are challenging for research
and (potentially) significant for a wide range of applications in real-world natural and
engineering domains. Fundamentally, the papers should justify why the works have not
been undertaken by the other colleagues and what the bottleneck issues have been for such
research progression and applications.

2. The Expanded SI Publication List

This SI accepted/published 18 papers. Here, a brief summary is presented as an
expanded content list for quick view of the SI.
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Li et al. [1] propose a U-model-based two-degree-of-freedom internal model control
(UTDF-IMC) structure with strength in nonlinear dynamic inversion and the separation
of tracking design and robustness design. This approach can effectively accommodate
modeling error and disturbance while removing those widely used linearization techniques
for nonlinear plants/processes. To assure the expansion and applications, it analyses the
key properties associated with the UTDF-IMC. For initial benchmark testing, computational
experiments are conducted using MATLAB/Simulink for two mismatched linear and non-
linear plants. Further tests consider an industrial system, in which the IMC of a permanent
magnet synchronous motor (PMSM) is simulated to demonstrate the effectiveness of the
design procedure for potential industrial applications.

Kang et al. [2] consider the situations: Android devices are currently widely used in
many fields, such as automatic control, embedded systems, the Internet of Things, and
so on. At the same time, Android applications (apps) always use multiple permissions,
and permissions can be abused by malicious apps that disclose users’ privacy or breach
the secure storage of information. FlowDroid has been extensively studied as a novel and
highly precise static taint analysis for Android applications. Aiming to resolve the problem
of complex detection and false alarms in FlowDroid, an improved static detection method
based on feature permission and risk rating is proposed. Firstly, the Chi-square test is used
to extract correlated permissions related to malicious apps, and mutual information is used
to cluster the permissions to generate feature permission clusters. Secondly, risk calculation
method based on permissions and combinations of permissions are proposed to identify
dangerous data flows. Experiments show that this method can significantly improve
detection efficiency while maintaining the accuracy of dangerous data flow detection.

Jin et al. [3] consider trend prediction based on sensor data in a multi-sensor system as
an important topic. As the number of sensors increases, we can measure and store more
and more data. However, the increase in data has not effectively improved prediction
performance. This paper focuses on this problem and presents a distributed predictor
that can overcome unrelated data and sensor noise: First, the causality entropy is defined
to calculate the measurement’s causality. Then, the series causality coefficient (SCC) is
proposed to select the high causal measurement as the input data. To overcome the
traditional deep learning network’s over-fitting to the sensor noise, the Bayesian method
is used to obtain the weight distribution characteristics of the sub-predictor network.
A multi-layer perceptron (MLP) is constructed as the fusion layer to fuse the results from
different sub-predictors. The experiments were implemented to verify the effectiveness
of the proposed method by meteorological data from Beijing. The results show that the
proposed predictor can effectively model the multi-sensor system’s big measurement data
to improve prediction performance.

Liang et al. [4] proposed a mechanistic kinetic model of cobalt–hydrogen electro-
chemical competition for the cobalt removal process in zinc hydrometallurgy. In addition,
to overcome the parameter estimation difficulties arising from the model nonlinearities
and the lack of information on the possible value ranges of parameters to be estimated,
a constrained guided parameter estimation scheme was derived based on model equations
and experimental data. The proposed model and the parameter estimation scheme have
two advantages: (i) The model reflected for the first time the mechanism of the electro-
chemical competition between cobalt and hydrogen ions in the process of cobalt removal
in zinc hydrometallurgy. (ii) The proposed constrained parameter estimation scheme did
not depend on the information of the possible value ranges of parameters to be estimated.
(iii) The constraint conditions provided in that scheme directly linked the experimental
phenomenon metrics to the model parameters, thereby providing deeper insights into the
model parameters for model users. Numerical experiments showed that the proposed con-
strained parameter estimation algorithm significantly improved the estimation efficiency.
Meanwhile, the proposed cobalt–hydrogen electrochemical competition model allowed
for accurate simulation of the impact of hydrogen ions on cobalt removal rate as well as
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simulation of the trend of hydrogen ion concentration, which would be helpful for the
actual cobalt removal process in zinc hydrometallurgy.

Luan et al. [5] consider that an industrial process, namely the estimation of feeding
composition, is important for analyzing production status and making control decisions.
However, random errors or even gross ones inevitably contaminate the actual measure-
ments. Feeding composition is conventionally obtained via discrete and low-rate artificial
testing. To address these problems, a feeding composition estimation approach based on a
data reconciliation procedure is developed. To improve the variable accuracy, a novel robust
M-estimator is first proposed. Then, an iterative robust hierarchical data reconciliation and
estimation strategy is applied to estimate the feeding composition. The feasibility and effec-
tiveness of the estimation approach are verified on a fluidized bed roaster. The proposed
M-estimator showed better overall performance.

Pan et al. [6] propose a data-driven fault diagnosis method using the deep convo-
lutional neural network (DCNN). The DCNN is used to deal with sensor and actuator
faults of robot joints, such as gain error, offset error, and malfunction for both sensors
and actuators, and different fault types are diagnosed using the trained neural network.
In order to achieve the above goal, the fused data of sensors and actuators are used, where
both types of fault are described in one formulation. Then, the deep convolutional neural
network is applied to learn characteristic features from the merged data to try to find
discriminative information for each kind of fault. After that, the fully connected layer
performs prediction work based on learned features. In order to verify the effectiveness of
the proposed deep convolutional neural network model, different fault diagnosis methods,
including support vector machine (SVM), artificial neural network (ANN), conventional
neural network (CNN) using the LeNet-5 method, and long-term memory network (LTMN),
are investigated and compared with the DCNN method. The results show that the DCNN
fault diagnosis method can realize high fault recognition accuracy while needing less model
training time.

Li et al. [7] investigates a critical hazard identification method for railway accident
prevention. A new accident causation network is proposed to model the interaction
between hazards and accidents. To realize consistency between the most likely and shortest
causation paths in terms of hazards for accidents, a method for measuring the length
between adjacent nodes is proposed, and the most likely causation path problem is first
transformed to the shortest causation path problem. To identify critical hazard factors that
should be alleviated for accident prevention, a novel critical hazard identification model is
proposed based on a controllability analysis of hazards. Five critical hazard identification
methods are proposed to select critical hazard nodes in an accident causality network.
A comparison of results shows that the combination of an integer programming-based
critical hazard identification method and the proposed weighted direction accident causality
network considering length has the best performance in terms of accident prevention.

Han et al. [8] propose a new active fault tolerant control scheme based on active
fault diagnosis to address the component/actuator faults for systems with state and input
constraints. Firstly, the active fault diagnosis is composed of diagnostic observers, constant
auxiliary signals, and separation hyperplanes, all of which are designed offline. In online
applications, only a single diagnostic observer is activated to achieve fault detection and
isolation. Compared with the traditional multi-observer parallel diagnosis methods, such
a design is beneficial to improve the diagnostic efficiency. Secondly, the active fault toler-
ant control is composed of outer fault tolerant control, inner fault tolerant control, and a
linear-programming-based interpolation control algorithm. The inner fault tolerant control
is determined offline and satisfies the prescribed optimal control performance requirement.
The outer fault tolerant control is used to enlarge the feasible region, and it needs to be
determined online together with the interpolation optimization. In online applications,
the updated state estimates trigger the adjustment of the interpolation algorithm, which in
turn enables control reconfiguration by implicitly optimizing the dynamic convex combi-
nation of outer fault tolerant control and inner fault tolerant control. This control scheme

3
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contributes to further reducing the computational effort of traditional constrained predic-
tive fault tolerant control methods. In addition, each pair of inner fault tolerant control and
diagnostic observer is designed in an integrated manner to suppress the robust interaction
of influences between estimation error and control error. The soft constraint method is
further integrated to handle some cases that lead to constraint violations. The effectiveness
of these designs is finally validated by a case study of a wastewater treatment plant model.

Zhang et al. [9] consider that spacecraft with large flexible appendages are character-
ized by multiple system modes. They suffer from inherent low-frequency disturbances
in the operating environment that consequently result in considerable interference in the
operational performance of the system. It is required that the control design ensures
the system’s high pointing precision, and it is also necessary to suppress low-frequency
resonant interference as well as take into account multiple performance criteria, such as
attitude stability and bandwidth constraints. Aiming to address the comprehensive control
problem of this kind of flexible spacecraft, a control strategy is proposed using a structured
H-infinity controller with low complexity that was designed to meet multiple performance
requirements, so as to reduce the project cost and implementation difficulty. According
to the specific resonant mode of the system, the design strategy of adding an internal
mode controller, a trap filter, and a series PID controller to the structured controller is
proposed, so as to achieve the comprehensive control goals through cooperative control
of multiple control modules. A spacecraft with flexible appendages (solar array) is pre-
sented as an illustrative example in which a weighted function was designed for each
performance requirement of the system (namely robustness, stability, bandwidth limit, etc.),
and a structured comprehensive performance matrix with multiple performance weights
and decoupled outputs was constructed. A structured H-infinity controller meeting the
comprehensive performance requirements is given, which provides a structured integrated
control method with low complexity for large flexible systems that is convenient for en-
gineering practice and provides a theoretical basis and reference examples for structured
H-infinity control. The simulation results show that the proposed controller gives better
control performance compared with the traditional H-infinity one and can successfully
suppress the vibration of large flexible appendages at 0.12 Hz and 0.66 Hz.

Li et al. [10] examine the adaptive control of high-order nonlinear systems with
strict-feedback form. An adaptive fixed-time control scheme is designed for nonlinear
systems with unknown uncertainties. In the design process of a backstepping controller,
the Lyapunov function, an effective controller, and adaptive law are constructed. Combined
with the fixed-time Lyapunov stability criterion, it is proven that the proposed control
scheme can ensure the stability of the error system in finite time, and the convergence time
is independent of the initial condition. Finally, simulation results verify the effectiveness of
the proposed control strategy.

Luo et al. [11] investigate the cluster-delay mean square consensus problem of a
class of first-order nonlinear stochastic multi-agent systems with impulse time windows.
Specifically, on the one hand, a discrete control mechanism (i.e., impulsive control) was
applied in the system instead of a continuous one, which has the advantages of low
control cost and high convergence speed. On the other hand, the existence of impulse
time windows was considered when modeling the system, i.e., a single impulse appears
randomly within a time window rather than an ideal fixed position. In addition, this paper
also considers the influence of stochastic disturbances caused by fluctuations in the external
environment. Then, based on algebraic graph theory and Lyapunov stability theory, some
sufficiency conditions that the system must meet to reach the consensus state are given.
Finally, we designed a simulation example to verify the feasibility of the obtained results.

Pang et al. [12] consider that the continuous development of spacecraft with large
flexible structures has resulted in an increase in the mass and aspect ratio of launch vehicles,
while the wide application of lightweight materials in the aerospace field has increased
the flexible modes of launch vehicles. In order to solve the problem of deviation from
the nominal control or even destabilization of the system caused by uncertainties, such as
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unknown or unmodelled dynamics, frequency perturbation of the flexible mode, changes
in its own parameters, and external environmental disturbances during the flight of such
large-scale flexible launch vehicles with simultaneous structural deformation, rigid-elastic
coupling and multimodal vibrations, an improved adaptive augmentation control method
based on model reference adaption, and spectral damping are proposed in this paper,
including a basic PD controller, a reference model, and an adaptive gain adjustment based
on spectral damping. The baseline PD controller was used for flight attitude control in
the nominal state. In the non-nominal state, the spectral dampers in the adaptive gain
adjustment law extracted and processed the high-frequency signal from the tracking error
and control-command error between the reference model and the actual system to generate
the adaptive gain. The adjustment gain was multiplied by the baseline controller gain to
increase/decrease the overall gain of the system to improve the system’s performance and
robust stability, so that the system had the ability to return to the nominal state when it was
affected by various uncertainties and deviated from the nominal state or even destabilized.

Zhang et al. [13] address the problem of local fault (unknown input) reconstruction
for interconnected systems. This contribution consists of a geometric method which solves
the fault reconstruction (FR) problem based on observations and a differential algebraic
concept. The fault diagnosis (FD) problem is tackled using the concept of the differential
transcendence degree of a differential field extension and the algebraic observability. The
goal is to examine whether the fault occurring in the low-level subsystem can be recon-
structed correctly by the output at the high-level subsystem under given initial states.
By introducing the fault as an additional state of the low subsystem, an observer based
approached is proposed to estimate this new state. Particularly, the output of the lower
subsystem is assumed unknown, and is considered as auxiliary output. Then, the auxiliary
outputs are estimated by a sliding mode observer, which is generated by using global
outputs and inverse techniques. After this, the estimated auxiliary outputs are employed
as virtual sensors of the system to generate a reduced-order observer, which is capable
of estimating the fault variable asymptotically. Thus, the purpose of multi-level fault
reconstruction is achieved. Numerical simulations on an intensified heat exchanger are
presented to illustrate the effectiveness of the proposed approach.

Azar et al. [14], an all-guest editor involved work, presents the robust stabilization
and synchronization of a novel chaotic system. First, a novel chaotic system is presented,
which is realized by implementing a sigmoidal function to generate the chaotic behavior.
A bifurcation analysis is provided in which by varying three parameters of this chaotic
system, the respective bifurcations plots are generated and evinced to analyze and verify
when this system is in the stability region or in a chaotic regimen. Then, a robust controller
is designed to drive the system variables from the chaotic regimen to stability so that these
variables reach the equilibrium point in finite time. The robust controller is obtained by
selecting an appropriate robust control Lyapunov function to obtain the resulting control
law. For synchronization purposes, the novel chaotic system designed in this study is
used as a drive and response system, considering that the error variable is implemented
in a robust control Lyapunov function to drive this error variable to zero in finite time.
In the control law design for stabilization and synchronization purposes, an extra state
is provided to ensure that the saturated input sector condition must be mathematically
tractable. A numerical experiment and simulation results are evinced, along with the
respective discussion and conclusion.

Wang et al. [15] propose comprehensive fault diagnosis method of rolling bearing
about noise interference, fault feature extraction, and identification. Based on complete
ensemble empirical mode decomposition with adaptive noise (CEEMDAN), detrended
fluctuation analysis (DFA), and improved wavelet thresholding, a denoising method of
CEEMDAN-DFA-improved wavelet threshold function was presented to reduce the distor-
tion of the noised signal. Based on quantum-behaved particle swarm optimization (QPSO),
multiscale permutation entropy (MPE), and support vector machine (SVM), the QPSO-
MPE-SVM method was presented to construct the fault-features sets and realize fault iden-
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tification. Simulation and experimental platform verification showed that the proposed
comprehensive diagnosis method can not only better remove the noise interference and
maintain the original characteristics of the signal by CEEMDAN-DFA-improved wavelet
threshold function, but also overcome overlapping MPE values by the QPSO-optimizing
MPE parameters to separate the features of different fault types. The experimental results
showed that the fault identification accuracy of the fault diagnosis can reach 95%, which is
a great improvement compared with the existing methods.

Li et al. [16] propose a novel, adaptive, fixed-time neural network tracking control
scheme for nonlinear interconnected systems. An adaptive backstepping technique is used
to address unknown system uncertainties in the fixed-time settings. Neural networks are
used to identify the unknown uncertainties. The study shows that, under the proposed
control scheme, all states in the system can converge into small regions near zero with fixed-
time convergence time via Lyapunov stability analysis. Finally, the simulation example
is presented to demonstrate the effectiveness of the proposed approach. A step-by-step
procedure for engineers in industry process applications is proposed.

Chen et al. [17] consider that the coupling between variables in the multi-input multi-
output (MIMO) systems brings difficulties to the design of the controller. Aiming to
address this problem, this paper combines the particle swarm optimization (PSO) with the
coefficient diagram method (CDM) and proposes a robust controller design strategy for the
MIMO systems. The decoupling problem is transformed into a compensator parameter
optimization problem, and PSO optimizes the compensator parameters to reduce the
coupling effect in the MIMO systems. For the MIMO system with measurement noise, the
effectiveness of CDM in processing measurement noise is analyzed. This paper gives the
control design steps of the MIMO systems. Finally, simulation experiments of four typical
MIMO systems demonstrate the effectiveness of the proposed method.

Liu et al. [18] consider that pulsars, especially X-ray pulsars detectable for small-size
detectors, are highly accurate natural clocks, suggesting potential applications, such as
interplanetary navigation control. Due to various complex cosmic background noise, the
original pulsar signals, namely photon sequences, observed by detectors have low signal-
to-noise ratios (SNRs) that obstruct practical use. This paper presents a pulsar denoising
strategy developed based on the variational mode decomposition (VMD) approach. This is
in fact the initial work of the authors’ interplanetary navigation control research. The orig-
inal pulsar signals are decomposed into intrinsic mode functions (IMFs) via VMD, by
which the Gaussian noise contaminating the pulsar signals can be attenuated because of the
filtering effect during signal decomposition and reconstruction. Comparison experiments
based on both simulation and HEASARC-archived X-ray pulsar signals are carried out to
validate the effectiveness of the proposed pulsar denoising strategy.

3. Conclusions

In conclusion, the SI has witnessed and promoted great interest in <Complex Dynamic
System Modelling, Identification and Control>. As always, the research topics associated
with this SI are quite widely demanded, from academic research to real applications,
particularly in those manmade systems (e.g., engineering products). Therefore, the guest
editors hope that the readers can benefit from these published articles, the meaningful
concepts and insights presented, emerging techniques, and inspiration for their future
research and publications.

Once again, the guest editors wish to show their heartfelt gratitude to all the support
and passion devoted to the SI from the authors, the publisher, and many others.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: In this paper, the robust stabilization and synchronization of a novel chaotic system are
presented. First, a novel chaotic system is presented in which this system is realized by implementing
a sigmoidal function to generate the chaotic behavior of this analyzed system. A bifurcation analysis
is provided in which by varying three parameters of this chaotic system, the respective bifurcations
plots are generated and evinced to analyze and verify when this system is in the stability region or
in a chaotic regimen. Then, a robust controller is designed to drive the system variables from the
chaotic regimen to stability so that these variables reach the equilibrium point in finite time. The
robust controller is obtained by selecting an appropriate robust control Lyapunov function to obtain
the resulting control law. For synchronization purposes, the novel chaotic system designed in this
study is used as a drive and response system, considering that the error variable is implemented in
a robust control Lyapunov function to drive this error variable to zero in finite time. In the control
law design for stabilization and synchronization purposes, an extra state is provided to ensure that
the saturated input sector condition must be mathematically tractable. A numerical experiment and
simulation results are evinced, along with the respective discussion and conclusion.

Keywords: chaos theory; bifurcation; stabilization; chaos synchronization; robust control

1. Introduction

Chaotic systems were studied several decades ago, as these types of systems are found
in nature and other physical systems. Because of their wide range of applications, chaotic
dynamical systems have received much attention over the last three decades. As the discov-
ery of new physical systems in engineering and exact sciences is increasing, it is critical to
suppress chaotic behavior because this phenomenon generates unwanted behavior when
implementing this type of system. Furthermore, in recent years, the synchronization of
chaotic systems has become critical in the synchronization of coupled chaotic systems,
as found in applications such as like optics and other implementations in physics.
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There are many results found in the literature related to different types of chaotic
systems. This research study will mainly focus on self-excited attractors in their integer
and fractional order. For example, the authors of [1] presented hidden and self-excited
attractors for an oligopoly model by showing the respective bifurcation analysis. Another
example is found in papers like that in [2], in which a describing function is implemented
in a Chua circuit to find a hidden attractor. Then, in [3], a hidden chaotic attractor is
found in a Lorenz system. In [4], the digital signal processing (DSP) implementation of
fractional-order chaotic hidden and self-excited attractors is proposed.

Saturation is one of the constraints found in the input of many complex dynamic
systems, something that can generate instability if a standard controller or synchronizer is
implemented. There are a vast amount of research studies found in the literature which
refer to this input nonlinearity. For example, in [5], a neural network control law is
implemented for the stabilization and synchronization of a chaotic system with input
saturation. Then, in [6], an adaptive controller is designed and presented for the control
of a Lorenz chaotic system with input saturation. Other studies found in the literature
are not necessarily related to the control and synchronization of chaotic systems where
the design of appropriate controllers with input saturation is evinced. For example, in [7],
the robust attitude control for a 3-DOF helicopter is shown when input saturation is
presented in the system. Then, in [8], the saturation control of a switched system is given.
In [9], the saturation control of a chain of integrators system is proposed. In [10], a robust
controller for a class of nonlinear saturation system is studied.

Different control strategies for the stabilization and chaos suppression in this kind
of system are essential considering that these control approaches provide a very efficient
method when uncertainties or disturbances are found in a complex dynamic system [11].
The control of chaotic systems is crucial considering the physical applications in which this
control strategy is needed. For example, in [12], a sliding mode controller and synchroniza-
tion strategy for a chaotic system is designed based on a cubic reaching law. Then, in [13],
a Duffing oscillator is controlled and stabilized by an active controller. Other examples are
found in [14] in which an internal model principle does the robust control of a Chua circuit.
Another example can be found in [15], where a robust controller is designed for a Lorenz
system subjected to mismatched uncertainties. There are many control strategies found
in the literature related to the control of many physical systems, such as in [16], in which
a H-infinity controller is designed for a piezo electric actuator. Then, in [17], a robust
controller for a permanent magnet synchronous motor is presented in which uncertainties
are found in the system. Then, in [18], the suppression of chaos in a permanent magnet
synchronous motor is achieved by a robust adaptive dynamic surface control.

The synchronization of a chaotic system is essential when two chaotic systems
must be synchronized. Chaotic synchronization can be categorized as identical and
non-identical [19–25]. There are plenty of papers in the literature in which this kind
of synchronization controller strategy is evinced. Thus, for example, in [26], the inverse
synchronization of two chaotic coupled systems with time delays are presented. Then
in [27], the synchronization of a Chua system is achieved for a master–slave piecewise
linear system. Finally, in [28], a Lorenz system is synchronized with an application to
image encryption.

Other interesting results related to chaos stabilization are found in the litertaure shch
as [29–33]. The studies like that in [34], in which a controller and stabilizer of magneto-
elastic chaos found in a beam system, represented by the Duffing equation, is achieved by
a delayed feedback control method. Then, in [35], the stabilization and synchronization
of fractional-order discrete-time system is evinced. Another research study that reports
interesting results is found in [36], in which a nonlinear dynamic inversion stabilizer
and controller is obtained for a chaotic system. Then other results are found in studies
like [37,38], in which in the first paper, period-doubling bifurcations are stabilized imple-
menting smooth feedback, and in the second paper, a feedback controller to stabilize chaos
synchronization is presented.

10



Entropy 2021, 23, 1110

Moreover, there are significant research studies found in the literature related to
chaos synchronization [39–42]. Therefore, for example, in [43], the synchronization and
circuit design of an antimonotonic hyperjerk system is proposed in which reverse period-
doubling bifurcation is used as a control parameter. Then, in [44], the synchronization of
two Josephson junctions in series is presented. Another study related to synchronization
is found in [45], where a complete synchronization is implemented for a system with
non-inertial coupling. Finally, in [46,47], an output feedback controller for the chaos
synchronization of stochastic reaction-diffusion time-delayed neural network and the
chaos synchronization by optical feedback are presented, respectively.

In this paper, the stabilization and synchronization of a novel chaotic system are
achieved by a robust controller. First, a novel chaotic system is presented to generate
chaos by implementing a sigmoidal function. A dynamic analysis is done in which the
equilibrium points, bifurcation analysis, and phase portraits are evinced to analyze the
system’s chaotic behavior to show the domain of attraction, the system orbits, and the
bifurcations of this novel chaotic system. The robust stabilization is done by selecting an
appropriate robust control Lyapunov functional by adding an auxiliary system to find two
control laws for chaos suppression purposes. The synchronization control law is obtained
similarly by defining the system’s error variable. In this case, drive and response systems
are defined, and then by selecting an appropriate robust control Lyapunov function and
adding an additional system, two synchronization control laws are found. This research
study presents two numerical experiments to validate the obtained theoretical results along
with the respective discussion and conclusion. The self-excited attractor obtained in this
research study provides a novel chaotic system that posses stability and chaotic region,
as evinced in the bifurcation diagram, by estimating the parameters the chaotic regime is
reached to generate an unstable equilibrium point.

One of the novelties of this new chaotic system is the use of a sigmoidal function
which allows finding the chaotic regimen and behavior by approaching the equilibrium
points as the domain of attraction. The sigmoid function nonlinearity can be switched such
that the unstable limit cycle reaches the equilibrium points. It is important to mention that
this novel’s chaotic system is probably extended to multi-wing, multi scroll, or even to a
complex variable chaotic dynamic system, which could attract many researchers’ attention
in chaos theory. Besides, the stabilization and synchronization in engineering-related
physical systems can be achieved appropriately using several control techniques such as
robust control, sliding mode control, and backstepping control. The control techniques for
this kind of novel chaotic system can be implemented where the chaos is suppressed, or two
identical systems are synchronized successfully even in the presence of nonlinearities.

As explained before, the contributions of this research study are that a novel chaotic
system is provided for research purposes and modeling of many kinds of physical phe-
nomena and other types of engineering-related systems, taking into consideration the
dynamic behavior of this novel chaotic system. The input saturation in chaotic dynamic
systems yields unwanted performance or even instability in this kind of chaotic system,
so that a robust control is implemented for stabilization and synchronization of the novel
chaotic system when saturation is found in the system inputs, so by a Lyapunov approach
and by the use of the appropriate theoretical background, a robust and reliable control
synchronization strategy is found.

The paper starts by evincing first the novel chaotic system. A sigmoidal function is
used as a nonlinearity to drive the domain of attraction to the equilibrium points. Then,
a bifurcation analysis reveals that this novel chaotic system becomes stable to chaotic by
varying some system parameters, something essential to observe that a period-doubling
occurs when the system enters a chaotic regime. Then, the robust stabilization of this novel
chaotic system with input saturation is achieved by deriving a robust control Lyapunov
function to find the appropriate control law that annihilates chaos and drives the system
variables of this novel chaotic attractor their equilibrium points. A novel robust control
synchronization law is found by obtaining the error of the system dynamic variables
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to obtain the synchronization law by designing the robust control Lyapunov function
necessary to stabilize the error dynamics of the proposed novel chaotic system.

This research study aims to provide a novel fundamental theoretical background for
chaos theory and its respective synchronization, anti-synchronization, and stabilization
of any chaotic system. This work can be extended to other types of variations of chaotic
systems, such as hyperchaotic systems, complex variable hyperchaotic systems, multi-wing,
and multi-scroll chaotic system stabilization, synchronization, and anti-synchronization.
The robust control strategy for synchronization and stabilization purposes provides a new
theoretical framework useful for input saturated nonlinear dynamic systems. The selected
robust Lyapunov function considers the system variables for stabilization purposes to reach
the equilibrium points in finite time. The sector condition considers the saturated input to
deal with this nonlinearity found in this chaotic system. An essential contribution of this
research study is that synchronization of the two identical proposed systems is achieved
by considering that the system input of the response system is saturated.

This paper is divided into the following sections. In Section 2, the related work to this
study is presented, then in Section 3, the novel chaotic attractor is evinced. In Section 4, the main
results of this study are shown. In Section 5, two numerical experiments are presented. Finally,
in Sections 6 and 7, the respective discussion and conclusion of this research study are presented.

2. Related Work

The dissipation properties of chaotic systems are one of the most important issues
to consider in the dynamic analysis of chaotic systems. As shown in [48], the dissipation
properties of a chaotic system’s convergence region or domain of attraction are contracted.
As is well known, the divergence of a chaotic system’s vector field is given by [48]

∇.F =
∂F
∂x1

+
∂F
∂x2

+ . . . +
∂F
∂xn

(1)

Meanwhile, for a chaotic system described by the following dynamic model dX
dt = f (X, t),

it is critical that this dynamic system meets the Lipschitz continuity property, which has been
demonstrated in numerous papers in the literature, including in [49]:

‖ f (Xs, t)− f (Xm, t)‖ ≤ ‖L(Xs − Xm)‖ (2)

for a positive constant L. After considering the chaotic systems’ characteristics and proper-
ties, it is necessary to mention some research studies on chaos stabilization. As stated in
the preceding section, it is critical to remember that the stabilization and control of various
types of chaotic systems are critical, especially given that chaos suppression is one of the
primary strategies that must be implemented to avoid this undesirable phenomenon. There
are different research studies related to chaos stabilization, such as that in [50], in which a
simple polynomial function of the system states is done by implementing adaptive feedback
control for a chaotic system. Then, in [51], the control and anti-synchronization of a novel
fractional-order chaotic system and its analysis are proposed. Another example is found
in [52], where the chaos control of a fractional-order neural network with electromagnetic
radiation is presented. Then, in [53], the chaos control of a piezoelectric auto parametric
vibration system is shown.

The synchronization problem consists in following the drive system trajectory in time
by the response system in order to drive the error variable to zero in finite time as appears
in [28]:

ε =

√
n

∑
i=1
|YDi −YRi|2 (3)

where YD ∈ Rn represents the discretized drive response in time and YR ∈ Rn represents
the discretized response system evolution in time. This root mean square error (RMSE)
describes the accuracy of the control synchronizing strategy in order to make sure that
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the control synchronization will be the minimum and zero in finite time. Other results
in the literature related to synchronization control of chaotic systems can be found in
papers such as that in [54], which achieves chaos synchronization in the frequency domain.
Then, in [55], a novel control approach does the synchronization of two non-identical 4-D
hyperchaotic systems. Finally, in [56,57], the synchronization of two novel hyperchaotic
system with unknown parameters and the circuit realization, control and synchronization
of a novel hyperchaotic system are presented, respectively.

This study considers the discovery of a novel chaotic system, as well as the homoclinic
and heteroclinic chaotic properties of this type of system. For example, in papers such
as that in [58], it is demonstrated how some co-dimensions two bifurcations originate
regions of chaotic and simple dynamics, and bifurcation structures such as Bykov T-
points spirals are evinced. In papers such as that in [59], it is demonstrated how multiple
chaos can arise from single parametric perturbations of a degenerated homoclinic orbit.
The system under consideration in this paper is a periodical perturbed differential equation
in which a Former’s perturbation is used to find the homoclinic orbits. Apart from the
paper in [60], homoclinic chaos in piecewise smooth oscillators is demonstrated by using
small parametric perturbations in this type of oscillator. In this paper, the Melnikov
approach is used first to find that homoclinic chaos exists in a system without small
perturbations, and then the same approach is used to find sufficient conditions to find
the control parameters. Then, in [61], the homoclinic bifurcation and control of chaotic
MEMS are presented. The Melnikov function is used as an analytical methodology for
homoclinic chaos, which is expressed as an inequality in terms of system parameters.
Another intriguing study can be found in [62], which shows novel bifurcation diagrams
for piecewise smooth systems in which the transversability of homoclinic points does not
imply chaos. Four scenarios are presented in this research study in which the systems
are assumed to be subject to small non-autonomous perturbations, yielding four new
bifurcation diagrams. Then, in [63], minimal topological chaos is discovered with respect
to finite sets of homoclinic and periodic orbits.

Another important topic to mention is heteroclinic chaos, which is demonstrated in
this paper through the design of a new chaotic attractor. There are numerous research
studies in the literature that deserve to be mentioned in this research paper. In papers such
as that in [64], for example, it is demonstrated that heteroclinic cycles connecting repellers
and saddles in locally compact metric space induce chaos. The results presented in this
paper are critical because they are based on a topological analysis in which the maps in the
criteria are shown to have positive topological entropy and to be chaotic in the Li–Yorke
sense. Then, in [65], another topological analysis is presented, in which chaos generated
by heteroclinic curves connects repellers in complete metric spaces. This paper includes
two classifications of heteroclinic cycles: regular and singular, as well as degenerated
and nondegenerated. Other findings can be found in papers such as that in [66], which
demonstrates a design methodology and algorithm for implementing geometric features
with focus-saddle and center node equilibrium points.

Because entropy issues in novel chaotic systems are important in the theoretical
development of this research study, it is worth mentioning some articles found in the
literature on the entropy of novel chaotic systems. As an example, in papers such as
that in [67], the enhancing of chaos complexity of a plasma model is demonstrated. It is
demonstrated in this paper that by increasing the power input, the system can change from
monostable to multistable without the addition of any input terms. It is also demonstrated
that there is a transition, in terms of system complexity, from transient chaos to steady
periodic behavior. Then, in [68], a novel measure inspired by Lyapunov exponents is
demonstrated. In this paper, a network measure for characterizing state-transition networks
is implemented. Another interesting study about chaotic system entropy found in the
literature is that in [69], which shows evidence of strange attractors found in a C-Class
amplifier with a bipolar transistor. The nonlinear bilateral behavior is shown in this paper
to be a necessary but not sufficient condition for finding a complex behavior when the
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transistor is modeled as a two port admittance parameter. Meanwhile, the study in [70]
demonstrates an important research study related to entropy in which the origin and
fundamentals of entropy are presented, explaining how the entropy concept is used in
physics, information theory, chaos theory, and data mining, and providing researchers with
important issues that can be selected to choose the right variant of entropy for their research
study. In addition, the study in [71] shows a chaotic time delay signature suppression
by frequency band extracting is investigated the time delay signature and entropy grow
enhancement in a chaotic optical feedback semiconductor laser. Then, in [72], a two-
parameter bifurcation diagram for the computational analysis of Ca2+ oscillatory biosignals
is presented. This paper explains how those types of diagrams provide different types of
information about the analyzed autonomous system and how they complement one another.
Aside from robust control, which is the strategy for stabilization and synchronization used
in this research study, some research studies found in the literature related to the stability
and chaos synchronization of various types of chaotic systems are worth mentioning.
For example, in papers such as that in [73], the synchronization patterns in Kuramoto
oscillators are demonstrated, in which phase locked states with constant phase shifts
between these oscillators are studied. The synchronization estimation for complex time
series using cross sample entropy measure is then demonstrated in papers such as that
in [74]. Other papers with interesting results include that in [75], in which a modified
Chua’s circuit is used with a five segment piecewise linear Chua’s diode. This paper
demonstrates that the attractors have small basins of attraction. Finally, in [76], it is shown
that a tuned pendulum absorber can reduce vibration and, at the same time to harvest
energy. Then, in [77], it is shown how Lagrangian descriptors can be implemented to
characterize invariant tori of generic systems. Finally, in [78], the magnetic confinement of
a neutral atom is presented. In this paper, a neutral atom inside a double-wire waveguide
in the presence of two uniform bias fields is presented.

It is important to remember that, in contrast to other research studies found in the
literature, such as those in [72–74,76], the stabilization is done using techniques that do
not guarantee stability and performance when saturation input is found in the respective
chaotic systems shown in these papers. Note that although these control strategies do
not take saturation into account, the high nonlinearity and complexity exhibited in these
research papers make them ideal candidates for implementing robust control and synchro-
nization strategies, but it is worth noting that there is sometimes a trade-off between the
complexity of the designed controllers exhibited in these papers, so the authors consider.
As previously stated, the obtained novel chaotic system shown in this paper can be used
in engineering implementations as well as other exact science implementations such as
metheorology, astrophysics, and astrochemistry.

Because of the high performance of the robust control synchronization law provided
in this research study, the synchronization control law, as explained in previous sections,
is achieved faster. Unfortunately, the literature on the implementation of robust control
or other controller techniques such as sliding mode control and backstepping control for
controller for chaotic system with input saturation is limited. Therefore, given the high
nonlinearity of this novel chaotic system as a sigmoidal function, a roust control strategy
is proposed to minimize the convergence error between the drive and response system
variables until it reaches the origin and, as previously stated, faster than other types of
control strategies that take into account the novel chaotic system’s high complexity.

Unfortunately, due to the lack of similar research studies found in the literature,
a comparative analysis was not possible in the numerical experiment section, but as
explained later in this paper, it is not necessary to do a comparative analysis taking into
account that the stabilized and synchronized systems are novel chaotic systems, as observed
in the numerical experiments.
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3. Definition of the Novel Chaotic System

This section presents the definition of a novel chaotic attractor as well as a bifurcation
analysis. The new chaotic attractor is made up of a sigmoidal function that causes the
system to enter a chaotic state. The bifurcation analysis demonstrates how the system
transitions to a chaotic regime and the period-doubling exhibited by the respective bifurca-
tions. The applications of this novel chaotic system is very wide an can be implemented for
the mathematical modeling of phenomenons found in meteorology [79], astrophysics [80],
fluid dynamics [81], and in other engineering related systems such as electrical and power,
mechanical, mechatronics, and chemical systems. The reason of the applicability of this
novel chaotic system is that by estimating the right parameters and considering some
topological aspects such as the limit set related to the unstable limit cycle and the domain
of attraction this chaotic system can be implemented in the mathematical modeling of
different types of phenomena.

3.1. Definition of the Novel Chaotic System

Consider the following novel chaotic attractor with sigmoidal functions:

ẋ1 = asigmoid(z1)x1 − z3
1

ẏ1 = bz1 + x1y1

ż1 = csigmoid(x1) + dx1y1 (4)

in which sigmoid is the sigmoidal function sigmoid(x) = 1/(1 + e−x). The equilibrium
point of this system is [x1, y1, z1]

T = [−2.3, 0.78, 1.21]T for a system with initial conditions
[x1(0), y1(0), z1(0)]T = [−2.4, 0.8, 1.2]T . The equilibrium points were obtained by the
numerical nonlinear algebraic equation solver of GNU Octave fsolve of GNU Octave
version 4.2.2. The set of nonlinear algebraic equations is done by considering the vector
field f (x1, y1, z1) = 0 so by solving this equation the equilibrium points are found efficiently.
The values of the parameters used for this novel chaotic system are as follows: a = −1,
b = 4, 9, c = 13, and d = 1 in order that the system reach the chaotic regimen using
this parameters in all the numerical experiments of this paper. The Lyapunov exponents
of this chaotic system are L1 = −0.00195243, L2 = 0.00852359, and L3 = −0.00394307
verifying that only the Lyapunov exponent L2 has a positive real component so the system
is considered as chaotic. It is important to remark that by changing the parameters of this
novel chaotic system the system solution can be varied from a quasiperiodic orbit to a
chaotic orbit. The divergence of the system (4) is obtained in the following way:

∇.F(x1, y1, z1) =
a

1 + e−z1
+ x1 (5)

The range of a in which the proposed novel chaotic system is dissipative is shown
as follows:

−max(x1(1 + e−z1)) < a < −min(x1(1 + e−z1)) (6)

In this range of the constant a, the energy of the system dissipates until the equilibrium
point reach the equilibrium points, so in this way, the periodic orbits of the novel chaotic
attractor reach the equilibrium points. By this dissipation proof, it is verified and validated
that the the dissipation characteristics for the novel chaotic system are found by establishing
the range of the constant a in which this property is found.

The phase portraits in different planes are evinced in Figure 1 which corroborates
the chaotic behavior of the novel chaotic system. It is possible to observe the orbit of
this chaotic system, which follows a helicoidal trajectory around the domain of attraction,
which is the equilibrium point. A vortex is formed around the domain of attraction, which
is desirable in order to model certain natural systems. It is important to notice that the
sigmoidal nonlinearities found in this novel chaotic systems yields the trajectory of the
orbits of this proposed system to the equilibrium point in finite time. As verified later, in the
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bifurcation diagrams, the unstable limit cycle generated by chaos is obtained by selecting
the appropriate parameters values in order to obtain the chaotic orbit. Due to the appropri-
ate selection of the parameter values, the novel chaotic system enters in chaotic regimen
considering that the initial conditions are crucial to find other domains of attractions in
other equilibrium points. Because the domain of attraction in different equilibrium points
of the novel chaotic systems is sensitive to the initial conditions, the initial conditions were
chosen as long as they are close to the first encountered equilibrium point by determining
that the inner product of two vector fields over the inner product of the initial condition
and the equilibrium points is equal to infinity [82].

(a) Phase portrait in the x− y plane

(b) Phase portrait in the y− z plane (c) Phase portraits in x, y and z

Figure 1. Phase portrait of the novel chaotic attractor (4).

3.2. Bifurcation Analysis

The bifurcation diagrams while varying the constants a, b, and d in (4) are shown in
Figure 2 in which it can be shown how the system states are driven from the stable region
to the chaotic regimen by varying the parameters a, b, and d, as shown in the three figures.
It is also demonstrated that, despite the fact that this is a novel chaotic system, the system
exhibits chaotic behavior because period doubling occurs in the bifurcation diagram until
the limit cycles appear in the novel chaotic system proposed in this paper.
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(a) Bifurcation diagram of system (4) while varying a (b) Bifurcation diagram of system (4) while varying b

(c) Bifurcation diagram of system (4) while varying c (d) Bifurcation diagram of system (4) while varying d

Figure 2. Bifurcation diagrams of the novel chaotic system (4).

The resulting diagrams demonstrate that the parameters a, b, and d can influence
chaotic behavior; however, as explained later, there is one parameter that influences the
system variables even more than the others in order to drive the system variables from
the stable region to the chaotic regime. It is important to remark that while varying the
parameter a, specifically when this parameter increases, the tendency of the variable x is to
increase. This occurs because the parameter a is the only parameter that has to do with
the divergence of this novel chaotic system as explained in (5) with the range (6), so the
variable increases when it is outside the limits of the parameter a.

In Figure 2a, it can be seen how the bifurcation diagram is stable until it reaches
the chaotic regimen in approximately a = 0.3, and it can be seen that this parameter
affects the transition between the stable region and the chaotic regimen the most. For the
bifurcation diagrams shown in Figure 2b,d the bifurcations in chaotic regimen can be seen
until stability is reached around b = 1.3 and d = 0.8. Meanwhile in Figure 2c it can be
noticed the transition from the chaotic regimen to stability in the interval −10 ≤ c ≤ 0
while stability is found in the rest of the regions as noticed in the bifurcation diagram.

It can be seen in these bifurcation diagrams that the density of these diagrams evinces
how the chaotic regimen is reached as well as the effects of sigmoidal nonlinearity. One of
the most important conclusions is that the novel chaotic system generates chaos, which is
significant when considering not only the phase portrait diagrams, but also the bifurcation
diagrams when the parameters of the novel chaotic system are varied.

As a result of this section, it is possible to confirm the existence of a novel chaotic
system. It is worth noting that the presented nonlinear dynamic system employs sigmoidal
nonlinearity to generate chaos. This designed novel chaotic system is very important
because new phenomena are discovered in nature every day, so it is critical to provide
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new chaotic systems in order to model novel complex physical systems discovered in exact
sciences and engineering.

Another significant contribution of the novel chaotic systems is that it can be extended
to other types of chaotic-related systems, such as hyperchaotic, multi-wing, or multi-scroll
chaotic systems, in the latest kinds of chaotic system is important because the sigmoidal
nonlinearity can extend this results to the kind of desired chaotic system by following an
approach similar to that seen in the chaotic oscillator hidden attractor found in [82].

The design methodology of the robust control and synchronization laws that are used
to synchronize this novel chaotic attractor is explained in the following section. It is critical
to consider the saturation input nonlinearity as explained in this section in order to perform
the stabilization and synchronization so as to provide a theoretical framework for applied
sciences such as physics, chemistry, and biology, as well as engineering applications that
require the stabilization, chaos suppression, and synchronization of chaotic systems.

This paper demonstrates that, regardless of the complexity of the input nonlinearity
found in chaotic systems, it can be efficiently addressed by selecting the appropriate
mathematical framework to stabilize and synchronize the proposed chaotic systems. Finally,
it is validated how the designed controller and synchronizer stabilizes this novel chaotic
system in the equilibrium points, as discovered and explained in this section, by providing
the respective numerical experiment and simulation framework.

4. Main Results

The robust control laws for the stabilization and synchronization of the novel chaotic
system presented in this study are deduced in this section. The control laws are deduced
into two theorems, and the following drive (7) and response systems (8) are taken into
account for stabilization and synchronization. In this section, it is demonstrated how
the control strategy for stabilization purposes is designed while taking into account the
saturation input nonlinearities, which can cause instability and deteriorated performance.
When this occurs in a chaotic system, the consequences can be significant.

Note that the robust control strategy was chosen with the complexity of the sigmoidal
function nonlinearity in mind, which is part of the novel chaotic system explained and
demonstrated in this research study. The stabilization of this novel chaotic system is an
important contribution because the findings can be applied to hyperchaotic, multi-wing,
and multi-scroll chaotic systems. Note that in the synchronization case, only the identical
case is considered for the purposes of this paper, and the results obtained and presented in
this paper can later be extended to the non-identical case.

A robust control Lyapunov function is designed for the stabilization case in order
to find the control law that stabilizes the system at the equilibrium points. Note that if
the chaotic system presented in this paper needs to be stabilized in a different domain of
attraction or at a different equilibrium point, a regulator is required to drive the system
variables to the desired final value. Note that in the case of the synchronization of the novel
two identical chaotic systems, these results can be extended to non-identical systems and
other types of coupled chaotic systems.

ẋ1 = asigmoid(z1)x1 − z3
1

ẏ1 = bz1 + x1y1

ż1 = csigmoid(x1) + dx1y1 (7)

ẋ2 = asigmoid(z2)x2 − z3
2 + φ(u1) + α1

ẏ2 = bz2 + x2y2 + φ(u2) + α2

ż2 = csigmoid(x2) + dx2y2 + φ(u3) + α3 (8)
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in which the function φ(.) is the saturation nonlinearity. For the derivation of the controller
and the stabilization and synchronization purposes, the following extra system is needed:

α̇1 = v1

α̇2 = v2

α̇3 = v3 (9)

so the following vectors are considered X1 = [x1, y1, z1]
T , X2 = [x2, y2, z2]

T , U = [u1, u2, u3]
T

and α = [α1, α2, α3]
T . Rearranging (7) and (8) yields

Ẋ1 = F(X1) =




asigmoid(z1)x1 − z3
1

bz1 + x1y1
csigmoid(x1) + dx1y1


 (10)

Ẋ2 = G1(X2) + φ(U) + α (11)

Ẋ2 =




asigmoid(z2)x2 − z3
2

bz2 + x2y2
csigmoid(x2) + dx2y2




︸ ︷︷ ︸
G1(X2)

+




φ(u1)
φ(u2)
φ(u3)




︸ ︷︷ ︸
φ(U)

+




α1
α2
α3




︸ ︷︷ ︸
α

For the saturation nonlinearity, consider the following sector condition property:

Property 1. Considering a saturation nonlinearity φ(U) and the deadzone nonlinearity Dz(U)
with system input U, the following sector condition is met:

UT [U − Dz(U)] ≥ 0 (12)

with:
Dz(U) = U − φ(U) (13)

with these definitions the robust control laws for stabilization and synchronization purposes can
be defined.

In the two theorems of this paper, it does not matter the values of the saturation
because the sector condition ensures that for any value of the saturation the stability of the
stabilizer and synchronizer in ensured in the presence of saturation input, as explained in
this paper. The saturation function used in the whole paper is given by

φ(x) =




−d1 IF x < −l2

x IF −l1 ≤ x < l2
d2 IF x ≥ l2

(14)

4.1. Robust Stabilization of the Novel Chaotic System

The closed loop stabilization system’s block diagram is shown in Figure 3 where
the robust controller and stabilizator are located in the feedback loop, connected to the
saturation nonlinearity and receiving the vector field G1. It is necessary to design the
appropriate robust control Lyapunov function in order to obtain the respective control law
that drives the system states to the equilibrium points in finite time in order to design the
stabilization control law for this novel chaotic system. The robust control law obtained
in this section includes a switching component, but no chattering is observed as a result
of this. Consider the following theorem for the derivation of the robust control law for
stabilization purposes.
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Figure 3. Block diagram of the closed loop stabilization controller.

Theorem 1. Consider the controlled system (11) and the extra system (9), so the following control
laws stabilizes the novel chaotic system:

U = −X2

v =
−α

‖α‖2 XT
2 G1(X2)− X2 (15)

By selecting an appropriate robust control Lyapunov function.

Proof. Consider the following robust control Lyapunov function:

V =
1
2

XT
2 X2 +

1
2

αTα (16)

Now, by taking the time derivative of (16), the following results are obtained:

V̇ = XT
2 Ẋ2 + αT α̇

V̇ = XT
2 G1(X2) + XT

2 φ(U) + XT
2 α + αTv

V̇ = XT
2 G1(X2)−UT [U − Dz(U)] + XT

2 α + αTv (17)

Then, by substituting the control laws (15) in (17) and by using the sector condition
which appears in Property 1 the following result is obtained:

V̇ = −UT [U − Dz(U)] ≤ 0 (18)

Therefore, with this conclusion the novel chaotic system is stabilized and the proof of
the theorem is completed.

As demonstrated in the previous theorem, it is possible to design a robust control law
for the stabilization of the novel chaotic system.

4.2. Robust Synchronization of the Novel Chaotic System

The closed-loop synchronization controller for the novel chaotic drive and response
system is shown in Figure 4. As can be seen, the system error, which is the difference
between the state variables of the drive and response system, is used as input for the
robust controller, and the additional state variable is also used for the synchronizer to
drive the state error to zero in finite time. This input is applied to the input saturation
function along with the input U to prevent saturation effects from causing instability or
other undesirable effects. The robust control law for synchronization is then obtained
by selecting an appropriate Lyapunov robust control law and then obtaining the first
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derivative of this Lyapunov function to obtain the synchronization control law. When
the saturation nonlinearity is found in the response system input, the sector condition,
as shown in Property 1 is critical in order to find the required stability conditions. As stated
in the introduction section, the theoretical results presented in this paper are based on the
identical chaotic system synchronization of the novel chaotic system described in Section 3.
The most important results are evinced in the following theorem in this subsection, in order
to provide the theoretical framework for these types of systems. Consider the following
theorem for the Robust synchronization of this identical novel chaotic system.

Figure 4. Block diagram of the control synchronization closed loop system.

Theorem 2. Considering the following error variable and its derivative:

e = X2 − X1

ė = G1(X2) + φ(U) + α− F(X1) (19)

so the following robust synchronization laws are obtained for systems (10) and (11):

U = −e

v =
−α

‖α‖2 eT [G1(X2)− F(X1)]− e (20)

By selecting an appropriate robust control Lyapunov function.

Proof. Consider the following robust control Lyapunov function:

V =
1
2

eTe +
1
2

αTα (21)

Now, by taking the time derivative of ( 21) yields

V̇ = eT ė + αT α̇

V̇ = eT [G1(X2)− F(X1)] + eT [U − Dz(U)] + eTα + αTv (22)

so by substituting (20) into (22) and by using Property 1 the following result is obtained:

V̇ = −UT [U − Dz(U)] ≤ 0 (23)

so the robust synchronization stability is achieved and the proof is completed.
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This proof demonstrates how the closed-loop stability of the error variable dynamics is
ensured in order for the state variables of the response system to reach the state variables of
the drive system. A very accurate and fast robust control synchronization is achieved with
the obtained control law and by the implementation of an extra variable that aids in the
closed loop stability. As a result, it is important to remember that, similar to the stabilization
case, the error system dynamics reach zero in finite time faster despite the presence of an
input saturation nonlinearity in the system. Before concluding this section, note that the
theoretical proofs evinced in two theorems allow for faster and more accurate stability
of the closed-loop system in the stabilization and synchronization case. In the following
section, two numerical experiments demonstrate how both of these control strategies,
for stabilization and synchronization purposes, provide accurate results as demonstrated
theoretically in this section.

5. Numerical Experiments

Two numerical experiments are presented in this section: the first for the stabilization
of the novel chaotic system and the second for the control synchronization of two identical
novel controllers. The novel chaotic system is robustly stabilized in the first experiment by
selecting specific initial conditions with saturation input nonlinearity. In this manner, the ro-
bust controller used for stabilization is validated. In the case of robust synchronization,
two novel chaotic systems are synchronized by a robust control law so that the response
system variables follow the evolution of the drive system variables in time. This goal must
be met despite the fact that the response system’s input is saturated nonlinear. In these
numerical experiments, it is verified and validated that the robust control synchronization
law successfully synchronizes both systems in order to reduce the synchronization error
to zero.

5.1. Experiment 1: Robust Stabilization of the Novel Chaotic System

This experiment involves the robust stabilization of a novel chaotic system. Be-
cause the saturation nonlinearity is in the system’s input, the robust controller is used
to overcome or outperform the performance of the closed loop system in the presence
of this nonlinearity. This numerical example effectively validates the proposed control
strategy. The response of the novel chaotic system variable is stabilized while eliminating or
suppressing the chaotic behavior in this novel chaotic system, allowing the state variables
to be driven to the equilibrium points in finite time without exhibiting chattering or other
undesirable phenomena in this type of robust controller.

Note that if the initial conditions are close to another domain of attraction, the system
variables will be stabilized in different equilibrium points. As shown in the block diagram in
Figure 3, the vector field G1 must be calculated in order to obtain the required control input
action, implying that some kind of compensation is required to deal with the saturation
input, as shown in the theoretical results obtained in this research study. The results
of this numerical experiment are as follows: first, the evolution of the state variables
over time, then the evolution of the input variables over time, and finally the respective
phase portraits.

For the robust stabilization of the novel chaotic controller with input saturation (8),
the following initial condition is considered X2 = [−2.4, 0.8, 1.2]T with the saturation function:

φ(x) =




−10 IF x < −15

x IF −15 ≤ x < 15
10 IF x ≥ 15

(24)

This saturation nonlinearity is found in the system input, as shown in Figure 3. It
can be demonstrated that the theoretical derivation of the stabilization controller for this
novel chaotic system ensures the overall system’s stability, given that due to a rigorous
theoretical derivation, independent of the saturation parameters, the stabilization of the
variables of this novel chaotic system is achieved in order for these state variables to reach
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the eigenvalues. The robust control law suppresses the instability by assuming that the
overall closed-loop system is stabilized by an efficient Lyapunov design. In this numerical
experiment section, it is demonstrated that the saturation nonlinearity found in the input of
this novel chaotic system has no effect on the overall performance of the closed loop chaotic
system, regardless of the saturation parameters. Because of an efficient controller design,
the robust controller effectively overcomes saturation nonlinearity in order to stabilize the
novel chaotic system in the equilibrium points. Note that in this numerical experiment,
the stabilization occurs quickly and precisely, with no oscillations or chattering.

The stabilized state variables x, y, and z are shown in Figure 5, and it is noted that these
variables reach equilibrium in finite time without the presence of unwanted oscillation.
It has been demonstrated that the robust stabilization controller completely suppresses
the chaos behavior, demonstrating that the main purpose of this proposed controller has
been met. As previously stated, the state variable evolution reaches the equilibrium points;
however, by varying the initial conditions close to other domains of attraction, other
equilibrium points can be reached using the same robust control law; this is due to the
robust control law’s robustness. The Lyapunov functional design is independent of the
equilibrium points, because the controller is designed in such a way that the domain of
attraction related to the equilibrium point is close to the robust controller performance.
The stabilized phase portrait is shown in Figure 6, and as can be seen, chaos suppression is
used to eliminate all unwanted oscillations. The limit cycle vanishes when equilibrium is
reached. In comparison to the phase portrait shown in Figure 1, it is demonstrated that this
variable is stabilized along a smooth trajectory rather than the chaotic trajectory shown in
the previous figure. As a result, the robust controller action eliminates the chaotic behavior
satisfactorily, and the system variables shown in this phase portrait are efficiently driven to
the equilibrium point.

Figure 5. Evolution in time of the stabilized state variables of the novel chaotic attractor.
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Figure 6. Stabilized phase portrait of the novel chaotic system.

The input variables U and v are depicted in Figures 7 and 8, respectively. It is
possible to see how these variables arrive at a final value until the trajectory or orbit
of the novel chaotic system depicted in this paper reaches equilibrium. Note that these
input variables provide a low control effort and chattering ausence, which demonstrates
the high performance of the proposed robust controller for the stabilization of the novel
chaotic system. Another important consideration is that the controller action would be
significantly small control effort in the case that this robust control strategy is implemented
in a real physical system, given that the saturation input nonlinearity yields instability and
poor performance that can avoid chaos suppression in an efficient manner.

Figure 7. Input variable U of the novel chaotic system by the implementation of the proposed
robust controller.

24



Entropy 2021, 23, 1110

Figure 8. Input variable v of the novel chaotic system with the proposed robust controller.

Finally, as shown in Figure 9, the evolution in time of the auxiliary variable α for
stabilization purposes is evinced in which is the extra state variable with input v as shown
in Figure 8. When saturation is detected in this novel chaotic system, this provides adequate
input for stabilization.

Figure 9. Evolution in time of the variable α for stabilization purposes.

5.2. Experiment 2: Robust Synchronization of the Novel Chaotic System

The synchronization of two identical chaotic systems is demonstrated in this numerical
experiment. This experiment’s chaotic system is a novel chaotic system shown in this
paper. One system serves as a drive system, while the other serves as a response system.
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The saturation nonlinearity is found in the input of the response, as explained in the block
diagram shown in Figure 4, so it is important to note that this kind of nonlinearity in
the input of the novel chaotic system is not commonly found in the literature, but in real
physical systems this phenomenon is commonly found considering the type of application.
It is also worth noting that the vector fields F and G1 must be calculated because, similar to
the stabilization case, they act as a compensator to overcome the saturation nonlinearity
regardless of its characteristics. The following initial conditions are implemented in this
numerical experiment for the synchronization of two identical novel chaotic systems,
where (10) is the drive system and (11) is the response system: X1 = [−2.4, 0.8, 1.2]T and
X2 = [−2.9, 0.4, 1.7]T with the saturation input shown in (24).

The evolution in time of the synchronized state variables, as well as their respective
error variables, is depicted in Figures 10 and 11. As can be seen, the response variables x, y,
and z reach the drive variable’s trajectory in finite time, whereas the error reaches the origin
or zero value faster. Note in these figures that the robust controller performs optimally by
rapidly and precisely driving the error variables to zero. Note that the proposed robust
control synchronization strategy provides a fast and accurate system response even in the
presence of saturation nonlinearity, regardless of the characteristics of this phenomenon
found in the drive system’s input. It should be noted that this robust controller is only
suitable for the synchronization of identical chaotic systems; for the synchronization of non-
identical chaotic systems, this synchronization robust control strategy must be modified in
order to achieve the required closed loop system performance.

Figure 10. Evolution in time of the synchronized state variables of the drive and response novel
chaotic system.

26



Entropy 2021, 23, 1110

Figure 11. Evolution in time of the synchronization error variables.

The derivative of the error variable is shown in Figure 12. The velocity of error
convergence is shown in this figure, indicating that the error variable reaches the origin
in finite time faster due to the action of the robust control strategy even in the presence
of saturation input nonlinearity. The peaks of the error variable derivative are thought
to be small, which is related to the acceleration with which the error dynamics reach the
origin in finite time, which is desirable when the proposed robust control synchronization
strategy is implemented in real physical systems.

The evolution of the synchronization input variables U and v in time is depicted in
Figures 13 and 14. As with the stabilization case, these input variables reach their final
values in finite time until the drive and response variables are synchronized. Note that,
despite the discontinuity in the robust controller part, the proposed control synchronization
law does not produce chattering.

In these figures, the control variable U provides a non-oscillatory control action and a
low control effort, which is important when this synchronization strategy is used in a variety
of physical systems such as those found in physics, chemistry, biology, and engineering.
Meanwhile, the time evolution of the virtual input variable v is shown, demonstrating that
this error variable contributes only a minor control effort, implying that the overall control
action must be as small as possible even in the presence of saturation input nonlinearity.
Note that the control law design can be implemented in specific cases where the novel
chaotic system must be synchronized in a real physical system or implemented in the form
of a circuit or mechanical chaotic system.

Finally, in Figure 15 the evolution in time of the variable α for stabilization purposes is
depicted, with the variable reaching equilibrium when synchronization is completed. This
variable, like the extra state variable in the control technique for stabilization purposes, is
basically the extra state variable with input v, as shown in Figure 14. Note that this auxiliary
variable aids in the stability of the novel chaotic system in the presence of input saturation
nonlinearity, which is significant given that this variable is appropriate for implementation
in real physical systems in order to synchronize two identical systems, which in this case
are essentially the novel chaotic system presented in this paper.
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Figure 12. Derivative of the synchronization error variables.

Figure 13. Input variable U for the response novel chaotic system.
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Figure 14. Input variable v for the novel chaotic response system.

Figure 15. Evolution in time of the α variable for synchronization purposes.

5.3. Experimental Results Analysis

The experimental results for stabilization and control purposes, as explained in this
section, numerically corroborate the results obtained in this study. It is possible to see how
the variables reach equilibrium while suppressing chaotic behavior in the stabilization
experiment. The three variables x, y, and z of the stabilized chaotic system are shown in
Figure 5 how these variables reach the equilibrium point in a fast and accurate way in
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approximately 1 s despite the input saturation that is found in the chaotic system input
providing a stable response in finite time. This is an important consideration, especially
if this controller is used in a real-world physical system. It is demonstrated in Figure 1
how the proposed controller drives the state variable to a stable equilibrium rather than,
as shown in Figure 1, to a chaotic region of attraction suppressing the limit cycle. The time
evolution of the input variable U, as shown in Figure 7 depicts how a small control effort
is generated in order to avoid input saturation of the stabilized chaotic system, which
is important because input saturation suppresses some phenomena such as instability
or chattering.

Meanwhile, the evolution in time of the extra additional input variable v and the
state variable α can be seen in Figures 8 and 9 demonstrating that these variables reach
their respective equilibrium until the chaotic system variables are stabilized. In the case
of synchronization, it can be seen how the response system follows the drive variable in
finite time, reducing the error to zero, as shown in Figures 10 and 11, respectively, given
that it is difficult to drive the synchronization error variable in the presence of saturation
while avoiding chattering or instability. It is also important to note in Figure 13 that the
synchronization input variable provides an anti chattering response and a small control
effort in a very short time until the proposed control synchronization law achieves ideal
synchronization. Finally, as in the stabilization case, the variables v and α, as shown in
Figures 14 and 15 depict the time evolution of the auxiliary variables, indicating how these
variables reach the equilibrium.

6. Discussion

Taking into account the theoretical results, note that a novel chaotic system is created
by combining two sigmoidal functions. It can be seen that a chaotic attractor is designed
in which, as confirmed, the domain of attraction of this chaotic system is the equilibrium
point, resulting in this chaotic system being a self-excited chaotic system. The proposed
novel chaotic system is well suited to modeling many chaotic behaviors observed in nature
and physical systems. The bifurcation diagrams demonstrate the chaotic behavior of this
system as it transitions from a stable to a chaotic regime, and vice versa.

The robust controller is implemented appropriately for stabilization purposes by se-
lecting an appropriate Lyapunov functional. The addition of an additional system provides
the required inputs, which are considered dynamic inputs and include the discontinuity as
part of the overall system input with saturation. The saturation is modeled by implement-
ing the sector condition while accounting for the deadzone nonlinearity and taking into
account the dynamic characteristics of this input nonlinearity. The conditions for obtaining
an appropriate control law are provided by an anti-chattering stabilization control law and
a state feedback input. A similar axiomatic methodology is used to find the robust control
synchronization law by first defining the errors in the system dynamics and then selecting
the appropriate robust control Lyapunov function.

In the case of the novel chaotic system’s robust stabilization, the state feedback con-
troller part moves the eigenvalues of the linearized novel chaotic system to a point where
the state variables reach equilibrium in finite time, while the robust controller part switches
this input variable to obtain a fast, accurate, and reliable response. Something similar hap-
pens with this novel chaotic system’s robust control synchronization law. The linearized
error system’s eigenvalues are moved to an appropriate position in order to drive this error
variable to zero in finite time. A state feedback controller is implemented to reach the zero
value of the state variable while avoiding the input system chattering.

Meanwhile, in the experimental results section, it is possible to see how the robust
controller drives the state variables of the stabilized system to the equilibrium point in
finite time, with small peaks, and without chattering. When input saturation is detected
in the system input, the small control effort generated by the variables U and v is crucial.
Despite the fact that the input saturates at very low values, the system variables reach the
equilibrium point in finite time, avoiding instability and, more importantly, poor perfor-
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mance. As seen in the synchronization case of this drive and response novel chaotic system,
the drive and response variables are synchronized more quickly, accurately reaching the
zero error between these variables. In the case of synchronization, saturation has no ef-
fect on synchronization performance, avoiding instability or poor performance, which is
desirable given that saturation is almost unavoidable in most physical systems.

Given the vast number of physical systems in which the chaos phenomenon can
be found, the results presented in this study can be implemented without difficulty in
any of these physical systems represented or modeled as dynamic systems. One of the
main advantages is that the chaos suppression robust control strategy for stabilization
effectively eliminates nonlinear saturation effects on this novel chaotic system, such as
instability of degraded performance, while also efficiently stabilizing the novel chaotic
system’s equilibrium points.

Apart from whether this control strategy is implemented in any type of physical
system, the results provided in this research study can be extended to various types
of physical systems in which the chaotic phenomenon is found, such as the physical
systems mentioned previously in this research study. These results can be modified so
that the robust controller can be implemented in other systems where hyperchaos or other
phenomena are present. Note that the results obtained in this study can be extended
for chaos synchronization in various types of systems in which not only two systems
are synchronized, because it can be extended to chaos synchronization for multi-coupled
chaotic systems. Furthermore, the results obtained in this study can be easily extended
to complex chaotic networks, where it is important to note that robust control is always
necessary given the vast number of physical systems in which chaotic synchronization
is required.

7. Conclusions

This paper presents a novel chaotic attractor, as well as its robust control stabilization
and synchronization with input saturation. First, the novel attractor is presented, in which
two sigmoidal functions are implemented to generate chaotic dynamics, followed by a
bifurcation analysis in which the stability and chaotic regimen regions for the novel chaotic
attractor’s parameters a, b, and d are presented. The phase portraits plot confirms that
this chaotic attractor reaches the domain of attraction at the equilibrium point, despite the
fact that it is self-excited. The control laws are obtained by using an extra system after a
robust controller for stabilization purposes is derived by considering the sector condition
property of the saturation input and implementing a robust control Lyapunov function.
To obtain the synchronization control law, a similar methodology is used, but this time
the synchronization error variable is established. Finally, two numerical experiments are
carried out in conjunction with the research study’s respective discussions and conclusions.
The results presented in this numerical experiment section demonstrate that, in the sta-
bilization case, the novel chaotic system can be driven to the equilibrium points in finite
time with very little control effort and no oscillation or chattering. Note that the resulting
control stabilization law can be efficiently implemented even in many different types of
physical systems, such as electrical mechanical or other systems found in exact sciences.
As in the stabilization case, it is demonstrated that in the synchronization case, an efficient
robust control synchronization law is used, even in the presence of an input saturation
nonlinearity in the response system, and that synchronization between the drive and re-
sponse systems is achieved faster and more accurately. A gain matrix will be included in
the stabilization and control laws in the future to be tuned by linear matrix inequalities.
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Abstract: This paper proposes a U-Model-Based Two-Degree-of-Freedom Internal Model Control
(UTDF-IMC) structure with strength in nonlinear dynamic inversion, and separation of tracking
design and robustness design. This approach can effectively accommodate modeling error and distur-
bance while removing those widely used linearization techniques for nonlinear plants/processes. To
assure the expansion and applications, it analyses the key properties associated with the UTDF-IMC.
For initial benchmark testing, computational experiments are conducted using MATLAB/Simulink
for two mismatched linear and nonlinear plants. Further tests consider an industrial system, in
which the IMC of a Permanent Magnet Synchronous Motor (PMSM) is simulated to demonstrate the
effectiveness of the design procedure for potential industrial applications.

Keywords: Internal Model Control (IMC); U-model; U-model-based control (U-control); Two-Degree-
of-Freedom IMC (TDF-IMC); dynamic inversion; invariance entropy

1. Introduction

With the development of science and technology, the scale of industrial production in
almost all fields, such as petrochemical, metallurgy, electric power, machinery, aerospace,
etc. continues to expand, and the corresponding operational systems have had a demand for
high quality and better quantity [1], which is inevitably at the cost of bringing complexity
to the control system design. These challenges have motivated academic research and
industrial development.

The classical Proportional Integral Derivative (PID) control and its integrations with
various control strategies such as fuzzy PID [2], and neural PID [3] have been widely used
in industrial systems. Although these control strategies can cope with complexities such
as uncertainty, nonlinear dynamics, and large time delays, it is still worthwhile seeking
other effective control system design methodologies to further upgrade control system
performance while improving the design effectiveness. For example, a commonly observed
practical situation, is that the success of tuning PID controller parameters often depends on
a combination of the applicant’s engineering experience and tedious effort on trial and error.
Although this is workable, this unsystematically experienced approach often causes largely
inefficient use of human resource and equipment to obtain satisfactory tuning results.

For this paper’s interest, model validity is a fundamental basis for model-based con-
trol system design. A better model makes control system design and tuning easier/more
efficient. However, for most engineering systems, there can be difficulties in obtaining
accurate plant/process models, primarily due to equipment diversity and environment
complexity; such as internal uncertainties and external disturbances. Even though a mathe-
matical model can be established from physical principles (such as energy conservation
law) and/or data driven (identification), it is usually taken as nominal reference (nominal
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model is an approximate description to accurate model). There are two main streams in
dealing with such model uncertainties, i.e., adaptive control and robust control. This paper
will follow the route of robust control.

The other practical topic is digital control, which has been used in almost all modern
control engineering systems. To deal with a digital channel between the sensor and the
controller, entropy [4], the concepts, terminologies, and techniques, has been adopted
in digital control systems. The invariance entropy [5] has been used to determine the
smallest average rate of information transmission to guarantee a considered subset of the
state-space invariant to achieve the integrated control system performance. Accordingly
control system design in connection to online applications, with potential contribution to
this field, is probably making the controllers more efficient in online computation, so that
reduces the burden to the communication capacity or at least does not increase significantly
the information processing complexity.

Internal Model Control (IMC) [6,7] has been widely accepted as an efficient robust
control approach. IMC selects the model inverse as the controller and integrates a robust
filter to control an explicit plant/process model. The IMC structure is characterized with (1)
capable robustness to overcome model uncertainties and system disturbances, (2) effective
procedures for designing and tuning, (3) successful application across different indus-
tries [8–10]. However, the control performance of classical IMC is not desirable, because the
adjustable parameters only exist in the filter. At the same time, higher robustness demand
could degrade tracking performance [11], which must compromise with some of the other
performances. Although a Two-Degree-of-Freedom IMC (TDF-IMC) structure can solve
the aforementioned problems with the classical IMC structure, its control performance still
cannot be separately designed [12–14].

When a linear model is completely reversible, the design of linear IMC is straightfor-
ward to take the controller as the inverse of the model and select a suitable filter. Even
though when the model is not completely reversible, the model can be decomposed into
reversible parts and irreversible parts, in which the inverse of the reversible part is taken
as the controller. Appropriate filter selection can then also ensure that the control system
has the smallest output variance for both stabilization and tracking control. However, for
controlling nonlinear plants/processes, these approaches are not applicable, and effective
algorithms for nonlinear dynamic inversion are very limited [15].

To deal with nonlinear control plants/processes, the approaches used by most of
the IMC structures can be divided into (1) linearizing the controlled plants/processes
and using linear method to invert [16]; (2) using PID [17], neural network [18,19] and
fuzzy control-based [20,21] dynamic inversion; (3) using some numerical tools, such as
the Newton–Raphson method [22]. However, the linearized and the other approximating
modeling methods could lose accurate representation of input-output relationship and
degrade the performance of the designed systems. Therefore, deriving the nonlinear model
inversion and enabling the two performance indicators (i.e., tracking and robustness) of
the IMC structure to be independently designed are the main challenges and focuses in
this paper. Accordingly, this study proposes a framework of U-Model-Based Two-Degree-
of-Freedom Internal Model Control (U-TDF-IMC) of nonlinear dynamic systems

U-model is a derived control-oriented model set to map almost all classical models
into their U-model realization, and converts classical models into controller output u-based
with time-varying parameters [23] expressions. U-model establishes a platform for solution
of dynamic inversion by solving roots of polynomial equations, which is more generally
attractive compared to the other ad hoc approaches/algorithms [24]. U-model-based
control [25] (denoted as ‘U-control’ thereafter), takes advantages of U-model in dynamic
inversion with the following characteristics:

1. Design control systems in a universal procedure, separate two dynamic inversions,
invariant controller implementation by inversing specified system performance in a
feedback configuration and plant utilization by plant inversion. These two designs
are parallel and separable;
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2. The difference in U-control between linear models and nonlinear models is the so-
lution with the first-order or higher-order polynomial root-solving. The difference
in U-control between polynomial models and state-space models is the one-layer or
multi-layer polynomial root-solving;

3. U-control is seamlessly supplemented to the other exist control schemes, for example
U-Pole Placement Control (UPPC) [26], U-General Predictive Control (UGPC) [27],
U-Neuro-Control (UNC) [28], U-Total Nonlinear Control (UNLC) [23], and U-Internal
Model Control (UIMC) [29].

This paper is aimed at using U-control, an enhanced tool supplemented to classi-
cal approaches, to integrate the strengths exhibited in U-control and IMC to provide an
enhanced version of IMC with strength in system configuration and nonlinear dynamic
inversion. To further improve TDF-IMC, this study expands the previous IMC work [29,30]
by effectively introducing U-model-based dynamic inversion within a revised system
structure configuration. By doing so, the new framework presents a new U-model-based
Two-Degree-of-Freedom IMC (UTDF-IMC) structure to achieve the completely indepen-
dent design in rejecting disturbance and tracking operational set-point. Compared with
the classical IMC and TDF-IMC, this proposed structure has better control performance
and more convenient tuning methods without introducing additional design work and
maintaining the same hardware configuration. Accordingly, the major impacts of this paper
are outlined below:

1. Propose a general U-model-based Two-Degree-of-Freedom IMC (UTDF-IMC) struc-
ture for controlling a class of open-loop stable polynomial/state-space modeled linear
and nonlinear dynamic plants. The new control system structure accommodates both
linear and nonlinear plants consistently and separate the tracking control filter design
from robust control filter design.

2. Tailor the UM-dynamic inversion platform [31] in conjunction with IMC, which
removes the necessity of either linearizing the nonlinear model, or converting it to
a quasi-linear parameter-varying (quasi-LPV) model in advance. This UM-dynamic
inversion platform directly provides algorithms dealing with all types of inversions
in IMC structured systems.

3. Analyze the designed UTDF-IMC control system properties to provide a valid refer-
ence for future study expansions and applications.

4. Verify the control system performance through benchmark tests of simulated case
studies and illustrate application procedure from an industrial case demonstration.

For the remainder of the paper, Section 2 presents the basis of using IMC and U-
control for the next step development of the new UTDF-IMC system structure. Section 3
elaborates on the principle of TDF-IMC structure and establishes the U-model-based TDF-
IMC (UTDF-IMC) framework; consequently, it analyses the control system properties.
Section 4 showcases two computational investigations to benchmark test/demonstrate the
proposed UTDF-IMC system performance. Then an industrial backgrounded permanent
magnet synchronous motors (PMSM) system is added to demonstrate the application
procedure and the comparative studies. Section 5 concludes this study with key findings
and observations.

2. Preliminaries
2.1. Internal Model Control (IMC)

A classical IMC control scheme [7] is shown in Figure 1a, in which the plants/process
P is approximated by model P0 (specifically known as internal model) and the controller
Q. Figure 1b shows the equivalently rearranged IMC structure, which the controller is
expressed in the inner loop

C =
Q

1−QP0
(1)
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Figure 1. IMC method structure (a) Internal model control structure; (b) Equivalent IMC structure.

For a given set-point reference r, the control system is designed to keep the output y
following a pre-specified output response ym (Figure 1a) with the desired transient and
steady-state performance. With reference to Figure 1a,

Plant output:

y =
QP

1 + Q(P− P0)
r +

1−QP0

1 + Q(P− P0)
d (2)

Error output:

e =
1

1 + Q(P− P0)
(r− d) (3)

Controller output:

u =
Q

1 + Q(P− P0)
(r− d) (4)

Remark 1. (2) can also be rewritten as:

y = αr + βd (5)

where α = QP
1+Q(P−P0)

specifies tracking performance and β = 1−QP0
1+Q(P−P0)

denotes the contribution
to robustness. These two weights meet the condition of α + β = 1.

The main features of IMC [7] include:

1. Dual stability: For P = P0 and d = 0, and y = ym, the feedback error signal e is
obviously zero. IMC system becomes an open-loop structure and both controller Q
and plant P stable.

2. Perfect control: This requests plant P = P0 minimum-phase and invertible and
controller as the model inverse Q = P0

−1. Accordingly (2) becomes:

y =
P0
−1P

1 + P0−1P− P0−1P0
r +

1− P0
−1P0

1 + P0−1(P− P0)
d = r, and α = 1, β = 0 (6)

3. Augmented robust IMC is shown in Figure 2. It decomposes model and dynamic
inversion by factorizing P0 into P0+ and P0−, namely: P0 = P0+P0−, where P0+ is
the part containing pure delay and uncertain zero, and P0− is the minimum-phase
part. There are certain factorization techniques, such as simple factorization, all-pass
factorization [32]. Hence, the controller is kept as the inverse of the plant/process
model with invertible portion, i.e.,

Q1 =
1

P0−
(7)

40



Entropy 2021, 23, 169

Figure 2. Robust IMC structure.

Filter: When designing the IMC controller, it should add a low-pass filter for the
inverse of the factorized minimum-phase model to ensure the controller be proper and
robust to against the model mismatching and disturbance. Define the IMC controller and
the filter as:

Q = f Q1 (8)

f =
1

(1 + λs)ρ (9)

where ρ is the order of the filter, normally assigned with a large value to ensure Q1 be
proper or semi-proper; λ is the time constant, the sole design parameter of the controller
and is inversely proportional to the closed-loop response speed. Therefore, λ is a trade-off
between the performances.

Remark 2. Substituting (7) and (8) into (2) obtains the plant output:

y =

f
P0−

P

1 + f
P0−

P− f
P0−

P0
r +

1− f
P0−

P0

1 + f
P0−

P− f
P0−

P0
d =

f
P0−

P

(1− f P0+) +
f

P0−
P

r +
1− f P0+

(1− f P0+) +
f

P0−
P

d (10)

To track the reference signal with a faster speed and effectively reject the modeling
errors and system disturbance, it requires output (10) satisfying f P0+ = 1 necessarily,
which is achieved by selecting λ in the filter.

2.2. U-Model-Based Control (U-Control)
2.2.1. U-Models

A general U-polynomial-model of GP [33], with a triplet of (y(t), u(t), α(t)), y(t) ∈ R,
u(t) ∈ R α(t) ∈ RJ for the output, input, and time-varying parameter vector respectively
at time t ∈ R+, is defined for Single-Input and Single-Output (SISO) dynamic processes as

(M)
y

= ATU =
J

∑
j=0

αj f j

(
(N)

u

j
)

, M ≥ N (11)

where
(M)

y
and

(N)
u

are the Mth and Nth order derivatives of the plant output y and

the plant input u respectively. The time-varying parameter αj ∈ R+ absorbing all other out-

put terms such as
[

(m− 1)
y

, . . . ,
y

]
∈ RM and input terms

[
(n− 1)

u
, . . . ,

u

]
∈ RN .

Function f j(∗) is associated with the input
(

(N)
u

)j

. AT =
[

α0 , . . . , αJ
]

and

U =
[

f0 , . . . , f J
]

are the operators mapping the underlying input, output, and param-
eters into the condensed vector expressions. To illustrate the U-representation of classical
models, consider a general polynomial model:

..
y =

(
1− e−|y|

) .
y +

(
1 + y2

)
sin(u) +

(
1 +

.
y2
)

u2 + y +
(

y +
.
y2
)

u3 (12)
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Its U-model is transformed with the U-mappings of A and U




..
y = α0 f0(u) + α1 f1(u) + α2 f2(u)

2 + α3 f3(u)
3

α0 =
(

1− e−|y|
) .

y + y, f0
(
u0) = 1

α1 = 1 + y2, f1(u) = sin(u)
α2 = 1 +

.
y2, f2

(
u2) = u2

α3 = y +
.
y2, f3

(
u3) = u3

(13)

Remark 3. For representation to classical linear models, assign degree J = 1 and function
f0(u) = 1, f1(u) = u, then the linear U-model is expressed with

(M)
y

= α0 + α1
(N)

u
, M ≥ N (14)

Remark 4. For U-stats space-models, expand the single layer U-polynomial model (11) into
multi-layer systems of polynomials [31].

2.2.2. UM-Dynamic Inversion

For determining the output u of G−1
p , a general UM-dynamic inversion algorithm

is developed [19] to determine one of the solutions of
(N)

u
from solving the following

general polynomial equation

G−1
P ⇔ (N)

u
∈ (M)

y
−

J

∑
j=0

αj f j

(
(N)j

u

)
= 0, M ≥ N (15)

For the solution exist, the systems must be Bounded Input and Bounded Output
(BIBO) stable and no unstable zero dynamic (nonminimum phase). The solution platform
has been expanded including the root-solving algorithms for continuous/discrete time,
linear/nonlinear, polynomial/state-space models [31]. For online root-solving, Zhu [34]
has proposed Newton–Raphson iterative algorithm.

2.2.3. U-Control

Let Gp be a general representation of both polynomial and state-space-based linear
and nonlinear models for dynamic plants. In assumption, the plant has most properties as
those requested in the other classical works [35]. Consequently,

a. Model of Gp is invertible, i.e., G−1
P exists

b. Meet the continuity of Lipschitz, Gp and its inverse G−1
P are globally unified and

diffeomorphic in Rn, i.e.,

‖Gp(x1)− P(x2)‖ ≤ γ1Gp‖x1 − x2‖, ∀x1, x2 ∈ Rn‖G−1
P (x1)− G−1

P (x2)‖ ≤ γ2 G−1
P ‖x1 − x2‖, ∀x1, x2 ∈ Rn (16)

where x1, x2 are the states while Gp in the expression of state-space equation, γ1 and γ2
are the Lipschitz coefficients. This study takes SISO (input u ∈ R1 and output y ∈ R1)
prototype in consideration. U-control system framework [25] is shown in Figure 3, in
which F is for U-control system structure, Gc1 is a linear invariant controller to be designed,
and G−1

P is the inverter of the controlled plant GP to be designed as well. It is noted that
U-control framework is applicable to various plants/processes when the dynamic inverse
G−1

P exist.
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Figure 3. U-control system framework.

The U-control system is structured

∑ =
(
F , C

(
Gc1, G−1

P

)
, Gp

)
⇔∑ =

(
F , Gc1, Gip

)
(17)

where C(∗) is a set to be designed and Gip = G−1
P GP.

In general, the design of U-control system can be divided into two separate designs:

1. Designed dynamic inverter G−1
P to achieve G−1

P GP = 1. This gives ∑ = (F, Gc1)
2. Design invariant controller Gc1, which is a typically linear controller. Let the specified

closed-loop performance in transfer function G, in form of G = Gc1
1+Gc1

, which can be
comfortably assigned using damping ratio ζ and undamped natural frequency ωn for
linear system dynamic/steady-state response.

3. U-Model-Based Two-Degree-of-Freedom IMC (UTDF-IMC)
3.1. Classical Two-Degree-of-Freedom IMC (TDF-IMC) Structure

Figure 4 shows a TDF-IMC structure to be incorporated with U-control, which com-
prises feedback controller F added in the external loop within the classical IMC structure.
Clearly, if the feedback filter F is a unit constant, this structure is the same as that in
Figure 1a.

Figure 4. IMC structure with the feedback filter.

From Figure 4, the system output y = ym + ye. Therefore,

y = (r− yeF)QP0 + ye = rQP0 + ye(1− FQP0) (18)

In the TDF-IMC system, if the controlled plant is a minimum-phase system, then the
controller Q(s) = f (s)/P0(s). The output of (18) can be re-organised as:

y = r f + ye(1− F f ) (19)

The explicit input/output relationships from Figure 4 can be written as follows:

u =
Q

1 + (P− P0)FQ
(r− dF) (20)

y =
QP

1 + (P− P0)FQ
r +

1−QFP0

1 + (P− P0)FQ
d (21)
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If the controlled system does not contain uncertain parameters or control disturbance,
then ye = 0, otherwise, |ye| > 0. From (19), r f determines the system tracking performance,
while ye(1− F) f determines the system robustness.

To achieve desired control performance, a condition must hold true below:

lim
t→∞

f (t) = 1, lim
t→∞
L−1(F(s) f (s)) = 1 (22)

where L−1(∗) is the inverse Laplace transform operator, F(s) and f (s) are the Laplace
functions of filters F and f respectively. Thus, output y equals to the reference r eventually,
and the system disturbance and modeling errors will be eliminated. The performance of
the IMC control system will depend on these two filters F and f . The setting time and rise
time of these two filters should be as short as possible. However, response speed which are
too fast will cause the amplitude of the controller output signal to increase sharply.

From Figure 4, the controller Q(s) output u is:

u = (r− yeF)Q (23)

From (20), when controller Q is determined, the faster the response of the filter F,
the larger value the initial controller output u. In general, this can be observed from (19)
that the tracking ability and robustness of IMC system cannot be separately designed, as
well as its design flexibility is relatively limited. Therefore, this is one of paper aims, to
separate IMC’s designing of tracking ability control and robustness and improve its design
effectiveness without affecting its desired control performance.

3.2. U-Model-Based Two-Degree-of-Freedom IMC (UTDF-IMC) Structure

Based on the IMC problem stated in introduction and TDF-IMC analysis in Section 3.1,
this paper changes the classical TDF-IMC structure in Figure 4 to a UTDF-IMC structure as
shown in Figure 5.

Figure 5. U-model-based Two-Degree-of-Freedom IMC structure.

In Figure 5, the original controller Q in classical TDF-IMC shown in Figure 4 has been
split into two parts: the feedforward filter f and the inversion Pu

−1 of the U-realization
controlled plant model Pu, where the original IMC’s controller Q = f P0

−1. In contrast
to the classical IMC structure, feedforward filter f appears outside the system feedback
loop. However, generally the plant model inversion P0

−1 cannot exist alone because of its
irrationality and unrealizable property. For polynomial-based modeling of the controlled
plant expressed by Laplace transfer function, its inversion will make the order of the
numerator higher than the order of the denominator, which cannot be achieved in the
actual control system. Therefore, this paper introduces UM-dynamic inversion algorithm
to design the plant’s inversion part in UTDF-IMC structure.

From Figure 5, the system output y = ym + ye. Therefore,

y = (r f − yeF)Pu
−1Pu + ye = r f + ye(1− F f ) (24)
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3.3. UTDF-IMC Design Procedures

Figure 5 presents the U-model-based Two-Degree-of-Freedom IMC system framework,
where f and F are the designed feedforward and feedback filters, respectively. P is the
controlled plant or process, which is allowed to be linear or nonlinear. Pu is U-model-based
approximation to the controlled plant P. Pu

−1 is the inverter designed by the U-model-
based root-solving algorithm. From (15), the parameters absorbed by αj can be obtained
from the output signal ym of the plant model Pu(s) and controller output u. In general,
similar to the classical IMC design, UTDF-IMC system design has the following two steps:

1. Assume the controlled plant or process P is stable and bounded, and its inverse P−1

exists. Use U-model to describe P or convert the plant model P0 into its U-realization
Pu. The specific U-modeling process can refer to Section 2.1. In contrast to the classical
IMC or classical TDF-IMC, U-realization of the original model P0 can comfortably
cover nonlinear dynamics, therefore, remove linearization restrictions.

2. Design filters f and F according to system control performance requirements, then
re-optimize the parameters of the filters according to the controller output limit. The
feedforward filter determines the system’s set-point tracking ability (response time)
while the feedback filter determines the system’s robustness. Because the control
system performance is completely designed according to the two filters independently,
designers can select the appropriate filters according to performance requirements,
hardware limitations, controller output limitations, etc.

3.4. Property Analysis

1. Property 1 (Dual stability): Assume the plant model is perfectly matched (Pu = P)
and system disturbance is absent d = 0, then from Table 1, the closed-loop stability is
characterized by the stability of the plant P(P−1) and the feedforward filter f . In this
case, the system output signal will be: y = r f .

2. Property 2 (Perfect control): Assume that the dynamic inverter Pu
−1 is satisfied with

Pu = P and P stable, then the closed-loop system is stable and perfectly controlled.
In this case, the system output is y = r f + (1− F)d. The faster the response speed of
feedback filter F, the better the system robustness.

3. Property 3 (Zero offset): Assume that the steady-state gain of the controller equals to
steady-state gain of the inverse model, and this closed-loop system is input-output
stable with this controller, then offset free control is obtained asymptotically to step
or ramp type inputs and disturbances.

4. Property 4: Separability of designing the tracking filter and the robust filter: This is
shown in the tables, which UTDF-IMC has no product of the two filters F f .

Table 1. Input/output comparison of IMC, TDF-IMC, and UTDF-IMC against disturbance.

Controller Output u System Output y

IMC u = 1
P0+(P−P0) f (r f − d f ) y =

f P
P0+(P−P0) f r + P0(1− f )

P0+ f (P−P0)
d

TDF-IMC u = 1
P0+(P−P0)F f (r f − dF f ) y =

f P
P0+(P−P0)F f r + P0(1− f F)

P0+(P−P0)F f d

UTDF-IMC
u = 1

Pu+(P−Pu)F (r f − dF) y =
f P

Pu+(P−Pu)F r + Pu(1−F)
Pu+(P−Pu)F d

where Pu is the U-realization of P0

Comparison with IMC and TDF-IMC, Tables 1 and 2 list the three IMC types of
control system configurations against disturbance and model mismatching, respectively.
For UTDF-IMC the typical properties are analyzed below.
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Table 2. Output comparison of IMC, TDF-IMC, and UTDF-IMC against model mismatching.

System Output y

IMC y = r f − (1− f )ye
TDF-IMC y = r f − (1− F f )ye

UTDF-IMC y = r f + (1− F)ye

From Table 1, the factor associated with d is called the disturbance rejection designed.
It is clear that this rejection part only depends on the feedforward filter f in IMC, depends
on two filters F and f in TDF-IMC but only depends on the feedback filter F in UTDF-IMC
structure. In case of model mismatch, it can also use the output error signal ye to analyze
the system performance in Table 2:

From Table 2, regarding UTDF-IMC, the function associated with ye is robustness
designed, where ye absorbs all whole modeling error and system disturbance; the function
associated with signal r is for tracking designed. Obviously, when the controller equals
to plant model inversion, all the tracking design only depends on the feedforward filter f
and robustness designed is the same as previously discussed. In summary, compared with
the classical IMC and TDF-IMC structure, the main differences of UTDF-IMC structure are
as follows:

1. Classical TDF-IMC structure can make tracking ability and robustness be designed
separately but not wholly independent due to the product of Ff in robustness spec-
ification. The UTDF-IMC overcomes this shortcoming without resorting to a more
complex structure. Therefore, when the robustness performance of the system is
determined, UTDF-IMC structure will have a faster response speed than the classical
TDF-IMC structure.

2. U-model is used to facilitate control system design, which can be easily to form
an inversion of the plants to cancel both dynamic and nonlinearities. Accordingly,
it converts the nonlinear control system into a linear model-based control with a
nonlinear dynamic inverter.

3. UM-dynamic inversion algorithm is used to design the inversion part in UTDF-IMC
structure, which has a faster convergence speed and allows the inversion part exists
alone properly without the feedforward filter.

4. This structure where feedforward filter f from outside the control loop allows the
tracking ability and robustness performance to be completely independently de-
signed.

5. The improved control performance is not complicating the system structure and/or
increasing the additional computation burden throughout the design process.

4. Simulation Demonstrations

This simulation demonstration selects three plants to test the proposed U-model-based
TDF-IMC structure. Both plants will be controlled by IMC, TDF-IMC, and UTDF-IMC structure.

4.1. Linear Internal Model (Also Called Nominal Model in the Study)

P0(s) =
ωn

2

s2 + 2ζωns + ωn2 =
1

s2 + 3s + 1
(25)

This is characterized with the damping ratio ζ = 1.5 and the undamped natural
frequency ωn = 1.

For designing the UTDF-IMC system:

1. Convert plant model (25) into its corresponding U-model:





Pu(s) :
..
y = u− 3

.
y− y = α0 f0(u) + α1 f1(u)

α0 = −3
..
y 1

s −
..
y 1

s2 , f0
(
u0) = 1

α1 = 1, f1(u) = u
(26)
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2. Design the inverter of the plant model Pu(s):

u =
..
y + 3

..
y

1
s
+

..
y

1
s2 (27)

3. Design feedforward filter f (s) and feedback filter F(s)
In this paper, based on the UTDF-IMC system design procedure in Section 3.2,

to make the system achieve a fast response speed and no overshoot, f (s) = 1
(0.2s+1)2

and F(s) = 1
(0.1s+1)2 . To compare control performance fairly, TDF-IMC system uses the

same filters as UTDF-IMC. To ensure the same robustness, the classical IMC system uses
f ′(s) = 1

(0.1s+1)2 .

To test the performance of the designed control system, assume the plant a 2nd order
dynamic with ζ = 1 and ωn = 0.5, and an external disturbance added at the system
output, i.e.,

P(s) =
1

4s2 + 1s + 1
+ D(s) (28)

The system disturbance is a band-limit white noise with changing rate of 1hz, system
signal-noise ratio (SNR) of 26.9db. The noise sequence is shown in Figure 6.

Figure 6. System disturbance noise.

Figure 7 shows the simulation results under the three different IMC schemes. From
Figure 7a,b, UTDF-IMC and IMC have better robustness performance in rejection of system
disturbance and modeling error. IMC system has a faster tracking speed because of
its fast respond-speed filter; however due to modeling errors, stronger tracking ability
brings larger overshoot. The simulation results also demonstrate the analysis in Section 3.4.
From Figure 7c, UTDF-IMC structure does not increase the maximum peak output of the
controller compared with TDF-IMC structure. However, fast tracking speed also brings
a large controller output peak in the IMC system, which may cause the controller to
overload in real-time applications. Consider the control performance and controller load,
in case of selecting the same filters (control parameters), UTDF-IMC system shows better
control performance.
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Figure 7. Simulation results of plant1 (a) System outputs; (b) Tracking errors; (c) Controller outputs.

4.2. Nonlinear Internal Model

P0 :
.
y = a

.
u3

+ b
.
u2 − c

.
u− ky + eu (29)

where the coefficients a = b = c = 1, k = 0.5, then P0(s) =
.
u3

+
.
u2 − .

u− 0.5y + eu.
For designing the UTDF-IMC system,

1. Convert plant model (29) into its corresponding U-model:





Pu(s) :
.
y = α0 f0

( .
u
)
+ α1 f1

( .
u
)
+ α2 f2

( .
u
)
+ α3 f3

( .
u
)

α0 = −0.5
.
y 1

s + eu, f0

( .
u0
)
= 1

α1 = 1, f1
( .
u
)
= − .

u
α2 = 1, f1

( .
u2
)
=

.
u2

α3 = 1, f1

( .
u3
)
=

.
u3

(30)

2. Design the inverter of the plant model Pu(s):

u = root
(
α0 f0

( .
u
)
+ α1 f1

( .
u
)
+ α2 f2

( .
u
)
+ α3 f3

( .
u
)
− .

y = 0
)

(31)
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It should be noted that because Equation (32) is a cubic equation of one variable about
.
u, to ensure that the controller output is rational, the real root of Equation (32) is selected
as the output of the controller.

3. Design feedforward filter f (s) and feedback filter F(s)

Same as previous work, to make the system achieve a fast response speed and no
overshoot, this paper chooses f (s) = 1

(0.1s+1)2 and F(s) = 1
(0.2s+1)2 for the plant 2. To

compare control performance fairly, TDF-IMC system uses the same filters as UTDF-IMC.
To ensure the same tracking speed, the classical IMC system uses f ′(s) = 1

(0.2s+1)2 .

To demonstrate the performance of the designed control system, assume plant with
the same structure as the IM, but c = 1.4 and k = 0.8, and an external noise added at the
system output, i.e.,

P(s) :
.
y =

.
u3

+ 1.4
.
u2 − .

u− 0.8y + eu + d (32)

The system noise is a band-limit white noise with changing rate of 1 hz and SNR of
20.9 db. The noise sequence is shown in Figure 8.

Figure 8. System noise.

Figure 9a–c show the simulation results under the three IMC schemes, Figure 9d shows
the tracking reference signal. From Figure 9a,b, UTDF-IMC both has a better robustness
performance in rejection of system disturbance and modeling error and faster tracking
speed. When the reference signal suddenly jumps sharply, the response of TDF-IMC system
also shakes sharply although it has the same filters as UTDF-IMC’s. These simulation
results demonstrate the analysis in Section 3.4. From Figure 9c, UTDF-IMC structure does
not increase the burden on the controller, although it has a better control performance. The
outputs of controller show that the UTDF-IMC is not overloaded. Once again, consider
the control performance and controller load, in case of selecting the same filters (control
parameters), UTDF-IMC system shows better control performance.

4.3. Control of PMSM System

In the past few decades, Permanent Magnet Synchronous Motors (PMSM) have been
widely used in industry because of their high-power density, high efficiency, and large
torque inertia ratio. PMSM is essentially a nonlinear Multiple-Input-Multiple-Output
(MIMO) system, so parameter uncertainty and interference acting on torque will make
it difficult for PMSM control systems to obtain higher control performance [36]. Most
advanced control strategies [37–39] for PMSM servo system position control ignore the
nonlinear term in the speed equation, assuming that A=B and load torque disturbance
does not change. Therefore, it is still a challenge to provide an efficient set-point value
tracking control strategy for a general PMSM system affected by time-varying system
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disturbance and uncertain parameters. Therefore, this section applies the proposed UTDF-
IMC structure combined with the U-modeling of the PMSM system to achieve high-
precision set-point robust tracking control of the PMSM operation.
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4.3.1. Modeling of PMSM System

It should be noted that the permanent magnets used in the PMSM are a type of
modern rare-earth varieties with high resistivity, so the induced current in the rotor can be
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negligible. The model of the PMSM is based on s number of equations in the d-q reference
frame [40].

The electric torque of the PMSM is:

Te = 3p
[
Φviq +

(
Ld − Lq

)
idiq
]
/2 (33)

And its motor dynamics can be modeling as:

Te = TL + Bωr + J∆ωr (34)

The relationship between voltages and currents in motor are:
[

Vd
Vq

]
=

[
Rs + Ld∆ −pωrLq

pωrLd Rs + Lq∆

][
id
iq

]
+

[
0

pωrΦv

]
(35)

The rotor flux rotates at rotor speed ωr and is positioned by the rotor angular position:

θr =
∫

ωrdt (36)

Therefore, the PMSM in the rotating d-q reference frame can be modeled in the follow-
ing state-space equation [41],





dθr
dt = ωr

dωr
dt = 3pΦv

2J iq +
3p
2J
(

Ld − Lq
)
idiq − B

J ωr − 1
J TL

did
dt = − Rs

Ld
id +

pLq
Ld

iqωr +
1

Ld
Vd

diq
dt = − Rs

Ld
iq − pLd

Lq
idωr − pΦv

Lq
ωr +

1
Lq

Vq

(37)

where
∆: differential operator ( d∗

dt )
θr and ωr: the rotor angular position and rotor speed
id, iq and Vd, Vq: stator currents and voltages in d-q reference frame
Ld and Lq : axes inductances in d-q reference frame
TL: load torque, Φv:rotor flux, J: inertia, Rs: stator resistance, B: viscous friction

coefficient and p: number of pole pairs.
The design aim is controlling voltages Vd and Vq in (37) to make rotor position θr track a

desired constant reference position θd and the current id is regulated to zero asymptotically,
concretely, this PMSM control system is two-input two-output with u = [u1 u2] =

[
Vd Vq

]

and y = [y1 y2] = [θr id]. The same as used [41], the commonly used nonlinear load torque
disturbance to test the system performance is generated by the following disturbance
dynamic model: { .

v1 = v2.
v2 = −av1 + b

(
1− v1

2)v2
(38)

where v1 = TL is the solution of this Van der Pol oscillator.
Let 




x1 = θr, x2 = ωr, x3 = id, x4 = iq

a1 = 3pΦv
2J , a2 = 3p

2J
(

Ld − Lq
)
, a3 = B

J , a4 = 1
J

b1 = Rs
Ld

id, b2 =
pLq
Ld

, b3 = 1
Ld

c1 = Rs
Ld

, c2 = pLd
Lq

, c3 = pΦv
Lq

, c4 = 1
Lq

(39)
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Then system (37) can be rewritten into standard state-space equation of:





.
x1 = x2.

x2 = a1x4 + a2x3x4 − a3x2 − a4v1.
x3 = −b1x3 + b2x3x2 + b3u1.

x4 = −c1x4 − c2x3x2 − c3x2 + c4u2

and
{

y1 = x1 + d
y2 = x3

(40)

where d is the system disturbance. Linearize system (40) gives:

.
x = Ax + Bu, y = Cx + d (41)

where A =




0
0
0
0

1
−a3
−b3

0

0
a1
−b1

0

0
0
0
−c1


, B =




0 0
0 0
b4
0

0
c3


 and

C =

[
1 0 0 0
0 0 1 0

]
.

4.3.2. Simulation Test

In this section, the following three controllers are compared with simulation tests.

a. IMC: The filter time parameter shown in equation (9) is chosen as λ = 0.01, use
linearization to approximate the inverse of PMSM.

b. TDF-IMC: Based on the structure in Figure 4, the feedforward filter and feedback
filter are chosen as f = 1

(1+0.1s)γ , F = 1
(1+0.01s)γ , use UM-dynamic inversion to design

the inverse of PMSM.
c. UTPF-IMC: To test the performance of UTDF-IMC fairly, based on the structure

in Figure 5, the feed forward filter and feedback filter are chosen as f = 1
(1+0.1s)γ ,

F = 1
(1+0.01s)γ , use UM-dynamic inversion to design the inverse of PMSM.

Comparison test of controller a and controller c is to demonstrate the superiority of
UM-dynamic inversion algorithm for modeling nonlinear controlled plants/processed
and inversion calculation, and comparison test of controller b and controller c is to
show the efficiency of the proposed UTPF-IMC structure under the same modeling
and calculation accuracy. The nominal values of PMSM parameters [41] for the sim-
ulations are p = 3, Rs = 1.2 Ω, Φv = 0.18 Vs/rad, Ld = 0.011 H, Lq = 0.015 H,
B = 0.0001 Nms/rad J = 0.006 kgm2. Choose a = 9, b = 1. The initial values are chosen
as follows: θr(0) = 0 rad, ωr(0) = 0 rad/s, id(0) = 0 A, iq(0) = 0 A.

4.3.3. Matched Model with System Disturbance

To test the property 2 in Section 3.4 while the process model is perfectly matched, i.e.,
P0 = P, assign the step reference signal with tracking positions θd = π rad and current
id = 0, plus a squared disturbance shown in Figure 10 is added.

Figure 10. System disturbance.
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Figure 11 shows the simulation results. Clearly, all the controllers can track the desired
set-point and reject the system disturbance but the robustness of TDF-IMC system is worse
than others. IMC system has a faster response speed; however, it has overshoot due to
linearization error. From Figure 11b, when θr reaches the designated angular position,
rotor speed ωr is stabilized at zero. From Figure 11c, all control systems current id can stay
at 0, but its peak value in IMC system is much larger than the others obviously. These
simulation results demonstrate properties justified in Section 3.4. From Figure 11d,e, the
controller outputs have large peak values at initial phase in the IMC system, especially
output voltage Vd.
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4.3.4. Mismatched Model with System Disturbance

In this part, three controllers under a more actual situation (with modeling error)
will be tested to investigate property 3 in Section 3.4. The parameters of PMSM become:
Ld = 0.5Ld, Lq = 1.3Lq, B = 1.45B, J = 0.75J. The load torque disturbance generated by
(38) with initial values of v1(0) = 0 and v2(0) = 0.1 is also added in PMSM system, which
is shown in Figure 12. System disturbance is the same as previous experiment shown in
Figures 10a and 13 shows the comparative simulation results.

Figure 12. Load torque disturbance.
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Figure 13. Simulation results with modeling error and disturbance (a) Output angular position θr;
(b) Output rotor speed ωr; (c) Output current id; (d) Controller output voltage Vd; (e) Controller
output voltage Vq.

From Figure 13a, IMC system has tracking error due to the accuracy limitation of
linearization, which makes IMC unable to reject strong nonlinear load torque disturbance.
Both TDF-IMC and UTDF-IMC systems can achieve the prescribed set-point tracking
performance because UM-dynamic inversion does not lose any nonlinear features. UTDF-
IMC system has better robustness than TDF-IMC system due to the difference in their
structures. From Figure 13b, when θr reaches the designated angular position, rotor speed
ωr in UTDF-IMC and TDF-IMC systems is stabilized at zero; however, the rotor revolves
slightly in IMC system. From Figure 13c, all current id staying at zero but its peak value
with IMC is larger than the others, this is because of the cost of faster response speed in
IMC system. From Figure 13d,e, the controller outputs also have large peak values at initial
phase in the IMC system, especially output voltage Vd.

In summary, from all simulation results, the control system using the linearization
method does degrade the control performance while there is a strong nonlinear disturbance.
Additionally, by using UM-dynamic inversion, UTDF-IMC and TDF-IMC systems can
achieve reasonably good set-point tracking performance, and UTDF-IMC system has better
robustness than classical TDF-IMC system with the same parameters chosen in the filters.

5. Conclusions

This paper introduces an effective U-model-based Two-Degree-of-Freedom IMC frame-
work. Consistently with the simulation test results of linear and nonlinear controlled plants,
the proposed UTDF-IMC framework shows its strong robustness and effectiveness in con-
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trol system design compared with the classical IMC and TDF-IMC approaches. It is believed
that UTDF-IMC, enhanced with nonlinear dynamic inverter, could be applied more ef-
fectively to a wide range of industrial control system design. Therefore, this study has
established a platform for possible further expansion, for example controlling Multi-Input
and Multi-Output (MIMO) systems, which involves solution challenges with nonlinear set
equation in case of under, full, and over actuated control system design. Another research
direction is to expand the UTDF-IMC to deal with nonminimum phase/unstable zero
dynamic systems.
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Abstract: This paper examines the adaptive control of high-order nonlinear systems with strict-
feedback form. An adaptive fixed-time control scheme is designed for nonlinear systems with
unknown uncertainties. In the design process of a backstepping controller, the Lyapunov function,
an effective controller, and adaptive law are constructed. Combined with the fixed-time Lyapunov
stability criterion, it is proved that the proposed control scheme can ensure the stability of the error
system in finite time, and the convergence time is independent of the initial condition. Finally,
simulation results verify the effectiveness of the proposed control strategy.

Keywords: adaptive fixed-time control; neural network control; strict-feedback high-order nonlin-
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1. Introduction

Recently, the adaptive trajectory tracking control of uncertain nonlinear systems has
made a significant breakthrough [1–3]. In addition, neural network adaptive control
has become a popular method in the past decades [4–6]. Many remarkable results have
extended to strict-feedback systems, pure-feedback systems, and Brunovsky systems,
and neural networks are combined with various techniques, such as the backstepping
technique, the adaptive technique, and the sliding mode control method [7–9]. The neural
network is used to identify the nonlinear term of the uncertain system, which combines
the advantages of adaptive control. Many excellent articles and monographs have been
published. In the design of these control systems, the neural network is used as a general
approximator to the uncertain nonlinear term of the systems [10–12]. In these systems, the
unknown nonlinear systems are approximate by neural networks, which are valid only
within a compact set, and the neural network controller is designed. Based on Lyapunov
uniformly bounded (UUB) theory, the closed-loop error systems are bounded [13–15].
In order to overcome the problem of uncertainty or disturbance that does not meet the
specific matching conditions, the adaptive controller is usually constructed by combining
backstepping control technology with the adaptive neural network. The high-order system
is divided into multiple subsystems. The virtual controller of the low-order subsystem
is designed first. Then, the recursive design is used until the final design of the neural
network adaptive controller to achieve stability of the system, allowing it to possess the
desired performance indicators.

In practical engineering applications, the research of high-order nonlinear systems has
attracted much attention, and their application is also extensive, for example, as financial
systems, communication systems, biological systems, and machine systems [16–18]. Some
results regarding high-order system control have been obtained following the development
of adding a power integrator [19]. The problems studied in recent years involve robust
control [20,21], adaptive global stabilization [17], global asymptotic stabilization [22],
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output feedback stabilization [23], and state feedback output tracking [16]. Many methods
have been proposed, such as backstepping technology, adaptive technology, sliding mode
control, neural network control, and fuzzy control. However, the above results need to
be precise with some unknown coefficients in the system model. In [20], the unknown
function in the system is described by the mathematical model of an online neural network.
In addition to this pioneering result, high-order system control based on neural networks
has been widely developed and applied [24–26].

In the actual industrial process, such as in missile systems, aircraft attitude control sys-
tems, robot control systems and other industrial control systems, the purpose of controller
design is to achieve stability of the controlled system and maintain it for a limited time.
However, the control method without considering the convergence time cannot achieve
this objective. Compared with the traditional Lyapunov stability theory, the finite-time
Lyapunov stability theory has attracted the attention of many researchers because it can
make the controlled system stable near the equilibrium state in finite time [27–29].

Many researchers combine finite-time control with neural network adaptive control
for nonlinear systems with nonlinear functions and dynamic uncertainties based on back-
stepping and propose many related adaptive finite-time control schemes [30–32]. However,
there are still many problems to be solved in these existing control strategies. For finite-time
control, the convergence time is dependent on the initial condition. However, the ideal
weights of NNs are unknown, and it is difficult to obtain a convergence time. Therefore, to
solve this issue, fixed-time neural network control is an appropriate selection of the control
method.

The high-order systems’ neural network control problem is discussed in the articles [33–35].
The fixed-time neural network adaptive controller is present for nonlinear high-order
systems. Based on the fixed-time adaptive technology, the strict-feedback high-order
system has fixed-time Lyapunov stability based on Lyapunov stability theory [36–38]. The
convergence time of the system can be accurately calculated, and the settling time does not
rely on the initial situation. The main contributions of this article are as follows:

(1) The combination of the neural network adaptive control with fixed-time Lyapunov
stability theory for high-order nonlinear system control problems.

(2) The design of the fixed-time adaptive law of the error systems for neural networks.
The parameters of neural networks are iteratively in fixed time based on the Lyapunov
fixed-time stability theorem.

(3) The convergence time set by control parameters and adaptive law gain parameters
without initial conditions to ensure the control performance.

This article consists of the following sections: in Section 2, a strict-feedback high-order
nonlinear mathematical description of the problem is presented; in Section 3, the adaptive
fixed-time neural network control scheme for the strict-feedback high-order nonlinear
system is designed; in Section 4, simulation results show the effectiveness of the proposed
control strategy; in Section 5, the conclusion of the article is presented.

2. Problem Formation and Preliminaries

Consider the following strict-feedback high-order nonlinear system:

.
xi = gix

ηi
i+1 + fi(xi).

xn = gnuηn + fn(xn)
y = x1

(1)

where xi ∈ R is the state of the system; xi = [x1, . . . , xi]
T ∈ Ri is the state vector of the

system; fi(xi) : Ri → R is the unknown smooth function; y ∈ R is the output of the system;
u ∈ R is the corresponding control input of the system; ηi is the order of the system; gi is
the unknown control gain parameter and satisfies 0 < g

i
≤ gi ≤ gi, where g

i
, gi are known

parameters; and the desired trajectory yd and its derivative are continuous and bounded.
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Lemma 1. For positive real numbers p, q, p ∈ (0, 1), q ∈ (1, ∞) with a denominator and nu-
merator, both are odd numbers and positive real numbers ρ, σ, ρ1, ρ2, σ1, σ2; then, the following
inequalities hold:

−ρθ̃θ̂p ≤ −ρ1θ̃p+1 + ρ2θp+1

−σθ̃θ̂q ≤ −σ1θ̃q+1 + σ2θq+1
(2)

where ρ1, ρ2, σ1, σ2 are determined by p, q, ρ, σ [39].

Lemma 2. For any constant where x, y ∈ R and p, q are odd, the following inequality holds:

xξ − yξ ≤ ξ|x− y|
(

xξ−1 + yξ−1
)
≤ ζ|x− y|

(
(x− y)ξ−1 + yξ−1

)
(3)

where ξ = q
p and q > p > 1, ζ = ξ

(
2ξ−2 + 2

)
.

Proof. Assuming x ≥ y, for any constant, the following equation holds:

xξ − yξ

x− y
= ξcξ−1 (4)

where c is an existent constant and satisfies y ≤ c ≤ x; therefore,

xξ − yξ = ξcξ−1(x− y)

≤ ξcξ−1|x− y|
(5)

because y ≤ c ≤ x, then cξ−1 ≤ max
{

xξ−1, yξ−1} ≤ xξ−1 + yξ−1; therefore,

xξ − yξ ≤ ξ|x− y|
(

xξ−1 + yξ−1
)

(6)

On the other hand, based on ξ > 1, for xξ−1, (x− y)ξ−1, yξ−1, we have

xξ−1 ≤
{

(x− y)ξ−1 + yξ−1, 1 < ξ < 2
2ξ−2

(
(x− y)ξ−1 + yξ−1

)
, ξ ≥ 2

(7)

then, we choose
xξ−1 ≤

(
2ξ−2 + 1

)(
(x− y)ξ−1 + yξ−1

)
(8)

therefore,
xξ−1 + yξ−1 ≤

(
2ξ−2 + 2

)(
(x− y)ξ−1 + yξ−1

)
(9)

Then,
ξ|x− y|

(
xξ−1 + yξ−1

)
≤ ζ|x− y|

(
(x− y)ξ−1 + yξ−1

)
(10)

where ζ = ξ
(
2ξ−2 + 2

)
. �

3. Main Results

In this section, for the strict-feedback high-order nonlinear system, the neural network
is used to identify the nonlinear system, and an adaptive algorithm is used to adjust the
weight coefficient of the neural network. Based on fixed-time Lyapunov stability theory,
a neural network adaptive tracker based on backstepping control strategy is designed so
that the system state can track the preset trajectory. Theoretical proof and a numerical
simulation are given.

The design block diagram of the closed-loop system is shown in Figure 1. For high-
order nonlinear systems with strict-feedback form, a neural network adaptive controller is
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designed to make the system track a given target signal in finite time. The convergence
time is independent of the initial condition to achieve fixed-time Lyapunov stability of the
closed-loop error system. The controller design can be divided into the following N steps:

Step 1: First, for the system, the following variables are selected:

z1 = x1 − yd (11)

the dynamics of z1 can be obtained as

.
z1 = g1xη1

2 + f1(x1)−
.
yd (12)

Moreover, we have
f1(x1) = WT

1 Ψ(Z1) + ε1(Z1) (13)

where |ε1(x1)| ≤ ε1, we have

z1 f1(x1) ≤ θ1|z1|‖Ψ(Z1)‖+ |z1|ε1 (14)

θ1 = ‖W1‖ is defined, and the Lyapunov candidate functional is chosen as

V1 =
1
2

z2
1 +

1
2µ1

θ̃2
1 (15)

where µ1 > 0 is positive constant, and θ̃1 = θ̂1 − θ1. Differentiating V1 with respect to time
t yields

.
V1 ≤ g1z1xη1

2 + θ1|z1|‖Ψ(Z1)‖+ |z1|ε1 − z1
.
yd +

1
µ1

θ̃1

.
θ̂1 (16)

The virtual control signal α1 is selected as

α1 = −g
− 1

η1
1

(
sign(z1)θ̂1‖Ψ(Z1)‖+

z1ε2
1

|z1|ε1 + η1
+ sign(z1)

∣∣ .
yd
∣∣+ κ1zp

1 + ι1zq
1

) 1
θ1

(17)

Then, based on Lemma 2, we have

.
V1 ≤ c1g1|z1|

(∣∣∣zη1
2

∣∣∣+ |z2|xη1−1
2

)
− |z1|θ̃1‖Ψ(Z1)‖+ δ1 +

1
µ1

θ̃1

.
θ̂1 − κ1zp+1

1 − ι1zq+1
1 (18)

where
z2 = x2 − α1 (19)

then the adaptive law design as

.
θ̂1 = µ1

(
|z1||Ψ1| − ρ1θ̂

p
1 − σ1θ̂

q
1

)
(20)

based on Equation (18), we have

.
V1 ≤ c1g1|z1|

(∣∣∣zη1
2

∣∣∣+ |z2|xη1−1
2

)
− |z1|θ̃1‖Ψ(Z1)‖+ δ1 + θ̃1|z1||Ψ1|

−ρ1θ̃1θ̂
p
1 − σ1θ̃1θ̂

q
1 − κ1zp+1

1 − ι1zq+1
1

(21)

based on Lemma 1, we have

−ρ1θ̃1θ̂
p
1 ≤ −ς1θ̃

p+1
1 + υ1θ

p+1
1

−σ1θ̃1θ̂
q
1 ≤ −ω1θ̃

q+1
1 + ϑ1θ

q+1
1

(22)

62



Entropy 2021, 23, 963

then

.
V1 ≤ c1g1|z1|

(∣∣∣zθ1
2

∣∣∣+ |z2|xθ1−1
2

)
+ δ1 − ς1θ̃

p+1
1 + υ1θ

p+1
1 −ω1θ̃

q+1
1 + ϑ1θ

q+1
1 − κ1zp+1

1 − ι1zq+1
1 (23)

Step i: the tracking error can be described as

zi = xi − αi−1 (24)

Based on dynamics and tracking error, the dynamics of zi can be obtained as

.
zi = gix

θi
i+1 + fi(xi)−

.
αi−1 (25)

Moreover, we have
fi(xi)−

.
αi−1 = WT

i Ψ(Zi) + εi(Zi) (26)

where |εi(xi)| ≤ εi; we have

zi
(

fi(xi)−
.
αi−1

)
≤ θi|zi|‖Ψ(Zi)‖+ |zi|εi (27)

θi = ‖Wi‖ is defined, and the Lyapunov candidate functional is chosen as

Vi =
1
2

z2
i +

1
2µi

θ̃2
i (28)

where µi > 0 is positive constant and θ̃i = θ̂i − θi. Differentiating Vi with respect to time t,
yields

.
Vi ≤ gizix

θi
i+1 + θi|zi|‖Ψ(Zi)‖+ |zi|εi +

1
µi

θ̃i

.
θ̂i (29)

The virtual control signal αi is designed as

αi = −g
− 1

ηi
i




ci−1sign(zi)gi−1|zi−1|
(

zηi−1−1
i + xηi−1−1

i

)
+ sign(zi)θ̂i‖Ψ(Zi)‖

+
ziε

2
i

|zi |εi+δi
+ κiz

p
i + ιiz

q
i




1
θi

(30)

then, based on Lemma 2, we have

.
Vi ≤ −ci−1gi−1|zi−1|

(∣∣∣zηi−1
i

∣∣∣+ |zi|xηi−1−1
i

)
+ cigi|zi|

(∣∣∣zηi
i+1

∣∣∣+ |zi+1|xηi−1
i+1

)

−|zi|θ̃i‖Ψ(Zi)‖+ ηi +
1
µi

θ̃i

.
θ̂i − κiz

p+1
i − ιiz

q+1
i

(31)

where
zi+1 = xi+1 − αi (32)

Then, the adaptive law design as

θ̂i = µi

(
|zi||Ψi| − ρi θ̂

p
i − σi θ̂

q
i

)
(33)

based on Equation (31), we have

.
Vi ≤ −ci−1gi−1|zi−1|

(∣∣∣zηi−1
i

∣∣∣+ |zi|xηi−1−1
i

)
+ cigi|zi|

(∣∣∣zηi
i+1

∣∣∣+ |zi+1|xηi−1
i+1

)
− |zi|θ̃i‖Ψ(Zi)‖+ ηi

+θ̃i|zi||Ψi| − ρi θ̃i θ̂
p
i − σi θ̃i θ̂

q
i − κiz

p+1
i − ιiz

q+1
i

(34)

based on Lemma 1, we have

−ρi θ̃i θ̂
p
i ≤ −ςi θ̃

p+1
i + υiθ

p+1
i

−σi θ̃i θ̂
q
i ≤ −ωi θ̃

q+1
i + ϑiθ

q+1
i

(35)
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then
.

Vi ≤ −ci−1gi−1|zi−1|
(∣∣∣zηi−1

i

∣∣∣+ |zi|xηi−1−1
i

)
+ cigi|zi|

(∣∣∣zηi
i+1

∣∣∣+ |zi+1|xηi−1
i+1

)
+ δi − ςi θ̃

p+1
i + υiθ

p+1
i

−ωi θ̃
q+1
i + ϑiθ

q+1
i − κiz

p+1
i − ιiz

q+1
i

(36)

Step n: the time derivative of zn can be described as

zn = xn − αn−1 (37)

Based on dynamics and tracking error, the dynamics of zn can be obtained as

.
zn = gnuηn + fn(xn)−

.
αn−1 (38)

Moreover, we have
fn(xn)−

.
αn−1 = WT

n Ψ(Zn) + εn(Zn) (39)

where |εn(xn)| ≤ εn, we have

zn
(

fn(xn)−
.
αn−1

)
≤ θn|zn|‖Ψ(Zn)‖+ |zn|εn (40)

θn = ‖Wn‖ is defined, and the Lyapunov candidate functional is chosen as

Vn =
1
2

z2
n +

1
2µn

θ̃2
n (41)

where µn > 0 is positive constant and θ̃n = θ̂n − θn. Differentiating Vn with respect to time
t yields

.
Vn ≤ gnznuθn + θn|zn|‖Ψ(Zn)‖+ |zn|εn +

1
µn

θ̃n

.
θ̂n (42)

The actual control is designed as

u = −g−
1

ηn
n


 cn−1sign(zn)gn−1|zn−1|

(
zθn−1−1

n + xθn−1−1
n

)
+ sign(zn)θ̂n‖Ψ(Zn)‖

+ znε2
n

|zn |εn+δn
+ κnzp

n + ιnzq
n




1
ηn

(43)
then, based on Lemma 2, we have

.
Vn ≤ −cn−1gn−1|zn−1|

((∣∣∣zηn−1
n

∣∣∣+ |zn|xηn−1−1
n

))
− |zn|θ̃n‖Ψ(Zn)‖+ ηn

+ 1
µn

θ̃n

.
θ̂n − κnzp+1

n − ιnzq+1
n

(44)

then, the adaptive law design as

θ̂n = µn

(
|zn||Ψn| − ρn θ̂

p
n − σn θ̂

q
n

)
(45)

based on Equation (20), we have

.
Vn ≤ −cn−1gn−1|zn−1|

((∣∣∣zηn−1
n

∣∣∣+ |zn|xηn−1−1
n

))
+ ηn − κnzp+1

n − ιnzq+1
n − ρn θ̃n θ̂

p
n − σn θ̃n θ̂

q
n (46)

based on Lemma 1, we have

−ρn θ̃n θ̂
p
n ≤ −ςn θ̃

p+1
n + υnθ

p+1
n

−σn θ̃n θ̂
q
n ≤ −ωn θ̃

q+1
n + ϑnθ

q+1
n

(47)
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then .
Vn ≤ −cn−1gn−1|zn−1|

∣∣∣zηn−1
n

∣∣∣+ δn − κnzp+1
n − ιnzq+1

n

−ςn θ̃
p+1
n + υnθ

p+1
n −ωn θ̃

q+1
n + ϑnθ

q+1
n

(48)

Figure 1. Block diagram of the closed-loop system.

Theorem 1. For the strict-feedback high-order nonlinear system with unknown nonlinearity (1),
based on the feasible virtual control signal (17), (30), actual controller (43), and adaptive function
(20) (33), the error system is fixed-time Lyapunov stable, and the convergence time is independent
of the initial condition.

Proof. Based on Lyapunov candidate functional (15), (28), (41), the Lyapunov candidate
functional is chosen.

V =
n

∑
j=1

Vi (49)

The virtual control signal is chosen as (17), (30), and the fixed-time adaptive function is
chosen as (20), (33); the controller is designed as (43) according to the fixed-time Lyapunov
stability theory. Based on fixed-time adaptive neural network control and backstepping
technology, and taking the trajectory along the system, we have

.
V ≤ −

n
∑

j=1
κjz

p+1
j −

n
∑

j=1
ιjz

q+1
j −

n
∑

j=1
ς j θ̃

p+1
j −

n
∑

j=1
ωj θ̃

q+1
j

+
n
∑

j=1
ηj +

n
∑

j=1
υjθ

p+1
j +

n
∑

j=1
ϑjθ

q+1
j

≤ −aV
p+1

2 − bV
q+1

2 + c

(50)

where

a =
min{κj∈N ,ς j∈N}

(
max

{
1
2 , 1

2µj∈N

}) p+1
2

, b =
(2n)

1−q
2 min{ιj∈N , ωj∈N}

(
max

{
1
2 , 1

2µj∈N

}) q+1
2

c =
n
∑

j=1
δj +

n
∑

j=1
υjθ

p+1
j +

n
∑

j=1
ϑjθ

q+1
j

(51)

Therefore, according to the lemma in [39], all closed-loop signals possess fixed-time Lya-
punov stability. �

The design details are summarized in Figure 2 to show the procedure of the con-
trol process.
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Figure 2. Design procedure.

4. Numerical Examples

In this paper, the feasibility and effectiveness of the algorithm are verified by numerical
simulation. A strict-feedback high-order system is considered as follows:





.
x1 = g1xη1

2 + f1(x1).
x2 = g2uη2 + f2(x1, x2)
y = x1

(52)
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where the function f1(x1) = x1(t) + sin(0.1x1(t)), f2(x1, x2) = x2(t), g1 = 1, g2 = 1,
η1 = 5

3 , η2 = 7
5 , and the control input under the adaptive law is designed

.
θ̂1 = 0.01

(
|z1||Ψ1| − 0.1θ̂

5
3
1 − 0.1θ̂

1
3
1

)
(53)

.
θ̂2 = 0.01

(
|z2||Ψ2| − 0.1θ̂

5
3
2 − 0.1θ̂

1
3
2

)
(54)

the control input is designed as

u(t) =


 −5sign(z2(t)) ∗ |z1(t)| ∗

(
|z2(t)|+ |x2(t)|

2
5
)
+ sign(z2(t))θ̂2Ψ2(Z2)

+ 0.01z2
0.1|z2(t)|+0.1 + 5z2(t)

1
3 + 5z2(t)

5
3




5
7

(55)

The desired reference signal is yd = sin(t). The initial condition is selected as x1(0) = 1,
x2(0) = 1, θ̂1(0) = 1, θ̂2(0) = 1. The neural network consists of seven nodes, centers
c = [−3,−2,−1, 0, 1, 2, 3], and widths b = 1.

Figure 3 shows that under the action of the neural network adaptive controller, the
state of the controlled system state can track the preset trajectory in finite time. Figure 4
shows the state trajectory of the error system. It can be seen from the figure that under
the action of the controller, the error system achieves fixed-time Lyapunov stability. The
adaptive function curve is shown in Figure 5. For fixed-time control, α1 is designed by
f1(x1), which is approximated by NNs, but its derivative is not easy to approximate;
therefore, f2(x2)−

.
α1 is not easy to approximate, and the amplitude is inevitable. Figure 6

shows that the system’s controllers are bounded. It can be seen from the figures that the
designed method is effective.

Figure 3. Trajectories of x1 and yd of a strict-feedback high-order nonlinear system.
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Figure 4. Trajectories of error states of a strict-feedback high-order nonlinear system.

Figure 5. Trajectories of adaptive functions of a strict-feedback high-order nonlinear system.

Figure 6. Trajectories of system input of a strict-feedback high-order nonlinear system.
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5. Conclusions

In this paper, based on backstepping adaptive control technology, a neural network
is used to approximate some unknown signals in a system. Combined with Lyapunov
stability theorem and fixed time stability, an effective adaptive control scheme is designed.
A class of strict-feedback high-order systems is further studied. The main contributions
of this paper are as follows: the fixed-time control problem of strict-feedback high-order
nonlinear systems is solved; the Lyapunov function is designed for each subsystem; at the
same time, combined with adaptive backstepping technology, an adaptive neural network
fixed-time controller is designed. The tracking error converges in finite time through
stability analysis, and the convergence time does not relay on the initial condition. The
most popular controller is designed in a linear control strategy, which controls the state’s
exponential stability. At present, the adaptive neural network control method based on
backstepping has some limitations, and many problems need to be further studied and
solved. In the finite-time adaptive control method for the multi-agent system, the finite
time obtained by most finite-time control strategies often depends on the initial conditions
of the system. Therefore, a finite-time control scheme independent of the initial value for a
multi-agent system must be designed.
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Abstract: Spacecraft with large flexible appendages are characterized by multiple system modes.
They suffer from inherent low-frequency disturbances in the operating environment that consequently
result in considerable interference in the operational performance of the system. It is required that
the control design ensures the system’s high pointing precision, and it is also necessary to suppress
low-frequency resonant interference as well as take into account multiple performance criteria such
as attitude stability and bandwidth constraints. Aiming at the comprehensive control problem of
this kind of flexible spacecraft, we propose a control strategy using a structured H-infinity controller
with low complexity that was designed to meet the multiple performance requirements, so as to
reduce the project cost and implementation difficulty. According to the specific resonant mode of
the system, the design strategy of adding an internal mode controller, a trap filter, and a series PID
controller to the structured controller is proposed, so as to achieve the comprehensive control goals
through cooperative control of multiple control modules. A spacecraft with flexible appendages
(solar array) is presented as an illustrative example in which a weighted function was designed for
each performance requirement of the system (namely robustness, stability, bandwidth limit, etc.), and
a structured comprehensive performance matrix with multiple performance weights and decoupled
outputs was constructed. A structured H-infinity controller meeting the comprehensive performance
requirements is given, which provides a structured integrated control method with low complexity
for large flexible systems that is convenient for engineering practice, and provides a theoretical
basis and reference examples for structured H-infinity control. The simulation results show that the
proposed controller gives better control performance compared with the traditional H-infinity one,
and can successfully suppress the vibration of large flexible appendages at 0.12 Hz and 0.66 Hz.

Keywords: structured control; flexible spacecraft; prevent oscillations

1. Introduction

With the rapid development of the aerospace industry and of composite material
technology, along with its broad application in aerospace, the structure of spacecrafts is
becoming larger and more flexible, featuring multi-system modalities. The resonant mode
of a flexible system of this type leads to tremendous changes in amplitude features. Mean-
while, the inherent low-frequency interference caused by the complex launch environment
and the high-altitude environment during orbit operation, as well as the flexible mode
of the system, greatly limit the choice of bandwidths, i.e., robust stability. The flexible
modes and low-frequency disturbances inherent in the high-altitude environment impair
the stability and performance of the spacecraft, which will cause performance degradation
and failure to meet mission requirements, or result in unstable control or even failure of
the spacecraft.

With the increasing diversification of spacecraft missions, the requirements for point-
ing accuracy of large spacecraft have become increasingly stringent, which makes control
research more complicated and difficult to delve into. The difficulties of the control design
of such large flexible systems are as follows: to suppress the external interference caused
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by the complex space environment and the inherent low-frequency resonance interference
of flexible spacecraft; to meet “high-precision” performance requirements; and to ensure
attitude stability and bandwidth amount (robustness requirement).

Previous studies show that in terms of a synthesis control over these spacecraft with
multi-performance requirements, it is difficult to apply classic analysis methods to balance
the requirements. Traditional control design schemes, in general, fail to simultaneously
meet the requirements of pointing accuracy and robustness [1–5]. All of them [6–8] used
some fuzzy/neural control scheme to deal with at least two of these undesirable aspects:
presence of inertia uncertainties, misalignment, unknown or external disturbance, vibra-
tion, actuator saturation, and faults, to ensure spacecraft stability. H∞ control theory is
a comprehensive control theory that can take multiple performance requirements into
consideration in the design and is suitable for such comprehensive control problems with
multiple performance requirements. Currently, robust adaptive control, robust H∞ control,
and µ synthesis control are mainly adopted to realize vibration control during the stable
operation of flexible spacecraft [9–13].

Despite its synthesis advantages, H∞ design has engineering application limita-
tions [14] mainly due to its high-order and complicated controller. Apart from high costs, it
is a tremendous challenge to decompose a high-order and complicated controller into multi-
ple low-complexity control structures based on experience in engineering practices [15,16],
thus leading to a low feasibility of the practical use of traditional H∞ controllers. A new
H∞ control method combining the advantages of the traditional H∞ control [15–17] was
proposed by Apkarian in recent years, which factors into system performances in all aspects
and overcomes the infeasibility of engineering applications of traditional H∞ controllers
due to non-transparency and high complexity. The new method has attracted much atten-
tion and been widely applied since it was proposed [18–20]. The logic of the new structured
H∞ control method is as follows: the structure of a controller is first designed according
to actual needs and control objectives; on this basis, appropriate weighting functions are
selected as per the specific performance requirements of the control object in order to form
an H∞ performance matrix with multi-dimensional performance output; and finally, the
structured H∞ controller with optimal parameters can be obtained through parameter
optimization of the controller with a fixed structure [21–23].

In view of problems in integrated control of spacecraft with large flexible solar panels,
based on the structured H∞ control design strategy and the specific resonance mode of
the system, this paper proposes incorporating into the controller structure an internal
mode controller, a notch filter, and a serial PID controller, which can achieve integrated
control through multi-control module collaboration. A control solution that satisfies the
comprehensive performance requirements is provided, thus reducing the project cost
and implementation difficulty. Apart from the introduction, this paper deals with system
modeling in the second part, structured H∞ controller design in the third part, performance
simulation and analysis in the fourth part, and conclusions in the last part.

2. System Model Case and Control Analysis

The spacecraft with large flexible appendages is shown in Figure 1. It mainly comprises
solar arrays that provide energy, velocity gyroscopes, precision guidance sensors, and
star trackers that provide spacecraft attitude data, as well as a reaction wheel and an
electromagnetic torque device for momentum management, and a digital computer.
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Figure 1. Spacecraft with large flexible appendages.

Only the pitch axis model that is most jitter-prone and the most important in the entire
system is considered when constructing the simulation model. Official data show that
the flexible spacecraft’s pitch axis model is composed of a rigid body model and several
flexible modules, as shown in the following formula:

θ(s)
u(s)

=
1

IS2 + ∑
i=1

Ki/I
s2 + 2ζwis + w2

i
(1)

In the formula, θ is the angular error of the pitch axis affected by the jitter of solar
arrays; u is the given input of the pitch axis torque; s is the Laplace operator; I is the
spacecraft pitch inertia constant with the value of 77,076 kg·m2; ξ = 0.005 is the passive
damping ratio constant of the system; Ki is the flexibility gain of the flexible module; and
ωi is the flexible frequency of the flexible module. The data are shown in Table 1.

Table 1. Flexible spacecraft system model parameters.

Ki/kg×m2 ωi/Hz

0.018 0.110
0.012 0.432
0.057 0.912
0.024 10.834
0.155 12.133
−1.341 13.201
−1.387 14.068
−0.806 14.285
−0.134 15.264

The Bode plot of the system without a controller is shown in Figure 2. The Bode plot
shows that the cut-off frequency ωc is only 0.16 Hz and the bandwidths of the system are
very small, indicating poor interference suppression.
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Figure 2. Bode plot without a control system.

Since they were put into operation, flexible spacecraft, as high-precision spacecraft,
have never produced an output error of pitch axis exceeding 0.007 arcsec, which requires
good control performance of the system. An effective controller should be good at distur-
bance suppression of solar panels and inherent flexibility suppression of the system, with a
certain number of bandwidths.

The control redesign requirements can be stated as follows [24]:

1. Maintain at least 5 dB gain margin and 20 deg phase margin.
2. Provide at least 6 dB gain suppression (roll off) of the high-frequency spacecraft

structural modes at 14 Hz.
3. Provide at least 20 dB additional disturbance attenuation at both 0.12 Hz and 0.66 Hz

with respect to the original design.
4. Maintain the bandwidth (the open-loop gain crossover frequency) close to 1.5 Hz.

3. Design of Structured H∞ Control

In general, the complete design of structured control is divided into three steps: firstly,
to design a structured controller according to design requirements and control objectives;
secondly, to select and design proper weighting functions based on control objectives and
performance requirements; and finally, to obtain a desired structured controller according
to performance requirements and selected weighting functions.

In Section 3.1, the author briefly analyzes the control objectives and performance require-
ments in the control design of the large flexible spacecraft in this case and presents controller
structure design in terms of the flexible modes and disturbance model of the system.

3.1. Structured Controller Setting

The main problems confronted in the control of large flexible spacecraft are as follows:
first, the multiple low-frequency resonance modes of the system result in huge changes in
amplitude characteristics; second, the inherent low-frequency interference caused by the
complex launch environment and the high-altitude environment during orbit operation,
as well as the flexible mode of the system, greatly limit the choice of bandwidths. The
controller is designed to suppress the inherent low-frequency resonance disturbance of the
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system and achieve high pointing accuracy, while ensuring the bandwidth amount of the
flexible system (robustness) and stability.

To meet the above control target, based on the flexible mode and inherent disturbance
frequency of the system in this case, the authors design a structured integrated controller
as shown in Figure 3.
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Figure 3. Control system block diagram.

The dotted line in Figure 3 shows the structured controller of the system. The red
modules are for adjustable parameters, and the blue modules are fixed parameters.

The structured H∞ controller consists of three parts. The first part is an internal mode
controller S(s) designed for the system’s resonance modes to suppress resonance disturbance.

S(s) =

[( s
87
)2

+ 0.002s
87 + 1

]

[( s
45
)2

+ 1.4s
45 + 1

] (2)

Its frequency characteristics are shown in Figure 4 and its purpose is to reduce system
vibration by increasing the damping of the system for system vibration at 14 Hz.
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The second part is a notch filter R(s) set by the disturbance characteristics of the space
environment to ensure sufficient suppression of the disturbance of solar panels at 0.12 Hz
and 0.66 Hz on the premise of not affecting the stability of the frequency band in the system.
The Bode plot is shown in Figure 5.

R(s) =

[( s
0.77872

)2
+ 0.728s

0.77872 + 1
]

[( s
0.7536

)2
+ 1
] ×

[( s
3.84336

)2
+ 0.254s

3.84336 + 1
]

[( s
4.1448

)2
+ 1
] (3)

The third part is an adjustable parameter PID controller set to ensure the stability of
the system, whose rate path is supplemented with an FIR filter to provide gain suppression.
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3.2. Selection of Performance Weighting Functions

The following indicators need to be factored into the selection of weighting functions:
the requirement of pointing accuracy; the stability and sensitivity of the system after
the internal model controller of disturbance suppression is added; and the bandwidth
limitations (robustness) of the flexible system.

By setting T1 as the transfer function of r− e, the stability of the system is the distance
from the transfer function T1 to the critical operating point, which is also the upper limit of
the gain of tracking performance, requiring:

‖W1(s)T1(s)‖∞ ≤ γ (4)

where γ is the norm index, and W1(s) is the weighting function. The upper limit of the
design stability margin is 1, W1(s) = 1.

T2 is set as the transfer function from d to θ, which is the robust stability requirement
of the system:

‖W2(s)T2(s)‖∞ ≤ γ (5)

where the weighting function W2(s) = 0.8.
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By setting T3 as the transfer function from r to θ, the bandwidth requirement of the
system is:

‖W3(s)T3(s)‖∞ ≤ γ (6)

In order to limit the bandwidth of the system, the weighting function W3(s) can be
selected in the high-pass filter form as follows: The Bode diagram for W3(s) is shown in
Figure 6.

W3(s) = 2s
s+220 (7)
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3.3. Parameter Optimization of Structured Controller

Based on comprehensive considerations of the performance requirements of the
system and the implementation cost of the controller, the controller was designed as
shown in Formula (8).

K(s) = KP(1 + KI/s + KDs)× R(s)× S(s) (8)

KP, KI , KD is the to-be-optimized parameter.
Given the above analysis, and for the structured H∞ optimization of the designed con-

troller structure and the weighting function, the control performance requirements of the
flexible system was considered comprehensively, and the minimum KP, KI , KD, and the mini-
mum value satisfying Formula (9) can be obtained by optimizing the adjustable parameters.

‖H‖∞ ≤ γ (9)

In formula H = diag
(

W1T1 W2T2 W3T3
)
, the adjustable parameter yielded is the

optimal one for the system controller.
When seeking the optimal parameter of the structured controller H∞, the linear frac-

tional transformation (LFT) [18–24] was employed with T1, T2, and T3 in Formulas (4)–(6),
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and the structured controller C with parameters was extracted and expressed in the follow-
ing linear fraction forms to optimize the parameters:





T1= Fl
(

P1 C
)

T2= Fl
(

P2 C
)

T3= Fl
(

P3 C
) (10)

In this case, the optimal parameters of the structured controller in Figure 1 yielded
through repeated iterative calculations are as follows:

KP = 8, KI = 0.5, KD = 0.95

The final controller is:

K(s) = 8(1 + 0.5/s + 0.95s)× R(s)× S(s) (11)

4. Simulation Performance Analysis

Figure 7 shows the Bode plot of the unified open-loop frequency domain. According
to Figure 7, the gain margin of the system is 5.17 dB; the phase margin is 22.5◦; and the
cut-off frequency is approximately 1.8 Hz, exceeding the required cut-off frequency of
1.5 Hz, which indicates that the stability and bandwidth requirements of the system have
been met. For the system flexibility at 13 to 14 Hz, the controller provides about −15 to
−55 dB gain suppression, which basically meets the suppression requirements for the
inherent flexibility of the system.

Entropy 2021, 23, x FOR PEER REVIEW 9 of 12 
 

 

. 

Figure 7. Open-loop Bode plot of the system. 

Figure 8 is a closed-loop Bode plot of the system. Figure 9 is the time-domain re-
sponse of the system. The figure shows that the proposed controller provides gain atten-
uation far higher than 20 dB for the jitter at 0.12 Hz or 0.66 Hz, which is also proved by 
the time-domain response of the system shown in Figure 7. 

 
Figure 8. Closed-loop Bode plot of the system. 

Figure 7. Open-loop Bode plot of the system.

Figure 8 is a closed-loop Bode plot of the system. Figure 9 is the time-domain response
of the system. The figure shows that the proposed controller provides gain attenuation
far higher than 20 dB for the jitter at 0.12 Hz or 0.66 Hz, which is also proved by the
time-domain response of the system shown in Figure 7.
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With the same weight function, the obtained H-inf controller is as follows:

Kh(s) =
3.492× 107 × (s + 0.6402)(s2 + 0.002009s + 1.609× 10−6)(s2 + 0.0003605s + 0.002128)

(s + 0.01)2(s2 + 0.00022s + 0.002118)(s2 + 3357s + 3.763× 10−6)
(12)

The open-loop Bode plot of the H-inf controller is shown in Figure 10.
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The frequency domain response shown in Figure 11 shows that the structured inte-
grated controller is excellent in vibration suppression for the flexible structure at 0.12 Hz
and 0.66 Hz. The time-domain response shown in Figure 12 shows that under the same
weight function, both controllers (structured integrated controller and H-inf controller)
can completely suppress solar panel disturbance within a certain period, meet the control
requirements, and present stability. For the structured integrated controller, the overshoot
of the system is 2.101%; the peak time is 0.711 s; and the adjustment time is 13.562 s. For
the traditional H-inf controller, the overshoot is 2.31%; the peak time is 0.876 s; and the
adjustment time is 14.227 s. The data clearly show that the structured integrated controller
has significantly better dynamic performance than the H-inf controller and the structured
integrated controller has a lower order.
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5. Conclusions

To solve the comprehensive control problems of spacecraft with large flexible ap-
pendages such as insufficient bandwidths, low system directivity accuracy, and flexible
structure vibration, this paper proposes a structured integrated controller that satisfies
control requirements by selecting appropriate weight functions. The simulation results
indicate that the proposed controller can effectively suppress the vibration of large flexible
appendages at 0.12 Hz and 0.66 Hz. While ensuring high pointing accuracy, the structured
integrated controller can meet the requirements of attitude stability and bandwidths. Com-
pared with the traditional H-inf controller, the proposed controller has the advantages of
lower complexity and system order as well as lower engineering costs and implementation
difficulty, with better control performance.

Author Contributions: Conceptualization, A.P. and Y.Z.; Methodology, A.P. and Y.Z.; Validation, Y.Z.
and H.Z.; Data Curation, Y.Z.; Formal analysis Y.Z. and H.F.; Funding acquisition, A.P.; Writing—
Original Draft Preparation, Y.Z.; Writing—Review and Editing, Y.Z. and H.F.; Visualization, Y.Z. All
authors have read and agreed to the published version of the manuscript.

Funding: This work was funded in part by the Science and Technology Foundation of Guizhou
Province (QKH [2020]1Y273, [2018]5781, [2018]5615), Guizhou Provincial Department of Education,
Youth Talent Development Project, Qianke [2021] 100, Research on Robust Integrated Control of Flex-
ible System, and the National Natural Science Foundation (NNSF) of China under Grant 51867005.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

References
1. Cao, D.; Bai, K.; Ding, H.; Zhou, X.; Pan, Z.; Chen, L.; Zhan, S. Advances in dynamics and vibration control of large-scale flexible

spacecraft. Chin. J. Theor. Appl. Mech. 2019, 51, 1–13. (In Chinese)
2. Gennaro, S.D. Passive Attitude Control of Flexible Spacecraft from Quaternion Measurements. J. Optim. Theory Appl. 2003, 116,

41–60. [CrossRef]
3. Song, B.; Yan, G.; Li, B.; Zheng, P. Active Disturbance Rejection Control for Flexible Spacecraft High-Accuracy Attitude Pointing.

Aerosp. Shanghai 2014, 31, 1–7, 36.
4. Wie, B.; Liu, Q.; Bauer, F. Classical and robust H(infinity) control redesign for the Hubble Space Telescope. J. Guid. Control Dyn.

1993, 16, 1069–1077. [CrossRef]
5. Cao, H.; Zhu, Q.; Sun, J.; Yu, C. Precise Orientation Control of Large Flexible Spacecraft. Flight Control Detect. 2019, 2, 17–24.

(In Chinese)
6. Li, A.; Liu, M.; Shi, Y. Adaptive sliding mode attitude tracking control for flexible spacecraft systems based on the Takagi-Sugeno

fuzzy modelling method. Acta Astronaut. 2020, 175, 570–581. [CrossRef]
7. Tao, J.; Zhang, T.; Liu, Q. Novel finite-time adaptive neural control of flexible spacecraft with actuator constraints and prescribed

attitude tracking performance. Acta Astronaut. 2021, 179, 646–658. [CrossRef]

81



Entropy 2021, 23, 930

8. Golestani, M.; Esmaeilzadeh, S.M.; Mobayen, S. Fixed-time control for high-precision attitude stabilization of flexible spacecraft.
Eur. J. Control 2021, 57, 222–231. [CrossRef]

9. Sun, J.; Li, S.; Huang, J.; Zhu, D. Robust coordinated control for large flexible spacecraft based on consensus theory. J. Frankl. Inst.
2020, 357, 5359–5379. [CrossRef]

10. Tang, L.; Guo, Z.; Guan, X.; Wang, Y.; Zhang, K. Integrated control method for spacecraft considering the flexibility of the
spacecraft bus. Acta Astronaut. 2020, 167, 73–84. [CrossRef]

11. Qian, L.I.; Yang, H.; Zhao, D.; Jiang, B. Fault-tolerant control and vibration suppression of flexible spacecraft: An interconnected
system approach. Chin. J. Aeronaut. 2020, 33, 2014–2023.

12. Hu, Q. Robust adaptive sliding-mode fault-tolerant control with L2-gain performance for flexible spacecraft using redundant
reaction wheels. IET Control Theory Appl. 2010, 4, 1055–1070. [CrossRef]

13. Qiao, J.; Li, X.; Xu, J. A composite disturbance observer and H∞ control scheme for flexible spacecraft with measurement delay
and input delay. Chin. J. Aeronaut. 2019, 32, 1472–1480. [CrossRef]

14. Gahinet, P.; Apkarian, P. Frequency-domain tuning of fixed-structure control systems. In Proceedings of the UKACC International
Conference on Control, Cardiff, UK, 3–5 September 2012; pp. 178–183.

15. Apkarian, P.; Noll, D. Structured H-infinity control of infinite dimensional systems. Int. J. Robust Nonlinear Control 2017. [CrossRef]
16. Apkarian, P. Tuning controllers against multiple design requirements. In Proceedings of the 16th International Conference on

System Theory, Control and Computing (ICSTCC), Sinaia, Romania, 12–14 October 2012; pp. 3888–3893.
17. Apkarian, P.; Dao, M.N.; Noll, D. Parametric Robust Structured Control Design. IEEE Trans. Autom. Control 2015, 60, 1857–1869.

[CrossRef]
18. Gahinet, P.; Apkarian, P. Structured H∞ Synthesis in MATLAB. IFAC Proc. Vol. 2011, 44, 1435–1440. [CrossRef]
19. da Silva de Aguiar, R.S.; Apkarian, P.; Noll, D. Structured Robust Control Against Mixed Uncertainty. IEEE Trans. Control Syst.

Technol. 2017, 26, 1771–1781. [CrossRef]
20. Gahinet, P.; Apkarian, P. Decentralized and fixed-structure H∞ control in MATLAB. In Proceedings of the 50th IEEE Conference

on Decision and Control and European Control Conference, Orlando, FL, USA, 12–15 December 2011; pp. 8205–8210.
21. Apkarian, P.; Noll, D. Nonsmooth H∞ synthesis. In Proceedings of the WSEAS International Conference on Automatic Control,

Modeling and Simulation, Rio de Janeiro, Brazil, 30 May–3 June 2005; pp. 430–435.
22. Apkarian, P.; Noll, D. Non-smooth structured control design with application to PID loop-shaping of a process. Int. J. Robust

Nonlinear Control 2007, 17, 1320–1342. [CrossRef]
23. Apkarian, P.; Noll, D. Nonsmooth Optimization for Multidisk H∞ Synthesis. Eur. J. Control 2006, 12, 229–244. [CrossRef]
24. Sharkey, J.P. A SAGA/Ga Controller with Increased Attenuation at 0.6 Hz; Internal Memo, NASA Marshall Space Flight Center:

Huntsville, AL, USA, 1991.

82



entropy

Article

Improved Adaptive Augmentation Control for a Flexible
Launch Vehicle with Elastic Vibration

Aiping Pang 1,2, Hongbo Zhou 1,2, Wenjie Cai 3 and Jing Zhang 1,*

Citation: Pang, A.; Zhou, H.; Cai, W.;

Zhang, J. Improved Adaptive

Augmentation Control for a Flexible

Launch Vehicle with Elastic Vibration.

Entropy 2021, 23, 1058. https://

doi.org/10.3390/e23081058

Academic Editors: Quanmin Zhu,

Giuseppe Fusco, Jing Na,

Weicun Zhang and Ahmad

Taher Azar

Received: 16 June 2021

Accepted: 10 August 2021

Published: 16 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 College of Electrical Engineering, Guizhou University, Guiyang 550025, China; appang@gzu.edu.cn (A.P.);
hit_zhb@163.com (H.Z.)

2 Guizhou Provincial Key Laboratory of Internet + Intelligent Manufacturing, Guiyang 550025, China
3 China Academy of Launch Vehicle Technology, Beijing 100076, China; caiwenjie217@126.com
* Correspondence: zhangjingguizhou@126.com

Abstract: The continuous development of spacecraft with large flexible structures has resulted in an
increase in the mass and aspect ratio of launch vehicles, while the wide application of lightweight
materials in the aerospace field has increased the flexible modes of launch vehicles. In order to solve
the problem of deviation from the nominal control or even destabilization of the system caused by
uncertainties such as unknown or unmodelled dynamics, frequency perturbation of the flexible mode,
changes in its own parameters, and external environmental disturbances during the flight of such
large-scale flexible launch vehicles with simultaneous structural deformation, rigid-elastic coupling
and multimodal vibrations, an improved adaptive augmentation control method based on model
reference adaption, and spectral damping is proposed in this paper, including a basic PD controller,
a reference model, and an adaptive gain adjustment based on spectral damping. The baseline PD
controller was used for flight attitude control in the nominal state. In the non-nominal state, the
spectral dampers in the adaptive gain adjustment law extracted and processed the high-frequency
signal from the tracking error and control-command error between the reference model and the actual
system to generate the adaptive gain. The adjustment gain was multiplied by the baseline controller
gain to increase/decrease the overall gain of the system to improve the system’s performance and
robust stability, so that the system had the ability to return to the nominal state when it was affected
by various uncertainties and deviated from the nominal state, or even destabilized.

Keywords: multiplicative adaptation; gain adjustment; spectral damping; robust stability

1. Introduction

As the exploration of the space environment progresses, the missions of spacecraft
exploration become more and more diversified, and as the application of polymer materials
in the space field progresses, the structure of spacecraft is gradually developing towards
large and flexible structures. In order to carry these large and flexible-structure spacecraft,
launch vehicles with a large carrying capacity have become an inevitable requirement of
space-development strategies [1]. At the same time, the lightweight polymer material used
in the body of launch vehicles has increased the flexible mode of the vehicles, leading to
the presence of structural deformation, rigid body-elastic vibration coupling, multi-modal
vibration, and other characteristics of the body at the same time. These factors make the
attitude control of launch vehicles subject to oscillations and difficult to attenuate, or even
lead to system instability, which poses a new challenge to the reliability and robustness of
launch vehicles [2].

For high-risk aerospace applications, both government and industry rely heavily on
classical control theory, and gain-scheduling PID control is still the mainstream control
method for current launch vehicles, due to the advantages of its simple structure, good
anti-interference, and ease of analysis in the time domain (or frequency domain). Typical
applications include the Saturn V and Space Shuttle of the United States, the Ariane of
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Europe, and the Long March series of launch vehicles of China [1]. The application of
classical control theory in launch vehicles has matured, and is well verified with few failures.
Although the classical control methods can usually meet the flight requirements, the
traditional gain-scheduling PID control is no longer able to meet the control requirements
of launch vehicles due to their increasing mass and aspect ratio, the increase in the flexible
structure of their components, and the obvious influence of the flexible mode and elastic
vibration of large launch vehicles, and is unable to cope with the control instability problems
caused by the excessive interference and modal uncertainty during the flight. Due to the
unknown and unmodeled dynamics, external perturbations of the flight environment,
and changes in its own parameters, the attitude of a large flexible launch vehicle will
inevitably generate errors during flight [3]. Traditional controllers are usually designed
with high gain to suppress attitude errors, but excessive gain during full flight will easily
cause the control commands to vibrate, and the flexible mode will also generate a series of
vibration signals, which will affect the control effect. There are two main solutions to the
problem of elastic-vibration suppression in the design of launch vehicle control systems:
one is to design controllers for different characteristics using robust control theory, and the
second is to suppress the elastic vibration signal by designing a notch filter. Unlike the
robust controller design, the notch filter does not require significant changes to the original
rocket control system to deal with elastic vibration. The zero point of the notch filter is
used to eliminate the high-frequency pole of the elastic rocket system and determine the
frequency center according to the system requirements of the filter. The method of using
a notch filter to suppress the elastic vibration of a projectile is widely used in the design
of the launcher attitude-control system. The determination of the parameters of the notch
filter is the key to the design, and the location of the zero point of the notch filter; i.e.,
the frequency center, can be determined after the transfer function of the elastic launch
vehicle is determined with sufficient accuracy in the model [4,5]. In order to solve the
low-frequency, dense-frequency elastic vibration modes appearing in the launch vehicle,
some scholars adopted the method of attitude control of the flexible launch vehicle by
adaptive control of the adaptive notch, and the adaptive controller of the adaptive notch
filter successfully stabilized the uncertain and time-varying equations of the launch vehicle
model dynamics through thrust vector control [6]. Another scholar designed a bending
mode filter for the whole system, which had a better filtering function for low-frequency,
dense-frequency modes, and achieved good control results [7].

In response to the limitations of the classical approach, in order to increase the robust
stability of the launch vehicle attitude-control system, many scholars began to work on
advanced control methods, and since 1990, NASA has developed a variety of launch vehi-
cle control techniques in the Advanced Guidance Control program, including trajectory
linearization control methods, neural network adaptive control methods, and higher-order
sliding-mode control methods; the development of such advanced controls has the potential
to improve system performance and increase robustness [8–10]. Classical adaptive-control
concepts were proposed for attitude-control systems applied to rockets [11–13]. How-
ever, many adaptive-control concepts are not feasible when applied to high-risk aerospace
systems due to the stringent flight environment. In addition, many adaptive techniques
appearing in the literature are not applicable to conditionally stable systems with com-
plex flexible dynamics. Therefore, researchers have optimized model-referenced adaptive
control for these situations and proposed an Adaptive Augmentation Control (AAC) [14],
widely used in launch-vehicle and missile-longitudinal control in recent years. AAC a
gain-adjustment method based on a model-referenced adaptive-control design that gen-
erates adaptively adjusted gain from the generalized error between the reference model
and the actual system as a supplement to the nominal controller. Orr et al. introduced a
scheme for adaptive control of multiplicity applicable to rockets [3], and then improved
the adaptive-control scheme [15] to improve the performance of the original method with
higher sensitivity to external inputs. The method was developed by the NASA Marshall
Space Center (MSFC) and became a major part of the U.S. Space Launch System (SLS) to
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adapt to unpredictable external environmental disturbances and a variety of flight dynam-
ics characteristics (elastic vibration of flexible modes, control structure coupling, servo
delay, etc.) and to reduce the probability of flight destabilization [15,16]. NASA included
the method in the development of the flight control system for the SLS program in early
2013, and tested the designed method in the F/18-A to verify the resilience of the control
system in adverse flight conditions [17,18]. Brinda et al. performed an adaptive gain-
adjustment controller design for the longitudinal channel of a two-stage launch vehicle
using a Chebyshev high-pass filter to improve the problem of insufficient amplitude of the
low-frequency part of the control signal in the original adaptive gain-adjustment structure
of the low-order high-pass filter [19,20]; however, there were equal-amplitude ripples in
the passband of the Chebyshev filter. Zhang applied a fault-tolerant control method and
adaptive vibration frequency recognition method to AAC, and designed a corresponding
correction network based on an SMM algorithm to identify each order vibration frequency
to improve system control performance and stability [21]. Cui Naigang et al. applied
an interference compensation control loop and active load reduction control loop based
on the dilated state observer to the adaptive gain adjustment structure, and performed a
simulation analysis of the pitch channel control [22]. To enhance the robustness to changes
in elastic modal parameters, Domenico Trotta integrated the AAC control architecture with
adaptive notch filters and proposed two novel and effective tuning methods for adaptively
enhanced control systems, which were optimized by robust design and solved by genetic
algorithms to achieve continuous improvement in the performance and robustness of
standard launch vehicle single-axis attitude controllers in atmospheric flight [6,23]. Diego
Navarro designed two adaptive augmentation control laws using a robust control design
(structured H∞ control) as a baseline controller to improve the robust performance of AAC
control, while analyzing the effect of the adaptive action on the classical stability mar-
gin, and validated this analysis using nonlinear time-domain stability margin evaluation
techniques [24]. However, if the expansion state observer is not properly selected, the
observer is easily affected by the noise signal, or even diverges when there is additional
measurement noise caused by elastic vibration and other additional dynamics. However,
advanced nonlinear stabilization techniques to reduce the error by increasing the control
gain are not feasible for aerospace systems with high complexity; meanwhile, the above-
mentioned adaptive gain-adjustment control scheme features complicated algorithms,
costly computation, and challenging implementation, which introduce unknown risks to
the actual system.

In this paper, we aim to establish a rigid-bullet coupling model of a large flexible
spacecraft with second-order vibration signals and design an improved adaptive augmen-
tation control method based on the reference model adaptive control method to address
additional dynamics issues such as increased attitude-tracking errors and flexible-mode
elastic vibrations caused by uncertainty (modeling uncertainty, frequency perturbation of
the flexible mode) and external environmental interference during ascent of a large launch
vehicle with a flexible mode. The scheme first determines the adjustment threshold of
forward gain on the basis of the baseline PD controller, and takes the tracking error and
control command error signals as the input of the two channels of the adaptive control
law. The spectral dampers in the two channels (tracking error and control command elastic
vibration) process the error signals (the high-pass filter extracts the high-frequency signal
of a specific frequency from the error signal, and the low-frequency filter lowers the fre-
quency to reduce the influence of the high-frequency signal on the actuator) to produce the
corresponding suppression gain (error-suppression gain and elastic-suppression gain) to
form the overall gain of the AAC, and increase or decrease the forward gain of the system
to improve the control performance of the system. The AAC controller will not affect the
PD controller when the basic PD controller is able to handle the control tasks better [3,15],
whereas the AAC controller will adjust the adaptive gain to achieve the overall gain of the
system when the impact of external perturbations and uncertainties is significant, so as to
recover the system performance when the system deviates severely from the nominal state
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and meet the performance requirements of attitude control and robust stability of the large
flexible launch vehicle in the flight process.

This paper is organized as follows. Section 2 introduces the rigid-bullet coupling
model of a large flexible launch vehicle with a second-order elastic vibration signal.
Section 3, on controller design, details the improved adaptive augmented control scheme:
(1) based on the rigid-bullet coupling model of a large flexible launch vehicle, the base-line
PD controller is given and the maximum critical value of the forward gain tunable is
determined after analyzing the flexible mode of the system in the frequency domain; (2)
Two error signals are selected between the reference model and the actual system as input
signals for the two channels of the adaptive control law, thereby increasing/decreasing the
overall forward gain of the system; and (3) we introduce the role of the spectrum damper
and parameter selection (mainly the extraction of high-frequency signal and low-frequency
output for the error input signal of two channels). Section 4 presents a simulation analysis
of the improved adaptive augmentation control designed in this paper, and the simulation
results of several launch vehicle runaway scenarios are presented and discussed. By com-
paring the traditional PD control with the adaptive augmentation controller containing the
baseline PD controller, we observed that the adaptive augmentation control improved the
performance and robust stability of the large flexible launch vehicle during flight.

2. Mathematical Model of the Launch Vehicle with Second-Order Vibration Modes

The coupling problem between the rigid body motion and elastic vibration of large
launch vehicles is more prominent than that of medium-sized and small launch vehicles.
The motion process is more complicated due to the large mass of large launch vehicles, the
increase in the aspect ratio, and the complex interference and uncertainty during flight, so
the elastic vibration mode cannot be neglected. The rigid-bullet coupling mathematical
model of the launch vehicle was established based on the forces (gravity, aerodynamic,
thrust, control, etc.), moments, and vibration factors during the ascent of the launch vehicle.

In the velocity coordinate system, the translational and rotational motion of the launch
vehicle around the centroid (pitch channel) can be expressed as (1) and (2). Considering
the plane bending vibration and torsional elastic vibration of the arrow body, the general
elastic vibration equation can be obtained by using the modal superposition method and
the orthogonality of the vibration pattern, as shown in (3).
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The identification and meaning of the parameters in the above formula are shown in
Table 1.
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Table 1. Parameters and identification.

Notation Identification

m Mass of the launch vehicle
g Gravitational acceleration
P Total engine thrust
V Arrow speed
Cα

y Lifting coefficient
q Motive pressure

Sm Characteristic area of arrows
θ Trajectory inclination
α Attack angle
σ Heading (angle of course)
Jz Moment of inertia
ωz Pitch velocity

mωz
z Pitch damping torque factor

δϕ Pitch channel motor pendulum
xR Distance from thrust point to arrow tip
xz Distance from mass centre to tip of arrow body
xd Distance from pneumatic core to arrow tip
l Arrow length

mR Quality of each engine
lR Distance from engine pendulum to pivot
.

Wx Radial apparent acceleration of rocket
Fy Interference
Mz Interference torque
Uiy Micro-displacement of plane bending vibration
Riy Micro-element corner of distortion elastic vibration
qiy The ith-order oscillation pattern of the pitch channel
ωi The ith-order oscillation angle frequency
ξi The ith-order oscillation damping ratio

The nominal controller of the control system of the large flexible launch vehicle
designed in this paper was based on a small perturbation linearization model, so the
mathematical model of the rigid-bullet coupling of the large flexible launch vehicle was
simplified to a small perturbation linearization model, as in (4) [25,26]:
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In addition, the period of the arrow body centroid motion is much longer than the
period of the pitch attitude angle motion, so the impact of the arrow body centroid motion
can be ignored in the study of the arrow body attitude angle motion, and when also
ignoring the influence of each oscillation pattern in the elastic vibration equation, then (4)
can be further simplified as follows:
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where Qiy is the generalized disturbance force on the elastic vibration of the ith order.
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When the attitude angle and angular rate signals of the arrow body are obtained
through the attitude measuring element, there is an additional elastic vibration signal in
the obtained measurement signal influenced by the elastic vibration of the arrow body, and
the actual measurement signal is as follows (6):

∆ϕT = ∆ϕ−∑
i
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.
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.
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i
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.
qi
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where W ′ i(xT) is the slope of the ith-order oscillation pattern of the attitude angular
measuring element at the mounting position xs, and W ′ i(xgT) is the slope of the ith order
vibration pattern at the installation of the attitude angular rate measurement element.

In this paper, we considered the design of a nominal controller for a second-order
elastic vibration model of a launch vehicle, with the input, state variable, and output
defined as:

u = δϕ, y =
[
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ϕ q1 q2

.
q1

.
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]T

Here we first ignore the effect of external perturbations and build the standard state
space model. External perturbations will be added to the control input signal and explained
in Section 4. The state space of the system is described by (7):

.
x = Ax + Bu
y = Cx + Du

(7)

where the matrix A, B, C, D is given by (1)–(5),
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The data selected in this paper are shown in Table 2.

Table 2. Parameters and values.

Parameters Values Parameters Values Parameters Values

b1 0.6348 D11 0.6407 ω1 3.5906
b2 −0.0286 D12 −27.2466 ω2 7.6941
b3 1.1530 D21 −1.6713 ξ1 0.005
b11 −3.2693 × 10−5 D22 −3.6153 ξ2 0.005
b12 0.0015 D31 −3.5752 W1

′(XT) −0.015
b21 7.2608 × 10−4 D32 −142.71 W2

′(XT) 2 × 10−4

b22 0.0029 W1
′(XgT1

)
0.01 W2

′(XgT1
)

0.004

3. Adaptive Augmentation Controller Design

The adaptive augmentation controller combines the adaptive controller with a clas-
sically designed linear control system using a multiplicative forward gain that enhances
the system by adjusting the total loop gain in real time based on the error between the
actual output and the output of the reference model. When the baseline controller performs
well, the adaptive augmentation controller produces little enhancement. When the base-
line controller is unable to effectively meet the performance requirements, the adaptive
augmentation controller adjusts the total gain of the system by increasing/decreasing the
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adaptive gain to improve the performance of the control system; when the system is in a
high degree of uncertainty or deviates from the nominal system, the adaptive controller
can compensate the PD baseline controller to a greater extent to avoid system instability.

Figure 1 shows the adaptive augmentation control block diagram, which mainly con-
sists of two parts: the PD-based baseline controller and the adaptive controller composed
of the reference model and the adaptive law.

Figure 1. The adaptive augmentation control system.

3.1. Reference Model

The reference model was used to simulate the controlled motion of the rigid body
of the launch vehicle in the nominal state, which produced the nominal response to the
guidance instruction by adjusting the control parameters, and then the gap with the actual
response of the launch vehicle was used as the input of the adaptive control law to adjust
the gain of the PD controller. In adaptive gain control, a typical second-order system is
used as the reference model [27], and the reference model used in this paper was obtained
by neglecting the elastic vibrations in (5); the model’s state space is given in (8):

.
xr = Arxr + Brur
yr = Crxr + Drur

(8)

where Ar =

[
0 1
−b2 −b1

]
, Br =

[
0 −b3

]T , Cr =

[
1 0
0 1

]
, Dr =

[
0
0

]
.

3.2. Baseline PD Controller

In the stability of elastic vibration, there is a difference between amplitude stability
and phase stability. The so-called amplitude stability refers to the amplitude Gain(ω) < 0,
when the phase-frequency curve crosses ±(2n + 1)π; the so-called phase stability refers to
the amplitude Gain(ω) > 0, when the phase-frequency curve does not cross ±(2n + 1)π
The magnitude of stability of the essence of the engine oscillation control force generated
by the excitation is less than the elastic vibration in the inherent damping under the role
of attenuation, so the magnitude of stability depends on the inherent damping of elastic
vibration and control system on the elastic vibration signal of the sufficient attenuation.
The essence of phase stability is to take the elastic vibration signal as part of the control
signal through the correction network to obtain the correct phase; for the elastic vibration
to produce additional damping to achieve the purpose of stability, the phase stability
does not depend on the inherent damping of elastic vibration, but the phase-frequency
characteristics of the correction network put forward strict requirements.

Figure 2 shows an open-loop Nichols plot of the pitch channel, in which the open-loop
frequency response of the angle (Phi) satisfies the amplitude-stability and phase-stability
conditions, while the angle rate (Omega) does not satisfy the amplitude-stability condition
(amplitude Gain(ω) > 0 when the phase frequency curve traverses the 180◦ curve) or the
phase-stability condition (the phase frequency curve traverses the 180◦ line at frequency
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7.694 rad/s, while amplitude Gain(ω) > 0). In adaptive augmentation control, the PD
controller provides the basic control gain for the launch vehicle and is the basic controller
in the AAC control framework. In this paper, we directly selected the PD controller
parameters Kp = −9.2 and Kd = −3.8. For the rigid–flexible coupling model at the 30 s
moment, the following notch filter was established as in (9):

W(s) =
(

s2 + 2× 0.005× 7.69s + 7.692

s2 + 2× 0.6× 9s + 92

)2( s2 + 2× 0.005× 7.69s + 7.692

s2 + 2 ∗ 0.6× 6.8s + 6.82

)2

(9)

Figure 2. The open-loop frequency characteristics of the system.

In a classical PID feedback control system, a higher forward gain can improve the
performance and robustness of the system with a fixed ratio of proportional and differential
gain. However, due to the special performance requirements and stability requirements
of large flexible launch vehicles (presence of high uncertainty, elastic vibration), forward
gain must be limited to a small range to provide better performance and robustness for the
baseline controller, and the design requirements usually limit the allowable forward gain
to a range not less than 6 dB from the critical stability value to improve the system’s ability
to cope with uncertainty. The closed-loop spectral characteristics of the system can be
reflected to some extent by the open-loop margin of the system, and when the adaptive gain
kT reaches a certain critical value, the closed-loop system exhibits resonance phenomena
at certain frequencies (open-loop characteristics cross the jω axis in the complex plane),
while for any kT + ε, the closed-loop system exhibits dispersion phenomena. The spectral
characteristics of the closed-loop system at different forward gain KT are shown in Figure 3.
From this, the critical value of the octave forward gain in the adaptive augmentation control
can be determined.
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Figure 3. The adjustable range of forward gain.

3.3. Multiplicative Adaptive Control Law Based on Spectral Damping

For large launch vehicle elastic vibration, the first-order elastic vibration mode has a
low frequency and small phase deviation, and is usually stabilized by the phase-stabilization
method, while the second-order and higher-frequency elastic vibration modes have large
phase deviations, and are usually stabilized by the amplitude-stabilization method. In
general, the first-order vibration mode can be phase-stabilized by selecting the mounting
position of the rate gyro, the second-order vibration mode requires amplitude stabilization,
and the higher-order vibration mode is amplitude-stabilized by high-frequency filtering
of the correction network. Figure 4 shows a block diagram of the improved adaptive
broadening control system designed in this paper, where the control command error signal
eu and tracking error eϕ,

.
ϕ between the reference model and the actual model were used as

inputs to the adaptive control method, and the adaptive gain kT was calculated through
the two channels of oscillation suppression and error suppression, respectively, to adjust
the baseline PD controller gain. The control command error, tracking error, and adjustment
gain of adaptive augmentation control are shown below:

eu = ur − u (10)

eϕ,
.
ϕ = 0.5eϕ + e .

ϕ = 0.5(ϕr − ϕ) + (
.
ϕr −

.
ϕ) (11)

kT = satkmax
k0
{keye − ksys + 1} (12)

where kmax is the upper bounds of the adjustment gain, k0 is the lower bounds of the
adjustment gain, ke is the adjustment gain of tracking error term, ye is the output signal of
the tracking error signal through the high- and low-pass filters, ks is the adjustment gain
of control command error term, and ys is the output signal of the control command error
signal through the spectrum dampener.
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Figure 4. The adaptive control algorithm.

3.4. Spectrum Dampers

The adjustment gains ke and ks of the two spectrum dampers adjust the spectrum
output signals ye and ys of the two channels, which are formed by the tracking error signal
and the controller command error signal, as follows:

ye = ErrLP(s)
(

ErrHP(s)eϕ,
.
ϕ

)2
(13)

ys = SDLP(s)(SDHP(s)eu)
2 (14)

In general, the DC gain of the designed high-pass filter should be as small as possible
(the passband gain is usually set to 1), while the transition band should be as steep as
possible (limited to 1.5 rad/s) The forms of the high- and low-pass filters are shown in (15)
and (16):

HP(s) =
s2

s2 + 2ξhpωhps + ωhp
2 (15)

LP(s) =
ωlp

2

s2 + 2ξlpωlps + ωlp
2 (16)

where ωhp, ωlp are the cutoff frequencies of the high- and low-pass filters; and ξhp, ξlp are
the damping ratios, with values ranging from 0.5 to 0.8.

In the tracking error channel, the high- and low-pass filters successively process the
error signal, and the AAC gain kT is to be enhanced by increasing the error suppression gain
ke, thus improving the overall forward gain of the system to reduce the system tracking
error and improve system performance. In this channel, we set the control frequency
near the shear frequency of the rigid-body system (0.87 rad/s), considering the need to
compensate the control of the system tracking error and improve the overall gain of the
system [5,28]. The shear frequency of the low-pass filter is near this frequency, and the
shear frequency of the high-pass filter is one octave above this frequency, so the transfer
function of the high and low-pass filters is given accordingly as follows:

ErrHP(s) =
s2

s2 + 2× 0.8× 8.7s + 8.72 (17)

ErrLP(s) =
1.22

s2 + 2× 0.6× 1.2s + 1.22 (18)

In the control command error channel, the spectrum damper is mainly used to process
the elastic vibration signal in the control command and reduce the AAC gain kT by setting
a specific frequency to adjust the elastic rejection gain ks, thus reducing the overall gain
(excessive gain) of the system to suppress the elastic vibration of the system and reduce
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its instability. The input of the high- and low-pass filters is the additional instruction
error generated by the rigid-body controller instruction and the elastic vibration excitation,
where the high-pass filter is used to obtain the elastic vibration signal from the control
instruction. The analysis in the previous section showed that the system was prone to
modal vibration at 7.69 rad/s, so we designed the control frequency at this frequency
point. The cut-off frequency ωhp of the high-pass filter should be taken slightly higher than
this frequency. The low-pass filter is used to eliminate the high-frequency components of
the signal, which is squared before entering the low-pass filter, so the value of the cut-off
frequency ωlp of the low-pass filter should be taken near this frequency. The corresponding
parameters of the spectrum dampers in the elastic rejection channel are as follows:

SDHP(s) =
s2

s2 + 2× 0.8× 24.3s + 24.32 (19)

SDLP(s) =
7.692

s2 + 2× 0.6× 7.69s + 7.692 (20)

4. Simulation Results and Analysis

In order to illustrate the role of the improved AAC control scheme in the launch
vehicle system, the tracking curves and adaptive control gains of the nominal system and
two different failure scenarios were presented and analysed in the simulation to verify the
effectiveness of the designed algorithm. Assuming at 10 s after the launch vehicle takes off,
the angle and rate commands of pitch were given as shown in Figure 5. The gain saturation
function of the AAC controller in this example was taken as Kmax = 2 and Kmin = 0.5.

Figure 5. The pitch and angle rate commands.

If the system was in the normal state, the output of the system under PD control
and AAC was consistent with the rigid-body nominal system, as shown in Figure 6a.
The control commands and control rates of PD and AAC are shown in Figure 6b; there
was almost no difference in the visible output curves. At the same time, the adjusted
gain ke and kS of two channels in the AAC were close to 0, as shown in Figure 6c, and
the overall adaptive gain was always kept at a stable value kT = 1, which meant that the
AAC did not produce any effect in the normal state. This was in line with our original
design requirement that the AAC not be involved in control activities when the baseline
PD controller was able to achieve a good performance output.
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Figure 6. Performance in the nominal state: (a) pitching attitude; (b) control commands; (c) gain adjustment for the tracking
error and control command error; (d) total gain of adaptive augmentation control.

We assumed that there was a baseline controller gain loading error during operation
(the gain of the PD controller was not sufficient to meet the system requirements; in this
case, Kp = −1 and Kd = −0.8); meanwhile, the control commands of the system were
perturbed by a square wave with an amplitude of 0.5 and a duration of 5 s. As shown in
Figure 7a, the system was able to track the input commands better, but then there was a
certain steady-state error (about 2◦) in the baseline PD control compared to the nominal
system, and in contrast, the steady-state error was reduced to half (less than 1◦) under the
AAC control adjustment. In addition, in Figure 7b there is a corresponding reduction in the
control command error, while the control command error rate only fluctuated significantly
when it was just perturbed. Among the two channels, the adjusting gain ks produced
elastic suppression due to the disturbance in 25 s, and then the gain for suppressing elastic
vibration fell back to 0; while ke produced error suppression mainly after 60 s due to the
tracking error. The overall gain kT of the AAC control was less than 1 at 25 s in the elastic
suppression channel ks, and then gradually increased (>1) due to the error suppression
gain ke generated, and the overall AAC gain was always maintained at a saturated value
due to the long-term presence of steady-state errors.

94



Entropy 2021, 23, 1058

Figure 7. Performance in a state in which the baseline controller gain was misloaded and suffered external perturbations at
t = 25 s: (a) pitching attitude; (b) control commands; (c) gain adjustment for the tracking error and control command error;
(d) total gain of adaptive augmentation control.

Assuming that there was uncertainty in establishing the rigid spring coupling model,
the elastic vibration frequency of the model was reduced by 40% while the same perturba-
tion signals described above existed. The pitch angle and pitch angle rate signals at this
time are shown Figure 8a. The system was able to follow the control commands to some
extent in the early stages when the adaptive channel was closed (i.e., only the baseline
PD controller was in action), but with the passage of time and accumulation, the system
ended up in a divergent state. When the model parameters were changed substantially, the
model was fundamentally changed, and the controlled object deviated from the nominal
state. The original PD controller parameters were not suitable for this model, and the
excessive forward gain aggravated the elastic vibration of the system. At the same time,
the PD controller parameters were not reduced accordingly, which intensified the system
oscillation and eventually could not be suppressed, leading to system dispersion. However,
with the AAC controller, the system was able to suppress the system oscillation caused by
the elastic modal perturbation and could track the reference input. At the same time, as
shown in Figure 8b, for the control command and rate output, we can see that the control
command of the baseline PD controller began to oscillate and could not be inhibited at
the same time by the perturbation signal, while the AAC could well inhibit the oscillation
of the control command (the control command error was less than 0.5, and the control
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command error rate was less than 1), which was beneficial for the actuator in the actual
system, and had a good input signal.

Figure 8. Performance at an elastic vibration frequency of 40% perturbation and external perturbation at t = 25 s: (a) pitching
attitude; (b) control commands; (c) gain adjustment for the tracking error and control command error; (d) total gain of
adaptive augmentation control.

The adjusted gain of the two channels ke, ks and the overall gain kT of the AAC control
are shown in Figure 8c,d. We observed that in the case in which the AAC was involved
in the control, the baseline PD controller was not able to achieve a good tracking effect
due to the ingress of the elastic mode, then the AAC controller generated a corresponding
gain value ks (in this case mainly for the suppression of elastic vibration), and then set the
AAC gain to less than 1 to reduce the overall gain of the system and meet the requirements.
When the baseline controller can achieve the tracking effect better, then the value of AAC
gain KT will fall back to 1. It is obvious from the above analysis that the adaptive control
designed in this paper had a good robust stability to the ingress of the elastic mode, and
under the adjustment of the AAC control, the launch vehicle could adjust the control gain
online and in real time to set the engine swing angle of the servo to keep the rocket stable.

5. Conclusions

Adaptive augmentation control has important research significance and development
potential for the control of large flexible launch vehicles, and can increase the robustness of
the system, avoid oscillations and even destabilization problems caused by the estimation
errors of the flexible mode, and improve the safety and reliability of rocket operation. The
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improved AAC control scheme designed in this paper had good performance, and the
simulation showed that during the nominal state of the system, the AAC control did not
affect the baseline PD controller. When the system was subjected to external disturbances
or PD controller errors (the controller parameters were loaded at values less than the set
value), the AAC control could generate a multiplicative gain greater than 1 to boost the
system forward gain and reduce the steady-state error of the system to half of the PD
control (<1◦). With large regression of the flexible modal vibration frequency, the PD
controller could cause the system to become unstable (uncontrollable). The AAC control
could reduce the system forward gain by generating a multiplicative gain of less than 1
and limiting the control input signal to 0.5◦ to keep the system in a stable operation.

The simulation results of the above scenarios showed that the enhancement provided
by the improved AAC control designed in this paper matched the expected goals and
requirements, while the scheme had the same verifiability for the poorer control due to un-
certainties caused by large-scale variations in thrust, mass, and atmospheric characteristics.
The current simulation results showed suppression of up to 40% of the effect of flexible
mode ingress, which greatly improved the robustness of the system. Future work on this
program may consider sensor measurement noise and the nonlinear environment of closed-
loop guidance [29], which would assist in fine-tuning and improving the extraction and
calculation of error signals for use in conjunction with other load-shedding/fault-tolerant
controls in the future development of large flexible launch vehicles.
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Abstract: The coupling between variables in the multi-input multi-output (MIMO) systems brings
difficulties to the design of the controller. Aiming at this problem, this paper combines the particle
swarm optimization (PSO) with the coefficient diagram method (CDM) and proposes a robust
controller design strategy for the MIMO systems. The decoupling problem is transformed into a
compensator parameter optimization problem, and PSO optimizes the compensator parameters to
reduce the coupling effect in the MIMO systems. For the MIMO system with measurement noise,
the effectiveness of CDM in processing measurement noise is analyzed. This paper gives the control
design steps of the MIMO systems. Finally, simulation experiments of four typical MIMO systems
demonstrate the effectiveness of the proposed method.

Keywords: MIMO; coupling; PSO; CDM; measurement noise; robust controller

1. Introduction

Multi-input multi-output (MIMO) systems, defined as systems with multiple control
inputs and outputs, are widely used in industrial systems. Many common industrial
control systems can be modeled as MIMO systems, such as chemical reactors, distillers,
generators, and automobile transmission systems [1–5]. A consensus is that the control
of the MIMO systems is more complex than the control of the single-input single-output
(SISO) systems. In the MIMO systems, the outputs are affected by each input. In other
words, there is a coupled interaction between the input and output variables of the MIMO
systems. Due to the interaction in the MIMO systems, it is not easy to directly apply the
advanced control methods based on the SISO systems.

Currently, the control strategies of the MIMO systems are mainly based on the methods
of decoupling. Decoupling strategies can be divided into static decoupling and dynamic
decoupling. The former achieves decoupling based on steady-state gain, which can effec-
tively reduce the impact of model uncertainty, but the high-frequency response of MIMO
systems is often not ideal [6]. The dynamic decoupling can achieve a trade-off between
complexity and decoupling performance. In recent years, various dynamic decoupling
strategies have been developed, such as ideal decoupling, simplified decoupling, and
reverse decoupling. The ideal decoupler can provide a simple decoupling system, but the
ideal decoupler is difficult to realize in practical applications. The opposite is simplified
decoupling. Although simplified decoupling can obtain simple decoupling and decoupling,
the decoupling system will be very complicated. In [7], Hagglund T proposed a decoupling
method that approximates the sum of elements to reduce the system’s complexity after
decoupling. Reverse decoupling takes into account the advantages of ideal decoupling and
simplified decoupling. However, when there is a time-delay element in the MIMO systems,
reverse decoupling cannot guarantee the system’s stability. In addition, researchers have
used intelligent algorithms for MIMO systems and proposed various intelligent decou-
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pling algorithms [8–12]. However, because the design of this kind of method is difficult to
understand and the controller is complicated, it is difficult for engineers to adopt.

As an algebraic design method, the CDM proposed by S. Manabe is simple and
easy to implement [13]. Compared with other control methods, CDM only requires the
designer to define one parameter: the equivalent time constant [14]. At the same time, all
algebraic equations in the CDM are expressed in the form of polynomials, which facilitates
the elimination of poles and zeros in the design and analysis of the control systems.
CDM has been proven to be a method to ensure the robustness of the control system, and
its effectiveness has been proven through a series of experiments [15–17]. Therefore, with
the continuous improvement of CDM, CDM has been continuously applied to existing
control systems. Mohamed T. H. combined CDM with ecological optimization technology
(ECO) for load frequency design in multi-regional power systems in [18]. Experimental
results show that the proposed method is robust in the presence of disturbance uncertainty.
Because CDM is simple, effective and robust, it is also applied in MIMO system control [19].
CDM was be used to design a PI controller with two cone-shaped official position research
objects in [20]. The simulation results prove the effectiveness of CDM on disturbance
suppression. In [21], CDM was used to solve the controller gain to suppress the vibration
in the flexible robot system.

The first problem to be solved in the controller design of the MIMO system is how
to achieve decoupling. Compared with other existing results, this article transforms the
decoupling problem into the parameter optimization problem and gives an interaction
measurement to evaluate the decoupling degree of the MIMO systems. The PSO algorithm
is used to optimize the parameters of the compensator to achieve decoupling. After
decoupling, the systems tend to have high order. The CDM considers the robustness and
interference suppression performance of the system and the simplicity of design. Therefore,
motivated by the advantages of CDM, this paper applies the CDM to the field of controller
design for MIMO systems. At the same time, considering measurement noise can generate
undesired control activity resulting in wear of actuators and reduced performance, this
article analyzes the controller’s suppression effect on measurement noise based on the
CDM. To verify the effectiveness and universality of the proposed method, this paper gives
four typical design examples of MIMO systems in the hope of providing engineers and
technicians a reference.

The main innovations of this paper are as follows:

(1) Converts the compensator design problem used for decoupling into parameter opti-
mization problems to reduce the difficulty of decoupling.

(2) Gives an interaction measurement to quantify the interaction of coupled systems.
(3) Analyzes the controller’s suppression effect on measurement noise based on the CDM.
(4) Research on the application of CDM methods to MIMO systems needs to be promoted.

In order to make up for the shortcomings of existing research, this paper presents a
design strategy of a robust controller based on CDM, which provides a reference for
the design of the MIMO system controller in other articles.

The rest of this article is organized as follows: Section 2 gives an interaction measure-
ment of the coupling interaction and uses the PSO algorithm to design the compensator
to achieve decoupling; Section 3 summarizes the design process of the CDM controller
and analyzes the controller’s suppression effect on measurement noise based on the CDM.
Section 4 outlines a set of controller design procedures for MIMO systems; four unique
objects are simulated to verify the effectiveness of the proposed method in Section 5. Finally,
a conclusion is given.

2. Decoupling Design

At present, there are two solutions to the interaction of MIMO systems. One is to use
modern control theory, and the other is to limit the interaction to a certain extent and treat
MIMO systems as multiple SISO systems, which is called decoupling control. Generally
speaking, decoupling control is simple to operate, so it is often used. This article designs a

100



Entropy 2021, 23, 1180

compensator in the frequency domain to decouple. At the same time, in order to verify
whether the designed compensator achieves the expected decoupling effect, this section
provides the MIMO system interaction measurement.

2.1. Compensator Design

The schematic diagram of the decoupling design of the n×m MIMO system is shown
in Figure 1.

( )
p
G sc

G

Compensator MIMO System

m n´ n m´

Figure 1. Schematic diagram of the decoupling design of the n×m MIMO system.

where the model of the MIMO system is represented by the transfer function Gp(s) ∈ Rn×m,
which is Equation (1).

Gp(s) =




g11(s) · · · g1m(s)

· · · . . . · · ·
gn1(s) · · · gnm(s)


. (1)

where gij(s), i = 1, 2, · · · , n; j = 1, 2, · · · , m is the transfer function element in Gp(s). Design
the compensator Gc(s) ∈ Rm×n as shown in Equation (2).

Gc(s) =




h11(s) · · · h1n(s)

· · · . . . · · ·
hm1(s) · · · hmn(s)


, (2)

where hij(s)(i = 1, 2, · · · , m; j = 1, 2, · · · , n) is the transfer function element in Gc(s).
In order to reduce the difficulty of the designed compensator Gc(s), set Gc(s) as a constant
matrix. When the compensator Gc acts on the MIMO system Gp(s), the decoupling system
Q(s) ∈ Rn×n is obtained as Equation (3).

Q(s) = Gp(s)Gc

=




g11(s) · · · g1m(s)

. . .
. . . . . .

gn1(s) . . . gnm(s)







h11 · · · h1n

. . .
. . . . . .

hm1 · · · hmn




=




f11(s) · · · f1n(s)

· · · . . . · · ·
fn1(s) · · · fnn(s)


.

(3)

The purpose of designing the compensator is to make the decoupling system Q(s)
diagonal in all frequency domains, which means non-diagonal elements flr(s) = 0
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(l 6= r, l = 1, 2, · · · n, r = 1, 2, · · · n). In this way, the interaction is minimized, and the
decoupling effect is the best. However, it is not easy to find such an ideal compensator.
Therefore, this paper selects a specific frequency s = jω0 to design the compensator.
What needs to be explained is that the selection of a specific frequency s = jω0 depends
on the control object and requires the designer to use design experience to verify it
through repeated experiments.

Use s = jω0 to denote the element in the r(r = 1, 2, · · · n) column of Q(s) = Gp(s)Gc,
we can get

flr(jω0) = gl(jω0)ĥr= (αl+jβl)ĥr l = 1, 2, · · · n, (4)

where gl(jω0) is the Gp(jω0) row vector of l, ĥr is the Gc column column vector of r,
αl = Re{gl(jω0)}, and βl = Im{gl(jω0)}.

In order to achieve Q(jω0) diagonalization, we make the absolute value square of the
off-diagonal elements in the r(r = 1, 2, · · · n) column of Q(jω0) equal to zero, which is

| flr(jω0)|2 = ĥT
r (αlαl

T + βl βl
T)ĥr = 0 l 6= r. (5)

Under Equation (5), the optimal solution ĥr can be obtained, thereby obtaining the
compensator Gc and the decoupling system Q(s). However, the decoupling system Q(s)
may not meet the decoupling design requirements. One reason is that under the condition
of a certain frequency s = jω0, Equation (5) can only guarantee that the absolute value
square of the off-diagonal elements of Q(jω0) is equal to zero, but the absolute value square
of diagonal elements | flr(jω0)|2(l = r) is not equal to zero or does not tend to zero. Suppose
the designed compensator Gc cannot guarantee that Q(s) at a certain frequency s = jω0
achieves diagonalization. In that case, there is no guarantee that Q(s) can be decoupled in
the entire frequency domain. The other reason is that the ĥr(r = 1, 2, · · · n) may be a trivial
solution, so the compensator designed is meaningless. To effectively illustrate the above
description, we give a concrete example next.

Example 1. Consider the two-input two-output one-order inertial system, The transfer function is:

Gp =




2
6s + 1

−3.6
4s + 1

0.4
9s + 1

4
42s + 1


. (6)

we select the frequency ω0 = 1, and under Equation (5), use PSO to obtain the compensator as equation:

Gc =

[ −1.2499× 10−16 3.2508× 10−22

1.7313× 10−17 1.0364× 10−21

]
. (7)

It can be seen from Equation (7) that without any restrictions, the calculated
Gc is meaningless. Therefore, taking into account the above deficiencies, we make
the following additions based on the constraint condition of Equation (5): Firstly,
we select the square | flr(jω0)|2 (l = r) of the absolute value of diagonal elements of
Q(jω0)r(r = 1, 2, · · · n) column as the objective function to obtain its maximum value.
Secondly, in order to prevent the trivial solution of the obtained ĥr , we add the Equation
(8) as the constraint condition:

ĥT
r ĥr = 1. (8)

In summary, the decoupling problem of MIMO systems is transformed into the
optimization problem as follows:
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max f (ĥr) =ĥT
r (αlαl

T + βl βl
T)ĥr l = r,

s.t. ĥT
r (αlαl

T + βl βl
T)ĥr = 0 l 6= r,

ĥT
r ĥr = 1.

(9)

2.2. Interaction Measurement

The design process of the compensator has been given in Section 2.1. Since the
magnitude of the interaction between the variables of the decoupling system Q(s) does not
have a specific numerical measurement, it is not clear whether the designed compensator
can achieve the desired decoupling effect. Therefore, this section presents an interaction
measurement for the MIMO system to evaluate the impact of the decoupling degree of the
compensator. The equation is established on the basis that the diagonal elements of the
diagonal matrix are equal to the reciprocal of the diagonal elements of its inverse.

Assuming that the controlled variable of the decoupling system Q(s) is
Y = [y1, y2, · · · , yn]

T , the manipulated variable is U = [u1, u2, · · · , un]
T , and ui (i = 1 · · · n)

controls yi. For the i-th channel of Q(s), the open-loop gain of the channel is obtained when
all other manipulated variables are zero, that is, equality (10). The open-loop gain of the
channel is obtained when all other controlled variables are zero, that is, equality (11).

other loops are open:
(

∂yi
∂ui

)

un=0,n 6=i
= fii. (10)

other loops are closed:
(

∂yi
∂ui

)

yn=0,n 6=i
= f̃ii. (11)

Here, measurement for Q(s) interaction in MIMO systems is given:

E =
n

∑
i=1

∣∣ fii − f̃ii
∣∣

∣∣ f̃ii
∣∣ i = 1 ∼ n. (12)

When the decoupling system Q(s) is diagonalized, E = 0. Therefore, when Equation (12)
is equal to zero or close to zero, it shows that other channels have no or minimal relationship
with the channel, and the decoupling effect is good.

Remark 1. Equations (10) and (11) are based on the steady-state of the MIMO system, but this
situation is usually not maintained at other frequencies. Therefore, it can only be used as the
measurement of the interaction size of the MIMO system and cannot be used as the judgment of
whether the MIMO systems are decoupled.

2.3. Parameter Tuning of Compensator

In this paper, particle swarm optimization (PSO) is used to optimize the objective
function. Firstly, the fitness function is compiled. In order to facilitate programming,
−| flr(jω0)|2 ( l = r ) is taken as the objective function to obtain its minimum value.
The fitness function can be obtained as follows:

Fit[ f (ĥr)] = −| flr(jω0)|2=− ĥT
r (αlαl

T + βl βl
T)ĥr l = r. (13)

Secondly, through the above fitness function and constraints in the frequency domain,
ĥr ( r = 1, 2, · · · n ) can be obtained through PSO debugging, and thus the compensator
Gc can be obtained. Figure 2 shows the flowchart of PSO.

103



Entropy 2021, 23, 1180

Initialization

Update the best fitness and position of the individual 

The calculation of fitness 

Update the best fitness and position of the population 

Update the velocity of the individual 

Update the position of the individual 

Start

End

Meet the times of iterations No

Yes

Figure 2. The flowchart of PSO.

PSO is essentially a stochastic algorithm, which has the function of self-organization,
evolution, and memory and the strong searching ability and fast optimizing speed.
In order to demonstrate the superiority of PSO to other evolutionary algorithms, we
execute a number of comparisons between PSO and other evolutionary algorithms, such
as Genetic Algorithm (GA), Shuffled Frog Leaping Algorithm (SFLA) and Cuck Search
(CS). GA originates from Darwin’s idea of natural evolution and follows the natural law of
competition and survival of the fittest. GA is characterized by fast search speed, strong
randomness, simple process, and robust flexibility. Still, it is easy to fall into the local
optimum due to the reduction of population diversity in the evolution process. CS is a
new swarm intelligence algorithm based on simulating cuckoo’s nesting behavior. The
algorithm has been successfully applied to solve various optimization problems due to
its fewer parameters and easy realization. A significant feature of the CS is that it uses
Levy flight to generate new solutions. The high randomness of Levy flight is that it can
make the search process throughout the whole search space so that the global search ability
of the algorithm is strong. However, the Levy flight height’s randomness causes the CS
algorithm’s poor ability to perform a refined search in the local area and the slow conver-
gence of the algorithm. SFLA simulates the communication and cooperation behaviors of
frog populations in the process of foraging in nature, which has the advantages of fewer
control parameters, simple operation, and easy realization. The specific parameter settings
of different evolutionary algorithms are proposed in Table 1. The population size of each
algorithm is 50, and the times of iterations are 100. The crossover probability and mutation
probability of GA are 0.9 and 0.1, respectively. SFLA’s moving maximum distance is 0.02,

104



Entropy 2021, 23, 1180

CS’s maximum discovery probability is 0.05. The weight of inertia, the self-learning factor
and the population-learning factor of PSO are 0.35, 1.5 and 2.5. respectively.

In order to facilitate a comparison, we randomly select Gp(s)=[0.2, 0.5;−0.3, 0.6], set
Gc=[h1, h2; h3, h4], and only obtain the first column ĥ1 : h1 and h3 of Gc. Each algorithm
is implemented independently 30 times. Table 2 presents the statistical results of each
algorithm, including the maximum, minimum, average, standard deviation values of the
objective function, and the average computational time. According to Table 2, we can see
that PSO has an evident advantage of minimum, average, standard deviation values and
average computational time over other algorithms. Figure 3 is the convergence graph of
the optimization algorithms. It can be seen that PSO has a fast convergence speed and a
good effect in finding the optimal global solution.

Table 1. The parameter settings of different evolutionary algorithms.

Evolutionary Algorithms Parameter Settings

Genetic Algorithm (GA) Population size = 50
The times of iterations = 100
Crossover probability = 0.9
Mutation probability = 0.1

Shuffled Frog Leaping
Algorithm (SFLA) Population size = 50

The times of iterations = 100
Moving maximum distance = 0.02

Cuck Search (CS) Population size = 50
The times of iterations = 100

Maximum discovery probability = 0.05
Particle Swarm Optimization

(PSO) Population size = 50

The times of iterations = 100
The weight of inertia = 0.35

The self-learning factor = 1.5
The population-learning factor=2.5

Table 2. Statistical results of different algorithms.

Fmax Fmin Fave Fstd Time (s)

GA 0.8885 −0.2030 0.0859 0.2911 0.2099
SFLA 3.9953 −0.2095 0.5383 1.1147 0.2389

CS 0.1941 −0.2124 −0.1844 0.0845 0.1347
PSO −0.1908 −0.2128 −0.2117 0.0039 0.0756

Figure 3. Convergence graphs of the optimization algorithms.
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Furthermore, according to the research works with respect to the non-parametric
statistical tests for different algorithms [22], some statistical tests have been adopted to
compare the performance of GA, SFLA, CS and PSO. Table 3 proposes ranks achieved
by Friedman, Friedman aligned and Quade tests for the objective function obtained by
different algorithms. It is noticeable from Table 3 that PSO performs best in all statistical
tests. Consequently, PSO has the superiority over other evolutionary algorithms in solving
unknown parameters of compensator Gc.

Table 3. The ranks achieved by Friedman, Friedman aligned and Quade tests.

Friedman Ranks Friedman Aligned Ranks Quade Ranks

GA 1.9 7.32 1.81
SFLA 2.5 10.7 2.41

CS 1.2 5.6 1.38
PSO 1.1 4.5 1.10

3. CDM Controller Design and Measurement Noise Rejection

In Section 2, the decoupling design can obtain the decoupling system Q(s) with min-
imized interaction, but its open-loop transfer function is complex, and the order is high.
Therefore, when stability, response characteristics, and robustness are considered simulta-
neously, the designed controller will become more complicated. CDM can effectively solve
such problems.

3.1. CDM Controller Design

For the SISO linear systems, the standard block diagram designed by CDM is shown
in Figure 4. The CDM control system consists of two parts: the controlled object and the
CDM controller.

Controller

Plant

+

-

+

+
( )r t ( )y t( )u t

( )d t

1

( )A s
( )F s

( )

( )

N s

D s

( )B s

Figure 4. CDM control system standard block diagram.

where r(t), u(t), y(t) and d(t) are reference signal, control quantity, output quantity and
disturbance quantity, respectively. The control function of the controller u(t) may be
interfered by the interference signal d. N(s) and D(s) are the numerator and denominator
polynomials of the controlled object, respectively, defined as follows:

N(s) = bmsm + bm−1sm−1 + · · ·+ b1s + b0,

D(s) = dnsn + dn−1sn−1 + · · ·+ d1s + d0,
(14)

where bm, bm−1 · · · b0 and dn, dn−1 · · · d0 are real coefficients and m ≤ n. A(s) and B(s)
are the denominator and numerator polynomial of the controller, respectively, defined
as follows:

A(s) =
p

∑
i=0

lisi, B(s) =
q

∑
i=0

kisi, (15)

where li and ki are unknown coefficients of the controller and i ≤ n. There are many
criteria for the selection of A(s) and B(s) polynomials. Disturbance is one of the selection
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criteria. When l0 = 0, the influence of disturbance signal can be well suppressed. F(s) is
the reference numerator of the controller, which can ensure that the steady-state error in the
performance of the closed-loop system is reduced to zero. The definition form is as follows:

F(s) = (
P(s)
N(s)

)|s=0, (16)

where P(s) is the characteristic polynomial of the closed-loop system. From Figure 4, we
can obtained

P(s) = D(s)A(s) + N(s)B(s) =
n
∑

i=0
aisi, ai > 0, (17)

where ai is the real coefficient. The design parameters of CDM-related characteristic
polynomials are equivalent to the time constant τ and stability index γi, defined as follows:





τ =
a1

a0
,

γi =
ai

2

ai+1ai−1
, i = 1 ∼ n− 1,

γ0 = γn = ∞,

γi
∗ =

1
γi+1

+
1

γi−1
,

(18)

where γi
∗ denotes the stability limit, which is used to constrain the value of the stability

index γi, and γi
∗ is mainly used to ensure that it meets the Lyapunov stability conditions

in the actual design process. The equivalent time constant τ is closely related to the setting
time and bandwidth, which determines the rapid response of the system. If the setting
time is represented by ts, according to the Manabe standard form [13], its relationship with
the equivalent time constant ts is τ = ts

/
(2.5 ∼ 3).

The selection of the stability index γi determines the stability and time domain
response characteristics of the system. Robustness is different from the system’s stability,
mainly considering the influence of system parameters on the speed of pole change.
Control systems with other structures may have different robustness even if they have
the same characteristic equation. The robustness of the system can only be determined
when the open-loop system structure is determined. An essential feature of CDM in
the application is that the controller structure and the characteristic polynomial can be
designed simultaneously, and the robustness of the system can be guaranteed by setting
the controller structure.

If Equation (17) of the corresponding system is a third-order system, according to the
Routh stability criterion, the stability condition is a2a1 > a3a0. According to the expression
in formula (18), this is equivalent to requiring the stability index to satisfy γ1γ2 > 1.
Similarly, the stability conditions of the fourth-order system are a2 > (a1/a3)a4 + (a3/a1)a0
and γ2 > γ2

∗ . For the fifth-order and above systems, Lyapunov gives several sufficient
conditions for different forms of stability and instability, among which the conditions
suitable for the CDM are as follows [23]: if all the fourth-order polynomials of the system
are stable and have a margin of 1.12 times, the system is stable. If some third-order
polynomials in the system are unstable, the system is unstable. The stability conditions of
the system can be described as :





ai > 1.12(
ai−1

ai+1
ai+2 +

ai+1

ai−1
ai−2),

γi > 1.12γi
∗ , i = 2 ∼ (n− 1).

(19)

Manabe has proved that the system can obtain better stability and response character-
istics when γi > 1.12γi

∗ and γi’ values are between 1 and 4. If the stability index is selected
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according to γi > 1.5γi
∗, the system’s robustness is improved by sacrificing stability and

response characteristics [23]. With the help of some design experience, designers can con-
sider stability, response characteristics and robustness by reasonably selecting the structure
and parameters of the controller.

In this article, we use the stability index γi values in the Manabe standard form.
According to the Manabe standard form, the stability index γi is defined as:

γ1 = 2.5, γ0 = γn = ∞, γi = 2; i = 2 ∼ (n− 1). (20)

Using the equivalent time constant τ and the stability index γi, the characteristic
polynomial P(s) can be obtained as follows:

P(s) = a0

[{
n
∑

i=2

(
i−1
∏
j=1

1
γi

i−j

)
(τs)i

}
+ τs + 1

]
. (21)

By comparing the coefficients of the characteristic polynomial Equations (17) and (21),
the CDM controller parameters can be obtained.

3.2. Measurement Noise Rejection

To meet with the design needs of real-life, we analyze the output effect of the measure-
ment noise in the controlled variable u in Section 3.2. Usually the block diagram presented
in Figure 4 is extended by including measuring noise. Measurement noise may have a
different character, but it is typically dominated by high frequencies, and low-frequency
noise would correspond to drift. High-frequency noise can be suppressed by limiting the
bandwidth of the closed-loop system. CDM can restrain the influence of high-frequency
noise by selecting the equivalent time constant τ to limit the bandwidth of the closed-loop
system. The reason is that the rapid response of the closed-loop system is proportional to
the bandwidth, The equivalent time constant τ is closely related to the setting time and
bandwidth, which determines the rapid response of the system. Here, we give the analysis
of low-frequency noise suppression. Those signals are represented in Figure 5.
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+
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+

+

+

+

( )r t
( )F s

1

( )A s

( )

( )

N s

D s

( )u t

( )d t

( )y t

( )B s

( )n t

Figure 5. Basic structure of a CDM controller.

The newly added signal n(t) denoting the measurement noise. We assume n(t) is
bounded with |n(t)| ≤ µ · h(t), where µ and h(t) are a positive constant and a step-type
signal, respectively [24]. In order to analyze the output effect of the measurement noise
in the controlled variable u(t), the reference signal r(t) and disturbance signal d(t) is set
to zero. This leads to a relationship between n(t) and u(t), n(t) and y(t) given by the
following differential equation:

−n(s) · B(s) · D(s) = (A(s) · D(s) + N(s) · B(s)) ·U(s),
−n(s) · B(s) · N(s) = (A(s) · D(s) + N(s) · B(s)) ·Y(s), (22)

where n(s) is the Laplace transforms of n(t), U(s) is the Laplace transforms of u(t), Y(s) is
the Laplace transform of y(t).
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Let us impose bi 6= 0 for i = 0, · · · , m ,di 6= 0 for i = 0, · · · , n in Equation (14). The
product B(s) · N(s) is a q + m order polynomial and the product B(s) ·D(s) is a q + n order
polynomial, respectively. The polynomials will be denoted by C(s) and E(s) defined as:

C(s) =
q+m
∑

i=0
g′i · si, E(s) =

q+n
∑

i=0
g”i · si. (23)

Assuming r(t) = 0, d(t) = 0, this steady-state system behaviour will be easily han-
dled in the Laplace domain. By applying the final value theorem, the following equality
should hold:

lim
t→∞

y(t) = lim
s→0

s ·Y(s), (24)

However, in order to satisfy this equality, all the Y(s) poles must have negative real
parts and no more than one pole can be at the origin [25].

Assuming causality and zero initial conditions, the application of Laplace transform
to (22) leads to,

U(s) =
−E(s)

A(s) · D(s) + C(s) · B(s)n(s).

Y(s) =
−C(s)

A(s) · D(s) + C(s) · B(s)n(s).
(25)

Applying the final value theorem to the above expression then,

lim
s→0

s · −C(s) · n(s) = 0 (26)

Due to |n(t)| ≤ µ · h(t) and h(t), the Laplace transform is
1
s

, and we use
µ

s
replace

n(s), thus expression (26) takes the following format:

lim
s→0

s · −C(s) · µ

s
= −µ · g0. (27)

Since g0 is equal to the product of b0 and k0 and since b0 6= 0 then, in order for
g0 to be zero, the controller coefficient k0 must be equal to zero. Similarly, when the
controller coefficient k0 is equal to 0, the measurement noise has no effect on the control
u(t). Therefore, when the controller coefficient k0 is equal to zero, the measurement noise
does not affect performance.

4. Overall Design Ideas

This paper designs a compensator Gc and a centralized CDM controller for the n×m
MIMO system in Figure 6. Systematic design ideas ensure the feasibility of decoupling
design methods in large and small systems. At the same time, when the MIMO system
interaction is minimized with high accuracy, the controller can achieve good control effects
due to the robustness of the CDM. The most considerable advantages of CDM can be listed
as follows:

1. A characteristic polynomial and controller are simultaneously designed. The charac-
teristic polynomial specifies stability and response. The structure of the controller
guarantees robustness. Thus, a simple controller, which satisfies the stability, re-
sponse, and robustness requirements, can be designed with ease.

2. Compared with PID control that needed to develop different tuning methods for
the process with various properties, it is sufficient to use a single design procedure
in the CDM technique. This is an outstanding advantage.

The decoupling control and CDM controller design for the MIMO system can be
summarized as the following steps.
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Figure 6. MIMO system control block diagram.

Figure 7 shows the design steps for MIMO systems, where the design process of CDM
controllers is shown as the following:

1. Set the SISO controller parameters A(s) and B(s). k0 = 0 is a good choice for measure-
ment noise suppression.

2. Select CDM design parameters. The stability index γi in this paper is in the Manabe
standard form of Equation (20). As long as the value of the equivalent time constant
τ is determined, the controller parameters can be obtained. The τ value mainly
determines the response time of the system. Generally, the τ value is determined
according to the design requirements of the system setting time and bandwidth.

3. Solve the SISO controller parameters. A(s), B(s) can be obtained by Equations (17)
and (21). F(s) can be obtained by Equation (16).

Initialization

Treat the MIMO system as n SISO systems 

Design compensator according 

Section 2

Design CDM controllers for each SISO systems according 

Section 3

MIMO controller simulation

Start

End

Figure 7. MIMO system control block diagram.

Remark 2. The necessary condition for designing CDM controllers is that both denominators
and molecules of the transfer function of the controlled object need to be expressed by rational
polynomials. If there is a delay element in the transfer function of the controlled object, the improved
Padé approximation method in reference [26] is used to deal with the delay element. According to
the results of [26], the third-order improved Padé approximation is:
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e−sL =
60− 24sL + 3(sL)2

60 + 36sL + 9(sL)2 + (sL)3 . (28)

where L is delay time.

5. Simulation Experiment

This section conducts simulation experiments on four unique control targets to prove
the effectiveness of this method. The experiments are evaluated with a step response
of 1. The state variable is set to xi(i = 1, 2, 3, . . . , n), and the system output is set to
yi(i = 1, 2, 3, . . . , m). Use the compensator for decoupling. When the interaction of
the MIMO system is minimized, treat it as n SISO systems, and set each SISO system as
Ai = (i = 1, 2, 3, . . . , m).

Example 2. Consider the two-input two-output second-order inertial system (sugar factory model)
in [27]. The transfer function is:

Gp =




0.28
21s2 + 10s + 1

−0.33
30s2 + 11s + 1

0.4
270s2 + 39s + 1

0.5
432s2 + 42s + 1


. (29)

Without the decoupling design, the step response curve is shown in Figure 8.

( )a ( )b

Figure 8. Step response curve of the original system (29) without decoupling design. (a) x1 6= 0;
(b) x2 6= 0.

It can be seen from Figure 8a that x1 6= 0. As shown in Figure 8b, x2 6= 0.
The two loops are obviously related, so the system (29) is a related system to the in-
teraction. Therefore a decoupling design method is used to eliminate the interaction of the
original system.

Select the angular frequency ω0 = 0.13, and obtain the compensator as Equation (30).

Gc =

[
0.7807 0.7606
−0.6256 0.6507

]
. (30)
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Apply the compensator (30) to the original system (29), then the decoupling system
Q(s) is obtained. Figure 9 draws the step response curve of the original system (29) after
the decoupling design. As can be seen from Figure 9, the interaction of Q(s) is effectively
suppressed, especially in the static response part of the system. However, there is still a
weak interaction in the dynamic response part. Overall, the decoupling effect is good.
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Figure 9. Step response curve of the original system (29) with decoupling design. (a) A1; (b) A2.

The two SISO systems after decoupling are set to A1 and A2. For A1 and A2, use
the stability index γi and equivalent time constant τ in Table 4 to calculate CDM control
polynomial parameters. Table 4 shows the equivalent time constant τ and CDM control
polynomial parameter values.

Table 4. The equivalent time constant τ and CDM control polynomial parameter values.

System A1 System A2

τ 11.2 16
F(s) 1.6811 0.8358
A(s) 0.0313s2 + 0.0855s 0.0921s2 + 0.0928s
B(s) 6.9322s2 + 6.1273s + 1.681 25.3384s2 + 7.9861s + 0.83576

Using the CDM control polynomial parameters in Table 4 to control A1 and A2, the
results are shown in Figure 10.

0 50 100 150 200 250 300 350 400 450 500

Time(s)

0

0.2

0.4

0.6

0.8

1

1.2

A
m

p
li

tu
d

e

Controlled   Variables

x1

x2

Figure 10. CDM controls A1 and A2 step response.
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Figure 11 shows the result of inserting the compensator (30) in front of the controlled
object (29) and using the CDM parameters in Table 4 for control. Affected by the interaction
of the dynamic response part, the system overshoot increases.
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Figure 11. Use this method to control the MIMO system (29) step response.

Here, the compensator (31) designed in [27] is compared with the method in this
paper. Table 5 summarizes the results of evaluating the compensators (30) and (31) using
formula (12). Table 5 shows that the decoupling effect of the compensator designed by the
method in this paper is better.

Gc =

[
0.174 0.479
−0.219 0.503

]
. (31)

Table 5. Comparison of evaluation.

Ref. [27] Proposed Method

evaluating value 0.048587 0.0000067

In [27], Masaya et al. designed a PID controller according to Shunji’s optimization
method. We also use the design method proposed in [27] to design the controller for
the decoupling system Q(s), which uses the compensator (30), and Figure 12 shows the
results of the Masaya-PID controller and the CDM controller in this paper to control the
decoupling system Q(s). From this figure and the performance values appearing in Table 6,
it is seen that the CDM controller has a more successful time-domain performance.
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Figure 12. Use the PID controller in [27] and CDM controller to control the decoupling system Q(s) step response. (a) controlled
variable x1; (b) controlled variable x2.
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Table 6. Performance values of the time response curves shown in Figure 12.

Settling Time Max Overshoot %

Masaya-y1 43 15
CDM-y1 41 13

Masaya-y2 172 1.5
CDM-y2 26 0

In order to verify the robustness of the method in this paper, the system with distur-
bances and modeling errors is simulated. When there is a step disturbance in the original
system, the control result is shown in Figure 13. According to Figure 13, the influence of the
disturbance signal subsides in a short time. Suppose that the correct system model is repre-
sented by Equation (32), and the system model with errors is represented by Equation (29).
The changes in the parameter of Equation (29) are in the interval ±15%. The compensator
(30) is applied to the correct system model (32), and the CDM controller is used to control.
The experimental results are shown in Figure 14. From the results in Figure 14, it can be
seen that when the model has measurement errors, the control effect of the method in this
paper is good. Figures 13 and 14 show that the method proposed in this paper is robust.
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Figure 13. Use the method in this paper to control the step response of the original system (29) with
the step disturbance.
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Figure 14. Use the method of this article to control the step response of the system (32).
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GP =




0.238
21s2 + 10s + 1

−0.3795
30s2 + 11s + 1

0.34
270s2 + 39s + 1

0.575
432s2 + 42s + 1


. (32)

Example 3. The multivariable four-tank system has a tunable transmission of zero [28,29]. With
appropriate "tuning", this system will exhibit nonminimum-phase characteristics. Applying the
nominal operating parameters given in [28,29] yields the four-tank system model:

Gp =




0.1987
65s + 1

−0.3779
(65s + 1)(34s + 1)

0.4637
(54s + 1)(45.3s + 1)

0.16194
54s + 1


. (33)

For the four-tank system of the controlled object (33), the frequency ω0 = 0.34 is
selected, and the precompensator is obtained.

Gc =

[ −0.3262 0.8884
0.9455 −0.4597

]
. (34)

Use the evaluation formula (12) to evaluate the decoupling system Q(s) after the
compensator formula (34) acts on the controlled object formula (33), and the result is
0.000013. It shows that after the decoupling design, the interaction of the controlled object
(33) is weak, and the decoupling effect is well.

The two SISO systems after decoupling are set to A1 and A2. In order to suppress
measurement noise, we select the controller coefficient k0 = 0. Then, use the stability
index γi and equivalent time constant τ in Table 7 to calculate CDM control polynomial
parameters. Table 7 shows the equivalent time constant τ and CDM control polynomial
parameter values.

Table 7. The equivalent time constant τ and CDM control polynomial parameter values.

System A1 System A2

τ 120 100
F(s) 3.0833 2.8187
A(s) 69.2884s2 + 4.1572s + 0.9019 75.3466s2 + 3.8905s + 0.9513
B(s) −3231.1s2 − 109.6204s −3056.7s2 − 88.0734s

Use the CDM controller in Table 7 to control A1 and A2, the result is shown in Figure 15.

Figure 15. CDM controller controls A1 and A2 step response.
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Figure 16 shows the result of inserting the compensator (34) in front of the controlled
object (33) and using the CDM parameters in Table 7 for control. It can be seen that the
system overshoot is slightly increased due to the interaction.

Figure 16. Use this method to control the MIMO system (33) step response.

Figure 17 shows the result of the controlled MIMO system (33) under the measurement
noise whose magnitude is limited within [−0.0016, 0.0016]. It can be seen that the system
response has not changed, and the measurement noise does not affect performance.

Figure 17. Controlled MIMO system (33) under the measurement noise.

Example 4. The controlled object (29) increases the delay link to become the accused object (35).

GP =




0.28
21s2 + 10s + 1

e−0.71s −0.33
30s2 + 11s + 1

e−2.24s

0.4
270s2 + 39s + 1

e−0.59s 0.5
432s2 + 42s + 1

e−0.68s


. (35)

Using the method in this paper, select the angular frequency ω0 = 0.28 and obtain
the compensator.

Gc =

[
0.7809 0.7625
−0.6247 0.6470

]
. (36)

Use Equation (12) to evaluate the effect of the compensator (Equation (36)) on the
controlled object (Equation (35)) to obtain the decoupling system Q(s), and the result is
0.000000057. It shows that the system interaction effect of using compensator decoupling is
minimal, and the decoupling effect is good.
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The two SISO systems after decoupling are set to A1 and A2. For A1 and A2, the
delay link is approximated by the improved Padé approximation method in [26]. Then use
the stability index γi and Table 8 equivalent time constant τ to calculate the CDM control
polynomial parameters. Table 8 shows the equivalent time constant τ and CDM control
polynomial parameter values.

Table 8. The equivalent time constant τ and CDM control polynomial parameter values.

System A1 System A2

τ 76 64
F(s) 0.0017 0.00028
A(s) 0.3665s2 − 0.0016s 0.0015s2 + 0.000555s
B(s) 0.2464s2 + 0.1321s + 0.0017 0.0728s2 + 0.0102s + 0.0002773

Using the CDM control polynomial parameters in Table 8 to control A1 and A2, the
results are shown in Figure 18.
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Figure 18. CDM control A1 and A2 step response.

Figure 19 is the result of inserting the compensator (36) before the controlled object (35)
and using the CDM parameters in Table 8 for control. Figure 18 is the same as Figure 19,
which proves that the decoupling effect is well.
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Figure 19. Use this method to control the MIMO system (33) step response.

Example 5. The controlled object (29) adds a line of input and a column output to become the
controlled object (37).

Gp =




0.28
21s2+10s+1

−0.33
30s2+11s+1

0.38
45s2+12s+1

0.4
270s2+39s+1

0.5
432s2+42s+1

0.6
543s2+68s+1

0.9
500s2+30s+1

0.45
440s2+45s+1

1
600s2+89s+1


. (37)
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Using the method in this paper, select the angular frequency ω0 = 0.13, and obtain
the compensator:

Gc =




0.6251 −0.7607 0.8234
0.3317 0.0941 0.0350
−0.7061 0.6423 −0.5667


. (38)

Use the evaluation (12) to evaluate the decoupling system Q(s) after the compensator
formula (38) acts on the controlled object formula (37), and the result is 0.0005411. The two
SISO systems after decoupling are set to A1, A2 and A3. For A1, A2 and A3, use the stability
index γi and Table 9 equivalent time constant τ to calculate the CDM control polynomial
parameters. Table 9 shows the equivalent time constant τ and CDM control polynomial
parameter values.

Table 9. The equivalent time constant τ and CDM control polynomial parameter values.

System A1 System A2 System A3

τ 38.67 100 68
F(s) −5.4186 3.6895 0.5582
A(s) 0.0011s2 + 0.0169s 0.0253s3 + 0.08397s2 + 12.9567s 0.0027s2 + 0.0055s

B(s) −25.92s2 − 19.0082s
−5.4186

41568.98s3 + 8205.15s2

+447.8735s + 3.6895
9.8979s2 + 3.4319s
+0.5582

Using the CDM control polynomial parameters in Table 9 to control A1, A2 and A3,
the results are shown in Figure 20.
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Figure 20. CDM control A1, A2 and A3 step response.

Figure 21 is the result of inserting the compensator (38) before the controlled object
(37) and using the CDM parameters in Table 9 for control.
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Figure 21. Use this method to control the MIMO system (37) step response.

6. Conclusions

This paper proposes a multivariable system controller design method based on the
CDM and analyzes the controller’s suppression effect on measurement noise based on the
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CDM. The decoupling design is realized by designing the compensator in the frequency
domain, and the compensator parameters are optimized through PSO. At the same time,
use statistical tests to compare four evolutionary algorithms, including PSO, GA, SFLA,
CS, to prove the advantages of PSO. After decoupling, the open-loop transfer function of
the system is complex. Therefore, the controller structure design and parameter tuning
are based on CDM. Finally, simulation experiments are carried out for four unique control
targets. The results show that the decoupling effect of the MIMO system is good, and the
designed system can take into account stability, response characteristics, and robustness at
the same time, which confirms the effectiveness of the method.
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Abstract: The problem of local fault (unknown input) reconstruction for interconnected systems is
addressed in this paper. This contribution consists of a geometric method which solves the fault
reconstruction (FR) problem via observer based and a differential algebraic concept. The fault
diagnosis (FD) problem is tackled using the concept of the differential transcendence degree of a
differential field extension and the algebraic observability. The goal is to examine whether the fault
occurring in the low-level subsystem can be reconstructed correctly by the output at the high-level
subsystem under given initial states. By introducing the fault as an additional state of the low
subsystem, an observer based approached is proposed to estimate this new state. Particularly, the
output of the lower subsystem is assumed unknown, and is considered as auxiliary outputs. Then,
the auxiliary outputs are estimated by a sliding mode observer which is generated by using global
outputs and inverse techniques. After this, the estimated auxiliary outputs are employed as virtual
sensors of the system to generate a reduced-order observer, which is caplable of estimating the fault
variable asymptotically. Thus, the purpose of multi-level fault reconstruction is achieved. Numerical
simulations on an intensified heat exchanger are presented to illustrate the effectiveness of the
proposed approach.

Keywords: local unknown input; interconnected system; local reconstrucability; global reconstruca-
bility; reduce-order uncertain observer

1. Introduction

Increasing developments in modern technologies have led to a high complexity of
control systems. Thus, either due to physical or analytical purpose, modern control systems
are frequently tackled as interconnected systems. Potential faults in interconnected systems
have also become inevitable and increasingly complex since faults of the interconnected
system can be represented at either the local subsystem level, or at the global system level
with the whole system in view, considering faults such as unknown external disturbance,
or parameter variations. Faults at either level may not only cause the decline of the
performance of both the global system or the local subsystem, but also may trigger a
series of fault subsystems. Compared with residual fault diagnosis methodologies, fault
reconstruction is capable of identifying the size, location, and dynamics of the fault. In
addition, the fault can usually be regarded as an unknown input to the system. The
problem of reconstructing the inaccessible inputs from the available measurements is
therefore motivated and has attracted remarkable interest in the last decades. Particularly,
reconstruction of unknown or inaccessible inputs from noise or indirect measures is very
common in many real industrial situations.

In the case of fault diagnosis and unknown input reconstruction for interconnected
systems, centralized structure-based fault reconstruction approaches are well investigated,
e.g., in Refs. [1–19]. A significant approach of FD and FR for dynamic systems are the
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observer based methodologies [1–7], with differential geometry-based techniques also
representing another attractive method [8–13]. Investigations aimed at solving problems
of FD and FR of nonlinear dynamic systems via algebraic and differential techniques can
be found in studies such as Refs. [12–17]. These approaches are normally applications of
dynamic inversion to achieve the purpose of FD and FR, just as the familiar idea of dynamic
inversion is used in the control problem of dynamic systems. Basic notions of this kind of
analysis method include the concepts of input reconfigurability [12], left invertibility of
dynamic system [9], relative degree of dynamic system and zero dynamics [16].

However, the application of individual system-based methodologies is mainly limited.
First, the identification of internal dynamics at local level is incomplete; second, it lacks the
dynamics information of the global system. In real applications, it is rather difficult to utilize
a centralized scheme to solve the problem of fault reconfiguration in interconnected systems.
Luckily, due to advances in computing and communications, it is becoming increasingly
popular to directly adopt hierarchical, decentralized, and distributed schemes to deal with
fault reconfiguration [20]. In fact, naturally, the architecture of the underlying subsystem is
decentralized or distributed, which means that it is necessary to develop distributed FD
and FR frameworks. In other words, local fault diagnosis and reconstruction should be
performed [21–39]. However, since the interconnected systems are becoming increasingly
complex, the problem of system fault reconstruction has also become increasingly difficult,
especially problems related to fault propagation, due to the fact that faults occurring in
one subsystem influence adjacent subsystems. Therefore, in order to better understand
the fault propagation problems, there is research concerning both local and global systems
such as in Refs. [20–37]. An important method is to propose a local observer for individual
subsystems using its own input and output measurements. All local observers work
together to achieve the purpose of estimation and diagnosis of the global system. In this
way, the intensive traditional observer design method, based on a single dynamic system,
can be employed, such as the high gain observer in Ref. [24], sliding mode observer in
Ref. [32], adaptive observer in Ref. [23], etc.

However, the operation of distributed FD and FR approaches greatly relies on reliable
information about the full measurement of all subsystems. Such a dependence makes
theses methodologies much more challenging, since online measurements available for
each subsystem are either difficult to obtain or are inaccurate and or expensive. The
matching conditions may be truly too harsh to be satisfied for many physical systems,
which makes these methods for unknown input reconstruction not available.

Therefore, it is of great importance to solve the above-mentioned difficulties when
analyzing the interconnected systems, which has also motivated us to carry out this
research. In this work, system inversion and observer design techniques are combined and
extended, aimed at tackling multi-level faults (unknown input) reconstruction problems
of the interconnected system. A distributed fault reconstruction scheme is developed
and the propagation of the fault effects among interconnected subsystems is investigated.
The initial objective is to recognize unknown inputs at the low-level subsystem by using
information provided at the global level. A remarkable benefit is that it is capable of
reconstructing the system state and local fault signals simultaneously, including incipient
faults, for which the fault is considered as an unknown input uncertainty. By introducing
the fault as an additional state of the low subsystem, an extended reduced-order observer
is developed to produce an estimation of this state. In particular, the output of the lower
subsystem is assumed unknown, and is considered as auxiliary output. An inverse-
based high order sliding mode observer is developed, aimed at estimating the auxiliary
output and its derivatives via measurements of global system. By using this estimation
information of auxiliary output, an extended reduced-order observer is generated, aimed at
reconstructing the unknown inputs locally. The applicable system categories of this method
include systems that depend on polynomial input and its time derivatives. Encouraging
numerical simulation results confirm the effectiveness of the proposed multi-level fault
reconstruction approach.
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The rest of this article is organized as follows: in Section 2, condition of fault re-
constructability both locally and globally is given, while in Section 3, a multi-level fault
reconstruction scheme for an interconnected system is proposed. First, at the local level, by
introducing an auxiliary output to replace its inaccessible output, an extended reduce-order
observer is designed to estimate both the states and the fault signals. Second, in order to
give an estimation of the auxiliary output and its derivatives, a high order sliding mode
observer is introduced. Finally, by gathering all the estimates from both observers, the local
fault reconstruction via global information is achieved. In Section 4, the effectiveness of the
proposed approach is illustrated by numerical simulations implemented on an intensified
heat exchanger. Conclusions and further works are discussed in Section 5.

2. Model Description and Problem Formulation

Analytically, the system can be decomposed into several subsystems, and different
control or supervision algorithms can then be developed from both local and global
viewpoints, as shown in Figure 1.
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Figure 1. Interconnected system structure.

The important aspect is to develop models of individual subsystems that can describe
causeω2(t) and effect y(t) relationships between the 1st and 2nd subsystems. In this case,
estimation technologies on states and parameters are capable.

It is supposed that the 1st subsystem can be described with the following state affine
form by (1):

∑
1st

:
{ .

x1 = f1(x1) + g1(x1)u1
y = h1(x1, u1)

(1)

where x1 ∈ <n ∈ M is the state of the 1st subsystem, u1 ∈ <m is the input of 1st subsystem,
which represents elements such as the control input, reference signal, etc., and is also
the output of the 2nd subsystem; y ∈ <p is output of the 1st subsystem, as well as the
overall system. f1, g1 are smooth vector fields on M. x1(t0) = x10 is the initial condition.
In addition, it is assumed that u1 is inaccessible and can be recovered through available
measures of the global system.

Consider the following nonlinear systems for the 2nd subsystem subject to either
actuator or sensor faultsω2 by (2):

∑
2nd

:
{ .

x2 = f2(x2, u,ω2)
u1 = h2(x2, u,ω2)

(2)

where the state is represented by x2 ∈ Rn; u ∈ Rl is the input of the 2nd subsystem,
as well as the overall system; is the output; ω2 = (ω21,ω22, . . . , ω2k) ∈ Rk represents
the either actuator or sensor faults of the system. f2, h2 are assumed to be analytical
vector functions. Specifically, each fault is related to the variables of a specific device and
subcomponent. Each of these faults implies an abnormal physical change, such as sticking,
leakage or actuator blockage.

In this way, the studied interconnected system is composed of the two local sub-
systems ∑1st and ∑2nd; for the global system, the vector u and y represent its input and
output, respectively.
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For the interconnected systems described by (1) and (2), the main purpose of the
study is to reconstruct fault vector ω2 at the local level using information at the global
level; meanwhile, performance supervision of the global system, as well as individual
subsystems, is obliged. A significant objective is to examine whether the unknown inputs
ω2 at local 2nd subsystem can be reconstructed uniquely by output of the 1st subsystem
at a global level, given initial states. The initial task is to propose conditions under which
both the unknown input and initial state of a known model can be determined from
output measurements. For that, the concept of the differential transcendence degree of
a differential field extension and the algebraic observability concept of the variable are
employed. An interconnected observer based scheme is then developed and analyzed
to perform local fault variables reconstruction. A reduced-order uncertainty observer
combined with a high order sliding mode observer is developed to achieve this purpose.
Finally, the performance of a traditional distributed UIO approach and the proposed
multi-level FR approach are compared in detail through numerical simulations, which are
presented in an intensified heat exchanger.

3. On Condition of Fault Reconstructability Locally and Globally

In this section, the assumptions and main results on condition of fault reconstructabil-
ity locally and globally are discussed. An initial task is to prove that the fault vector ω2
at local level and output vector y at the global are implicitly causal. Moreover, it is also
necessary to provide condition to guarantee that local fault impacts on global information
are distinguishable. Basic notions are introduced first, and related concepts can be found
in Refs. [16,30].

3.1. Fault Reconstructability Condition

To cope with the problem, faults are regarded as local unknown inputs of the inter-
connected system. Thus, local faults’ reconstructability can be treated equivalent with the
capability of reconstructing unknown inputs at the local level. In solving the problem of
input reconstruction, the primary task is to evaluate the observability of input, so as to
distinguish whether the change of input of dynamic systems can be reflected in the change
of the output. In order to ensure that the local unknown input can be reconstructed from
the global outputs by means of a finite number of ordinary differential equations, there are
conditions involving observability and reconstructionability to be met.

From Ref. [30], if any unknown variable x in a dynamic satisfies a differential algebraic
equation, the coefficients κ of the equation are greater than in the components of u and y,
and the number of its derivatives is finite, then the x is algebraically observable with respect
to κ(u1,ω2). Any dynamic with output y is said to be algebraically observable if, and
only if, any variable has this property. In addition, a fault (unknown input) is defined as a
transcendent element over κ(u), in which case a faulty system can be viewed as extension
of differential transcendence with both fault (unknown input) and its time derivatives.
Motivated by this, fault observability of an interconnected system can be defined from
multi-level viewpoints:

Definition 1. (Local Algebraic observability). For subsystem (2), a fault element ω2 ∈
κ(u, ω2) is said to be locally algebraically observable if ω2 satisfies a differential algebraic equation
with coefficients over κ(u, u1, ω2).

Definition 2. (Global Algebraic observability). For interconnected systems depicted by (1)
and (2), a fault element ω2 ∈ κ(u, ω2) is said to be globally algebraically observable if ω2 satisfies
a differential algebraic equation with coefficients over κ(u, y, ω2).

Typically, the problem of observability and left invertibility of dynamic system can
be equivalently tackled, while the property of left over invertibility usually means a
recontructability of the system input from the output. From Refs. [16,30], if invertibility
of the interconnected system, denoted by (1) and (2), can be insured, then it is capable of
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obtaining the fault elementω2i(i = 1, . . . , k) globally from information of overall system
output y. Equivalently, if subsystems depicted by (1) and (2) are invertible, respectively,
then their inputs and unknown inputs vectors u1 andω2 can be expressed locally by their
corresponding local measured outputs y and u1. To accomplish the aims, the central issue
is to provide conditions which can guarantee invertibility of both individual systems and
the interconnected system. Luckily, this has been discussed in previous paper in Ref. [30].
It can be seen that a differential output rank is defined to determine invertibility of single
dynamic system, while invertibility of all the subsystems are the necessary and sufficient
condition for ensuring invertibility of the interconnected system.

Definition 3. (Local reconstructability). For system (2), it is said to be locally reconstructable
if the system is invertible. In this way, it is capable of estimating the unknown input ω2 from local
system information u and u1.

For the concept of algebraic observability, it is required that each fault component can
be written as the solution of the polynomial equation inω2i and the finite number of time
derivatives of u and u1 with coefficients in k.

H
(
ω2i, u,

.
u, . . . , u1,

.
u1, . . .

)
= 0 (3)

Definition 4. (Global reconstructability). For the interconnected nonlinear system described
by (1) and (2), it is said to be globally reconstructable if the interconnected system is invertible, in
this way, it is capable of estimating the unknown input ω2 from global system information u and y.

In other words, it is required that the local unknown input vector can be expressed as
a solution of a polynomial equation inω2i and the finite number of time derivatives of u
and y with coefficients in k.

H
(
ω2i, u,

.
u, . . . , y,

.
y, . . .

)
= 0 (4)

As mentioned before, requirements of health measurement of all the subsystems
increases the difficulty the procedure. In this work, u1 is supposed to be inaccessible.
Therefore, it is also critical for estimating a reliable u1 and to ensure that reconstructed u1
has a one-to-one relationship with fault vector ω2i. If it can prove that the reconstructed û1
is converged to u1 with acceptable accuracy, then by substituting u1 as its estimates û1 in
(3), the fault vector (ω2i, i = 1, . . . , k) is capable of obtaining by a solution of a polynomial
equation inω2i and the finite number of time derivatives of u and û1, with coefficients in k.

H
(
ω2i, u,

.
u, . . . , û1,

.
û1, . . .

)
= 0 (5)

In summary, ifω2 is algebraically observable with respect to u and y, thenω2 is said
to be reconstructable. If, and only if, the interconnected system is invertible both locally
and globally, the task of reconstruction of the local unknown input vectorω2 from global
measures, y can be achieved. That is, if the overall interconnected system is invertible, then
the impacts of the unknown inputω2 on the global system, output y is distinguished.

3.2. Minimum Number of Measurements and Reconstructable Unknown Inputs

In this work, accessible measurements are of great importance when implementing
the proposed FR method. Therefore, the minimum number of measurements is an essential
prerequisite for determining whether a fault in the dynamic system is reconstructable or
not. This problem is also related to the problem of invertibility of the dynamic system.
According to [16], in order to insure invertibility of the system, the differential output rank
of the system should equal to the number of the fault candidates. The differential output
rank is also defined as the maximum number of outputs associated with differential poly-
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nomial equations with coefficients over K (independent of x). It means that the available
measurable outputs of the system must be greater than or equal to the possible faults.

Remark 1. For a subsystem described by (1), invertibility cannot be guaranteed if the available
outputs are less than the inputs. Conversely, if there are more outputs than inputs, then the
redundant outputs are unneeded.

Remark 2. For subsystem in failure mode depicted in (2), invertibility of the system cannot be
guaranteed if the available outputs is less than the possible faults.

Proposition 1. From remarks 1 and 2, the simultaneous reconstructable failure number (ω2i, i =
1, . . . , k) depends on the number of the measurable outputs.

Remark 3. For interconnected system depicted in (1) and (2), the minimum number of available
measurements predetermined the reconstructable unknown inputs, thus, equal dimensions of both
subsystems and the whole interconnected system is more meaningful.

4. Observer Design for Unknown Input Reconstruction

As mentioned before, existing observers for fault reconstruction are mainly focused
on individual systems. Although there is some research concerning both local and global
subsystems, the associated match criteria are usually overly strict to be satisfied in real
industrial applications. In order to cope with this difficulty, this work is concerned with the
challenges by deriving a fault reconstruction method based on some auxiliary outputs. The
architecture of the proposed multi-level fault reconstruction method is shown in Figure 2.
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The main idea is based on distributed observer design, since distribution resources
of dynamic systems are said to be particularly effective for estimation of interconnected
systems, due to the fact that they can update internal states using local measurement
outputs. However, the significant challenge here is the inaccessible of the interconnection,
which is the input of the first subsystem and the output of second subsystem. To cope with
this difficulty, first, in order to reconstruct local unknown fault of the first subsystem, the
interconnection is extended as an additional state of the first subsystem, an asymptotic
reduced-order observer is proposed for the first subsystem, using local input and output
measurement information. Then, it is considered the problem that local output is not
available directly. An inverse and sliding mode observer based estimator for the second
subsystem is then designed to generate an estimation of the local output, and the estimated
auxiliary output is applied to the reduced-order observer to replace its measured output.
A kind of multi-level fault reconstruction is achieved by gathering estimation of these
two observers.
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4.1. Asymptotic Reduced-Order Observer Design with Auxiliary Output

Considered system (2), the unknown fault vector ω2(t) is assimilated as an extra
state of the system with uncertain dynamics. It is expressed according to the states, the
unknown inputs (faults) and the known inputs of the system. The dynamics of this new
state are unknown. The original system is then converted into an extended system where
the dynamics of the extra state are unknown, and it is assumed to be bounded. The original
problem is then an observation problem, where the aim is to observe this extra state of
the system.

The new extended system is given by:




.
x2 = f2(x2, u,ω2).
ω2 = ψ(x2, u,ω2)
u1 = h2(x2, u,ω2)

(6)

where ψ(x2, u,ω2) is a bounded uncertain function, ω2(t) is algebraically observable
over κ(u, u1). It should be noted that a typical structure observer, similarly to a classic
Luenberger observer, is not available in the literature because the term ψ(x2, u,ω2) is
unknown. Therefore, in order to estimate the unknown input variableω2, a proportional
reduced-order uncertainty observer using differential algebraic techniques is applied to
the fault estimation is constructed to overcome the above problem.

An asymptotic reduced-order observer with a corresponding quadratic-type Lyapunov
function can be constructed for system (6):

.
ω2i = Ki(ω2i − ω̂2i), 1 ≤ i ≤ ε (7)

where ω̂2 denotes the estimate of the unknown input vector ω2(t) and the convergence of
the observer is determined by Ki.

Normally, time derivatives of the output are included in the algebraic equation of the
unknown input vector, which may enhance computation burden and cause significant com-
putation error even under minor measurement noise, then it is practical and worthwhile to
employ an auxiliary variable rather than the computations of the time derivatives.

If the unknown fault vector is algebraically observable and can be written in the
following form:

ω2i = αi
.
u1 + βi(u, u1) (8)

where αi is a constant vector and βi(u, u1) is a bounded function.
If a C1 real-valued function γ exists, such that a proportional asymptotic reduced-order

unknown input observer exists, for system (6) it can be written as:

Theorem 1. Supposed that the auxiliary output vector u1 is available for measurement, then
the system { .

γi = −Kiγi + Kiβi(u, u1)−K2
i αiu1.

ω2i = γi + Kiαiu1
(9)

is a proportional asymptotic reduced-order unknown input observer for system (6).

The observer (9) can be implemented under assumption that u1 is measured. However,
in our design u1 is assumed to be unavailable, it is therefore obliged to produce an estimate
of the auxiliary output to substitute the measured one.

Remark 4. By optimizing the observer gain, the optimum tradeoff between the speed of state
reconstruction and the robustness to model uncertainty is realized. In this way, the designed
observer is not only capable of recovering the system state but also of minimizing the impacts of the
measurement noise.
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Remark 5. It is worth noting that better robustness can be achieved by adding integral action to the
proportional asymptotically reduced-order fault observer during the implementation of the observer.

4.2. Auxiliary Output Estimation

The premise of implementation of Theorem 1 is that the auxiliary output u1 is measur-
able. It is therefore first required to reconstruct a smooth function of this auxiliary output
together with its derivatives from the output data records. To deal with the actual situa-
tion, a system inverse-based high order sliding mode observer is considered to accurately
estimate the auxiliary output vector u1 and the derivative in the subsystem (1). If this
estimation can be well achieved, then the estimated u1 in (9) and its derivatives can be
utilized to substitute u1 in (1) to complete the purpose of unknown input reconstruction.
In order to achieve this purpose, we first need to construct a dynamic system, which is
indeed the realization of the inverse of the original system.

Specifically, for an invertible nonlinear system with the form of (1), a finite relative
degree of the output ri, i = 1, . . . , m is first defined as the smallest integer as follows:

Lg1
Lri−1

f1
hi(x1) =

[
Lg11

Lri−1
f1

hi(x1)Lg12
Lri−1

f1
hi(x1) . . . Lg1m

Lri−1
f1

hi(x1)
]
6= [0, 0, . . . , 0]

Then, by calculating expressions for their derivatives, one gets:



y(r1)
1
...

y(rm)
m


 =




Lr1
f1

h11(x1)
...

Lrm
f1

h1m(x1)


+




Lg11
Lr1−1

f1
h11(x1) . . . Lg1m

Lr1−1
f1

h11(x1)

. . . . . . . . .
Lg11

Lrm−1
f1

h1m(x1) . . . Lg1m
Lrm−1

f1
h1m(x1)


u1 (10)

Although the algebraic polynomial (10) is based on a system inversion, and has already
been able to compute u1, the requirements of calculating of the successive derivative of
the output may burden the reconstruction process. In practical applications especially, the
measurements often subject to noise, it may result in large overshoot, even failure. An
inverse-based high order sliding mode observer is then generated to tackle this problem.

Define the following change of the coordinates:

ξi =
[
ξ1

i , ξ2
i , . . . , ξri

i

]T
=
[
φ1

i (x1), φ2
i (x1), . . . ,φri

i (x1)
]T
=
[
h1i(x1), Lf1h1i(x), . . . , Lri−1

f1 h1i(x)
]T

i = 1, . . . , m

Next, to construct:

yi = ξ1
i

.
ξ

j
i= ξ

j+1
i ; 1 ≤ j ≤ ri − 1

.
ξ

ri
i = Lri

f1h1i(Φ−1(ξ,η)+∑m
j = 1 Lg1i

Lri−1
f1 h1i

(
Φ−1(ξ,η)

)
u1j; j = ri

The expression of input vector u1 is then issued:

u1 = A
(

Φ−1(ξ,η)
)−1







ξ
(r1)
1
...

ξ
(rm)
m


 −




Lr1
f1h11(Φ−1(ξ,η)

...
Lrm

f1 h1m(Φ−1(ξ,η)





 (11)

The inversed based sliding mode observer can then be designed as follows:

ŷi = ξ̂
1
i

.
ξ̂

j

i= ξ̂
j+1
i + λ

j
i|ŷi − yi|1/2sgn(ŷi − yi); 1 ≤ j ≤ ri − 1

.
ξ̂

ri

i = λ
ri
i |ŷi − yi|

1
2 sgn(ŷi − yI); j = ri

(12)

Finally, estimation of ξi is achieved finitely:

ξ̂i =
[
ξ̂

1
i , ξ̂2

i , . . . , ξ̂ri
i

]T
=
[
φ̂

1
i (x1), φ̂

2
i (x1), . . . , φ̂ri

i (x1)
]T

i = 1, . . . , m

ξ̂ =
[
ξ̂1, ξ̂2, . . . , ξ̂m

]
=
[
φ̂1(x1), φ̂2(x1), . . . , φ̂m(x1)

] (13)
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4.3. Reconstruction of the Unknown Inputs by Asymptotic Reduced-Order Observer with
Auxiliary Output

Now that the estimation of auxiliary output vector u1 and its derivatives has been
achieved, then the unknown input can be reconstructed by this information. The û1 is
the exact estimate of the auxiliary output vector u1 in a finite time obtained from the high
order sliding mode observer.

Proposition 2. If it can be insured that reconstructed û1 is correctly converged, the conclusion can
be obtained that the fault vector ω2 and û1 has one-to-one correspondence.

Since estimation of the auxiliary output vector is now possible with acceptable accu-
racy, observer (7) can then be extended in the following form in (14).

Theorem 2. Supposed that the auxiliary output vector û1 is obtained, then an asymptotical
reduced-order observer in accordance with the original system (2) can be generated as follows:

{ .
γi = −Kiγi + Kiβi(u, û1)−K2

i αiû1.
ω2i = γi + Kiαiû1

(14)

system (14) is capable of asymptotically reconstructing local unknown input vector finitely.

Proof. Subtracting the first equation of (14) from the first one of original system (2), error
dynamic of the observer can be reached. �

While it has been proven that the estimated û1 is the accurate estimation of the
auxiliary output vector u1 in a finite time, the convergence of (14) is straightforward
because the error dynamic system is not corrupted.

5. Numerical Simulation Implementation on a Pilot Intensified Heat Exchanger

In this section, the effectiveness of our proposed methods is illustrated on a pilot
intensified heat exchanger which can be found in Ref. [31] for physical details. Here, the
heat exchanger system is regarded as an interconnected system, in which the heat exchanger
itself is a subsystem, and the actuator is regarded as the other subsystem cascaded with the
heat exchanger. The purpose of the simulation is to prove that the unknown local internal
signals of the actuator, like unknown air pressure change, can be recovered by measuring
the outlet temperature of the heat exchanger.

5.1. Interconnected System Modelling

Define measured outlet temperatures Tp, Tu of both fluids as two states x11, x12 of the
heat exchanger subsystem, flow rates Fp, Fu of the two fluids are defined as two inputs
u11, u12, which are also the interconnection of the interconnected system, outputs y1, y2 are
specified as x11, x12,

The state space form of heat exchanger subsystem can then be written as:




.
x11 = u11

Vp

(
Tpi − x11

)
+

hpA
ρpCppVp

(x12 − x11)
.
x12 = u12

Vu
(Tci − x12) +

huA
ρuCpuVu

(x11 − x12)
(15)

The actuators in this process are two pneumatic control valves, it is to define the stem dis-
placement X1, X2 and their derivatives dX1

dt , dX2
dt as four states x2

T =
[

x21 x22 x23 x24
]

of the actuator subsystem, two local inputs vT =
[

v1 v2
]

are defined as the pneumatic
pressure of two valves u1

T =
[

F1 F2
]
, two fluid flow rate F1 F2 are outputs of the

subsystem, which correspond to inputs Fp, Fu in the heat exchanger subsystem, and are
assumed unmeasured in this subsystem.
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The state space form of actuator subsystem can then be written as:




.
x2 =




0 1 0 0
− k1

m −µ1
m 0 0

0 0 0 1
0 0 − k2

m −µ2
m


x2 +




Aa
m 0
0 0
0 Aa

m
0 0


v +




0
ω21

0
ω22




u1=

[
Cv

√
∆P1
sg 0 Cv

√
∆P2
sg 0

]
x2

(16)

ω21 ω22 are defined as two local fault variables. Each one of these faults represents
a variation in the respective control valve gain, which can be originated by an electronic
component malfunction, leakage, or an obstruction in the control valve.

5.2. Observer Design for Unknown Input Reconstruction
5.2.1. Reduce-Order Observer Design

By calculating output differential rank, it is obvious that both subsystem and the
overall system are invertible. Then, it is necessary to verify the condition provided by 3.1
and to construct an algebraic equation for each component of the unknown inputs with
coefficients in Π(v, u1).

By obtaining a second time derivative of u1, it is possible to obtain a differential
algebraic polynomial for the unknown inputs whose coefficients are in Π(v, u1).

{
ω21 =

.
x22 +

µ1
m x22 +

k1
m u11 − Aa

m v1

ω22 =
.
x24 +

µ2
m x24 +

k2
m u12 − Aa

m v2
(17)

Obviously, the time derivates of outputs and the states appear in the algebraic equation
of the unknown input, then, according to (13), an auxiliary variable is used to avoid
using them.

5.2.2. System Inversion Based Interconnection Reconstruction

The input of the first subsystem can also be represented by means of the output and
its derivatives.

Differential all two outputs in (15), and one can obtain:




.
y1 =

hpA
ρpCppVp

(y2 − y1) +
u11
Vp

(
Tpi − y1

)
.
y2 = huA

ρuCpuVu
(y1 − y2) +

u12
Vu

(Tui − y2)
(18)

Denoted estimates of the two inputs of the heat exchanger subsystem as
ũ1 =

[
ũ11 ũ12

]
, the following expression can be achieved by using above results:





ũ11 =
Vp

Tpi−y1

( .
y1 −

hpA
ρpCppVp

y2 +
hpA

ρpCppVp
y1

)

ũ12 = Vu
Tui−y2

( .
y2 − huA

ρuCpuVu
y1 +

huA
ρuCpuVu

y2

) (19)

Obviously, successive derivatives of outputs y1 and y2 are required to develop
an inversed based second order sliding mode observer to produce exact estimates of
them finitely.

Construct new ordinates as:

y1 = Tp = ξ1
1 y2 = Tu = ξ1

2 (20)

The sliding observer of Formula (10) is obtained. Then, the estimated ũ11 andũ12 can
be used to obtain observer of (21).
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By construction: {
γ1 = ω̂21 + K1x22
γ2 = ω̂24 + K2x24

(21)

The following reduce-order observer are obtained:




.
γ̂1 = −K1γ1 + K1

(
µ1
m x22 +

k1
m ũ11 − Aa

m v1

)
−K2

1x22
.
γ̂2 = −K2γ2 + K2

(
µ2
m x24 +

k2
m ũ12 − Aa

m v2

)
−K2

2x24
(22)

Then, an asymptotic observer is constituted.

5.3. Simulation Results and Discussion

Aimed at illustrating the effectiveness of the proposed multi-level fault reconstruction
method, two numerical simulations are carried out in this section. Two kinds of faults are
considered, containing sudden changes and incipient variations. In addition, a simulation
comparison between the well-known UIO proposed in [30] and the proposed FR is also
provided. Detailed values of the variables used for the simulation can be found in [30].

Case 1. Abrupt fault situation.

In this simulation, the fault variables are considered to be abrupt ones. The simulation
is implemented with initial conditions γ1 = γ2 = 0, and the observer gains are given by
K1 = K2 = 5. Two unknown inputsω21, ω22 are considered. Dynamics ofω21 remains
zero from the beginning, and at t = 50 s, it changes to 10 and never comes back. The value
of ω22 jump to 60 at 120 s and drops back down at 160 s. Simulation results are reported in
Figures 3–8.
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The measured global outputs, temperature of both fluid Tp and Tu, are shown in
Figures 3 and 4. It can be seen that both temperature curves change abruptly at 50 s, 120 s
and 160 s. Interestingly, these changes coincide with the changes of two unknown inputs.
The measured information is fed to the inverse-based sliding mode observer to correctly
estimate the interconnection of the two subsystems, which are also the auxiliary outputs of
the low subsystem.

As shown in Figures 5 and 6, the computed fluid flowrates are denoted by the black
solid lines, and the dash green lines represent the estimated values. The two figures verify
the tracking capacities of designed sliding mode observer. It can be seen that after a short
transient time, the estimated curves converge to the computed lines with ready accuracy.
From Figure 5, at t = 50 s, the process fluid flowrate Fp increases suddenly and stables at a
new level after a short transient time again, which is in accordance with the assumption.
Figure 6 shows the computed and estimated result of utility fluid flow rate Fu. It is obvious
that the value of computed Fu and its estimated value F̂u converged adequately after a
relatively short transient period. Then, at 120 s, it jumps abruptly and drops to the original
value at 160 s, and the estimated dash line tracks the computed solid line again after
about 2 s. These variations are influenced by variation of unknown inputω22. Since both
estimated fluid flowrates give accurate estimation values to the computed values, they can
be used as auxiliary outputs to reduce-order observer to recover the local fault variables.

Dynamics of the fault (unknown inputs) are shown in Figures 7 and 8. The real
simulated values are denoted by the black solid lines, and the dash lines and dash-dot lines
represent the reconstructed values by a traditional unknown UIO and the proposed FR,
respectively, where local measures are available for UIO. From Figures 7 and 8, it is clear
that both reconstructed unknown inputs follow closely their corresponding true values.
After a short transient time, the reconstructed unknown inputsω21 andω22 in both dash
lines and dash-dot lines give accurate estimation values to the simulated real values in
solid line. From Figure 7, at 50 s, the estimated ω21 unexpectedly increase, and finally
it stabilizes at a new level, and an increase of 10 is observed. These changes satisfy the
assumption of the unknown inputs ω21 correctly. It is also obvious that the traditional
UIO method converges quickly than the proposed FR. The similar result is obtained in the
estimated ω22 of unknown input in Figure 8. At time 120 s, as expected, both simulated
and reconstructed curves of the unknown inputs ω22 jump with corresponding to the
assumption, an increase of 60 is observed, then another drop happens at t = 160 s and
it returns to zero with a −60 reduction. It also proves that the reconstructed value in
dash line and dash-dot line track well the real simulated value in the solid line. Again,
they demonstrate that traditional UIO has better rapidity for fault reconstruction than
the proposed FR, and they have the same accuracy as fault reconstruction. However,
the proposed FR is more suitable for real engineering world since it does not need local
output measures.

The simulation curves indicate that the proposed observer is proper for reconstruct-
ing the dynamics of the local unknown inputs with acceptable accuracy, using global
measurements.

Case 2. Incipient fault situation.

The safe and reliable operation of dynamic systems through the early detection of a
small fault before it becomes a serious failure is a crucial component of the overall system’s
performance and sustainability. In this case, an incipient variation is considered on individ-
ual unknown inputs. The simulation is implemented with initial conditions γ1 = γ2 = 0,
and the observer gains are given by K1 = 10, K2 = 5. Two unknown inputs ω21, ω22
are considered. The dynamics ofω21 is generated by 10

[
1 + sin

(
0.2te−0.05t)]. Dynamics of

ω22 is generated by 3
[
1 + sin

(
0.5te−0.1t)]. Simulation results are reported in Figures 9–14.
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Figure 14. Simulated and reconstructed unknown inputω22.

The measured global outputs, temperature of both fluid Tp and Tu, are shown in
Figures 9 and 10. It can be seen that both temperature curves change irregularly and
incipiently, with these changes coinciding with the changes of two unknown inputs. This
measured information are fed to the sliding mode observer to estimate the interconnection
of the two subsystems, which are also the auxiliary outputs of the low subsystem.

As shown in Figures 11 and 12, the computed fluid flowrates are denoted by the black
solid lines, and the dash lines represent the estimated values. The two figures verify the
tracking capacities of designed sliding mode observer. It can be seen that after a short
transient time, the estimated curves converge to the computed lines with ready accuracy.
Both estimated fluid flowrates give accurate estimation values to the computed values, they
can be used as auxiliary outputs to reduce-order observer to recover the unknown inputs.

Dynamics of the unknown inputs are shown in Figures 13 and 14. The real simulated
values are denoted by the black solid lines, and the dash lines represent the reconstructed
values. From Figures 13 and 14, it is clear that the reconstructed unknown input follows
closely their corresponding true values. After a short transient period, the reconstructed
unknown inputs ω21 andω22 in dash lines produce an accurate estimation value to the
simulated real values indicated by the solid line. It can also illustrate that the reconstructed
value in dash line tracks well the real simulated value as shown by the solid line.

The obtained results clearly put forward the following features. The results demon-
strate that traditional UIO has a faster speed of fault reconstruction than the proposed FR,
and both methods can obtain high accuracy in incipient fault reconstruction procedure.
Therefore, the proposed multi-level local fault (unknown input) reconstruction approach is
effective for an interconnected system with unmeasured information.

6. Conclusions and Discussion

This paper addresses the multi-level local fault (unknown input reconstruction) prob-
lem of interconnected nonlinear systems. By introducing the local fault as an additional
state and auxiliary outputs of the low subsystem, then the extended states, the auxiliary
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outputs and their derivatives are then accurately estimated by combining functions of
an asymptotical reduce-order observer and an inverse-based second order sliding mode
observer. Effectiveness of the proposed schemes is verified by using simulations on an
intensified heat exchanger system, and the satisfactory performances are validated by
good simulation results. However, large bias and computation errors are observed when
significant measured output noise is involved. The applicable system categories of this
method include systems that depend on polynomial input and its time derivatives. In
addition, the results of this work can easily explore the application scenarios, such as fault
detection and fault reconstruction.

In this paper, model uncertainty and external disturbances are not taken into consid-
eration during the FR designing process. Therefore, enhancing the robustness to model
uncertainty and external disturbance is a meaningful direction for further research, and
relevant investigation has already been started. Moreover, the reconstructed information
by the proposed FR could be used in active fault tolerant control of dynamic system for
better achieving its effectiveness, and could be another focus of further research.
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Abstract: This paper investigates the cluster-delay mean square consensus problem of a class of
first-order nonlinear stochastic multi-agent systems with impulse time windows. Specifically, on the
one hand, we have applied a discrete control mechanism (i.e., impulsive control) into the system
instead of a continuous one, which has the advantages of low control cost, high convergence speed;
on the other hand, we considered the existence of impulse time windows when modeling the system,
that is, a single impulse appears randomly within a time window rather than an ideal fixed position.
In addition, this paper also considers the influence of stochastic disturbances caused by fluctuations
in the external environment. Then, based on algebraic graph theory and Lyapunov stability theory,
some sufficiency conditions that the system must meet to reach the consensus state are given. Finally,
we designed a simulation example to verify the feasibility of the obtained results.

Keywords: cluster-delay mean square consensus; multi-agent systems; stochastic disturbances;
impulse time windows; impulsive control

1. Introduction

In today’s era, automation and intelligence are the mainstream directions of technolog-
ical development. As a typical representative among them, multi-agent systems (MASs) [1]
are widely used in epidemiology [2,3], sociology [4,5], engineering circles [6–8], and other
fields with their powerful distributed integration capabilities. In [9,10], a concept called
Holonic MAS was proposed, and subsequent researchers have achieved a series of mean-
ingful results on this basis. As a key subject in the field of distributed collaborative control,
the research on the consensus of MASs has also received increasingly more attention from
the academic community, including group or cluster consensus [11–13], leader-following
consensus [14–16], H∞ consensus [17–19], finite-time or fixed-time consensus [20–22], etc.
In practical applications, MASs are required to simultaneously tend to multiple consensus
states according to different task requirements. Specifically, MASs is divided into multiple
clusters (i.e., subgroups) based on the degree of association between agents, and the states
of all individuals included in each cluster eventually tend to be the same.

In particular, if a virtual state is selected as the consensus state of a certain cluster,
and the remaining clusters’ consensus states are different delay states corresponding to the
virtual state, such a case is called cluster-delay consensus, and it is also a special case of
the group consensus. In [23], for a class first-order nonlinear MASs, the authors proposed
the cluster-delay consensus problem for the first time and studied it through a continuity
control strategy. Furthermore, in [24], a new type of pinning consensus protocol with
intermittent effect was designed to ensure that the system can achieve the cluster-delay
consensus. Moreover, by using the pinning leader-following approach, the cluster-delay
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consensus of first-order nonlinear MASs with aperiodic intermittent communication was
studied in [25]. On the basis of these research work, the cluster-delay consensus problem
with intermittent effects and layered intermittent communication was studied in [26]
through tracking approach. In [27], the authors extend the research work on the first-order
integrator system to more complex second-order system, and investigated the cluster-delay
consensus problem of a class of second-order nonlinear MASs.

However, the above-mentioned works are all based on the continuity control protocol,
which requires the agent to maintain continuous communication with its neighbors. First, it
has higher requirements for communication guarantee capability. Second, it also increases
the control cost. In applications, the agent may not be able to obtain the neighbor’s
information continuously, and the above research results will no longer be applicable.
At this time, it is conservative. Different from the traditional continuous control method,
impulsive control has the advantages of low control cost, high control efficiency, and strong
adaptability. Consequently, it is widely used in the research on leader-following consensus
or group consensus of MASs [28–30]. Therefore, it is necessary to study the cluster-delay
consensus of MASs via impulsive control [31]. In addition, there are some other interesting
control mechanisms, such as the fuzzy control-based on sampled data [32,33], which is
widely used in the consensus or synchronization problems research of MASs. Actually,
the impulsive controller may not accurately act on the system at an ideal fixed impulse
instant, it may be earlier or later. Therefore, the impulse appears randomly within a time
window that is defined as an impulse time window in [34], and the window must be known.
In order to obtain more general results, it is undoubtedly necessary to introduce the concept
of impulse time window into the study of cluster-delay consensus. In general, MASs is
also affected by stochastic disturbances caused by fluctuations in the external environment.
Therefore, it is also necessary to study the cluster-delay consensus of nonlinear stochastic
MASs (SMASs) [35].

Inspired by the above discussion, based on impulsive control strategy, we study
the cluster-delay consensus of a class of SMASs with impulse time windows. The main
contributions are as follows.

• In this paper, the cluster-delay consensus problem of MASs is studied based on the
concept of the impulse time window for the first time. From this perspective, our
contribution is mainly reflected in solving the problem of how to reasonably preset
the impulsive time sequence under the new application background. In other words,
setting the corresponding impulse time window layout according to our research
results can ensure that MASs achieve cluster-delay consensus under the action of
non-fixed position impulsive control signals.

• This paper studies the cluster-delay mean square consensus problem of MASs based
on the uncertainty model for the first time, and gives a sufficient mean square consen-
sus criterion through the Itô formula, which deepens and expands the current research
jobs to a certain extent.

The organization of the rest of this paper is shown below. Section 2 introduces
the commonly used symbols and the content of algebraic graph theory. In Section 3,
the research problem is described and the corresponding system model is constructed.
In Section 4, the corresponding consensus criterion is derived through the analysis method.
Then, numerical simulation is given in Section 5 to verify the validity of the obtained
results. Section 6 summarizes the work of the full text.

2. Notation and Preliminaries

The symbols R, Rm×n, and N denote the sets of real numbers, m× n matrices, and
natural numbers, respectively. Rn denotes n-dimensional Euclidean space. N+ denotes the
set of positive integers. Symbols |x| and ‖x‖ represent the absolute value and the Euclidean
norm for x ∈ R and x ∈ Rn, respectively. The Kronecker product and the Kolmogorov
operator are denoted by ⊗ and L, respectively. For $ ∈ Rm×n, ($)T and λmax($) denote
the transpose and the maximal eigenvalue of the matrix $, respectively. E(·) denotes the
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mathematic expectation of corresponding variable. Let w(t) be the Wiener process with
m-dimensional, which defined on the complete probability space (Ω,F , {Ft}t≥0, P) with
filtration {Ft}t≥0. diag(·) represents a diagonal matrix.

Consider a class of MASs of N agents, and the system’s communication topology can
be denoted by digraph G = (D, E , A) without self-circulation, where D = {D1, . . . ,DN} is
the set of nodes, E = {(Dj,Di) : i, j = 1, . . . , N} ⊂ D ×D is the set of edges, A = [aij] is
the weighted adjacency matrix with order N× N. If Di receives the state information of Dj,
the weight of edge (Dj,Di) is greater than 0, for convenience, let aij = 1. Otherwise, aij = 0.
The degree matrix is denoted by D = diag(di, i = 1, . . . , N), where di = ∑N

j=1,j 6=i aij. Then,

L = D − A = [lij] denotes the Laplacian matrix, where lij =

{
−aij, i 6= j
−∑N

j=1,j 6=i lij, i = j . If

MASs contains a leader D0, then the connection matrix is denoted by C = diag(c1, . . . , cN).
When agent i receives the leader’s information, for convenience, let the weight of edge
(D0,Di) be ci = 1. Otherwise, ci = 0. If all agents can receive the leader’s information, the
leader is called a globally reachable node (i.e., C is an N-dimensional identity matrix).

Similar to the work in [23], we give the explanation and description of the following
concepts in advance to facilitate the understanding of the cluster-delay consensus. If MASs
is divided into multiple clusters labeled by D̂1,. . .,D̂Q, respectively, and let the index sets
of Q clusters be D̂1 = {1, 2, · · · , m1}, . . ., D̂ī = {m1 + m2 + · · ·+ mī−1 + 1, . . . , m1 + · · ·+
mī−1 + mī}, . . ., D̂Q = {m1 + m2 + · · · + mQ−1 + 1, . . . , N}, where N = m1 + · · · + mQ,
ī ∈ {1, 2, · · · , Q}, Q ∈ N+, mī ∈ N+. If the i-th agent belongs to a certain cluster, let the
subscript of the index set of the cluster be î, that is, i ∈ D̂î and î = 1, . . . , Q. As for why
these concepts are introduced, we will describe them in detail in the following part.

3. Problem Description and Model Construction

We consider a first-order nonlinear SMASs composed of N agents, the i-th agent’s
dynamic is defined by

dxi(t) =[ f (t, xi(t)) +Axi(t)− ρî
(
Sî(t)− S1

(
t− τî

))

+ ui(t)]dt + ξ(t, xi(t))dw(t),
(1)

where xi(t) ∈ Rn is the state vector (or displacement state vector in some physical systems),
A is a known constant matrix, f : R × Rn → Rn is a continuous nonlinear function,
ui(t) ∈ Rn is the control input, Sî(t) ∈ Rn is the state vector of the virtual leader of the
cluster where the i-th agent belongs, S1

(
t− τî

)
is the delay state of the virtual leader of the

first cluster, τî is the time delay, and τ1 = 0, ρî is the coupling strength, ξ : R×Rn → Rn×m

stands for the noisy intensity function.Besides, w(t) is an m-dimensional Wiener process
defined on the complete probability space (Ω,F , {Ft}t≥0, P) with filtration {Ft}t≥0 which
satisfies the usual conditions (i.e., F0 contains all P-null sets and Ft is right continuous),
and wi(t) and wj(t) are independent of each other when i 6= j.

Assumption 1. Each agent has a communication connection with the virtual leader of the cluster
to which it belongs, and the first cluster’s virtual leader has a communication connection with the
virtual leaders of all other clusters.

Different from continuous control strategy, the following impulsive controller is
designed.

ui(t) =
+∞

∑
k=1

δ(t− tk)(K(α
N

∑
j=1

aij(xj(t)− S ĵ(t)

− (xi(t)− Sî(t)))− β(xi(t)− Sî(t)))),

(2)

where δ(t) is the Dirac function, K is an impulsive gain matrix, α ∈ (0, 1) and β ∈ (0, 1) are
the coupling strengths, {tk} satisfies 0 ≤ t0 < · · · < tk and limk→+∞ tk = +∞, xi(t) is right
continuous at each tk, i.e., limh→0+ xi(tk + h) = xi(tk), k ∈ N+.
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Remark 1. In [23], the continuity control protocol was designed as ui(t) = −kî(si(t)− s1(t−
τî))− σi(xi(t)− sî(t)) + ∑j/∈Vî

lij(xj(t)− xi(t)). It is easy to see that the i-th agent needs to
continuously obtain the state information of its neighbors j to update the control signal so that
the control cost, as well as the communication burden, are higher. In other words, once the
communication between agents cannot be maintained continuously, the above-mentioned controller
will lose its effectiveness. However, the impulsive controller is shown in (2) only acts on the
system at a series of discrete-time points, which reduces the control cost and the communication
volume effectively in the control process. Therefore, the impulsive control mechanism is suitable for
some actual environments with a limited communication load, and its adaptability is stronger. In
addition, when the state error between the agent and its leader is large, the agent’s state will have
a large instantaneous jump via the impulsive control, so the response speed is faster than that in
other methods.

For the impulsive control mechanism, we need to preset an impulsive time sequence
and assume that the impulse acts on the system at these given ideal moments. However,
due to the limitations of physical equipment and objective environments, in practical
applications, the real instant of impulse appearance is earlier or later than the ideal moment.
In [34], the authors proposed a concept called impulse time window to describe this
common phenomenon, as shown in Figure 1, where Zl

k and Zr
k are the left and right

end points of the k-th window, respectively, tk is the real impulsive control moment,
t0 ≤ Zl

1 < t1 < Zr
1 < Zl

2 < · · · . It can be seen from Figure 1 that impulse appears
randomly in the window, and each window corresponds to only one impulse.

r

kZl

kZ
t

kt1

l

kZ
1kt 1

r

kZ
1

l

kZ 1kt 1

r

kZ

Figure 1. Impulse time windows on the time axis.

We introduce the corresponding virtual leaders into each cluster of SMASs, and their
dynamic equations are described by

dSy(t) = [ f (t, Sy(t)) +ASy(t)− ρy(Sy(t)− S1(t− τy))]dt + ξ(t, Sy(t))dw(t), (3)

where y = 1, . . . , Q.

Remark 2. Because our research object is a SMASs without real leaders, in order to facilitate group
control, we assign corresponding virtual leaders to each cluster in the system. Note that to make it
easier to construct an error system, the virtual leader and the follower agent have the same dynamics.
As the follower agents in each cluster need to reach their respective consensus states, the number of
virtual leaders is the same as the number of clusters in the system. At the same time, suppose there
is a coupling relationship of state information between some virtual leaders, as shown in Figure 2.

Let ey(t) = Sy(t)− S1(t− τy), e(t) = (eT
1 (t), · · · , eT

Q(t))
T , F(t, ey(t)) = f (t, Sy(t))−

f (t− τy, S1(t− τy)), F̄(t, e(t)) = (FT(t, e1(t)), · · · , FT(t, eQ(t)))T , ξ̃(t, ey(t)) = ξ(t, Sy(t))
− ξ(t− τy, S1(t− τy)), ξ̄(t, e(t)) = (ξ̃T(t, e1(t)), · · · , ξ̃T(t, eQ(t)))T . Then, according to (3),
we can get the following error system.

de(t) = [(IQ ⊗ In)F̄(t, e(t)) + (IQ ⊗A)e(t)− (Λ⊗ In)e(t)]dt + ξ̄(t, e(t))dw(t), (4)

where Λ = diag
(
ρ1, ρ2, · · · , ρQ

)
.

Next, based on (1) and (2), we have the system model with impulse time windows
as follows.
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



dxi(t) =[ f (t, xi(t)) +Axi(t)− ρî(Sî(t)− S1(t− τî))]dt + ξ(t, xi(t))dw(t), t ∈ [t0, Zl
1]

∪ [Zl
k, tk) ∪ (tk, Zr

k],

∆xi(t) =xi(t)− xi(t−)

=K(α
N

∑
j=1

aij(xj(t−)− S ĵ(t
−)− (xi(t−)− Sî(t

−)))− β(xi(t−)− Sî(t
−))), t = tk.

(5)

Let x̂i(t) = xi(t)− Sî(t), f̆ (t, x̂i(t)) = f (t, xi(t))− f
(
t, Sî(t)

)
, ξ̆(t, x̂i(t)) = ξ(t, xi(t))

− ξ
(
t, Sî(t)

)
. Then, error system (6) can be obtained as





dx̂i(t) = [ f̆ (t, x̂i(t)) +Ax̂i(t)]dt + ξ̆(t, x̂i(t))dw(t), t ∈ [t0, Zl
1] ∪ [Zl

k, tk) ∪ (tk, Zr
k],

∆x̂i(t) =x̂i(t)− x̂i(t−)

=K(α
N

∑
j=1

aij(x̂j(t−)− x̂i(t−))− βx̂i(t−)), t = tk.

(6)

Let x̂(t) = (x̂T
1 (t), . . . , x̂T

N(t))
T , F̆(t, x̂(t)) = ( f̆ T(t, x̂1(t)), · · · , f̆ T(t, x̂N(t)))T ,

ξ̂(t, x̂(t)) = (ξ̆T(t, x̂1(t)), · · · , ξ̆T(t, x̂N(t)))T . Therefore, system (6) can be rewritten as




dx̂(t) =[(IN ⊗A)x̂(t) + (IN ⊗ In)F̆(t, x̂(t))]dt + ξ̂(t, x̂(t))dw(t), t ∈ [t0, Zl
1] ∪ [Zl

k, tk)

∪ (tk, Zr
k],

x̂(t) =Ωx̂(t−), t = tk,

(7)

where Ω = INn − (βIN + αL)⊗ K, IN and INn are the identity matrices with N-order and
Nn-order, respectively.

Remark 3. In [23–26], the authors have adopted continuity control strategies to study the cluster-
delay consensus problem of deterministic MASs. Obviously, this control method will greatly
increase control costs and risks [36]. In contrast, this paper is characterized in that the influence of
stochastic disturbances is considered, and what is more, it adopts a more advantageous impulsive
control strategy. Therefore, the results obtained in this paper are suitable for actual scenarios in
the presence of stochastic disturbances and limited communication load. Compared with the work
in [31], the system model researched in this paper is more complicated, that is, the concepts of
stochastic disturbances and impulse time window are introduced in the construction of the model
and the controller, respectively. When the impulse signal appears jitter or drift, the obtained results
effectively solve the problem of how to preset the impulse time sequence. In addition, compared with
the research work related to the impulse time window, this paper studies the cluster-delay consensus
problem of a class of nonlinear SMASs for the first time, and our work is mainly to explore the
feasibility of combining these two different research fields. Although the authors considered the
influence of random noises in [35,37], the continuity control strategy they applied may bring a
great communication burden to the actual control. In this regard, by applying impulsive control
mechanism, our paper avoids this problem well.

For the subsequent consensus analysis, we give the following necessary lemma,
assumption, and definitions.

Lemma 1 ([38]). For vectors x, ŷ ∈ Rn and constant σ > 0, we can get xT ŷ + ŷTx ≤ σxTx +
σ−1ŷT ŷ.

Assumption 2. ∀xi, xj ∈ Rn, there exist Lipschtiz constants φ and φ̂ such that ‖ f (t, xi) −
f (t, xj)‖ ≤ φ‖xi − xj‖ and ‖ξ(t, xi)− ξ(t, xj)‖ ≤ φ̂‖xi − xj‖.
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Definition 1 ([23]). The SMASs with (3) and (5) are said to reach cluster mean square consensus,
if there exist the solutions of (3) and (5) such that limt→+∞ E(‖x̂i(t)‖2) = 0, where x̂i(t) =
xi(t)− Sî(t).

Definition 2 ([23]). The SMASs with (3) are said to reach delay mean square consensus, if there
exist the solutions of (3) such that limt→+∞ E(‖ey(t)‖2) = 0, where ey(t) = Sy(t)− S1(t− τy).

Definition 3. The SMASs with (3) and (5) are said to reach cluster-delay mean square con-
sensus, if there exist the solutions of (3) and (5) such that limt→+∞ E(‖x̂i(t)‖2) = 0, and
limt→+∞ E(‖ey(t)‖2) = 0, where x̂i(t) = xi(t)− Sî(t) and ey(t) = Sy(t)− S1(t− τy).

Remark 4. As mentioned above, for ease of understanding, we have provided three different
definitions of consensus. Obviously, only when the given conditions in Definitions 1 and 2 are
met at the same time, Definition 3 related to cluster-delay consensus needed in this paper can be
established. In other words, Definition 3 includes Definitions 1 and 2, and Definitions 1 and 2 are
independent of each other. This also facilitates the step-by-step proof of the following consensus
analysis part.

4. Consensus Analysis

In this section, based on the Lyapunov stability theory and combined with the Itô
formula, we conduct a theoretical analysis of the cluster-delay consensus problem of the
uncertain MASs and give the corresponding consensus criterion. The core idea of the proof
is to transform the consensus problem of the original system into the stability analysis
problem of the error system. According to Definition 3, the work of this part needs to be
divided into two parts, namely, the proof of cluster mean square consensus and delay mean
square consensus.

Theorem 1. Under Assumptions 1–2, for the involved scalars σ > 0, φ > 0, and φ̂ > 0
satisfying the following conditions (1)–(2), if there exist the solutions of (3) and (5) such that
limt→+∞ E(‖x̂i(t)‖2) = 0, and limt→+∞ E(‖ey(t)‖2) = 0, then the SMASs with (3) and (5) will
achieve cluster-delay mean square consensus.

(1) There exists a constant ϑ > 1 such that ln(ϑλ∗) + ρ̂
(

Zl
k+1 − Zl

k

)
≤ 0, where

λ∗ = λmax
(
ΩTΩ

)
, Ω = INn − (βIN + αL) ⊗ K, ρ̂ = γ + σ + σ−1φ2 + φ̂2, and γ =

λmax
(

IN ⊗
(
A+AT)).

(2) There exists a negative definite matrix IQ ⊗A−Λ⊗ In such that ρ̃ = σ + σ−1φ2 + φ̂2 +
2λmax

(
IQ ⊗A−Λ⊗ In

)
< 0, where Λ = diag

(
ρ1, ρ2, · · · , ρQ

)
.

Proof. (a): cluster mean square consensus
Construct the following Lyapunov function:

V(t, x̂(t)) = x̂T(t)x̂(t). (8)

The stochastic derivative of (8) is derived by the Itô formula along the trajectory of sys-
tem (7) as follows.

dV(t, x̂(t)) = LV(t, x̂(t)) + 2x̂T(t)ξ̂(t, x̂(t))dw(t), (9)

LV(t, x̂(t)) =2x̂T(t)[(IN ⊗A)x̂(t) + (IN ⊗ In)F̆(t, x̂(t))] + trace[ξ̂T(t, x̂(t))ξ̂(t, x̂(t))]. (10)

According to Assumption 2 and Lemma 1, from (10), we have

2x̂T(t)(IN ⊗A)x̂(t) ≤ γV(t, x̂(t)), (11)

2x̂T(t)(IN ⊗ In)F̆(t, x̂(t))
≤ σx̂T(t)x̂(t) + σ−1 F̆T(t, x̂(t))F̆(t, x̂(t))
≤
(
σ + σ−1φ2)V(t, x̂(t))

(12)
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and
trace[ξ̂T(t, x̂(t))ξ̂(t, x̂(t))] ≤ φ̂2V(t, x̂(t)). (13)

For t ∈ [tk−1, tk), assume that ∆t is a small enough positive constant such that t + ∆t ∈
(tk−1, tk), then one has

EV(t + ∆t, x̂(t + ∆t))− EV(t, x̂(t)) =
∫ t+∆t

t
ELV(s, x̂(s))ds. (14)

By (11)–(14), we can obtain

D+EV(t, x̂(t)) = ELV(t, x̂(t)) ≤ ρ̂EV(t, x̂(t)). (15)

When t ∈
[
t0, Zl

1

)
and t ∈

[
Zr

k, Zl
k+1

)
, from (15), we have

EV
(

Zl
1, x̂
(

Zl
1

))
≤ EV(t0, x̂(t0)) exp

(
ρ̂
(

Zl
1 − t0

))
, (16)

EV(Zl
k+1, x̂(Zl

k+1)) ≤ EV(Zr
k, x̂(Zr

k)) exp(ρ̂(Zl
k+1 − Zr

k)). (17)

Let k = 1. For t ∈
[

Zl
1, t1

)
, it holds that

EV
(
t−1 , x̂

(
t−1
))
≤ EV(t0, x̂(t0)) exp(ρ̂(t1 − t0)). (18)

When t = tk, one has

EV(tk) = E
(

x̂T(t−k
)
ΩTΩx̂

(
t−k
))
≤ λ∗EV

(
t−k , x̂

(
t−k
))

. (19)

Thus, from (19), we have

EV(t1, x̂(t1)) ≤ λ∗EV
(
t−1 , x̂

(
t−1
))

. (20)

For t ∈
(
t1, Zr

1
)
, we can get

EV(Zr
1, x̂(Zr

1) )

≤ EV(t1, x̂(t1)) exp(ρ̂(Zr
1 − t1))

≤ λ∗EV
(
t−1 , x̂

(
t−1
))

exp(ρ̂(Zr
1 − t1))

≤ λ∗EV(t0, x̂(t0)) exp(ρ̂(Zr
1 − t0)).

(21)

When t ∈
[

Zr
1, Zl

2

)
, by (17) and (21), it follows that

EV
(

Zl
2, x̂
(

Zl
2

))
≤ EV(Zr

1, x̂(Zr
1)) exp

(
ρ̂
(

Zl
2 − Zr

1

))

≤ λ∗EV(t0, x̂(t0)) exp
(

ρ̂
(

Zl
2 − t0

))
.

(22)

Let k = 2. When t ∈
[

Zr
2, Zl

3

)
, it yields

EV(Zl
3, x̂(Zl

3)) ≤ (λ∗)2EV(t0, x̂(t0)) exp(ρ̂(Zl
3 − t0)).

By analogy, for t ∈
[

Zl
k, Zl

k+1

)
, if there exists a constant ϑ > 1 such that ln(ϑλ∗) +

ρ̂
(

Zl
k+1 − Zl

k

)
≤ 0, then we have
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EV(t, x̂(t)) ≤ (λ∗)kEV(t0, x̂(t0)) exp(ρ̂(t− t0))

≤ EV(t0, x̂(t0)) exp
(

ρ̂
(

t− Zl
k

))
λ∗ exp(ρ̂(Zl

k − Zl
k−1)) · · · λ∗ exp(ρ̂(Zl

1 − t0))

≤ 1
ϑk EV(t0, x̂(t0)) exp

(
ρ̂
(

t− Zl
k

))
.

(23)

From (23), it can be seen that EV(t, x̂(t)) → 0 when t → ∞. That is, limt→∞ E(‖xi(t)−
Sî(t)‖2) = 0. Therefore, the SMASs with (3) and (5) can achieve the cluster mean
square consensus.

(b): delay mean square consensus
Construct the following Lyapunov function:

V(t, e(t)) = eT(t)e(t). (24)

The stochastic derivative of (24) is derived by the Itô formula along the trajectory of
system (4) as follows.

dV(t, e(t)) = LV(t, e(t)) + 2eT(t)ξ̄(t, e(t))dw(t), (25)

LV(t, e(t)) =2eT(t)[(IQ ⊗A−Λ⊗ In)e(t) + (IQ ⊗ In)F̄(t, e(t))]

+ trace[ξ̄T(t, e(t))ξ̄(t, e(t))].
(26)

Similar to (12) and (13), we have

2eT(t)
(

IQ ⊗ In
)

F̄(t, e(t))
≤ σeT(t)e(t) + σ−1 F̄T(t, e(t))F̄(t, e(t))
≤
(
σ + σ−1φ2)V(t, e(t)).

(27)

and
trace

[
ξ̄T(t, e(t))ξ̄(t, e(t))

]
≤ φ̂2V(t, e(t)). (28)

Furthermore, one has

2eT(t)
(

IQ ⊗A−Λ⊗ In
)
e(t) ≤ 2λmax

(
IQ ⊗A−Λ⊗ In

)
V(t, e(t)). (29)

In the same way, we can get the following inequality similar to (14).

EV(t + ∆t, e(t + ∆t))− EV(t, e(t)) =
∫ t+∆t

t
ELV(s, e(s))ds. (30)

According to (27)–(30), we can obtain

D+EV(t, e(t)) = ELV(t, e(t)) ≤ ρ̃EV(t, e(t)). (31)

From (31), one has
EV(t, e(t)) ≤ EV(t0, e(t0)) exp(ρ̃(t− t0)). (32)

At this time, if matrix IQ ⊗A−Λ⊗ In is negative definite and its maximum eigenvalue
satisfying ρ̃ < 0, then it can be known from (32) that EV(t, e(t)) → 0 when t → ∞. That
is, limt→∞ E(‖Sy(t)− S1(t− τy)‖2) = 0. Consequently, the SMASs with (3) can reach the
delay mean square consensus.

According to parts (a) and (b), we can say that the SMASs with (3) and (5) can reach
the cluster-delay mean square consensus. This completes the proof.

Remark 5. By condition (1), we have Zl
k+1 − Zl

k ≤
− ln(ϑλ∗)

ρ̂ , where parameters λ∗ < 1 and ρ̂

can be obtained by simple calculations. Without loss of generality, ϑ can be equivalently regarded as
an adjustable variable that satisfies ϑλ∗ < 1. Obviously, the artificial preset of the impulse time
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windows and the selection of the value of ϑ influence each other. When the interval between adjacent
impulse time windows is designed to be larger, this means that ϑ needs to be larger to ensure that
ϑλ∗ < 1 holds. At this time, it can be seen from (23) that the convergence speed of the error system
will decrease. Reflected in the actual control, the impulsive interval may become larger due to the
above-mentioned design changes, and the number of impulses within a certain period of time will be
reduced, resulting in a slower system convergence speed, and vice versa.

Remark 6. We know thatA is a known real matrix, and its value depends on the inherent dynamic
behavior of SMASs. In other words, for a particular system, the value of A cannot be adjusted.
Therefore, to satisfy condition (2), we can only adjust the diagonal matrix Λ composed of virtual
coupling strengths ρ1, · · · , and ρQ. According to condition (2), we can see that the stronger the
coupling strengths are, the easier the inequality ρ̃ < 0 is satisfied. At the same time, the delay
mean-square consensus of SMASs may be realized faster.

Remark 7. Different from the general literature, the proof method in this paper combines the
characteristics of multiple current methods and has been successfully applied to the study of the
SMASs’ cluster-delay mean square consensus problem. In a sense, this is an extension of current
research methods. Moreover, how to construct the dynamic equation of the virtual leaders, how
to design an impulsive controller and adjust its parameters, how to design a reasonable impulse
time sequence, and how to design a reasonable simulation program to verify the effectiveness of the
research method are challenging jobs. In addition, through the above research, we can reasonably
preset the impulse time sequence to avoid the possible adverse effects of the digital signal’s jitter or
drift on the system when the MASs are facing stochastic disturbances. In practical applications, the
target MASs studied in this paper can be cluster drones flying in formation, numerous unmanned
vehicles on the road, or a network of multiple power stations.

5. Numerical Simulation

Next, we design a simulation example to verify the validity of the obtained results.

Example 1. Consider a first-order nonlinear SMASs composed of 9 agents, and its topology graph
is shown in Figure 2. In order to easily identify the state trajectory of each agent in the simulation
diagram, we choose a class of one-dimensional variable as the agent’s state, namely, n = 1.

Cluster1

Cluster2 Cluster3

1S

5

2S

4

6

1

2 3

7

8 9

3S

ˆ 1,  1,2,3i i 

ˆ 2,  4,5,6i i  ˆ 3,  7,8,9i i 

Figure 2. Multi-agent systems with virtual leaders.

Let the initial states x1(t0) = 1, x2(t0) = 10, x3(t0) = −12, x4(t0) = −3, x5(t0) = −16,
x6(t0) = 5, x7(t0) = 15, x8(t0) = −7, x9(t0) = 9, S1(t0) = −1, S2(t0) = −6, and
S3(t0) = 3. Let functions f (t, xi(t)) = xi(t) sin(tan t), f

(
Sy(t), t

)
= Sy(t) sin(tan t), and

ξ(t, xi(t)) = 0.16| cos(t)|xi(t). Obviously, we can choose Lipschtiz constants φ = 1 and
φ̂ = 0.16. Furthermore, let A = 1, α = 0.2, β = 0.8, K = diag(0.3, · · · , 0.3), ρ2 = ρ3 = 20,
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τ2 = 0.2, and τ3 = 0.3. Based on the above parameters, we have λ∗ = 0.6111, γ = 2.
We can choose parameters ϑ = 1.2 and σ = 1. Then, it can be calculated according to
condition 1) in Theorem 1 that Zl

k+1 − Zl
k ≤ 0.103. In addition, it is clear that the matrix

IQ ⊗A−Λ⊗ In is negative definite and satisfies the condition ρ̃ < 0.
Finally, for convenience, we designed a class of layout of the impulse time windows

as shown in Figure 3. Specifically, we stipulate that the width of each window in the figure
is 0.05 and that the impulse appears in the center point of each window. In other words,
∀k ∈ N+, we have Zl

k+1 − Zl
k = 0.05 and tk+1 − tk = 0.05.

1 r l

k kZ Z
t

kt1

l

kZ 1kt 1r l

k kZ Z 1kt 1

r

kZ

0.05 r l

k kZ Z
ITW

Figure 3. Design layout of impulse time window (ITW).

Based on the above work, Figures 4–6 are obtained by Matlab platform as follows.
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Figure 4. State trajectory of each agent under impulsive control.
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Figure 5. The state error trajectory for each agent in clusters.
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Figure 6. The error trajectories between S2(t), S3(t) and their virtual leaders’ states when
ρ2 = ρ3 = 20.

According to Figure 4, we can find that the MASs are divided into three clusters,
and the states of the three agents in each cluster gradually tend to a common state (i.e.,
the virtual leader’s state). Correspondingly, the state error between each agent and its
virtual leader also gradually tends to 0, as shown in Figure 5. Thus, the cluster mean
square consensus of system (5) can be achieved. Obviously, it can be seen from Figure 6
that system (3) has achieved the delay mean square consensus. In summary, based on the
impulse time windows, the cluster-delay mean square consensus of the SMASs with (3)
and (5) can be realized.

We know that by adjusting the size of the impulsive interval during the simulation
process and observing the impact of this operation on the speed of the multi-agent systems
to achieve cluster mean square consensus, it can verify the dynamic relationship between
the selection of parameter ϑ and the preset layout of the impulse time windows. We assume
that there exists a parameter 1 < ϑ < 1.2 such that Zl

k+1 − Zl
k = 0.12 and tk+1 − tk = 0.12,

and Figure 7 is obtained. By Figure 7, as described in Remark 5, it takes longer for SMASs to
achieve cluster mean square consensus. Thus, the discussions in Remark 5 are reasonable.
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Figure 7. The state error trajectory for each agent in clusters.
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To verify the correctness of the theoretical analysis in Remark 6, we increase the value
of the coupling strengths. That is, let ρ2 = ρ3 = 30, and Figure 8 is obtained. According
to Figure 8, it can be found that the two error trajectories in the figure can approximately
converge to 0 at about 0.15. This convergence speed is obviously faster than that in Figure 6.
Therefore, the obtained results in Remark 6 are correct.
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Figure 8. The error trajectories between S2(t), S3(t) and their virtual leaders’ states when ρ2 = ρ3 = 30.

6. Conclusions

Based on the discrete impulsive control strategy, this paper studies the cluster-delay
mean square consensus problem of a class of SMASs with impulse time windows. Ac-
cording to the algebraic graph theory and Lyapunov stability theory, sufficient consensus
criteria are given, and the obtained results are more general than the existing work. More-
over, according to the obtained conditions, the upper bound of the interval between the
left endpoints of the two adjacent windows can be derived, which is conducive to the
reasonable setting of the windows, so as to ensure that the cluster-delay consensus of
SMASs in the mean square sense can be realized. Finally, a simulation example is designed
to analyze and verify the feasibility of the relevant results. However, the research work in
this paper still has some shortcomings. For instance, the dynamic model of each agent is
homogeneous, and there are fewer objective factors considered in the system. Due to the
wide application of heterogeneous MASs in practical applications, it is necessary to extend
existing research work to heterogeneous MASs. In addition, considering the influence
of factors such as time delay and switching topology in this paper is also a meaningful
direction for work in the future.
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Abstract: In this article, a novel adaptive fixed-time neural network tracking control scheme for
nonlinear interconnected systems is proposed. An adaptive backstepping technique is used to
address unknown system uncertainties in the fixed-time settings. Neural networks are used to
identify the unknown uncertainties. The study shows that, under the proposed control scheme,
each state in the system can converge into small regions near zero with fixed-time convergence time
via Lyapunov stability analysis. Finally, the simulation example is presented to demonstrate the
effectiveness of the proposed approach. A step-by-step procedure for engineers in industry process
applications is proposed.

Keywords: adaptive fixed-time; neural network; nonlinear interconnected systems

1. Introduction

In actual industrial processes, after decades of development, several control strategies
based on classical control theory and modern control theory have been developed. How-
ever, most of these control methods are based on single-input single-output linear systems.
There are many nonlinear, uncertain, unmodeled dynamic problems in actual industrial
processes that pose great challenges to the design of control systems. With the develop-
ment of engineering automation requirements, the research of control strategies based on
multi-input multi-output nonlinear systems has attracted growing attention. In recent
decades, many control schemes have been proposed for stability analysis and the control for
nonlinear systems, such as the adaptive technique [1–3], backstepping technique [4–6], U
model control [7–9], sliding mode control [10–12], super twisting algorithm [13,14], neural
network technique [6,15,16], etc. In particular, neural network technology has attracted
many researchers’ attention because of the following aspects: (1) a neural network has
the strong ability to learn any function and can approximate any nonlinear system, and
(2) because of the self-learning ability of neural networks, the controller does not need
much system model and parameter information, so neural network control can be widely
used to solve the control problems caused by uncertain models [17]. In [18], the control
problem of time-varying output constraints was investigated using the neural network
technique. The use of adaptive neural network control for an uncertain nonlinear sys-
tem with external disturbance was presented in [19]. In [20], neural network controller
designs were presented for several classes of nonlinear systems, including single-input
single-output nonlinear systems, strict feedback nonlinear systems, nonaffine nonlinear
systems, and multi-input multi-output triangular nonlinear systems.

Most of the above research was proven based on Lyapunov stability theory. However,
actual systems often have various disturbances that cannot strictly meet the definition of
Lyapunov stability. To solve this problem, scholars have mainly introduced new concepts
based on two aspects. On the one hand, the concept of input-to-state stability has been
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introduced; on the other hand, the concept of practical stability has been introduced with
the aim of making systems stable in finite time. If a closed-loop system reaches a stable
state in a limited time, it is called finite-time stability. Further, if a system meets the
convergence time and does not depend on the initial parameters, it is called fixed-time
stability. Compared with the traditional finite-time control method, the convergence time of
the fixed-time control method is independent of the initial conditions. Exponential stability,
finite-time stability, and fixed-time stability are all concepts related to the convergence rate
of a system. They are very important for many control applications, such as the explosion
of missiles. In [21], taking the stability analysis of a sliding mode control system as an
example, input–output stability, finite-time stability, and fixed-time stability are introduced
in detail. In [14], the convergence time of the super-twisting algorithm for a nonaffine
nonlinear system was calculated. In [22], the finite time input–output stability of nonlinear
systems is studied. In [23], a finite-time adaptive controller is designed for interconnected
systems with time-varying output constraints to make the system stable in finite time, but
the fixed-time convergence problem is not considered in this paper. The use of adaptive
fixed-time tracking control for a strict feedback nonlinear system was studied in [24].
However, there are still many problems to be solved in these existing control strategies,
such as state constraints, the adaptive backstepping “explosion” problem, and so on.

In the actual production process, many physical models, such as power systems, pro-
cess control systems, and manipulator models, can be modeled as nonlinear interconnected
systems. Because the interconnected terms between nonlinear interconnected subsystems
are unknown, it is physically difficult to obtain this information through sensors, and it
requires significant computer resources. Therefore, designing a reliable control scheme for
nonlinear interconnected systems is a challenging task. The adaptive decentralized control
scheme for interconnected nonlinear systems was discussed in [25]. In [26], the robust
adaptive tracking control scheme was proposed for uncertain interconnected nonlinear
systems. In [27], the use of adaptive neural control for high-order interconnected systems
was examined.

Based on the above analysis, the main goal of this article is to design an adaptive
fixed-time neural network tracking controller for nonlinear interconnected systems. The
main contributions of this paper are as follows:

(1) The combination of fixed-time control and neural network adaptive control for non-
linear interconnected systems.

(2) A fixed-time low pass filter is designed to solve the “explosion of complexity” based
on backstepping control technology.

(3) A fixed-time controller is designed, which contains the convergence time of the error
system, weights of neural networks, and a low pass filter system.

The article is organized into the following sections. A nonlinear interconnected
mathematical description of the problem is presented in Section 2, the adaptive fixed-time
neural network control scheme for a class of nonlinear interconnected systems is proposed
in Section 3, two simulation examples are provided to show the reliability of the presented
control scheme in Section 4, and finally, some conclusions are given in Section 5.

2. Problem Formation and Preliminaries

Consider the interconnected nonlinear system:

.
xi,m = xi,m+1 + fi,m(xi,m).
xi,n = ui + fi,n(xi,n) + hi,n(x1,n, x2,n, · · · , xN,n)
yi = xi,1

(1)

where xi,m ∈ R is the state of the interconnected nonlinear system; xi,m = [xi,1, . . . , xi,m]
T ∈ Rm

is the state vector of the system; fi,m(xi,m) : Rm → R is the known smooth function;
hi,n(x1,n, x2,n, · · · , xN,n) : Rn×N → R is the unknown smooth function; yi ∈ R is the output
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of the system; ui ∈ R is the corresponding control input of the system; the desired trajectory
yi,d and its derivative are continuous and bounded.

Remark 1: In the next section, we introduce a neural network adaptive control method based
on the fixed-time stability theory. The objective of the method is for the nonlinear interconnected
system output to be able to track the desired signal and maintain fixed-time stability based on the
adaptive fixed-time neural network controller. The designed setting time does not rely on the initial
parameters and can be realized only by adjusting the controller parameters.

3. Adaptive Fixed-Time Tracking Control System Design
3.1. Control System Design

In this section, the design of a fixed-time adaptive law for the error systems of neural
networks will be presented. The tracking control system’s objective is to drive the error
system to fixed-time stability. To solve the tracking control problem, the neural network
adaptive controller, based on fixed-time Lyapunov stability theory for nonlinear inter-
connected systems, is presented. The adaptive fixed-time laws were designed to update
the weights of the neural networks for the error systems. Neural networks were used to
approximate unknown functions. The parameters of the neural networks were iteratively
based on the Lyapunov fixed-time stability theorem. The convergence time can be designed
by choosing controller parameters without the initial condition. Based on the controller, the
error-closed loop system achieves Lyapunov fixed-time bounded stability, which means
the output trajectory can track to the desired trajectory in fixed time.

Remark 2: The control structure’s design for the closed loop system is shown in Figure 1. The
states of the error system can be determined from the minus between the setting reference function
and the actual output function of the nonlinear interconnected system.

Figure 1. Control structure of the closed system.

3.2. Control System Analysis

Step 1: First, for the system i, the following variables are selected:

zi,1 = xi,1 − yi,d (2)

The dynamics of zi,1 can be obtained as

.
zi,1 = xi,2 + fi,1(xi,1)−

.
yi,d (3)

Design the ideal virtual control as

αi,1 = −pi,1zp
i,1 − qi,1zq

i,1 − fi,1(xi,1) +
.
yi,d (4)

where pi,1 > 0, qi,1 > 0 Select the virtual control αi,1 and design the adaptive law as

.
αi,1 = −li,p,1yp

i,1 − li,q,1yq
i,1 − ki,α,1yi,1 − zi,1, αi,1(0) = 0 (5)
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where, li,p,1 > 0, li,q,1 > 0 and the error virtual control is

yi,1 = αi,1 − αi,1 (6)

Therefore, based on system (3) and virtual control

.
zi,1 = xi,2 + fi,1(xi,1)−

.
yi,d − pi,1zp

i,1 − qi,1zq
i,1 − fi,1(xi,1) +

.
yi,d − αi,1

= xi,2 − pi,1zp
i,1 − qi,1zq

i,1 − αi,1 + αi,1 − αi,1

= −pi,1zp
i,1 − qi,1zq

i,1 + zi,2 + yi,1

(7)

where
zi,2 = xi,2 − αi,1 (8)

and the dynamic error virtual control is

.
yi,1 =

.
αi,1 −

.
αi,1

= −li,p,1yp
i,1 − li,q,1yq

i,1 − ki,α,1yi,1 − zi,1 −
.
αi,1

(9)

The Lyapunov candidate functional is chosen as

V1 =
1
2

z2
i,1 +

1
2

y2
i,1 (10)

Differentiating V1 with respect to time t yields

.
V1 = zi,1

.
zi,1 + yi,1

.
yi,1

= −pi,1zp+1
i,1 − qi,1zq+1

i,1 + zi,1zi,2

−li,p,1yp+1
i,1 − li,q,1yq+1

i,1 − ki,α,1y2
i,1 − yi,1

.
αi,1

(11)

Step m: the form of the tracking error is

zi,m = xi,m − αi,m−1 (12)

The dynamics of zi,m can be obtained as

.
zi,m = xi,m+1 + fi,m(xi,m)−

.
αi,m−1 (13)

Design the ideal virtual control as

αi,m = −pi,mzp
i,m − qi,mzq

i,m − fi,m(xi,m) +
.
αi,m−1 (14)

where pi,m > 0, qi,m > 0 Select the virtual control αi,m, and the adaptive law can be obtained as

.
αi,m = −li,p,myp

i,m − li,q,myq
i,m − ki,α,myi,m − zi,m, αi,m(0) = 0 (15)

where, li,p,m > 0, li,q,m > 0 and the error virtual control is

yi,m = αi,m − αi,m (16)

Therefore, based on system (13) and virtual control
.
zi,m = xi,m+1 + fi,m(xi,m)−

.
αi,m−1 − pi,mzp

i,m − qi,mzq
i,m − fi,m(xi,m) +

.
yi,m−1 −

.
αi,m−1

= xi,m+1 − pi,mzp
i,m − qi,mzq

i,m − αi,m + αi,m − αi,m

= −pi,mzp
i,m − qi,mzq

i,m + zi,m+1 + yi,m

(17)

where
zi,m+1 = xi,m+1 − αi,m (18)
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and the dynamic error virtual control is

.
yi,m =

.
αi,m −

.
αi,m

= −li,p,myp
i,m − li,q,myq

i,m − ki,α,myi,m − zi,m −
.
αi,m

(19)

The Lyapunov candidate functional is chosen as

Vm =
1
2

z2
i,m +

1
2

y2
i,m (20)

Differentiating Vm with respect to time t yields

.
Vm = zi,m

.
zi,m + yi,m

.
yi,m

= −zi,m−1zi,m − pi,mzp+1
i,m − qi,mzq+1

i,m + zi,mzi,m+1

−li,p,myp+1
i,m − li,q,myq+1

i,m − ki,α,my2
i,m − yi,m

.
αi,m

(21)

Step n: the time derivative of zi,n can be described as

zi,n = xi,n − αi,n−1 (22)

Based on dynamics and tracking errors, the dynamics of zi,n can be obtained as

.
zi,n = ui + fi,n(xi,n) + hi,n(x1,n, x2,n, · · · , xN,n,)− .

αi,n−1 (23)

Design the NNs’ approximate nonlinear systems as

hi,n(x1,n, x2,n, · · · , xN,n) = WT
i Ψ(Z) + εi(Z) (24)

where Z = [x1,n, x2,n, · · · , xN,n]
T , θi = ‖Wi‖, and is estimated by θ̂i. The controller is

designed as

ui = −zi,n−1 − pi,nzp
i,n − qi,nzq

i,n − ki,nzi,n − fi,n(xi,n)− sign(zi,n)θ̂i‖Ψ‖+
.
αi,n−1 (25)

where ki,n > 1
2 . Design the adaptive law as

.
θ̂i = µi

(
|zi,n||Ψi| − ςi θ̂

p
i − χi θ̂

q
i

)
(26)

where µi > 0, ςi > 0, χi > 0 Therefore, based on system (23) and controller

.
zi,n = WT

i Ψ(Z) + εi(Z)− zi,n−1 − pi,nzp
i,n − qi,nzq

i,n − ki,nzi,n − sign(zi,n)θ̂i‖Ψ‖ (27)

the Lyapunov candidate functional is chosen as

Vn =
1
2

z2
i,n +

1
2µi

θ̃2
i (28)

Differentiating Vn with respect to time t yields

.
Vn = zi,n

.
zi,n +

1
µi

θ̃i

.
θ̂i

= zi,nWT
i Ψ(Z) + zi,nεi(Z)− zi,n−1zi,n − pi,nzp+1

i,n − qi,nzq+1
i,n

−ki,nz2
i,n − θ̂i|zi,n|‖ Ψ ‖+ θ̃i

(
|zi,n||Ψi| − ςi θ̂

p
i − χi θ̂

q
i

)

≤ θi|zi,n|‖ Ψ ‖ −
(

ki,n − 1
2

)
z2

i,n +
1
2 εi − zi,n−1zi,n − pi,nzp+1

i,n − qi,nzq+1
i,n

−θ̂i|zi,n|‖ Ψ ‖+ θ̃i|zi,n||Ψi| − ςi θ̃i θ̂
p
i − χi θ̃i θ̂

q
i

(29)
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where ε2
i (Z) ≤ εi. Based on Lemma 4, we have

−ςi θ̃i θ̂
p
i ≤ −γi θ̃

p+1
i + λiθ

p+1
i

−χi θ̃i θ̂
q
i ≤ −νi θ̃

q+1
i + υiθ

q+1
i

(30)

where ςi, γi, λi, χi, νi, υi are real numbers, γi, λi is determined by ςi, p, and νi, υi is deter-
mined by χi, q. Therefore, we have

.
Vn ≤ −

(
ki,n − 1

2

)
z2

i,n +
1
2 εi − zi,n−1zi,n − pi,nzp+1

i,n − qi,nzq+1
i,n

−γi θ̃
p+1
i + λiθ

p+1
i − νi θ̃

q+1
i + υiθ

q+1
i

(31)

Theorem 1. For the interconnected nonlinear system (1), based on the feasible virtual control signal
(5), (15) actual controller (25), and adaptive law (26), the error state between the system output
and the desired function is fixed-time Lyapunov stability, and the setting time does not rely on the
initial parameters.

Proof. Based on the Lyapunov candidate functionals (10), (20), and (28), differentiating
the Lyapunov functional with respect to time t yields (11), (21), and (31). Choosing the
Lyapunov candidate functional as

V =
1
2

n

∑
j=1

z2
i,j +

1
2

n−1

∑
j=1

y2
i,j +

1
2µi

θ̃2
i (32)

and differentiating the Lyapunov functional with respect to time t yields

.
V ≤ −

n
∑

j=1
pi,jz

p+1
i,j −

n
∑

j=1
qi,jz

q+1
i,j −

n
∑

j=1
li,p,jy

p+1
i,j −

n
∑

j=1
li,q,jy

q+1
i,j

−
n−1
∑

j=1
ki,α,jy2

i,j −
n−1
∑

j=1
yi,j

.
αi,j −

(
ki,n − 1

2

)
z2

i,n +
1
2 εi

−γi θ̃
p+1
i + λiθ

p+1
i − νi θ̃

q+1
i + υiθ

q+1
i

(33)

where
∣∣∣

.
αi,1

∣∣∣
2
≤ pi, and

.
V ≤ −

n
∑

j=1
pi,jz

p+1
i,j −

n
∑

j=1
qi,jz

q+1
i,j −

n
∑

j=1
li,p,jy

p+1
i,j −

n
∑

j=1
li,q,jy

q+1
i,j

−γi θ̃
p+1
i − νi θ̃

q+1
i −

n−1
∑

j=1

(
ki,α,j − 1

2

)
y2

i,j −
(

ki,n − 1
2

)
z2

i,n

+
n−1
∑

j=1
mj +

1
2 εi + λiθ

p+1
i + υiθ

q+1
i

(34)

By choosing the control parameters, ki,α,j >
1
2 , ki,n > 1

2 we have

.
V ≤ −

n
∑

j=1
pi,jz

p+1
i,j −

n
∑

j=1
qi,jz

q+1
i,j −

n
∑

j=1
li,p,jy

p+1
i,j

−
n
∑

j=1
li,q,jy

q+1
i,j − γi θ̃

p+1
i − νi θ̃

q+1
i

+
n−1
∑

j=1
mj +

1
2 εi + λiθ

p+1
i + υiθ

q+1
i

≤ −aV
p+1

2 − bV
q+1

2 + c

(35)
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where

a =
min{pi,j∈N ,li,p,j∈N ,γi}
(

max
{

1
2 , 1

2µi

}) p+1
2

, b =
(2n)

1−q
2 min{qi,j∈N ,li,q,j∈N ,νi}
(

max
{

1
2 , 1

2µi

}) q+1
2

c =
n−1
∑

j=1
mj +

1
2 εi + λiθ

p+1
i + υiθ

q+1
i

(36)

Therefore, the error system is fixed-time, practical, and stable. �

Remark 3: From the definition of Lyapunov stability, Lyapunov stability, asymptotic stability, and
finite-time stability are the three most basic concepts, and their definitions are progressive.

At present, the concepts of stability related to the convergence rate mainly include exponential
stability, finite-time stability, and fixed-time stability. Exponential stability is the realization of
asymptotic stability, while fixed-time stability is the generalization of finite-time stability. From the
point of view of standard definitions, they are strictly distinguished, and from the point of view of
controller design, they also have different forms.

From the perspective of system convergence time, Lyapunov stability can be divided into
infinite-time stability and finite-time stability. In the theoretical analysis of stability, the most
common exponential stability is infinite-time stability. Infinite-time stability means that when
time tends to infinity, the system state can converge exponentially by designing the parameters
of the controller. Finite-time stability means that the system can be stable at a certain time and
continue to maintain a stable state by designing the parameters of the controller. For practical
engineering control, finite-time stability is obviously more practical than infinite-time stability, but
there are some limitations to finite-time stability; for instance, the convergence time of the designed
system depends on the initial state. Therefore, in this section, another scheme was introduced: the
tracking control method for nonlinear interconnected systems based on fixed-time stability theory.
The setting time does not depend on the initial parameters and can be realized only by adjusting
the controller parameters. In other words, under the condition that the controlled system is stable
in fixed time, even if the initial parameters are changed, the controlled system can still be stable
within the originally designed fixed time without redesigning the controller. This greatly improves
the potential of the control method to be used in practical applications.

Remark 4: The design details are summarized in Figure 2. The above-listed step procedure is
detailed below.

Step 1: Design of the ideal virtual control laws (4) and (14), based on backstepping control technology.
Step 2: Design of the virtual control laws (5) and (15), based on the fixed-time low pass filter.
Step 3: The actual controller (25) is obtained recursively through the virtual control signal

and the adaptive parameter (26).
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Figure 2. Design procedure.

4. Numerical Examples

The main purposes of the simulation studies include: (1) validating the effectiveness
of the adaptive fixed-time neural network tracking controller for nonlinear interconnected
systems; (2) showing a step-by-step procedure for building the adaptive fixed-time tracking
control system.

A. Numerical Example
Consider the following nonlinear interconnected system:





.
x1,1 = x1,2.
x1,2 = sin(x1,1) + u1 + h1,2
y1 = x1,1.
x2,1 = x2,2.
x2,2 = sin(x2,1) + u2 + h2,2
y2 = x2,1

(37)

where the function, h1,2 = sin(x2,1)− sin(x1,1). h2,2 = sin(x1,1)− sin(x2,1).
Step 1: Design of the fixed-time ideal virtual control law and fixed-time adaptive law

of neural networks:
αi,1 = −2z

1
3
i,1 − 2z3

i,1 (38)

.
θ̂i = 0.01

(
|zi||Ψi| − 0.1θ̂

5
3
i − 0.1θ̂

1
3
i

)
(39)
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Step 2: Design of the fixed-time low pass filter:

.
αi,1 = −2y

1
3
i,1 − 2y3

i,1 − 2yi,1 − zi,1, αi,1(0) = 0 (40)

Step 3: The actual controller is obtained recursively through the virtual control signal
and the adaptive parameter, and the control input is designed as

ui = −zi,1 − 2z
1
3
i,2 − 2z3

i,2 − 2zi,2 − sign(zi,2)θ̂i‖Ψi‖+
.
αi,1 (41)

The initial condition is selected as x11(0) = −2, x21(0) = 2, θ̂1(0) = 0, θ̂2(0) = 0 The
neural network consists of seven nodes, the centers c = [−3,−2,−1, 0, 1, 2, 3], and the
widths b = 1, respectively.

Figure 1 shows the control structure of the closed-loop system. Figure 2 shows the step-
by-step design procedure. Figures 3–5 are the simulation results. Figure 3 shows the output
of the interconnected system and the output of the interconnected system’s convergence to
the origin point in finite time, which indicates the control performance of the fixed-time
neural network adaptive control. Figure 4 shows the controller of the interconnected
system, which is bound and realizable. Figure 5 shows the trajectories of error of the low
pass filter, and the error between the virtual control and ideal virtual control indicates that
the virtual control is close to the ideal virtual control and that the differential coefficient
exists. The simulation results show that the controlled system can become stable in 14 s,
and the convergence time can be designed. Even if the states’ initial parameters change, the
controlled system can still become stable in 14 s. The system includes unknown nonlinear
functions, which verify that the neural network control scheme has strong adaptive ability
and approximation ability.

Figure 3. Trajectories of x1,1 and x2,1 of the interconnected system.

161



Entropy 2021, 23, 1152

Figure 4. Trajectories of the controller of the interconnected system.

Figure 5. Trajectories of error of the low pass filter.

B. Application Example
Consider a pendulum system [25], with two degrees, as an interconnected system

(Figure 6), which has been used as an example of decentralized neural control.





.
x1,1 = x1,2
.
x1,2 = 1

J1
u1 +

kr
2J1

(l − b) +
(

m1gr
J1
− kr2

4J1

)
sin(x1,1) +

kr2

4J1
sin(x2,1)

y1 = x1,1.
x2,1 = x2,2
.
x2,2 = 1

J2
u2 +

kr
2J2

(l − b) +
(

m2gr
J2
− kr2

4J2

)
sin(x2,1) +

kr2

4J2
sin(x2,1)

y2 = x2,1

(42)
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Figure 6. Two inverted pendulums connected by an unknown device.

Step 1: Design of the fixed-time ideal virtual control law and fixed-time adaptive law
of neural networks:

αi,1 = −2z
1
3
i,1 − 2z3

i,1 (43)

.
θ̂i = 0.01

(
|zi||Ψi| − 0.1θ̂

5
3
i − 0.1θ̂

1
3
i

)
(44)

Step 2: Design of the fixed-time low pass filter:

.
αi,1 = −2y

1
3
i,1 − 2y3

i,1 − 2yi,1 − zi,1, αi,1(0) = 0 (45)

Step 3: The actual controller is obtained recursively through the virtual control signal
and the adaptive parameter, and the control input is designed as

ui = −zi,1 − 2z
1
3
i,2 − 2z3

i,2 − 2zi,2 − sign(zi,2)θ̂i‖Ψi‖+
.
αi,1 (46)

The initial condition is selected, and m1 = 2 kg , m2 = 2.5 kg, J1 = 0.5 kg, J2 = 0.625 kg,
k = 100 N/M, r = 0.5 m, l = 0.5 m, g = 9.81 m/s2, b = 0.4 m and the function,
y1,d = 0.5 sin(t). y2,d = 0.5 cos(t) The neural network consists of seven nodes, the centers,
c = [−3,−2,−1, 0, 1, 2, 3] and the widths, respectively.

The simulation results are shown in Figures 7–10. From the simulation results, it can
be seen that the system output can track the desired signal in 2.5 and 5 s, respectively,
and the setting time can be designed. Even if the states’ initial parameter change, the
controlled system can still become stable in the same time. The pendulum system includes
unknown nonlinear functions, which verify that the neural network control scheme has
strong adaptive ability and approximation ability. The pendulum system also includes
interconnected items, which verify that the control scheme can be applied to interconnected
nonlinear control systems.
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Figure 7. Trajectories of x1,1 and y1,d of the interconnected system.

Figure 8. Trajectories of x2,1 and y2,d of the interconnected system.
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Figure 9. Trajectories of the controller of the interconnected system.

Figure 10. Trajectories of error of the low pass filter.

5. Conclusions

In this paper, through the design of a timing adaptive law for a neural network error
system based on the Lyapunov fixed-time stability theorem, the unknown parameters of
neural networks are iterated in fixed time. The convergence time can be designed only by
modifying the parameters of the system controller and the adaptive rate, and it does not
depend on the initial conditions. The fixed-time Lyapunov stability theorem is proposed,
and the strict mathematical proof is completed, which will have more practical significance
than the ideal stability analysis based on Lyapunov stability theory. Furthermore, the
algorithm flow chart is given, which can be used by engineers to realize the proposed
tracking control method by a computer for practical engineering. However, the control
scheme based on neural networks also has some limitations. Firstly, because it cannot
guarantee the asymptotic stability of the system, it is suitable for the controlled system,
whose control objective is bounded stability. Secondly, the pure feedback structure is more
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general than strict feedback, and pure feedback has more application value; therefore,
pure feedback interconnected system fixed-time neural network control results should be
presented in future works.
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Abstract: A new active fault tolerant control scheme based on active fault diagnosis is proposed
to address the component/actuator faults for systems with state and input constraints. Firstly, the
active fault diagnosis is composed of diagnostic observers, constant auxiliary signals, and separation
hyperplanes, all of which are designed offline. In online applications, only a single diagnostic observer
is activated to achieve fault detection and isolation. Compared with the traditional multi-observer
parallel diagnosis methods, such a design is beneficial to improve the diagnostic efficiency. Secondly,
the active fault tolerant control is composed of outer fault tolerant control, inner fault tolerant control
and a linear-programming-based interpolation control algorithm. The inner fault tolerant control is
determined offline and satisfies the prescribed optimal control performance requirement. The outer
fault tolerant control is used to enlarge the feasible region, and it needs to be determined online
together with the interpolation optimization. In online applications, the updated state estimates
trigger the adjustment of the interpolation algorithm, which in turn enables control reconfiguration
by implicitly optimizing the dynamic convex combination of outer fault tolerant control and inner
fault tolerant control. This control scheme contributes to further reducing the computational effort of
traditional constrained predictive fault tolerant control methods. In addition, each pair of inner fault
tolerant control and diagnostic observer is designed integratedly to suppress the robust interaction
influences between estimation error and control error. The soft constraint method is further integrated
to handle some cases that lead to constraint violations. The effectiveness of these designs is finally
validated by a case study of a wastewater treatment plant model.

Keywords: active diagnosis; active reconfiguration; constrained systems; fault tolerance; interpola-
tion control; linear programming

1. Introduction

Fault tolerance is already a common design property to be considered for most control
systems. In terms of the system structure, faults can be classified as sensor faults, actuator
faults, and component/parameter faults [1,2]. In general, the first two do not directly affect
the intrinsic stability of the system, while the component faults tend to directly change
the dynamic characteristics of the system. In the literature, the methods to handle these
types of faults can be divided into active fault tolerant control (AFTC) and passive fault
tolerant control (PFTC) [3]. PFTC draws on robust control theory to suppress the effects of
faults, while AFTC uses fault information to adjust or reconfigure control actions to match
the dynamics of the faulty system. Due to such matching adjustments, AFTC typically
provides better reliability than PFTC. Many representative results can be found in the
survey papers [4–7].

Recently, the design of optimal AFTC for systems with state/input constraints has
been received a lot of attention. Unlike the design of unconstrained FTC, the design of
constrained FTC has to take into account more requirements, including robust stability,
feasibility, optimization efficiency, etc. Particularly, the faults occurring in constrained
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systems often cause constraint violations, and the unconstrained FTC designed without
considering feasibility may result in an empty set of feasible solutions for a given control
objective. This often further leads to the eventual loss of closed-loop stability. In the
literature, some typical design methods for constrained FTC have been reported, such as
Barrier Lyapunov function method [8], command governor [9,10], saturation control [11],
model predictive control (MPC) [12], etc. Among these methods, the MPC-based FTC
method is widely considered, since MPC has the inherent and flexible capacity to address
constrained optimization problems. The representative studies include FTC based on
min-max MPC [13], FTC based on explicit MPC [14], multi-actuator/sensor FTC based on
set theoretic MPC [15–18], FTC based on dual model MPC [19,20], etc.

Most of the above mentioned MPC-based FTC designs are developed for actuator
and sensor faults, whereas relatively few results are reported for component/parameter
faults. Since the component faults often change the structural parameters of the system,
determining the real-time operating mode of the system is a prerequisite for achieving
fault tolerance. A common approach to this problem is to use multiple observers to
first discriminate the fault modes, and then activate the corresponding control law of
the isolated mode to achieve switching control reconfiguration [21]. Such an approach
can be viewed as a passive fault diagnosis (PFD)-based AFTC scheme. Actually, due to
the potential lack of diagnostically relevant information in the input–output data, the
PFD method may fail to isolate a fault or may isolate a fault incorrectly. Moreover, for
high-dimension systems, the multiple observers for parallel applications usually occupy
a large amount of memory, and the involved modal discriminant optimization problem
is generally computationally demanding. One promising way is to integrate the active
fault diagnosis (AFD) methods into FTC, i.e., the AFD-based AFTC. The central idea in
AFD is to design a small harmful test/auxiliary input signal that can ensure maximal
or full separation among the model predictions corresponding to the different modes of
operation [22]. According to different design methods of AFD, some representative results
have been presented, such as AFTC based on Youla–Kucera parametrization [23], AFTC
based on set detection and isolation [24], AFTC based on performance transformation [25],
AFTC based on distributed fault isolation [26], etc.

The above studies have provided different ideas for the construction of AFD and
AFTC. Inspired by these results, we find two more problems whose handling can be further
improved:

(i) In terms of the implementation of AFD in AFTC, the test inputs used for modal
separation are usually optimized online. For the small-scale systems, such computa-
tional requirements can be satisfied. However, as the number of system dimensions
increases, the computational burden tends to become heavier, which often results in
much longer delays of correct fault mode isolation. Recently, an effective solution was
proposed in [27], where an implicit expression of the residual limit set is adopted and
a constant auxiliary signal and the associated separation hyperplane used to separate
the potential system modes are constructed offline. After a fault is detected, only the
constant test signal is injected into the system and the current diagnostic observer.
Then, the true system mode can be isolated by discriminating the position of the
generated residuals in relation to the previously computed separation hyperplane.
Given its advantages, such as simple implementation and fast isolation, this approach
can provide an effective perspective for the design of control reconfigurations. There-
fore, this paper will first attempt to adapt this active fault isolation approach to be
integrated into the framework of AFTC to provide critical modal update information
for timely regulation of constrained systems.

(ii) In terms of the design of constrained active reconfiguration FTC, most MPC-based
methods need to solve computationally intensive optimization problems online. Gen-
erally, this often places stringent requirements on the system scale, sample interval,
and hardware controller performance. As an alternative solution to constrained op-
timization, the interpolation control (IC) methods exhibit excellent features [28–30].
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The main idea is to optimize an interpolation coefficient in real time based on the
updated system states and use this coefficient to make a smooth convex combination
of a outer controller and a inner controller. The outer controller is used to enlarge the
controllable feasible domain, while the inner controller is used to satisfy the given
control performance requirements. In general, the inner controller is optimally de-
signed offline, while the outer controller is determined online simultaneously when
the interpolation coefficient is optimized. This method of offline designing some
parameters of the controller in advance helps to reduce the online calculation burden.
Moreover, the optimized interpolation coefficient enables a smooth transition between
the inner–outer controllers and ensures a fast convergence of the states to the set point
under the constraints. In particular, the associated optimization problem belongs
to standard linear programming (LP), which can be readily solved in the practical
implementation. Given these characteristics, the IC-based optimization can provide
a good compromise among computational load, feasible region size, performance,
etc. Therefore, the development of the IC strategy to solve the constrained AFTC
problem would be very promising. To the authors’ knowledge, no relevant results
have been reported.

Motivated by the above observation, we seek to further push the development of the
field of constrained FTC for component/actuator faults by proposing a new AFD-based
interpolating FTC synthesis scheme. The central ideas of the technical route are: (1) the
passive fault detection (FD) is firstly designed by using a diagnostic observer in the current
mode; (2) after a fault is detected, the active fault isolation (FI) and mode identification
are then achieved by using a constant test signal and a separated hyperplane; and (3)
after the actual mode is isolated, the constrained AFTC is finally determined by virtue of
optimizing the interpolation coefficient to combine the inner FTC and outer FTC. How to
comprehensively solve the problems involved in this technical route is the main research
content of this paper.

Compared with the recent results on constrained AFTC studies (e.g., [13,16,20]), our
main contributions can be reflected in the follows aspects: (i) A new and efficient AFD-
based AFTC approach for component/actuator faults is proposed. In this work, only one
observer is applied in real time to achieve FD and FI, while most of the existing studies use
multiple observers for online parallel diagnosis; the fault mode separation is achieved by
using auxiliary signals and separating hyperplanes designed offline, rather than by solving
receding horizon optimizations and set membership discriminations online; the real-time
control reconfiguration-based AFTC is achieved by solving simple LP problems instead of
solving quadratic or semi-definite positive programming problems. (ii) When designing
diagnostic observers and FTCs, the interaction influences between estimation error and
control error is further handled based on integrated design and constraint tightening so as
to improve the robust feasibility of AFTC optimization algorithm. (iii) The soft constraints
IC-based AFTC strategy is also designed to address some infeasible scenarios, such as, the
deviation of states from the maximum controllable invariant set after fault isolation, or the
constraints violation caused by some unanticipated factors.

The remainder of this paper is structured as follows. Section 2 provides the problem
formulation. In Section 3, the proposed AFD-based interpolating AFTC scheme is explained
in detail and an integrated algorithm is also given to summarize the involved offline design
and online application steps. In Section 4, the algorithm verification is given. Some
conclusion and future work are discussed in Section 5.

Notation 1. diag{X1, X2, X3} is a diagonal matrix with diagonal elements X1, X2, and X3.
AT P(∗) = AT PA. 1m is a m-dimensional column vector with all elements of 1, while Im is a
m-dimensional unitary matrix. Let p ∈ P and q ∈ Q be two sets of Rn. Then, P⊕Q = {p+ q|p ∈
P, q ∈ Q} is the Minkowsi sum of two sets. For two sets satisfying Q ⊂ P, x ∈ P ∼ Q represents
x ∈ P, but x /∈ Q. A polyhedron is the intersection of a finite number of open and/or closed
half-spaces, and a polytope is a closed and bounded polyhedron.
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2. System Description and Problem Formulation

Consider the following uncertain discrete-time systems affected by unknown compo-
nent faults, actuator faults and disturbances:

xk+1 = Al xk + Bluk + dk, yk = Cxk + vk (1)

where xk ∈ X ⊂ Rn is the state vector; uk ∈ U ⊂ Rnu is the actuator input vector;
dk ∈ D ⊂ Rnd is the unknown process disturbance vector; vk ∈ V ⊂ Rnv is the un-
known measurement disturbance vector; yk ∈ Rny is the measurement output vector.
The matrices Al , Bl and C are constant and have appropriate dimensions. The index
l is associated with the configuration in which the system is actually operating, i.e.,
(Al , Bl) ∈ {(A0, B0), (A1, B1), · · · , (An f , Bn f )}, l ∈ [0, n f ]. Without loss of generality,
we assume that l = 0 corresponds to the healthy condition (A0, B0) while any other l ≥ 1
corresponds to a faulty condition. In addition, X ,U ,D,V are defined as the bounded poly-
hedral constraint sets [30,31]: X = {x ∈ Rn : Hxx ≤ bx},U = {u ∈ Rnu : Huu ≤ bu},D =
{d ∈ Rnd : Hdd ≤ bd},V = {v ∈ Rbv : Hvv ≤ bv}, where Hx, Hu, Hd, Hv, bx, bu, bd, bv are
predetermined.

Remark 1. The model (1) can represent some uncertainties. Firstly, the changes in the configuration
of the system (i.e., l ∈ [0, n f ]) due to the appearance or disappearance of faults are essentially a
description of the uncertainty of the system [1]. Secondly, the disturbance terms (dk, vk) included
in the model can directly reflect the multiple uncertainties in the system. For instance, let Al = A0,
dk = ∆Axk + δk with unknown but bounded term ∆A, (1) can represent a class of additive
parametric uncertainty models; let Al = A0, dk = A0(I − ∆A)xk + δk, (1) can represent a class of
multiplicative parametric uncertainty models; let dk be a time-varying/time-invariant uncertainty
term only, (1) can represent the uncertainty case for a class of mechanistic models with bounded
offsets of modeling error, etc. All of these scenarios can be used to reflect a mismatch between the
model and the reality.

Remark 2. The model (1) can represent both component and actuator faults [1]. For example,
Al = A0 + ∑n

i=1 Aiθi
k with unknown faulty factor θi

k can represent some component/parameter
faults; Bl = B0diag{θ1

k , θ2
k , · · · , θnu

k } with θi
k ∈ [0, 1] can describe some actuator effectiveness

loss faults.

For the sake of simplicity, the dynamics of the l-th system configuration can be
rewritten as

xl
k+1 = Al xl

k + Blul
k + dk, yl

k = Cxl
k + vk

s.t. xk ∈ X , uk ∈ U , dk ∈ D, vk ∈ V
(2)

The following assumptions are given for systems (1) and (2).

Assumption 1. The typical system configurations of concern can be modeled in advance, and these
system configurations are controllable.

Remark 3. We recognize that not all systems and faults can be tolerant by only one FTC method.
Therefore, we make the above assumptions to explain the situations in which the proposed method
can be applied.

Definition 1. Let S be a neighborhood of the origin. The closed-loop trajectory of (1) is said to be
Uniformly Ultimately Bounded (UUB) in S , if ∀ x0, ∃T(x0) > 0 such that xk ∈ S for k ≥ T(x0).

The control objective is to construct an AFD-based robust and feasible AFTC strategy
such that the states of the controlled system (1) can be steered inside a neighborhood of
origin (i.e., UUB) in a way of minimizing the following optimization problem
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min
uk
Jxk ,uk =

∞

∑
t=0

U(xk+t, uk+t)

s.t. xl
k+1 = Al xl

k + Blul
k + dk, yl

k = Cxl
k + vk

xk ∈ X , uk ∈ U , dk ∈ D, vk ∈ V
l ∈ [0, n f ]

(3)

where U(xk, uk) = xT
k Ξxk + uT

k Θuk, Ξ > 0, Θ > 0 is a utility function.

3. Main Results
3.1. The Overall Scheme of the Proposed AFD-Based Interpolation AFTC Method

The overall scheme of the proposed AFD-based interpolation AFTC method is shown
in Figure 1. In the subsequent analysis, we let that the index l ∈ [0, n f ] denotes the
unknown actual system operating condition and the index i ∈ [0, n f ] denotes the recently
identified system operating condition. Then, according to the flowchart in Figure 1, the
AFTC method works as explained below. First, the I/O data of the practical system (i.e.,
the lth model) is collected by the ith estimator to give the state estimates x̂i

k and generate
the residuals ri

k. Second, the fault detection unit performs change detection based on the
estimator outputs. When there is no change (i.e., l = i), the interpolation control algorithm
currently in use continues to regulate the system. When a change/fault is detected (i.e.,
l 6= i), the fault isolation unit is activated, and in this case the pre-designed auxiliary test
signal ui

FI is injected into the system and the estimator to perform modal discrimination.
Next, after the practical system condition is isolated (i.e., i = l), the decision results of
the fault isolation unit will update the operating condition index of the estimator and
the reconfiguration controller. Next, the suitable interpolation optimization should be
selected according to the location of states in relation to the feasible set of controller (i.e.,
robust control invariant set). Namely, if the states belong to the feasible set of the isolated
controller, the general interpolation control is applied; otherwise, the relaxed interpolation
control should be activated. Finally, these control actions will adjust the system states to the
desired operating region. The design of each unit in this flowchart is given in detail below.

Reconfigure the 

index of observer 

and controller

Estimator (4)

Fault 

detection (6)

Interpolation-

based FTC 

Activate fault

isolation

Inject auxiliary 

test signal into 

system/estimator

Collect 

residuals after 

t samples

Fault 

isolation (12)

States belong to 

M-step robust control

invariant set

Interpolation-

based FTC

Relaxed

interpolation-

based FTC

No 

change
Change

Yes No

Plant (1)

(ul, yl)

( � i, �!", #")

ul

" = $

%i&'

rl,i

" ≠ $
" = $

 ∈ *+
-  ∈ *+

-/

(xl, ul)

(xl, � i)

ul

Figure 1. Scheme of AFD-based interpolation AFTC. The fault detection and active fault isolation
constitute AFD, which will be designed in Section 3.2; AFTC consists of outer FTC, inner FTC
and interpolation optimization, where outer FTC and interpolation optimization are designed in
Section 3.4 and inner FTC with observer is designed in Section 3.3.
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3.2. AFD: Fault/Mode Change Detection and Isolation

Without loss of generality, the following i-th observer is adopted to estimate states
and generate residuals

x̂i
k+1 = (Ai + LiC)x̂i

k + Biui
k − Liyi

k

ŷi
k = Cx̂i

k, ri
k = yi

k − ŷi
k

(4)

where x̂i
k ∈ Rn denotes the estimated state vector; ŷi

k ∈ Rny is the estimated output
vector; ri

k ∈ Rny is the generated residual signal that is used to provide key information of
abnormal condition for achieving AFD. Li is the observer gain.

Assumption 2. For the sake of discussion, we assume that the observer (4) for each i ∈ [0, n f ]

has been designed in advance, and (Ai + LiC) is Schur stable. The detailed design conditions of Li

are given in Theorem 1.

Remark 4. In a cycle of AFD, the FI is always triggered by the FD [22]. Moreover, when a fault is
detected at time kd, the closed-loop FTC controller that is currently being used should preferably
be put on standby to avoid that the feedback function hides the effect of the fault. In this setting,
only the auxiliary input is used to stimulate the faulty system. In principle, the design of such
an auxiliary input should (1) minimize the harmful influence to the currently matched system
operation and (2) accurately identify and isolate the real system operating condition l.

In Figure 1, there are two cases about the generated residual signal ri
k. One is that the

ith observer currently in use is matched to the real system mode l, and the other is the
opposite. In the sequel, we will discuss the characteristics of the corresponding residuals
for each of these two cases.

(1) Case I (design of FD logic for i = l): First, based on Remark 4 and (1)–(4), the
following estimation error system can be established:

exi ,k+1=(Ai + LiC)exi ,k+Livk+dk, ri
k =Cexi ,k+vk (5)

where exi ,k = xi
k − x̂i

k. Given i ∈ [0, n f ], the relevant disturbance term Livk + dk is bounded
by a deterministic set ∆i,i

e = (LiV)⊕D. Then, based on a series of finite set iterations along
(5) using ∆i,i

e , an approximate maximal RPI set Ωi,i
e (see Definition 2) can be computed

and the limit set of residual ri can be directly obtained as Ri,i
FD = CΩi,i

e ⊕ V . According
to Figure 1 and Remark 4, the detection of mode changes and the triggered action can be
formulated as {

ri
k /∈ Ri,i

FD ⇒ Mode change⇒ Activate FI

ri
k ∈ Ri,i

FD ⇒ No change ⇒ Continue detection
(6)

Remark 5. Considering the possibility of fault occurrence, transformation, or recovery, we uni-
formly use mode change in (6) to indicate any phenomenon that causes a change in the system
behavior.

(2) Case II (design of FI logic for i 6= l): The case i 6= l implies that the real status
of system has changed and it generally leads to ri

k /∈ Ri,i
FD. In this case, the fault/mode

isolation should be activated. According to the analysis method in [27] and Remark 4, an
auxiliary input ui

FI will be used to replace the AFTC input ui
C,k. A relevant augmentation

representation is firstly constructed as

χl,i
k+1=Al,i

χ χl,i
k +Bl,i

χ ui
FI+Ei

χσk, rl,i
k =Cχχl,i

k +Dχσk (7)
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where χl,i
k =

[
(xl

k)
T (x̂i

k)
T]T , Al,i

χ =

[
Al 0
−LiC Ai + LiC

]
, σk ∈ E = {

[
dT

k vT
k
]T : d ∈

D, v ∈ V}, Bl,i
χ =

[
Bl

Bi

]
, Ei

χ =

[
I 0
0 −Li

]
, Cχ =

[
C −C

]
, Dχ =

[
0 I

]
. Clearly, the

term Ei
χσk lies in the set ∆i

χ = Ei
χE . Then, given ui

FI and based on Assumption 1, an

approximate maximal RPI set Ωl,i
χ for each pair (l, i), i 6= l, can be determined by finite set

iterations along (7). Accordingly, the limit set that is used to achieve modal isolation can be
obtained asRl,i

FI = CχΩl,i
χ ⊕ DχE . The approximated calculation method ofRl,i

FI is given in
Appendix A.

A crucial condition for the existence of ui
FI that discriminates between configurations

ζ and η in finite time isRζ,i
FI ∩R

η,i
FI = ∅, ζ 6= η. According to [27], such discrimination can

be achieved by checking whether the distance between the two sets is positive. Without
loss of generality, the following distance metric is defined as

disi
ζ,η = inf

(qζ∈Rζ,i
FI ,pη∈Rζ,i

FI )

‖ qζ − pη ‖2 (8)

Clearly, for each pair (ζ, η) ∈ {[0, n f ] ∼ i}, ζ 6= η, we need to solve (8) to determine a
suitable auxiliary input ui

FI such that the distance metric disi
ζ,η is positive. The distance

metric (8) has the following properties.

Lemma 1. [27] The distance metric function disi
ζ,η is convex and hence its maximum is reached

on certain vertices of the input constraint set.

Based on Remark 4 and Lemma 1, the optimization design problem of auxiliary input
signal ui

FI , ∀i ∈ [0, n f ] can then be formulated as





min γ

s.t. disi
ζ,η > 0; ui

FI ∈ vert(γU ); σk ∈ E ;

ζ, η ∈ {[0, n f ] ∼ i}; ζ 6= η.

(9)

Once the problem in (9) is solved for each i, the corresponding separation hyperplane
(denoted as Πi

ζ,η) that is used to isolate the new mode can be further calculated through

Πi
ζ,η = {r : (r− r̆η)T(r− r̆η) = (r− r̆ζ)T(r− r̆ζ)}

= {r : (r̆ζ − r̆η)Tr =
(r̆ζ − r̆η)T(r̆ζ + r̆η)

2
}

(10)

where r̆ζ ∈ Rζ,i
FI and r̆η ∈ Rη,i

FI are two points at minimum distance from Πi
ζ,η , and they can

be determined when solving (9). Then, these off-line designed separation hyperplanes will
be used for real-time isolation. For simplicity, the isolation function is constructed as

Isoi
ζ,η = sign[(r̆ζ − r̆η)Trk −

(r̆ζ − r̆η)T(r̆ζ + r̆η)

2
] (11)

Then, for the residual signals generated in real time, the online FI logic can be de-
signed as {

Isoi
ζ,η > 0⇒ Mode ζ is effective

Isoi
ζ,η < 0⇒ Mode η is effective

(12)

The current system mode can thus be discerned by making no more than n f comparisons
using (11) and (12).
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3.3. Integrated Design of Observer and Unconstrained Controller

When the practical system mode index l ∈ [0, n f ] is isolated, the control reconfigu-
ration should be activated immediately, i.e., the control action ul

C,k is reconfigured with
the new isolated mode index l. Now we will design the control policy ul

C,k. Here, we
consider for now the case where the constraints (x ∈ X , u ∈ U ) are not triggered
and ul

C,k can then be designed only as an estimator-based robust feedback control policy
ul

C,k = Kl x̂l
k, ∀l ∈ [0, n f ]. Under such settings, the closed-loop system dynamics can be

obtained as

xl
k+1 = Al xl

k + BlKl x̂l
k + dk

= (Al + BlKl)xl
k − BlKlexl ,k + dk

= Āl xl
k + B̄lexl ,k + dk

(13)

where Āl = Al + BlKl , and B̄l = −BlKl .

On the other hand, by defining a virtual output variable vector zl
k =

[
Ξ1/2

0

]
xl

k +
[

0
Θ1/2

]
ul

k, the unity function of cost function (3) can be represented by U(xl
k, ul

k) = (zl
k)

Tzl
k.

Then, the closed-loop virtual output by ul
C,k can be deduced as

zl
k = C̄l xl

k + D̄lexl ,k (14)

where C̄l =

[
Ξ1/2

0

]
+

[
0

Θ1/2

]
Kl and D̄l = −

[
0

Θ1/2

]
Kl .

According to [20,32], there may exist robustness interaction influences between esti-
mation accuracy and unconstrained control performance, since the estimation error exl ,k
disturbs the closed-loop system (13) and (14) whilst the unmodeled dynamics dk usually
containing states can affect the estimation system (5). Hence, an integrated design of
composite closed-loop system (5), (13) and (14) must be adopted to obtain the satisfactory
observer gain Ll and control gain Kl , ∀l ∈ [0, n f ]. The following composite closed-loop
system is firstly established:

ψl
k+1 = Ãlψl

k + B̃l$k

zl
k = C̃lψl

k

(15)

where ψl
k =

[
eT

xl ,k (xl
k)

T
]T

, $k =
[
vT

k dT
k
]T , Ãl =

[
Ãl

11 0
Ãl

21 Ãl
22

]
, B̃l =

[
B̃l

1
B̃l

2

]
, Ãl

11 =

Al + LlC, Ãl
21 = −BlKl , Ãl

22 = Al + BlKl , B̃l
1 =

[
Ll I

]
, B̃2 =

[
0 I

]
, and C̃l =

[
D̄l C̄l].

The following theorem presents the integrated design conditions of observer gain and
unconstrained feedback gain.

Theorem 1. For each l ∈ [0, n f ], a robust observer (5) and associated robust feedback control
policy uC,k = Kl x̂l

k can be integratedly determined, if some decision variables α > 0, β > 0,
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Pl
1 = (Pl

1)
T > 0, Pl

2 = (Pl
2)

T > 0, Yl
1, Yl

2, K̄l , L̄l exist as the solutions to the following
optimization problem:

min
Pl

1,Pl
2,Yl

1,Yl
2,K̄l ,L̄l

ςα + (1− ς)β

s.t.




I − Pl
1 � �

0 −α2 I �
Γ31l Γ32l Pl

1 −Yl
1 − (Yl

1)
T


 < 0 (16a)




Pl
2−Sym(Yl

2) � � � �
0 P2−Sym(Yl

2) � � �
0 0 −β2 I � �

Υ41l Υ42l B̃2 −Pl
2 �

Υ51l Υ52l 0 0 −I



<0 (16b)

where Sym(Yl
2) = Yl

2 + (Yl
2)

T , Γ31l = Yl
1 Al + L̄lC, Γ32l =

[
L̄l Yl

1
]
, Υ41l = −BlK̄l , Υ42l =

Al(Yl
2)

T + BlK̄l , B̃l
2 =

[
0 I

]
, Υ51l = −

[
0

Θ1/2

]
K̄l , Υ52l =

[
Ξ1/2

0

]
(Yl

2)
T +

[
0

Θ1/2

]
K̄l , ς ∈

(0, 1). Once the above optimization is solved, the parameters of observer and feedback gain can be
calculated by Kl = K̄l((Yl

2)
T)−1 and Ll = (Yl

1)
−1 L̄l , respectively.

Proof. The proof of Theorem 1 is given in Appendix B.

3.4. Constrained AFTC: Reconfigured Interpolating Control

Based on the set-theoretic concepts in [28,31], several invariant sets are defined.

Definition 2. Given the controller ul
C,k = Kl x̂l

k, the set Ωl
RPI ⊆ X is a robust positive invariant

set (RPI-set) for closed-loop system (13) subject to constraint xl
k ∈ X if for any xl

0 ∈ Ωl
RPI we

have xl
k ∈ Ωl

RPI for all B̄lexl ,k + dk, k > 0. Moreover, Ωl
MRPI is the maximal RPI-set if Ωl

MRPI
contains all the RPI-sets of constrained closed-loop system (13) in X . For simplicity, Ωl

MRPI is
represented in the polyhedral form of Ωl

MRPI = {xl : Fl
I xl ≤ gl

I}.

The following enlarged invariant set is further defined for some constrained allowable
control inputs.

Definition 3. Given the lth model of (2) and the constraints (X ,U ), the set Ωl
RCI ⊆ X is a

robust control invariant set (RCI-set), if for any xl
0 ∈ ΩRCI there exists an admissible control input

ul
k ∈ U such that all the state updates satisfy xl

k ∈ ΩRCI for all dk and exl ,k, k > 0. Similarly, the
maximal RCI-set ΩMRCI contains all robust RCI-sets.

Generally, the determination of ΩMRCI is computationally demanding, in particular
for high-dimension systems. As an alternative, the M-step robust control invariant set can
be used.

Definition 4. The set Pl
M ⊆ X is defined as a M-step robust control invariant set for the lth model

of (2) with respect to the constraints (X ,U ), if there exists an admissible control sequence such
that all states xl

k ∈ Pl
M can be steered into Ωl

MRPI in no more than M steps. For simplicity, Pl
M is

described as Pl
M = {xl : Fl

Mxl ≤ gl
M}.

In general, two cases exist for the location of the states of system after the active FI is
completed, namely xl

k ∈ Pl
M and xl

k /∈ Pl
M. In the sequel, we will construct an interpolating

FTC strategy for each of these two cases.
(1) Case I (xl

k ∈ Pl
M after FI): Firstly, in order to get Ωl

MRPI of (13), the bounded set
of B̄lexl ,k + dk should be determined. By a series of finite set iterations along (5), the
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disturbance invariant set of exl subject to vk ∈ V and dk ∈ D has been computed as Ωl,l
e .

Then, we have B̄lexl ,k + dk ∈ (B̄lΩl,l
e ⊕D). Further, the Procedure 2.1 in [28] can be referred

to calculate Ωl
MRPI of (13).

In order to describe the control actions that can regulate the state xl
k from Pl

M back to
Ωl

MRPI in no more than M steps, an augmented control sequence

Ul
M,k =

[
(ul

IC,k)
T (ul

IC,k+1)
T · · · (ul

IC,k+M−1)
T
]T

is defined. In fact, these actions are
expected to regulate the dynamic behavior of the system in the following manner:

xl
k+1 = Al xl

k + Blul
IC,k + dk ∈ Pl

M

...

xl
k+M−1=Al xl

k+M−2+Blul
IC,k+M−2+dk+M−2∈Pl

M

xl
k+M =Al xl

k+M−1+Blul
IC,k+M−1+dk+M−1∈Ωl

MRPI

(17)

Obviously, in (17) we can observe that the migration process of states can be approxi-
mately deduced by the current initial state xl

k and a sequence of inputs Ul
M,k. Considering

the constraints with Definition 4, we can further describe the maximal admissible control
domain of the system (1) with respect to the corresponding control inputs in terms of the
following half-space representation for the augmented state space Ql

M = {xl , Ul
M}:

Ql
M = {xl , Ul

M : F̄l
M

[
xl

Ul
M

]
≤ ḡl

M} (18)

Remark 6. Given the previously obtained Ωl
MRPI and certain M, the augmented set Ql

M can be
calculated by following the algorithm in [28]. In addition, by comparing the definition in (18) and
Definition 4, it can be seen that Pl

M is a projection of Ql
M onto the state space.

Without loss of generality, any state vector xl
k ∈ Pl

M can be decomposed as a convex
combination form

xl
k = sl

kxl
O,k + (1− sl

k)xl
I,k (19)

where xl
I,k ∈ Ωl

MRPI denotes an inner state vector while xl
O,k ∈ Pl

M ∼ Ωl
MRPI denotes an

outer state vector. sl
k∈ [0, 1] is the so-called interpolation coefficient. Since xI,k has already

inside Ωl
MRPI , the previously designed unconstrained optimal control law by Kl xl

I,k can
be directly adopted to achieve UUB regulation of xl

I,k robustly. Thus, for xl
k /∈ Ωl

MRPI ,
(19) means that the problem of finding Ul

M,k to regulate state xl
k back to Ωl

MRPI can be
transformed into the problem of solving Ul

M,k to regulate state xl
O,k back into Ωl

MRPI .
In line with the above state decomposition (19), the following interpolated FTC strat-

egy for the lth model is constructed

ul
C,k = sl

kul
IC,k + (1− sl

k)u
l
I,k (20)

where ul
I,k = Kl xl

I,k is the inner FTC law while ul
IC,k is the outer FTC law to be determined.

It should be noted that ul
I,k is the optimal unconstrained terminal control law, and it

generally presents high control performance. However, for xl
O,k ∈ Pl

M ∼ Ωl
MPRI , the

constraints will be activated and the performance might be poor. Thus, in order to make
the high-performance inner controller as dominant as possible and minimize the constraint
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activation influence simultaneously, it is desirable to set sl
k as small as possible. This can be

achieved by solving the following optimization problem:





s̃l
k = min

sl
k ,xl

I,k ,xl
O,k ,Ul

M,k

sl
k

s.t. Fl
I xl

I,k ≤ gl
I ; F̃l

M

[
xl

O,k
Ul

M,k

]
≤ g̃l

M;

xl
k = sl

kxl
O,k + (1− sl

k)xl
I,k; 0 ≤ sl

k ≤ 1.

(21)

The first constraint in (21) is used to ensure xl
I,k ∈ Ωl

MRPI ; the second inequality is
used to ensure that there exists Ul

M,k such that xl
O,k ∈ P̃l

M ⊆ Pl
M and xl

O,k+M ∈ Ωl
MRPI ; the

third equation guarantees a smooth convex interpolation between xl
I,k and xl

O,k and also
achieves a smooth interpolation between the associated two control laws.

Remark 7. In view of the influence of estimation error on the feasibility of optimization, we have
contracted the constraint condition in (18), and obtained the second constraint condition in (21).
Specifically, by setting ul

IC,k = Kl xl
O,k + cl

k, there is ul
C,k = sl

kul
IC,k + (1− sl

k)u
l
I,k = sl

k(K
l xl

O,k +

cl
k) + (1− sl

k)u
l
I,k = sl

kKl xl
O,k + (1− sl

k)K
l xl

I,k + sl
kcl

k = Kl(sl
kxl

O,k + (1− sl
k)xl

I,k) + sl
kcl

k =

Kl xl
k + c̄l

k, where c̄l
k = sl

kcl
k. Then, following the augmentation analysis technique in dual-mode

predictive control [20], we can calculate a disturbance invariant set of [xk; Ul
M,k] that is driven

by exl ,k and dk. Further, based on the constraint tightening, a conservative constraint set Q̃l
M =

{xl , Ul
M : F̃l

M

[
xl

Ul
M

]
≤ g̃l

M} can be determined, where P̃l
M is a projection of Q̃l

M onto the state space.

Since sl
k, xl

I,k, xl
O,k are unknown, the optimization (21) is nonlinear. Let bl

O,k = sl
kxl

O,k,
bl

I,k = (1− sl
k)xl

I,k, and Tl
M,k = sl

kUl
M,k, the above optimization problem (21) can be then

simplified as a linear programming problem:





s̃l
k = min

sl
k ,bl

O,k ,Tl
M,k

sl
k

s.t. Fl
I (xl

k − bl
O,k) ≤ (1− sl

k)gl
I ;

F̃l
M

[
bl

O,k
Tl

M,k

]
≤ sl

k g̃l
M; 0 ≤ sl

k ≤ 1.

(22)

When the optimal solution of (22) is obtained, the reconfigured interpolation FTC can then
be constructed as ul

C,k = Tl
M1,k + Kl(xl

k − bl
O,k), where Tl

M1,k is the first control input in Tl
M,k.

(2) Case II (xl
k /∈ Pl

M after FI): The soft constraint methods are employed to ensure that
states outside Pl

M can also be steered into Ωl
MRPI after the fault is isolated. Depending on the

requirements of the actual system for state constraints and input constraints, there exist two
general ways to design soft constraints [33,34]. The first is that the input constraints must
not be violated while the boundaries of the state constraints can be relaxed appropriately.
The other is that the boundaries of both constraints can be adjusted. In either case, the
relaxation variable introduced by the soft constraints is non-zero only when the original
constraints are violated. Once the original constraints are restored, the relaxation variable
must be zero. For the sake of simplicity, the second strategy is adopted and we design
the following soft constrained interpolating control algorithm. First of all, we suppose
that the maximal admissible control domain (18) can be relaxed to contain states xl

k /∈ Pl
M

as follows:

Q̃l
ςk ,M = {xl , Ul

M : F̃l
M

[
xl

Ul
M

]
≤ g̃l

M + ςl
kΛ} (23)
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where ςl
k ≥ 0 is the relaxation variable and Λ can be a column vector of ones or an

arithmetic progression vector with the first term 1 and common difference −κ ∈ [−1, 0].
Note that the soft constraints by (23) implicitly define an enlarged M−step robust control
invariant set P̃l

ςk ,M for systems (1) with relaxed constraints of states and inputs.
Then, in a similar way to formulate (19) and (20), we can also update the interpolations

of states and inputs for xl
I,k ∈ Ωl

MRPI and xl
O,k ∈ P̃l

ςk ,M ∼ Ωl
MRPI . Slightly different from

the optimization objective of (21), here the slack variable ςk also needs to be minimized, i.e.,
the degree of constraint violation of P̃l

M should be minimized. To this point, we can further
establish the following optimization problem through the same design of variables as (22):





µ̃l
k = min

sl
k ,bl

O,k ,Tl
M,k ,ς̄l

k

ε1ς̄l
k + ε2sl

k

s.t. Fl
I (xl

k − bl
O,k) ≤ (1− sl

k)gl
I ; 0 ≤ sl

k ≤ 1;

F̃l
M

[
bl

O,k
Tl

M,k

]
≤ sl

k g̃l
M + ς̄l

kΛ; ς̄l
k = sl

kςl
k.

(24)

where ε1 + ε2 = 1. In order to highlight the function of soft constraint FTC, ε1 is generally
set to be larger than ε2.

3.5. The AFD-Based Reconfigured Interpolation FTC Algorithm

A binary parameter ε3 is introduced to unify the optimization problems of (22)
and (24): 




µ̃l
k = min

sl
k ,bl

O,k ,Tl
M,k ,ς̄l

k

ε3(ε1ς̄l
k + ε2sl

k) + (1− ε3)sl
k

s.t. Fl
I (xl

k − bl
O,k) ≤ (1− sl

k)gl
I ; 0 ≤ sl

k ≤ 1;

F̃l
M

[
bl

O,k
Tl

M,k

]
≤ sl

k g̃l
M + ε3ς̄l

kΛ; 0 ≤ ς̄l
k.

(25)

By setting ε3 = 1, (25) reduces to (24), which is used to achieve soft constrained interpolat-
ing control for the case xl

k /∈ P̃l
M. By setting ε3 = 0, (25) reduces to (22) and the standard

interpolating control based FTC can then be achieved. All the above developments allow
us to write down Algorithm 1.
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Algorithm 1 AFD-based interpolation AFTC.

Off-line Design: Given system (1), objective (3) and sets (X , U , D, V). Complete the
following designs: Solve Theorem 1 to obtain Kl , Ll , ∀l = 0, 1, · · · , n f ; Based on
(5), calculate the limit set of residual Ri,i

FD, ∀i = 0, 1, · · · , n f ; Solve the optimization
problem (9) to obtain ui

FI and associated points r̆ζ , r̆η , ∀i, ζ, η = 0, 1, 2, · · · , n f , i 6= ζ,
i 6= η, ζ 6= η, and construct separation hyperplane (10); Formulate the FD logic (6)
using Ri,i

FD and construct the FI logic (12) using (11); Calculate Ωl
MRPI according to

Definition 2 and calculate Q̃l
M based on (18) and Remarks 6 and 7.

On-line Implementation: Set ς, ε1, ε2, µ ∈ [0, 1], state x0 = x̂0 ∈ P0
M and u0

FI = 0. Solve
(25) with ε3 = 0 to obtain u0

C,0 ← T0
M1,0 + K0(x̂0 − b0

O,0). Let i ← 0, k ← 0 u0 ← u0
C,0

and perform the following actions:
1: (x̂k, rk)← (4); C Using (4) to estimate (x̂k, rk)

2: if rk ∈ Ri,i
FD then

3: Solve (25) with ε3 = 0 to compute ui
C,k ← Ti

M1,k + Ki(x̂k − bi
O,k); Set ui

FI ← 0,
uk ← ui

C,k, k← k + 1, and go to step 1;
4: else C A fault is detected
5: Set ui

C,k ← 0, uk ← ui
FI ;

6: end if
7: do
8: (x̂k+τ , rk+τ)← (4); C Generate τ residuals
9: Find ζ such that Isoi

ζ,η > 0, ∀η ∈ [0, n f ] ∼ i, ζ 6= η;
10: end do
11: i← ζ, k← k + τ;
12: if x̂k ∈ P̃i

M then
13: Go to step 3;
14: else C x̂k /∈ P̃i

M
15: Solve (25) with ε3 = 1 to compute ui

C,k ← Ti
M1,k + Ki(x̂k − bi

O,k); Set ui
FI ← 0,

uk ← ui
C,k, k← k + 1, (x̂k, rk)← (4), and go to step 12;

16: end if

4. Algorithm Verification by a Wastewater Treatment Plant Model
4.1. System Model and Parameters

The purpose of a wastewater treatment plant is to purify the sewage and return
clean water to the river. Activated sludge process (ASP) is a very important part of
the cleaning procedure [35]. Generally, ASP systems usually consist of a bioreactor and
a settler. Bioreactors mainly rely on suspended microorganisms for biodegradation of
dissolved substrate. After that, the suspended micro-organisms are completely separated
in the settler. Some of the degraded biomass will be recycled to the bioreactor for further
purification, while the remaining biomass will be discharged to maintain the balance of
limited organisms in the ASP system. The energy needed for the reaction is provided by the
dissolved oxygen, and the resulting carbon dioxide is in turn released. In [36], a simplified
state-space error model describing the mass balances in ASP systems is built around the
equilibrium point (XP, UP) = ([122.7342 49.4714 196.3750 6.8300]T , [0.06 1.35]). Here, to
achieve the fault tolerant mass balance of ASP systems, some uncertain parameters along
the model in [36] are additionally considered as follows:

A=




0.7685−∆A 0.1551 0.0576 0.1273
−0.1438 0.4137+ΓA −0.0859 −0.013
−0.0109 −0.0175 0.0026+∆A −0.0018
0.3396 0.0377 0.0253 0.8335−ΓA




B =




−250.0774 0.9268
398.0189 −1.4129
−13.8515 2.0454
102.6287 0.18



[

∆B 0
0 ΓB

]
, C =




0 0
1 0
0 1
0 0




T (26)
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We assume that two types of faults can appear: (∆A =0.2, ∆B =0.7, ΓA =ΓB =0) and
(∆A = ∆B =0, ΓA = 0.3, ΓB = 0.6). The former is identified as fault l = 1 (faulty mode 1)
and the latter is identified as fault l = 2 (faulty mode 2). Clearly, the health condition l = 0
(healthy mode 0) is indicated when (∆A = ΓA = ∆B = ΓB =0). The other parameters are:
Ξ=0.1I4, Θ=0.02I2, n f =2, dk∈ [−0.514 0.514], vk∈ [−0.5I2 0.5I2], and




−90.0342
−37.4714
−143.8750
−5.9300


 ≤ xk ≤




137.2658
15.5286
13.6250
73.1700


,
[−0.0600
−1.3500

]
≤ uk ≤

[
2.3400
13.6500

]
(27)

4.2. Offline Design of AFD and AFTC According to Algorithm 1 and Relevant Validation

According to Algorithm 1, the following parameters of AFTC policy are designed.
Firstly, by solving Theorem 1, the integrated parameters of observer Ll and inner FTC

gain matrix Kl are obtained as

L0 =




4.7216 0.2884
−1.2215 −0.0229
−0.0518 −0.0051
9.4863 0.6130


, K0 =

[−0.0016 −0.0010 0.0002 −0.0021
−0.8410 −0.2855 −0.0381 −0.7295

]

L1 =




0.1650 −0.0290
−0.4078 0.0669
0.0095 −0.1675
0.7874 0.0267


, K1 =

[−0.0031 −0.0017 −0.0002 −0.0048
−0.6755 −0.2408 −0.0910 −0.8303

]

L2 =




0.6487 −0.0128
−0.7432 0.0605
0.0036 −0.0024
0.6966 0.0089


, K2 =

[−0.0014 −0.0021 0.0001 −0.0008
−0.5591 −0.2930 0.0015 −0.2738

]

(28)

Secondly, by using the disturbance set ∆i,i
e for 3-step set iteration along (5), the limit sets

of residual for each i = 0, 1, 2 are approximately calculated, where the H-representations of
R0,0

FD,R1,1
FD, andR2,2

FD have 23, 38, and 47 inequalities, respectively. Due to the page limit,
they are not listed here.

Thirdly, by solving optimization problem (9), some suitable choices of test input
signals are determined as u0

FI = 1.5× U .V(1), u1
FI = 1.3× U .V(1), u2

FI = 1.1× U .V(1),
respectively. Here, U .V(1) is used to denote the first vertex of the V-representation of
set U . In order to clearly describe the relationship between the FD limit set and the FI
separation line, we simulated the residual responses by injecting the above test input
signal excitation in different modes of the system. As shown in Figure 2, the AFD can be
successfully achieved as long as the residual value exceeds the relevant separation line.
Here, the isolation can be accomplished in a maximum of six steps.

Next, the robust invariant sets Ωl
MRPI and Pl

M are calculated for l = 0, 1, 2, respectively.
In order to describe the relationship among the interpolating AFTC, the controlled states
and the corresponding invariant set for each mode, the evolution of an arbitrary initial
state x0 = [−20 10 − 10 − 1.83]T is simulated. The results of the first three states are
shown in Figure 3. It can be seen from Figure 3a,b that x0 belongs to Pl

M ∼ Ωl
MRPI , l = 0, 1.

Therefore, as shown in sub-Figure 3d, the corresponding interpolation coefficients are not
zero and x0 is adjusted back to Ωl

MRPI in 2-3 steps. Figure 3c illustrates that x0 belongs to
Ω2

MRPI . Hence, the associated interpolation coefficient in Figure 3d is zero.
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Figure 2. Test of the isolation effect of the constructed active fault isolation method in three scenarios

Figure 3. Test of the control effect of the developed interpolating AFTC. The yellow area represents
the set Ωl

MRPI and the green area represents the set Pl
M. (a) Invariant sets for health mode l = 0;

(b) invariant sets for fault mode l = 1; (c) invariant sets for fault mode l = 2; (d) interpolation
coefficient s̃k.

4.3. Simulation Results and Analysis of the above Designed AFD-Based AFTC Method

Based on the parameters obtained above, we next perform performance tests on the
proposed AFD-based AFTC method. First, the following fault scenarios are considered:

Fault scenarios: The system initially works in a healthy condition; when k ∈ [160 550),
the first kind of fault occurs in the system. For k ≥ 550, the previous fault disappears and
the second type of fault appears.

Then, the online AFTC strategy described in Algorithm 1 is implemented to deal with
the above fault situations. The simulation results are collected and depicted in Figures 4–6,
where the occurrence and duration of different faults have been marked using different
color areas, i.e., green area for healthy condition (l = 0), yellow area for type I faults (l = 1)
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and gray area for type II faults (l = 2). As depicted in Figure 4, it takes some time after a
fault occurs to achieve the state regulation to track the equilibrium point XP. The reason
is that the fault detection, isolation, and control reconfiguration need to be completed
during this time. Taking the fault-tolerant process for the first type of fault as an example,
Figure 4 firstly depicts that the estimated values of the states can quickly deviate from
their actual values in the moments after the fault occurs. Their estimation errors caused by
the presence of the fault further generate large residual values, thus facilitating the timely
triggering of FI. In fact, the interpolation coefficient in Figure 6 appears to increase rapidly
at k > 160, which also indicates the occurrence of abnormal system conditions. The inputs
of the corresponding constant value auxiliary test signals are further shown in Figure 5.
It should be noted that both variables in Figure 6 are zero at this time. After a few steps,
it can be seen in Figure 4 that the first three states have been accurately estimated, which
indicates that the FI is completed. However, the estimation of the fourth state still deviates
from the actual value. The reason is that the auxiliary signal injected during FI drives it to
a large deviation (as shown in Figure 2). Hence, additional time is required to achieve its
unbiased tracking.

After FI, the corresponding control reconfiguration is further activated. As shown in
Figure 6, the soft constraint FTC (24) is triggered first, which also leads to a sharp increase
of the control input in Figure 5. When the states are adjusted into P1

M by the soft constraint
FTC, the interpolation FTC (22) is activated timely. At the same time, as illustrated in
Figure 5, the control inputs subsequently become smaller. The decreasing interpolation
coefficient in Figure 6 also indicates that the system states are gradually tuned into Ω1

MRPI .
After that, the states are gradually regulated to track the equilibrium point.

Remark 8. The above process constitutes a complete cycle of AFD and AFTC. Clearly, the decreas-
ing interpolation coefficients and relaxation variables in Figure 6 fully illustrate the convergence of
the proposed Algorithm 1. Correspondingly, the state and control variables in Figures 4 and 5 are
also adjusted to the equilibrium point (XP, UP), which further illustrates that the control system
under the influence of the fault is stabilized and the tracking target is achieved.
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Figure 4. Simulation results of state evolution and estimation under the control of Algorithm 1.
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Figure 5. Simulation results of interpolation-based AFTC input obtained from Algorithm 1.

0 100 200 300 400 500 600 700 800 900

0

0.2

0.4

0.6

0.8

1

Time (k)

In
te

rp
ol

at
io

n 
co

ef
fic

ie
nt

0 100 200 300 400 500 600 700 800 900

0

50

100

150

200

250

300

Time (k)

R
el

ax
at

io
n 

va
ri

ab
le

Health l=0

Fault l=1

Fault l=2

s
k
 in (22)

ς
k
 in (24)

Figure 6. Simulation results of interpolation coefficient and relaxation variable obtained from
Algorithm 1.

4.4. Multi-Performance Comparison and Discussion of Active Fault-Tolerant Control Methods

Some qualitative comparisons with the recently reported AFTC methods are given in
Table 1.

Table 1. Performance comparison of different FTC methods.

Performance
Method Algorithm 1 [20] [13] [16]

Types of faults that can be handled Component/actuator faults Actuator fault Actuator fault Actuator fault
Can active fault diagnosis be realized Yes - - -
Number of observers used in real time 1 - - 3
Design principle of fault tolerant control PM-based IC Dual-mode MPC LMI-based MPC PM-based MPC
Expression of fault tolerant feasible domain Polyhedral set Polyhedral set Ellipsoidal set Ellipsoidal set
Optimization problems to be solved LP QP SDP QP
Can active constraint relaxation be achieved Yes - - -
Extensibility of FTC method General General High General

Note: interpolating control (IC), model predictive control (MPC), linear matrix inequality (LMI), linear programming (LP), quadratic
programming (QP), semi-positive definite programming (SDP), M-step robust control invariant set (PM).
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The involved comparisons in Table 1 are explained from the following aspects. Firstly,
as shown in the second row of Table 1, both component faults and actuator faults are
considered in this paper, while only actuator faults are considered in [13,16,20]. In general,
the component faults can significantly affect the system dynamics. In this paper, an AFD
method is embedded to identify the system operating mode in real time in order to achieve
fault tolerance for component faults. Secondly, unlike the multiple-observers-based real-
time diagnosis approach in [16], here only one observer needs to be employed at each
moment to achieve fault mode identification. Theoretically, this facilitates the diagnosis
efficiency and it is also another implicit advantage of using AFD.

In terms of the design and implementation of fault-tolerant methods (i.e., rows 5–7 in
Table 1), the MPC optimization problems in [13] are constructed by relying on ellipsoidal
constraint sets and LMI, which belongs to SDP and whose solution tends to be more
time-consuming. In addition, approximating the feasible domain with ellipsoidal sets
is generally more conservative than polyhedral sets. In [20], the dual-mode prediction
mechanism is adopted to construct a predictive FTC, whose optimization problem belongs
to QP and can be solved relatively efficiently. However, this FTC method is only used
to handle actuator additive offset faults and is not suitable for addressing fault tolerance
problems of multiplicative faults and component faults. Relatively, the receding horizon
set theoretic FTC method in [16] is appealing. This method provides a way to perform
the state figure using switching M-step controllable ellipsoidal sets under different fault
conditions. However, it may be computationally demanding and takes up a large storage
space because of the need to solve real-time QP when the states do not belong to the
corresponding maximum allowable invariant set. In this paper, the interpolation methods
are employed to combine M-step controllable polyhedral sets and inner feedback control
laws to achieve the state figure, and the corresponding fault-tolerant optimization is formed
as LP. Compared to the sets that need to be stored by the FTC method in [16], Algorithm 1
only needs to store the maximum M-step controllable polyhedral set for each operating
condition, which helps to reduce the storage burden.

The penultimate row of Table 1 illustrates that the soft-constrained FTC method is
further integrated into Algorithm 1 and used to deal with some unanticipated situations,
such as uncertain fault amplitudes, system parameter drifts, disturbance overruns, etc.
The last row of Table 1 implies that the design of the FTC method in [13] is more intuitive
and better scalable than the FTC methods in Algorithm 1, [16,20]. It should be noted that
the above comparisons are discussed mainly for the characteristics of the involved fault-
tolerant methods and not for the contents of the overall studies in [13,16,20]. Clearly, they
have different system models and control objectives, and therefore different innovations.

Remark 9. According to Remark 7, the FTC law based on dual-mode predictive control constructed
in [20] can be considered as a special form of the interpolation AFTC developed in this paper. Hence,
the interpolation-based AFTC theoretically has a higher degree of design freedom as well as a more
efficient optimization capability. To verify this, a further numerical comparison was made. Let the
system operate sequentially in two scenarios: scenario I (health l = 0) for 1 ≤ k < 160 and scenario
II (fault l = 2) for 160 ≤ k ≤ 500. To be fair, the same active fault diagnosis and integration design
were used. Table 2 gives the comparisons of these two methods in terms of interval cost function
(3) and running time. It can be seen that the interpolation-based AFTC method runs faster and
provides better tracking accuracy for scenario I. In scenario II, the developed interpolation-based
AFTC remains feasible and continues to optimize the cost function, however the FTC method of [20]
will no longer be feasible after k = 170. Based on the above numerical comparisons, the effectiveness
of the method constructed in this paper can be further verified.
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Table 2. Comparisons of interval cost function (3) and running time.

Scenario Performance [20] Interpolation-Based AFTC

Scenario I Running time 33.2890 (s) 24.6050 (s)
Evaluation of (3) 128.8576 81.7340

Scenario II Running time Infeasible for k ≥ 170 126.7660 (s)
Evaluation of (3) - 359.1910

5. Conclusions

In this paper, a novel activate fault tolerant control scheme is proposed to address
the component/actuator faults for the uncertain systems with state/input constraints. Its
significant merits are that (1) it relies on only one diagnostic observer for online fault
detection and isolation, which helps to reduce the internal memory consumption of the
hardware controller; (2) the auxiliary inputs and separation hyperplanes for fault isolation
are designed offline in advance, which helps to reduce the online computational burden
and increase the freedom of fault isolation decisions; (3) the overall fault tolerant control is
reconfigured by optimizing the interpolation coefficient to dynamically regulate the convex
combination of inner and outer fault tolerant control laws, which can further reduce the
online optimization effort; (4) the inner fault tolerant control and the diagnostic observer
are designed offline in advance, and by such design the robust interaction influence on the
feasibility of the reconfigured fault tolerant control algorithm can be reduced; (5) the soft
constraint method is embedded to achieve a relaxed fault tolerance, which can handle some
cases that lead to infeasible constrained optimization in an emergency. The simulation with
detailed discussions is given to demonstrate the above benefits of the proposed method.

Some issues need to be further addressed in the future work. For instance, the
application of semi-active fault diagnosis to enhance the design flexibility of auxiliary
signals; the combination of soft constraint theory and period invariant sets to construct an
outer fault tolerant control with flexible and adjustable feasible domains; the construction
of parametrization method of interpolated coefficient to avoid solving linear programming
problems, etc.
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Appendix A

The approximated calculation method ofRl,i
FI is given below.

By [31],Rl,i
FI can be explicitly represented asRl,i

FI = {Cχ(I−Al,i
χ )−1Bl,i

χ ui
FI}⊕CχOl,i

χ,∞⊕
DχE , where Ol,i

χ,∞ = {χ : ∑∞
j=0(Al,i

χ )jEi
χσk, σk ∈ E}. Generally, Ol,i

χ,∞ is difficult to deter-
mine, especially for high-dimensional systems. In [27], an external approximation method
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is proposed to enable Ol,i
χ,∞ ⊆ (1 + µT)O

l,i
χ,T , where Ol,i

χ,T = {χ : ∑T
j=0(Al,i

χ )jEi
χσk, σk ∈ E}

can be calculated in a finite time. Then, for given ui
FI , the internal point of residual limit set

Rl,i
FI can be parameterized as Cχ(I− Al,i

χ )−1Bl,i
χ ui

FI +(1+µT)∑T
j=0 Cχ(Al,i

χ )jEi
χσ1,k +Dχσ2,k,

∀σ1,k, σ2,k ∈ E .

Appendix B

The proof of Theorem 1 is given below.

Proof. Let V l
1,k = eT

xl ,kPl
1exl ,k and V l

2,k = (xl
k)

T(Pl
2)
−1xl

k be the Lyapunov functions of (5),

(13) and (14), respectively. Equivalently, V l
1,k + V l

2,k is a Lyapunov function of (15). Define
Kl(Yl

2)
T = K̄l and Yl

1Ll = L̄l . Then, by using −Yl
1(Pl

1)
−1(Yl

1)
T ≤ Pl

1 − Yl
1 − (Yl

1)
T and

congruence transformation diag{I, I, (Yl
1)
−1} to (16a), the inequality −diag{Pl

1 − I, α2 I}+[
Ãl

11 B̃l
1
]T Pl

1(∗) < 0 can be deduced. It further implies that the relation V l
1,k+1 − V l

1,k +

eT
xl ,kexl ,k − α2$T

k $k < 0 holds.

Similarly, by using the inequality −Yl
2(Pl

2)
−1(Yl

2)
T ≤ Pl

2 −Yl
2 − (Yl

2)
T and congruence

transformation factor diag{(Yl
2)
−1, (Yl

2)
−1, I, I, I} to (16b), we get the inequality

−diag{(Pl
2)
−1, (Pl

2)
−1, β2 I}+

[
Ãl

21 Ãl
22 B̃l

2
]T
(Pl

2)
−1(∗)+

[
D̄l C̄l 0

]T
(∗) < 0. Based on

the Lyapunov function V l
2,k and the system model (13) and (14), we can further derive

V l
2,k+1 −V l

2,k + (zl
k)

Tzl
k − eT

xl ,k(Pl
2)
−1exl ,k − β2$T

k $k < 0.

Under zero initial conditions, the summation of V l
2,k+1 −V l

2,k + (zl
k)

Tzl
k − eT

xl ,k(Pl
2)
−1

exl ,k − β2$T
k $k < 0 over k = 0 to k = ∞ can be bounded in the form of ‖ zl

k ‖2
2≤ ε2 ‖

exl ,k ‖2
2 +β2 ‖ $k ‖2

2, where eT
xl ,k(Pl

2)
−1exl ,k is relaxed by eT

xl ,k(Pl
2)
−1exl ,k ≤ eigmax((Pl

2)
−1)

eT
xl ,kexl ,k = ε2eT

xl ,kexl ,k. Similarly, ∑∞
k=0{V l

1,k+1 − V l
1,k + eT

xl ,kexl ,k − α2$T
k $k} < 0 leads to

‖ exl ,k ‖2
2≤ α2 ‖ $k ‖2

2 under zero initial conditions. Then, we further have ‖ zl
k ‖2

2≤
(ε2α2 + β2) ‖ $k ‖2

2. Clearly, the integrated optimization of α and β contributes to improving
the synthesized H∞ performances of observer (5) and unconstrained robust control policy
ul

C,k = Kl x̂l
k. The proof is completed.
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Abstract: A comprehensive fault diagnosis method of rolling bearing about noise interference, fault
feature extraction, and identification was proposed. Based on complete ensemble empirical mode de-
composition with adaptive noise (CEEMDAN), detrended fluctuation analysis (DFA), and improved
wavelet thresholding, a denoising method of CEEMDAN-DFA-improved wavelet threshold function
was presented to reduce the distortion of the noised signal. Based on quantum-behaved particle
swarm optimization (QPSO), multiscale permutation entropy (MPE), and support vector machine
(SVM), the QPSO-MPE-SVM method was presented to construct the fault-features sets and realize
fault identification. Simulation and experimental platform verification showed that the proposed
comprehensive diagnosis method not only can better remove the noise interference and maintain
the original characteristics of the signal by CEEMDAN-DFA-improved wavelet threshold function,
but also overcome overlapping MPE values by the QPSO-optimizing MPE parameters to separate
the features of different fault types. The experimental results showed that the fault identification
accuracy of the fault diagnosis can reach 95%, which is a great improvement compared with the
existing methods.

Keywords: rolling bearing fault; CEEMDAN; DFA; improved wavelet threshold; QPSO; MPE; SVM

1. Introduction

Rolling bearings are the most important parts of rotating machinery and are widely
used in modern mechanized equipment [1,2]. The fault of rolling bearing components can
cause serious damage to the running status of the machine and the production process.
Therefore, it is important to explore a new fault diagnosis technique. However, in practical
engineering, the collected bearing vibration signals contain various interference signals
(e.g., white noise, harmonic interference), and have nonlinear and nonstationary properties,
which makes it difficult to distinguish the bearing fault types and to identify them [3].
Therefore, to improve the fault diagnosis accuracy of rolling bearings, this paper researched
three aspects of signal denoising, fault feature extraction, and fault type identification of
rolling bearings.

Common vibration signal denoising methods include empirical mode decomposition
(EMD) [4], discrete wavelet transform (DWT) [5], singular-value decomposition (SVD) [6–8],
and so on. Abdelkader et al. [9], based on EMD algorithm, proposed a method to determine
the travel point based on the energy values of the IMF components of each order, and an
improved wavelet threshold was used to denoise the selected IMF component-bearing
vibration signals. Zhao et al. [10] fused the EMD algorithm and selected and tested (ST)
the algorithm to denoise the signal, solving the low accuracy in the low-speed operation
of the bearing of the EMD denoising method based on the number of interrelationships
and the kurtosis criterion. Gao et al. [11] added the CEEMDAN algorithm to adaptive
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noise, further reducing the modal effect, yielding better convergence, and realizing the
fault diagnosis of rolling bearings.

The hard and soft thresholding functions in wavelet thresholding denoising are widely
used, but both functions have their shortcomings and can cause a certain degree of dis-
tortion when reconstructing the signal. Tajeddini et al. [12] proposed a generic threshold
function based on an unbiased risk estimation method to carry out wavelet-packet trans-
form preprocessing of the vibration signal, followed by generic threshold denoising. Kumar
et al. [13] proposed an improved modified kurtosis-mixing threshold rule to denoise the
vibration signal, which improved the signal-to-noise ratio. Yang et al. [14] used a particle-
swarm algorithm to perform adaptive optimal processing of the initial parameters of the
wavelet threshold function, which solved the problem of the initial parameters being influ-
enced by empirical values and overcame the defects such as signal noise removal not being
complete enough or removing the useful information. Chegini et al. Ref. [15] proposed a
new method of bearing vibration signal denoising based on empirical wavelet transform
(EWT) as well as the threshold function, which better overcame the defect of constant devi-
ation of the traditional soft threshold function. However, the denoising performance of the
wavelet threshold denoising method is closely related to the wavelet basis function and the
threshold function, and is not adaptive. Although the CEEMDAN algorithm is adaptive,
the definition of noise and useful signal is relatively vague, resulting in high distortion of
the denoised signal. Shi et al. [3] proposed a de-trending fluctuation analysis technique for
the critical values of the noise component and the useful signal component. This method
ensures the accuracy of signal correlation discrimination to a certain extent. Based on
the CEEMDAN algorithm decomposition of the vibration signal, Chaabi et al. [16] used
wavelet analysis, principal component analysis, and order tracking analysis to perform
multi-method denoising. In order to improve identification accuracy of rolling bearings
with nonlinear and nonstationary vibration signals, Chen et al. [17] proposed a novel
fault diagnosis method based on wavelet thresholding denoising and CMEEMDAN with
adaptive noise. To verify the denoising effectiveness of combined wavelet thresholding and
CEEMDAN, Bie et al. [18] added random Gaussian white noise to the bearing fault signal
to simulate the actual noise disturbance of rolling bearings, and adopted the CEEMDAN-
wavelet threshold function to the denoising method. The experimental results showed
that the combined denoising method could effectively remove the interference of noise.
Therefore, based on the application characteristics of each denoising method, this paper
proposed a denoising method based on a CEEMDAN-DFA-improved wavelet threshold
function. The method uses the CEEMDAN algorithm to decompose the vibration signal,
performs detrended fluctuation analysis (DFA) on the obtained eigenmode function (IMF),
calculates the scalar function value of each IMF component, selects the noise-dominated
IMF component, and applies an improved wavelet threshold function to denoise it.

The current methods of fault feature extraction for rolling bearings are mainly time-
domain analysis, frequency domain analysis, and time-frequency domain analysis; among
them, the time-frequency domain analysis method is most commonly used. Zhen et al. [19]
decomposed the vibration signal using wavelet packets and selected a suitable bandwidth
according to the Kurtosis spectrum correlation theory, and finally applied the envelope
spectrum analysis to extract the eigenfrequencies. Han et al. [20] used the Teager energy
operator to enhance the signal after wavelet denoising and then extracted the bearing fault
features by the CEEMD algorithm. Li et al. [21] used exchange entropy (PE) for bearing
fault feature extraction, but could not measure multi-scale signals. Multi-scale variational
entropy (MPE) [22,23] was introduced into fault diagnosis by Yin et al. [24]. Du et al. [25]
used MPE to extract fault features and combined them with a self-organizing fuzzy classifier
based on the harmonic mean difference (HMDSOF) to classify the fault features. MPE
can respond to the changes of vibration signals very well, but its parameters have a great
influence on the calculation of entropy values. If the parameters are not selected properly,
it will cause the arrangement entropy values of multiple signals of bearings to be mixed,
and thus the type of bearing failure cannot be identified. In order to achieve complete
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separation of arrangement entropy values under different operating conditions of the
bearings, this paper adopted quantum particle swarm optimization (QPSO) to optimize
the initial parameters of MPE, and then selected the appropriate MPE entropy values to
construct the rolling bearing fault feature vector.

Common fault classification and identification methods include artificial neural net-
works (ANN) [26], extreme learning machines (ELM) [27,28], and support vector machines
(SVM) [29,30]. The ANN has made possible many achievements in the field of pattern
identification, but its identification performance is strongly influenced by parameters and
it is easy to fall into local minima during the optimization process. Although ELM runs
fast, its generalization performance is poor. SVM has fewer adjustable parameters and
runs stably. It can obtain higher diagnostic accuracy under the condition of fewer training
samples [24]. Therefore, this paper used a SVM for fault identification of rolling bearings.
This paper also proposed a comprehensive rolling bearing fault feature extraction and
identification method based on the combination of QPSO-MPE-SVM.

The main work and contributions of this paper are summarized as follows:

(1) A CEEMDAN-DFA-improved wavelet thresholding denoising method was proposed.
The method uses the CEEMDAN algorithm to decompose the vibration signal, per-
forms DFA on the obtained IMF, calculates the scalar function value of each IMF
component, selects the noise-dominated IMF component, and applies an improved
wavelet threshold function to denoise it.

(2) Combining QPSO-MPE-SVM into an effective fault diagnosis method can accurately
extract fault features and improve the identification accuracy of bearing faults.

(3) Experimental cases were used to illustrate the effectiveness of the proposed method
in bearing vibration signal denoising, fault feature extraction, and fault identification.

The rest of this paper is organized as follows. The CEEMDAN-DFA-improved wavelet
thresholding denoising method is introduced, and its validity is verified in Section 2.
The QPSO-MPE-SVM fault feature extraction and diagnosis method is presented, and its
validity is verified in Section 3. The effectiveness of the proposed method is proven by
experimental example in Section 4. In addition, contrastive analysis among the different
methods is conducted. Finally, some conclusions are summarized in Section 5.

2. Denoising Algorithm of the CEEMDAN-DFA-Improved Wavelet
Threshold Function
2.1. Basic Algorithm Related to CEEMDAN-DFA-Improved Wavelet Threshold Function
2.1.1. CEEMDAN Algorithm

To overcome the high computing time and the residue of added noise present in the
IMFs, and to better deal with the modal mixing problem of empirical modal decomposition
(EMD), the ensemble empirical mode decomposition (EEMD) was proposed by Liu et al.
in 2009 [31]. The EEMD algorithm is effective in suppressing modal aliasing, but a certain
degree of distortion is produced when the signal is reconstructed. The improved CEEM-
DAN algorithm was proposed by Colominas et al. in 2014 [32]. The improved CEEMDAN
algorithm is summarized as follows.

(1) The jth IMF component generated by the signal decomposition by the EMD is defined
as Ej(·). The jth IMF by the CEEMDAN is defined as IMFj

′. ni(t) is for the Gaussian
white noise. The CEEMDAN performs I EMD decomposition on the noisy signal
x(t) + ε0 · ni(t) formed by the combination of the original signal and the white noise.
Then the first IMF component decomposed by CEEMDAN can be expressed as:

IMF′1(t) =
1
I

I

∑
i=1

IMFi
1(t) (1)

(2) First residual sequence of the first stage (j = 1) is expressed as:

r1(t) = x(t)− IMF′1(t) (2)
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(3) The r1(t) + ε1E1
(
ni(t)

)
(i = 1, 2, · · ·) is processed several times using the EMD algo-

rithm until the first IMF component is generated. The second IMF component is
expressed as:

IMF′2(t) =
1
I

I

∑
i=1

E1

(
r1(t) + ε1E1

(
ni(t)

))
(3)

(4) Perform step (3) above for the other remaining stages (j = 2, 3, · · ·J), then the j + 1
IMF component is expressed as:

rj(t) = rj−1 − IMFj(t) (4)

IMF′ j+1(t) =
1
I

I

∑
i=1

E1

(
rj(t) + ε jEj

(
ni(t)

))
(5)

(5) Add 1 for j and repeat step (4) until the residual sequence cannot be processed. The
number of IMF components is J. The final calculated residual sequence is expressed as:

r(t) = x(t)−
J

∑
j=1

IMFj
′(t) (6)

(6) The original signal x(t) represented by the IMF component and the residual compo-
nent is expressed as:

x(t) =
J

∑
j=1

IMF′j (t) + r(t) (7)

The CEEMDAN algorithm introduces a segment of positive and negative white noise
for each stage processing, and overcomes the reconstruction error defect of the EEMD
algorithm by processing only one residual component to find each IMF component. The
CEEMDAN algorithm is able to reconstruct the decomposed signal with close to zero
deviation. However, it also has shortcomings, for example, the definition of noise and
useful signal in IMF components containing more noise is relatively ambiguous, and direct
removal of these components can cause signal distortion.

2.1.2. DFA Algorithm

To solve the problem of CEEMDAN for noise and useful signal demarcation ambiguity,
the DFA algorithm is more accurate [33].

(1) x(i) is defined as the average of the time series x(i) in the time intervals [1,N], and
denoted as:

x =
1
N

N

∑
i=1

x(i) (8)

where N is the number of segments of length n.
(2) The time series y(k) is segmented into segments of length n. It is denoted as:

y(k) =
k

∑
i=1

[x(i)− x], k = 1, 2, 3, · · · (9)

(3) The trend ys(i) of each series segment is calculated as:

ys(i) =
k

∑
n=0

anin (10)
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(4) After removing the uncertain trend in each series segment, the second-order fluctua-
tion coefficient of the segment series is expressed as:

F2(n, s) =
1
n

n

∑
i=1

(y[(s− 1)n + i]− ys(i))
2 (11)

Fq(n) =

[
1

Nn

Ns

∑
s=1

F2(n, s)

]1/2

(12)

(5) Change the segment length n in step (1), and repeat steps (2) and (3) to obtain the
change in the fluctuation function of the time series. The correlation of the time series
represented by the Hurst function is expressed as:

H =
log2 Fq(n)

log2(n)
=

log2

[
1

Nn

Nn
∑

s=1
F2(n, s)

]

log2(n)
(13)

(6) The relationship between the scalar function α and the time series fluctuation function
F(n) is expressed as:

F(n) ∝ nα (14)

It can be seen that α is related to F(n), and F(n) is related to H. Therefore, α is related
to H. The value of α is proportional to the smoothness of the signal. When 0 < α < 0.5, it
indicates that the proportion of noise in the signal is very large; α = 0.5 indicates the signal
is not correlated; the signal has a large correlation when α > 0.5 [34]. By comparing the
values of α in the IMF components, the noise-dominated IMF components and the useful
information-dominated IMF components can be distinguished.

DFA is an algorithm for correlation discrimination of non-smooth signals. It is used to
confirm the critical value of the noise component and the useful signal component, which
can guarantee the accuracy of signal correlation discrimination to a certain extent.

2.1.3. Improved Wavelet Threshold Function

To solve the distortion problem of the signal caused by the CEEMDAN, a wavelet
threshold function is introduced to denoise the dominant component of the noise. Tradi-
tional threshold functions include hard threshold functions and soft threshold functions.
The hard threshold function can maintain the signal characteristics well, but there is a
discontinuity at the set threshold λ, which will cause serious oscillations when the signal
is reconstructed. The soft threshold function does not have the discontinuity at the set
threshold, but the wavelet coefficients after threshold quantization will have a constant
deviation, which leads to a large deviation for the signal characteristics. Therefore, Based
on the advantages of the hard thresholding function and soft thresholding function, an
improved wavelet threshold function is presented to reduce reconstruction error.

The improved threshold function must meet the following conditions.

(1) A good continuity is maintained at the set threshold;
(2) The threshold function has monotonicity and continuity when the wavelet coefficient

is greater than the set threshold;
(3) The threshold function should have an asymptote, and the curve y(x) = x can overlap

with the asymptote.

The improved wavelet threshold function is expressed as:

Ψ̂j,k =





sign
(

Ψj,k

)[∣∣∣Ψj,k

∣∣∣
2
−
(

λe−(|Ψj,k |−λ)/k
)2
]1/2 ∣∣∣Ψj,k

∣∣∣ ≥ λ

aΨj,k

∣∣∣Ψj,k

∣∣∣ < λ

(15)
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where k and α in the expression are adjustable, k > 0, a ∈ (0.05, 0.5).
The characteristics of the improved wavelet threshold function are as follows:

(1) When ψj,k → λ , e−(|ψj,k |−λ)/k → 1 and
_
ψ j,k → 0 , the improved wavelet threshold

function is continuous at the threshold λ. When ψj,k → ∞ , e−(|ψj,k |−λ)/k → 0 and
_
ψ j,k → ψj,k , the improved wavelet threshold function is an asymptote, which makes
the reconstructed signal closer to the actual value.

(2) When k→ 0 , the properties of the improved wavelet threshold function are close to
the hard threshold function. When k→ ∞ , the properties of the improved wavelet
threshold function are close to the soft threshold function.

(3) When
∣∣∣ψj,k

∣∣∣ ≤ λ, a very large part of the wavelet coefficient is noise, and the a value
is adjusted to be as small as possible to remove the noise interference.

The selection of the threshold value has a large impact on the signal denoising effect.
The formula for the threshold selection rule used in this paper is expressed as:

λi =
δ
√

2 ln(N)

ln(i + 1)
(16)

where δ is for noise intensity. i is the number of decomposition layers. N is the signal
length. The threshold λi varies with the number of decomposition layers. The wavelet
coefficients of a noisy signal are inversely related to the number of decomposition layers.
To ensure that the reconstruction error of the signal after denoising is small, the threshold
λi should be dynamically smaller as the number of decomposition layers increases.

2.2. The Validation of CEEMDAN-DFA-Improved Wavelet Threshold Function
Denoising Algorithm

The operational flow of the CEEMDAN-DFA-improved wavelet threshold function
denoising algorithm is shown in Figure 1. Firstly, the CEEMDAN is used to decompose
the vibration signal of the rolling bearing to obtain a series of IMF components. Then,
the IMF is analyzed by DFA, and the scaling function values of each order of IMF are
calculated. According to the correlation of DFA, the IMF component dominated by noise is
selected, and the improved wavelet threshold function is used for denoising. Finally, the
IMF component after denoising and the IMF component dominated by useful signals are
reconstructed, and the reconstructed signal is the bearing vibration signal after denoising.

The verification data of the denoising algorithm come from the rolling bearing
database provided by the Electrical Engineering Laboratory of Case Western Reserve
University (CWRU) [35]. The validation data selected for this paper were the inner rings
of a bearing with a damaging size of a 0.007-inch signal. To meet match the actual work-
ing environment, random Gaussian white noise was superimposed on the used bearing
inner-ring fault signal. Figure 2 shows the time domain waveform of the bearing inner-ring
fault noise-containing signal. The noise-containing signal was first decomposed using
CEEMDAN to obtain the 12th-order IMF component, and then the IMF was calculated
by the DFA for the scaling function value α. The calculation results are shown in Table 1.
From the table, it can be seen that the scaling function value α of the first four-order IMF
components was less than 0.5. Therefore, it can be determined that the main component of
the first fourth-order IFM component is noise, and the main component of the remaining
IMF is useful information. Signal reconstruction was performed on the first fourth-order
IMF, and the reconstructed signal was denoised.

To compare the advantages of the proposed denoising algorithms, four denoising
methods were used, including CEEMDAN-DFA, CEEMDAN-DFA-hard thresholding,
CEEMDAN-DFA-soft thresholding and the CEEMDAN-DFA-improved wavelet threshold-
ing. The denoising results are shown in Figure 3.

196



Entropy 2021, 23, 1142

Figure 1. The operational flow of the CEEMDAN-DFA-improved wavelet threshold function algorithm.

Figure 2. The time domain waveform of the inner-ring fault noise signal.

Figure 3. The time domain waveform of inner-ring fault noise signal.
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Table 1. Scalar function values of each order IMF of the bearing inner ring fault signal.

IMF 1 2 3 4 5 6

α 0.4639 0.4214 0.3651 0.3124 0.5154 0.5712

IMF 7 8 9 10 11 12

α 0.6812 0.7948 0.8106 0.8637 0.8961 0.8942

The results show that both CEEMDAN-DFA and CEEMDAN-DFA-hard threshold
denoising methods cause large signal distortion. The values of the signal-to-noise ratio
(SNR) and root-mean-square error (RMSE) using the four denoising methods to the inner
ring fault signal are shown in Table 2. The proposed CEEMDAN-DFA-improved wavelet
threshold denoising method improved the SNR by 11.4% and reduced the RMSE by 16.2%
compared with the CEEMDAN-DFA-wavelet soft threshold denoising method. It can be
seen that the proposed denoising method in this paper has better performance than other
denoising methods.

Table 2. The SNR and RMSE of the inner-ring fault denoising.

Method SNR RMSE

CEEMDAN-DFA 4.9134 0.12143
CEEMDAN-DFA-wavelet hard threshold function 9.7542 0.08719
CEEMDAN-DFA-wavelet soft threshold function 13.6718 0.06024

CEEMDAN-DFA-improved wavelet threshold function 15.2324 0.05047

3. Fault Feature Extraction and Identification Algorithm of the QPSO-MPE-SVM
3.1. Basic Algorithm Related to the QPSO-MPE-SVM
3.1.1. MPE Algorithm

The theoretical foundation of MPE is based on multiscale analysis and alignment
entropy. MPE was used to coarsely granulate the initial time series to create a multiscale
time series [35]. The calculation procedure is described as follows:

(1) The initial time series x(i) is coarsely granularized to obtain the coarse-grained series
yτ

j , which is calculated as follow:

yτ
j =

1
τ

τ

∑
i=(j−1)+1

xi 1 ≤ j ≤ N
τ

(17)

(2) Calculate multi-scale alignment entropy based on sequence yτ
j .

MPE(x, τ, m, λ) = PE(yτ
j , m, λ) (18)

The MPE calculation requires the signal length N, delay time λ, embedding dimen-
sion m, and scale factor τ. The MPE can respond very well to the changes of vibration
signals, but if the parameters are not selected properly, the permutation entropy values of
multiple vibration signals will be overlapped, and thus the fault characteristics cannot be
extracted [36].

3.1.2. QPSO Algorithm

In order to achieve complete separation of the MPE values for different operating
conditions of the bearings, the QPSO is introduced in this paper to optimize the initial
parameters of the MPE. To find the global optimal solution, the calculation formula is
expressed as [37]:

mbest =
1
M

M

∑
j=1

Pj (19)
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P = rPj + (1− r)Pg (20)

Lj(t1 + 1) = P± ς
∣∣mbest − Lj(t1)

∣∣ ln 1/u (21)

where mbest is particle optimum average. M is race number. Pg is the global optimal solution
for the particle. ς is compression expansion factor.

The fitness function has a large impact on the optimization results of QPSO when
studying the trend of the data.

The MPE values of time series x(i) are a formed sequence Hp(X), Hp(X) is described
as follows:

HP(X) = {HP(1), HP(2), · · ·, HP(n)} (22)

Skewness formula is described as follows:

ske =
E
[
HP(X)− Hm

P (X)
]

[
Hd

P(X)
]3

3

(23)

where E is the expected value. Hm
p (X) and Hd

p(X) are the mean and standard deviations
of Hp(X).

The fitness function about QPSO is described as follows:

F(X) =
1

ske2 + 1
(24)

The fitness function has a large impact on the optimization results of QPSO. The
skewness value is inversely proportional to the fitness function. Therefore, by calculating
the minimum value of the skewness, we can obtain the best fitness function value. Using
this value to optimize the parameters of the alignment entropy, we can make the distinction
between the alignment entropy values of different fault types more obvious and make it
easier to carry out fault diagnosis and classification.

3.1.3. SVM Algorithm

Assume that {(x, y)|i = 1, 2, · · ·, k} is the input training set, where k is the number of
training set samples.xi ∈ Td is the d-dimensional feature vector. yi ∈ {−1, 1} denotes the
category of sample xi.

In order to maximize the sample interval, the optimization formula was constructed
and expressed as follows [38]:

min
w,b

||w||2
2 + C

k
∑

i=1
ξi

s.t. yi[(wix) + b] ≥ 1− ξi i = 1, 2, · · ·, k
(25)

where w is the weighting of the optimal classification surface. C denotes the penalty
parameter of the deviation item ξi. When C > 0, ξi is the error caused when the sample
points are misclassified.

The above nonlinear planning problem was transformed into a linear planning prob-
lem using the Lagrangian equation. The Lagrangian equation fuses the objective function
with the constraint function and then finds the optimum value of that equation, which is
the optimal classification surface. The classification decision function was obtained as:

f (x) = sgn

(
k

∑
i=1

αiyiK(xi, x) + b∗
)

(26)
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where αi is a Lagrangian multiplier. K(xi, x) represents the kernel function of the Mercer
condition, which is denoted as follows:

K(x, y) = exp

(
−||x− y||2

2g2

)
(27)

where g indicates the complexity of the subspace distribution of the sample data.

3.2. The Validation of the QPSO-MPE-SVM Algorithm

The process of QPSO-MPE-SVM fault feature extraction and identification is shown in
Figure 4, which is as follows.

Figure 4. QPSO-MPE-SVM fault identification flow chart.

(1) The denoised vibration signal is again disintegrated by CEEMDAN, and the IMFs are
selected according to the correlation coefficient and Kurtosis values of the IMF for
signal reconstruction;

(2) The initial parameters of the MPE are optimized using the QPSO to obtain the better
MPE parameters;

(3) The MPE values of the reconstructed signals are calculated using the optimized MPE
parameters, and the MPE values with obvious differentiation are selected to construct
the bearing fault feature set;

(4) The obtained MPE fault feature set is input to the SVM for fault identification.

The correlation coefficient value is proportional to the fault information content in
the IMF component. The kurtosis value reflects the amount of shock information in the
IMF component; the larger the kurtosis value, the more shock information in the IMF
component, and the smaller the kurtosis value, the less oscillating information in the
IMF component.

The validated data came from the rolling bearing database provided by the Electrical
Engineering Laboratory of Case Western Reserve University (CWRU) [35]. The correlation
coefficient values and Kurtosis values of each order IMF component of the bearing fault
signal (normal signal, inner-ring fault signal, outer-ring signal, and rolling-body fault
signal) at 1797 rmp were calculated and the results are shown in Figure 5.
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Figure 5. Plots of IMF component correlation coefficients and Kurtosis values. (a) The correlation coefficients of IMF; (b) The
Kurtosis values of IMF.

From Figure 5, it can be seen that the correlation coefficients of the four vibration
signals were different, the correlation coefficients of the first five order IMFs of the four-
fault signals were all above 10%, and Kurtosis values were all greater than 3. Therefore, the
first fifth-order IMF components were selected for signal reconstruction.

To prove whether the bearing fault characteristic information can be accurately ex-
tracted from the first fifth-order IMFs, we took the inner ring fault signal as an example
for research. The CEEMDAN decomposed the fault signal of the bearing inner ring and
selects the first-order and fifth-order IMF for signal reconstruction. Then, the reconstructed
signal was analyzed by Hilbert-Huang transform (HHT) envelope spectrum. The envelope
spectrum analysis of the original signal and the reconstructed signal is shown in Figure 6.

Figure 6. The HHT envelope spectrum of the inner-ring fault signal. (a) The envelope spectrum analysis of the original
signal; (b) The envelope spectrum analysis of the reconstructed signal.

The theoretical value of the characteristic frequency of the inner-ring fault signal is
162.1 Hz, and the actual value is 161.9 Hz. The error of no more than 10% between the
theoretical frequency value and the actual frequency can be determined as the same fault.
From the original signal envelope spectrum shown in Figure 6a, it can be seen that there
were other interference peaks near the peak of the fault characteristic frequency (161.9 Hz),
which could not effectively extract the fault characteristic frequency. The HHT envelope
spectrum of the reconstructed signal shown in Figure 6b, indicating that the characteristic
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frequency (161.9 Hz) can be easily extracted, and it is also easy to extract the di-frequency
(323 Hz) and tri-frequency (484.9 Hz) of the fault features.

In summary, it was proved that the first fifth-order IMF components can retain the
fault feature information, which further verifies the effectiveness of the proposed denoising
method in this paper. This scheme can realize the real-time processing of fault signals and
can be looped.

3.2.1. Optimize MPE Values Using QPSO

The initial parameters of MPE were set to N = 1024, λ = 1, m = 6 and τ = 12. The
first fifth-order IMF components of the normal signal, inner-ring fault signal, outer-ring
fault signal, and rolling-element fault signal were selected for signal reconstruction. The
MPE values reconstructed signal was calculated and the results are shown in Figure 7. It
can be seen that the MPE values of each signal were not distinguishable, so they could not
be used as an effective feature set for fault classification.

Figure 7. The MPE values without QPSO optimization.

To separate the MPE values of the four operating conditions of the bearings, the
QPSO was used to optimize the initial MPE parameters. The parameters of QPSO were
set to 30 for the number of races, 200 for the maximum number of iterations, and 10 and
0.2 for the maximum and minimum inertia weights, respectively. The parameters of the
optimized MPE are shown in Table 3. The MPE values were calculated using the optimized
parameters, and the results are shown in Figure 8. It can be seen that the MPE values of
each signal were independent of each other, which can better construct the fault feature
set. In this paper, the scale factors with stable and larger partition degrees were selected to
construct the fault feature vector, so the selected factors were 5, 6, 7, 8, and 9.

Figure 8. The MPE values optimized after QPSO.
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Table 3. Parameters of MPE after QPSO optimization.

Signal N λ m τ

Normal signal 1182 1 5 12
Inner-ring fault signal 1467 2 6 14
Outer-ring fault signal 1384 3 7 13

Rolling-body fault
signal 953 1 6 12

3.2.2. Fault Feature Extraction and Identification Using the QPSO-MPE-SVM

Sixty sets of vibration data were selected for each of the four operating conditions of
the bearings, for a total of 240 sets. These data were divided equally into two groups, one
for the training set, and the other for the test set. Two fault-identification experiments were
operated. One experiment is with the initial parameters of MPE, and the fault identification
results are shown in Figure 9; the other experiment was with the optimized parameters of
MPE by QPSO, and the fault identification results are shown in Figure 10. The indications
in the figure include 1 for the normal state, 2 for the inner-ring failure state, 3 for the
outer-ring failure state, and 4 for the rolling-element failure state.

Figure 9. MPE-SVM fault identification results.

Figure 10. QPSO-MPE-SVM fault identification results.

Analysis of Figures 9 and 10 reveals that when the MPE values without optimization
were directly input to the SVM for fault identification, the fault identification accuracy
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was 85.83%, while the fault identification accuracy could reach 97.5% after optimization
by the QPSO. In order to verify the reliability of the proposed method, several simulation
experiments were repeated, and the simulation results all showed that the proposed method
could effectively improve the accuracy of bearing fault diagnosis. Thus, the effectiveness
of the QSPO-MPE-SVM method proposed is confirmed.

4. Fault Diagnosis of Rolling Bearing of Sine Roller Screen Based on Vibration Signal

The experimental platform is shown in Figure 11. The experimental platform com-
pletes the tasks of installing sensors, driving bearings, applying radial loads and acquiring
vibration signals. The test bearing was a grease-lubricated deep-groove ball bearing, and
rolling bearing parameters as shown in Table 4. The working limit temperature of the
bearing is 400 ◦C. The rotational speed is 10–800 r/min, and the limit rotational speed
is 2000 r/min. The speed can be continuously adjusted, and the error is less than ±1%.
The applied radial load is 120 kg, the ultimate is 500 kg, the model number of the load
sensor is MZLF-2, and the sensor sensitivity is 2.0 ± 0.01 mV/V. The model number of the
acceleration sensor is KH-HZD-B-2-12, and the sensitivity is 20 ± 0.05 mV/mm/s. The
model number of data acquisition cards is USB3200N (32 bit, 4 channels, 20 MHz); the
vibration sensor (MIC-HZB-F-2-12) collected the vibration acceleration of the bearing in
real-time, and transferred the vibration signal to the data-acquisition card. The signal was
finally transferred to the computer for data processing. All the experimental data were
within the allowable error range.

Figure 11. Sine roller screen rolling bearing fault experimental platform.

Table 4. Rolling bearing parameters.

Inner Ring Diameter D1 Outer Ring Diameter D2 Rolling Body Diameter d Bearing Mid Diameter D Number of Rolling Bodies n Contact Angle θ

70 mm 130 mm 20.43 mm 100 mm 8 0◦

4.1. Rolling Bearing Feature Frequency Calculation

The rolling bearing speed is 500 r/min. The theoretical formula of the fault frequency
is expressed as:

(1) Journal rotation frequency is expressed as:

fr =
v

60
(28)

(2) Inner-ring fault characteristic frequency is expressed as:

fa =
n fr

2

(
1 +

d
D

cos θ

)
(29)

(3) Outer-ring fault characteristic frequency is expressed as:
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fb =
n fr

2

(
1− d

D
cos θ

)
(30)

(4) Rolling-body fault characteristic frequency is expressed as:

fd =
D fr

2d

[
1−

(
d
D

)2
cos2 θ

]
(31)

where v is journal rotation speed.
The calculation results by the formulas are shown in Table 5.

Table 5. The fault feature frequency of rolling bearing.

Rotational Speed Inner Ring Fault
Frequency

Outer Ring Fault
Frequency

Rolling Body Fault
Frequency

500 r/min 40.143 Hz 26.523 Hz 19.545 Hz

4.2. Rolling Bearing Fault Signal Denoising and Feature Extraction

Taking the inner ring fault signal as an example, the original vibration signal and HHT
envelope spectrum of the inner-ring fault are shown in Figures 12 and 13, respectively. It
was denoised using CEEMDAN-DFA-improved wavelet thresholding.

Figure 12. Time domain diagram of the original signal of the inner-ring fault.

Figure 13. Original signal envelope spectrum of the inner-ring fault.

The IMFs were generated by the CEEMDAN decomposition, and the value of the
scaling function α of the IMFs was calculated. α values of the first eighth-order IMFs are
shown in Table 6.

Table 6. Scalar function value of each IMF component of the inner-ring signal.

IMF IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8

α value 0.4138 0.4096 0.2961 0.4537 0.5068 0.5564 0.6224 0.6743
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According to the DFA, correlation can be judged that the first fourth-order IMFs were
dominated by noise, so the first four-order IMFs need to be denoised. The time-domain
signal of the inner-ring fault after denoising is shown in Figure 14. The denoised signal
and the remaining IMFs were reconstructed, and the reconstructed signal is the fault signal
of the bearing inner ring.

Figure 14. Time domain diagram of the inner-ring fault signal after denoising.

The denoised signal was again decomposed by the CEEMDAN, and the correlation
coefficients and Kurtosis values of each IMF were calculated. The calculation results are
shown in Table 7.

Table 7. Correlation coefficients and Kurtosis values of IMFs of the inner-ring signal.

IMF IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8

Correlation
coefficient 0.9214 0.4327 0.3961 0.2715 0.2049 0.0621 0.0592 0.0357

Kurtosis value 4.5217 4.9371 4.1964 3.4922 3.2614 2.5147 2.2291 2.0634

From Table 7, it can be found that the correlation coefficients of the first fifth-order
IMF components were greater than 0.1, and the Kurtosis values were greater than three.
Therefore, the first fifth-order IMF component signal was reconstructed, and the HHT
envelope spectrum of the reconstructed signal was analyzed. The analysis result is shown
in Figure 15. It can be seen that the characteristic frequency of the inner-ring fault signal
was 39.55 Hz, which is close to the theoretically calculated value (40.143 Hz).

Figure 15. Envelope spectrum of the inner-ring fault signal after denoising.

The initial parameters of the MPE of the four running signals were all set as N = 1024,
λ = 1, m = 6, τ = 12. The MPE values were calculated using the initial parameters, and
the results are shown in Figure 16a. It can be seen that the MPE values of four signals had
small differences and overlapped each other, which is not conducive to the construction of
the fault feature set.
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Figure 16. The MPE values of the four running signals. (a) The MPE values using the initial parameters; (b) The MPE values
using the optimized parameters.

The initial parameters were optimized using the QPSO, and the results are shown in
Table 8.

Table 8. The optimized parameters of MPE after QPSO.

Signal N λ m τ

Normal Signal 1285 1 5 12
Inner-ring fault signal 1836 2 7 14
Outer-ring fault signal 1587 1 6 14

Rolling-body fault signal 1054 1 5 13

The MPE values of the four running signals were calculated using the optimized
parameters, and the results are shown in Figure 16b. It can be seen that the MPE values of
the four signals achieved separation without overlap, which is suitable for constructing
fault feature sets for fault-type identification. The MPE values with scale factors (5, 6, 7, 8,
9, and 10) were selected to construct the fault feature vectors.

4.3. Rolling Bearing Failure Identification and Control Experiment

A total of 160 sets of vibration experimental data were selected from 40 sets of four
running signals, of which 100 sets were used as training samples and the remaining 60 sets
were used as test samples. Comparing the four test sets, the recognition results are shown
in Figure 17. The fault identification result of the original signal by MPE-SVM is shown in
Figure 17a. The fault identification result of QPSO-MPE-SVM to the original signal is shown
in Figure 17b. The results of MPE-SVM fault identification on the denoised (CEEMDAN-
DFA-improved wavelet threshold function) signal are shown in Figure 17c. The results of
QPSO-MPE-SVM fault identification on the denoised (CEEMDAN-DFA-improved wavelet
threshold function) signal are shown in Figure 17d.

The following conclusions can be drawn from the analysis of Figure 17.
When using the MPE-SVM method for fault identification on the original signal

without denoising, there were 23 false identifications, and the identification accuracy was
only 61.67%. When using the QPSO-MPE-SVM method for fault identification on the
original signal without denoising, there were 17 false identifications, and the identification
accuracy was 71.67%, which shows that the noise in the collected vibration signal had a
large interference to the bearing fault diagnosis.
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Figure 17. Four types of test sets identify results. (a) The results of MPE-SVM fault identification on the original signal; (b) the
results of the QPSO-MPE-SVM fault identification on the original signal; (c) the results of MPE-SVM fault identification on
the denoised signal; (d) the results of QPSO-MPE-SVM fault identification on the denoised signal.

When using the MPE-SVM method for fault identification on the denoised signal,
the number of false identifications was reduced to 10, and the identification accuracy
increased to 83.33%. When using the QPSO-MPE-SVM method for fault identification
on the denoised signal, the number of false identifications was only three and the fault
identification accuracy was 95%.

By applying the comprehensive diagnosis method proposed in this paper to the
experimental platform of rolling bearings, the fault diagnosis of the actual measured fault
signal of the inner ring of the bearing was achieved. The de-noising process and fault
feature extraction were completed, and the fault feature set was constructed to achieve
fault identification. The experimental results showed that the fault identification accuracy
could be 95%. The method was verified, by several experiments, to not only have high
accuracy and reliability, but also not be limited to inner-ring fault diagnosis, also being
applicable to vibration signals with non-smooth and non-linear characteristics (such as
outer-ring fault signals). Therefore, the method has good practical application value.

5. Conclusions

This paper proposed a CEEMDAN-DFA-improved wavelet threshold denoising
method and QPSO-MPE-SVM fault feature extraction and identification method, the
purpose being to realize the fault diagnosis of the rolling-bearing vibration signal.

The denoising process with the CEEMDAN-DFA-improved wavelet threshold method
is as follows: Firstly, the vibration signal is decomposed into IMF by CEEMDAN, and the
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DFA is performed on the IMF components. Then, the scaling function of each IMF com-
ponent is calculated to select the noise-dominated IMF component. Finally, the improved
wavelet threshold function is applied to denoise the noise-dominated IMFs. The de-noised
IMFs and the remaining other IMFs are merged to get reconfigured signals. The validation
results showed that compared with traditional denoising methods, the CEEMDAN-DFA-
improved wavelet threshold function method proposed in this paper could better remove
noise, effectively reduce the signal distortion, and maintain the original characteristics of
the signal.

The fault feature extraction and identification with the QPSO-MPE-SVM method are
as follows: Firstly, the reconfigured signal is decomposed again by CEEMDAN, and the
correlation coefficients and Kurtosis values of each order IMF component are calculated;
the IMF components with larger values about correlation coefficients and Kurtosis are
selected for signal reconstruction, and the HHT envelope spectrum analysis is performed
on the reconstructed signal to extract the fault characteristic frequencies. Then, the initial
parameters of MPE are optimized with QPSO, the MPE value is calculated for the recon-
structed signal, and the appropriate MPE value is selected to construct the rolling-bearing
fault feature vectors. Finally, the fault feature vectors are inputted to the trained SVM
for rolling-bearing fault type identification. The validation results showed that the MPE
parameters were optimized by the QPSO, which makes the MPE values of the four signals
achieve separation without overlap, which is more suitable for constructing fault feature
sets for fault type identification.

The algorithms proposed in the paper were all validated by building an experimental
platform of rolling bearings. The experimental results showed that the fault identification
accuracy of rolling bearings could reach 95%; it not only has high accuracy and relia-
bility, but also can be applicable to vibration signals with non-smooth and non-linear
characteristics, having good practical application value.
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Abstract: This paper proposes a data-driven method-based fault diagnosis method using the deep
convolutional neural network (DCNN). The DCNN is used to deal with sensor and actuator faults
of robot joints, such as gain error, offset error, and malfunction for both sensors and actuators, and
different fault types are diagnosed using the trained neural network. In order to achieve the above
goal, the fused data of sensors and actuators are used, where both types of fault are described in
one formulation. Then, the deep convolutional neural network is applied to learn characteristic
features from the merged data to try to find discriminative information for each kind of fault. After
that, the fully connected layer does prediction work based on learned features. In order to verify the
effectiveness of the proposed deep convolutional neural network model, different fault diagnosis
methods including support vector machine (SVM), artificial neural network (ANN), conventional
neural network (CNN) using the LeNet-5 method, and long-term memory network (LTMN) are
investigated and compared with DCNN method. The results show that the DCNN fault diagnosis
method can realize high fault recognition accuracy while needing less model training time.

Keywords: fault diagnosis; sensor fault; actuator fault; deep convolutional neural network; robot joints

1. Introduction

With the development of robot and control technology, various robots are widely
used in industry. Different applications present specific requirements for robot systems,
such as rapidity, robustness, and safety [1–3]. However, among all the indices required
by applications, the controllability of the robot in fault state has become the most critical
factor. Fault identification is the precondition for realizing this goal, which promotes the
investigation of our research [4–6].

Robot systems cannot work without the support of different kinds of sensors and
actuators. Miniaturization and multi-functionality are required for development. The
rapid development of sensors, material science, and micro-electro-mechanical technology
allows modern robot joint modules—such as hollow motor, servo driver, harmonic reducer,
brake, and encoder—to be integrated within limited space [7]. Sensors and actuators are
key components in the robot system, but their working environment is very complex, with
electromagnetic interference, vibration, etc., which will affect the output of the sensors and
then the actuators. Moreover, the variable load on manipulators is also a challenge for
system state feedback or estimation. All of the above factors make the faults diagnosis of
robot system sensors and actuators an urgent task [8].

In most robot system faults, sensor and actuator malfunction are the main causes of
robot system failure. Therefore, diagnosis for the sensors and actuators is very important.
In order to improve the reliability of robot joints and realize fault detection and fault-
tolerant control of robot systems, researchers have been focused on fault detection and
fault-tolerant control of robot joints for many years, and many practical fault diagnosis
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methods have been proposed. In [9], redundant sensors are used on the robot joint, and
then fuzzy rules are designed to adjust the threshold of the fault signal adaptively to carry
out fault diagnosis. In [10], for a six-degree-of-freedom robot joint system, low-cost MEMS
magnetic, angular velocity, and gravity sensors are used to estimate the joint angle of a
rotating manipulator. In [11], a discrete-time framework for fault diagnosis of robot joint
sensors, force or torque sensors, and actuators is proposed. The redundant sensors are
used on the robot joint, and the feedback values from redundant sensors and the estimated
values calculated by two isolation observers are input into the fault decision system. The
data from redundant sensors are used to provide information for a group of diagnostic
observers to detect, isolate, and identify faults of joint actuators, force, or torque sensors.

However, there may be another consideration when using redundant sensors for fault
diagnosis. A robot fault diagnosis system based on redundant sensors not only increases
structural complexity, but also increases the hardware cost of the system. In addition,
redundant sensors also increase the probability of a sensor fault when the running time of
a robot system approaches the sensor’s life cycle.

In order to overcome the shortcomings of using redundant sensors for fault diagnosis,
observers have been widely used. There are many novel theories that could be used to
design state observers for robot fault diagnosis. A robot-fault diagnosis method using
fuzzy logic is proposed in [12] to evaluate residuals. Fuzzy logic applied to robot fault
diagnosis does not require any redundant sensors, but it relies on the fault model of the
robot system. The sliding mode method can be seen everywhere in robot fault diagnosis.
Daniele uses a second-order sliding mode observer for fault detection and isolation of the
rigid manipulator of the COMAU robot and uses the suboptimal second-order sliding mode
algorithm to design the input law of the proposed observer, which can detect a single fault
on a specific brake or a specific sensor of the manipulator [13]. Since the high order sliding
mode observer can detect possible faults in specific parts of the robot system, the sliding
mode method is greatly expanded [14]. The observer design methods mentioned above are
just some typical representatives, actually, there are many other methods that could be used
for robot fault diagnosis, such as the output feedback method [15], nonlinear disturbance
observer [16], and feedback linearization disturbance observer design method [17]. As it is
well known, the difficulty of observer-based robot fault diagnosis lies in the gain design
process [18].

Machine learning introduces an effective solution to the above problems caused
by redundant sensors and observers. Typical application methods include, but are not
limited to, genetic algorithm [19], support vector machine [20], cluster analysis [21], and
neural network [22]. Among them, the neural network is widely used in the field of fault
diagnosis because of its superior nonlinear fitting ability. Traditional methods of fault
diagnosis manually realize feature extraction, so prior knowledge about fault information is
needed, which increases the difficulty of analyzing the results. Neural networks, especially
deep learning methods, can learn representations and patterns hierarchically from the
input data, and realize effective feature extraction, so the deep learning method has the
ability to model complex working conditions and output accurate predictions. Several
typical deep learning methods have been successfully applied to fault diagnosis [23–26],
including autoencoders [27], deep belief networks [28], and CNN [29]. The autoencoders
and feature ensemble method is applied in actuator fault diagnosis [30]. Furthermore, the
one-layer autoencoder-based neural network is proven to be effective in the task of fault
classification [31]. The deep belief nets model is successfully applied for fault diagnosis in
actuators using vibration signals [32]. One-dimensional CNN is used to analyze the raw
time series data of the actuator and proved to be successful in diagnosing fault states [33],
and a new CNN architecture based on LeNet-5 is set to process the bearing data set [34].

Considering that the output of sensor and actuator are similar when faults occur, the
normal neural network fault diagnosis methods cannot exactly tell the difference between
them. In this paper, the DCNN is used to diagnose sensor and actuator faults of robot
joints. DCNN can extract the features from the input data and realize fault classification
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by increasing the depth of the network. In addition, flexible selection of convolution
kernel width makes it an efficient way to deal with classification problems with weak
characteristics. Actually, there may be many types of sensors and actuators; our research
mainly focuses on the problems of fault diagnosis in position sensors for the robot joint and
torque sensors for the actuator. The robot joint is forced to move in a sinusoidal trajectory
with the control of actuator, and the position sensor feeds back corresponding signals
under different sensor states. Position sensor and torque sensor are separately denoted by
sensors and actuators in the following main text. The main contributions of this paper are
as follows.

(1) This paper gives a fused sensor and actuator fault diagnosis model, where sensor and
actuator fault could be expressed in one formulation. Still, different faults could be
distinguished, which contributes to our study.

(2) This paper proposes a DCNN fault diagnosis method. There are several convolution
blocks in the architecture, and the depth of each kernel on different blocks varies,
which helps to extract features from the time domain of input data.

(3) Experiments with different neural network fault diagnosis methods, such as SVM,
ANN, CNN, LTMN, are conducted and compared with DCNN to give a comparison.

The rest of this paper is organized as follows: Section 2 introduces the basic structure
of DCNN, Section 3 introduces the neural network module training method based on deep
CNN, simulation experiments are conducted in Section 4 and the results are compared, the
authors conclude the paper at the end.

2. Basic Structure of DCNN

Generally, CNN consists of five parts: the convolutional layer, Batch normalization,
activation layer, pooling layer, and dropout layer, as shown in Figure 1. In the CNN fault
diagnosis architecture, each layer plays a different role. The following part of this section
will briefly introduce the function of each layer.

Figure 1. Diagram for CNN fault diagnosis system.

2.1. Convolution Layer

The convolution layer is one of the most important parts of CNN. It is an effective
feature extraction method using a convolution operation. The expression of convolution
operation in discrete format is as follows.

S(l, k) = Xk
l ∗Wk

l + bl (1)

where S(l, k) is the output of convolution core, Xk
l is the input of convolution core, Wk

l
is the core function, and bl is the bias term. The numbers l, k are the serial number of
the layer and convolution kernel. The mathematical operator ∗ in the above equation
denotes the sum based on the multiplication of corresponding elements. Figure 2 gives an
example of convolution operation with kernel dimension of 2 × 2. The input data with a
dimension of 4 × 4 is divided into 9 subsets when the sliding step is 1, and each subset
has the same dimension compared with the kernel. The multiplication of corresponding
elements between kernel and subsets generates a 3 × 3 matrix, which is called the output
of convolution core.
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Figure 2. Diagram for convolution calculation.

2.2. Batch Normalization

Batch normalization is one of the most computing-intensive layers in CNN architecture.
Meanwhile, it is also a widely used method to accelerate and stabilize the CNN training
process. The main purpose of batch normalization is to force the input data sets back to the
standard normal distribution with the mean value of zero and the variance of one, so that
the input of the nonlinear transformation function falls into the sensitive region, which
could avoid gradient loss.

The input of batch normalization comes from the output of the convolution core,
and the output yi of batch normalization is relative to data features, as shown in the
following equation:

yi = γx̂i + β (2)

where the gain γ and the bias term β are used to accelerate the convergence process. x̂i is
the function of mean value and standard deviation σβ, see the following equation.

x̂i =
1
σβ

(xi − uβ) (3)





σβ =

√
1
m

m
∑

i=1
(xi − uβ)

2 + ε

uβ = 1
m

m
∑

i=1
xi

(4)

where ε is a very small positive value, xi is the output of convolution operation module, m
is the length of data sets.

2.3. Activation Layers

A convolutional neural network consists of stacked layers, with two basic parts on
each layer; separately, they are trainable linear convolutional filters and a fixed nonlinear
activation function. The activation function used in our research is ReLU [35], and its
expression is as follows.

g(t) = max(t, 0) =
{

0, t < 0
t, t > 0

(5)

The ReLU function indicated by Equation (5) is a nonlinear function, where its deriva-
tive is one when t > 0, and zero when t ≤ 0. The graph of the ReLU function is shown
in Figure 3. The use of the ReLU function eliminates the problem of gradient vanishing
compared with Sigmoid and tanh functions.
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Figure 3. Graph of ReLU.

2.4. Pooling Layer

The pooling layer is used to reduce the amount of feature data needed and enhance the
operational performance of the network. The main pooling methods could be classified into
two categories, and they are maximum value pooling and mean value pooling methods.
Figure 4 shows the basic operation of the above two pooling methods, where the input
data dimension is 4 × 4, and the pooling kernel dimension is 2 × 2. The pooling kernel
matrix is used to multiply with input data using the sliding step of 2. The maximum value
pooling method chooses the maximum value in all four data with the same color, while the
mean value pooling methods get the average value.

Figure 4. Operation of pooling process.

2.5. Dropout Layer

To alleviate the overfitting problem of the neural network, some neurons in the hidden
layer are temporarily discarded according to a certain proportion in the training process
of the neural network, and all neurons are restored when used again. When the rate of
discard is fifty percent, each neuron has one half of the probability to be removed, so that
the training of one neuron does not rely on another one, thus, the interaction between
features is weakened, so as to alleviate the overfitting phenomenon caused by severe neural
network depth [36]. The dropout process is shown in Figure 5.

Figure 5. Process of dropout.
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2.6. Fully Connected Layer

The fully connected layer is a classifier, which can map the features extracted from
the filter modules to the marked data features [37]. The input of the fully connected
layer is the output of the last pooling layer. Each neuron of the fully connected layer
relates to all other input neurons. Then the data on each neuron is processed using the
ReLU activation function, and the final output is classified through the Softmax regression
method. Taking one dimensional convolution as an example, the full connection process is
shown in Figure 6.

Figure 6. Full connection process.

2.7. Loss Function

There should be an evaluation method for the precision of the model during the
training process. In order to make the prediction outputs of the neural network model
consistent with the real values, cross-entropy function is calculated to evaluate the differ-
ences between them. The cross-entropy function is called loss function and its expression
is as follows.

loss_ce = −∑
n

P(y) log P(ŷ) (6)

where y denotes the known result, ŷ is the output of the network, P(y) is the probability
distribution of known results, P(ŷ) is the probability distribution of network prediction
results, and loss_ce is the cross-entropy function. The cross-entropy function emphasizes
the difference in the probability distribution of each data class and is often used in the
multi-classification problem of neural networks.

The softmax regression method makes the outputs of the neural network submit to
established distribution. Assuming outputs are divided into n classes, then (ŷ1, ŷ2, . . . , ŷn)
is obtained. When the Softmax function is used, the outputs of the neural network meet the
desired probability distribution. The calculation of the loss function is shown in Figure 7.

So f tmax(ŷi) =
eŷi

∑n
j=1 eŷj

(7)

∀ŷ P(Ŷ = ŷ) ∈ [0, 1] ∩ ∑ P(Ŷ = ŷ) = 1 (8)
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Figure 7. Calculation of loss function.

3. Sensor and Actuator Fault Diagnosis Framework Using DCNN

The proposed robot joint sensor and actuator fault diagnosis framework based on
DCNN is shown in Figure 8. It is shown that the whole fault diagnosis framework can be
divided into data fusion, multi-level feature extraction, dropout of neurons, full connection,
and diagnosis output parts. There are six “Blocks” in the framework and each framework
consists of the convolution layer, batch standardization layer, activation layer, and pooling
layer.

Figure 8. Fault diagnosis framework of DCNN.

The convolution layer parameters of Block1 are [32 * 1, 8, 4], where 32 * 1 rep-
resents the dimension of one-dimensional convolution kernel, convolution depth is 8,
and sliding step is 4. The convolution parameters of Block2 to Block6 are [3 * 1, 16, 1],
[3 * 1, 32, 1], [3 * 1, 64, 1], [3 * 1128, 1], [3 * 1128, 1]. The pooling parameters of Block1 are
[2 * 1, 8, 2], where 2 * 1 represents the dimension of the pooling kernel, pooling depth is 8,
and sliding step is 2. The pooled layer parameters from Block2 to Block6 are [2 * 1, 16, 2],
[2 * 1, 32, 2], [2 * 1, 64, 2], [2 * 1128, 2], [2 * 1, 16, 2]. The pooled output of Block6 is used as
the input of Dropout, and the rejection rate is set to 50% to slow down the over fitting of
the model. The number of neurons in the full junction layer is 100, and they are connected
to 10 categories.

3.1. Data Fusion

This paper aims at the fault diagnosis problem of robot sensor and actuator, so there
are many kinds of input data that contain a variety of fault information. Therefore, this
paper adopts a data fusion scheme to unify the sensor fault and actuator fault in one
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expression, so that the output of the fused model contains both sensor and actuator fault
characteristics. The first thing to do is to establish the mathematical model of sensor and
actuator respectively. According to the laws of mechanics, the mathematical model of the
actuator is as follows.

S1 :
{ .

x = Ax + B f (q,
.
q, τ)

y = Ex
(9)

where,

A =

[
0 0
0 1

]
, B =

[
0
1

]
, E =

[
1 0
0 1

]
, f (q,

.
q, τ) = D−1(q)[τ − C(q,

.
q)

.
q− G(q)],

x = [x1 x2]
T = [q

.
q]T , and q,

.
q ∈ Rn are state variables of angular position and angular

velocity.
From Equation (9), the torque equation of the actuator can be obtained, as follows.

D(q)
..
q + C(q,

.
q)

.
q + G(q) = ρτ + fa (10)

where τ is the vector for torque with a dimension of n; D(q) and C(q,
.
q) are square matrices

with the dimension of n, denoting inertia matrix and Coriolis force matrix, respectively;
and G(q) ∈ Rn is the gravity moment vector. ρ ∈ [0,1] is the effective factor of the
actuator. ρ = 0 means the actuator is completely broken. fa is the bias term and its value is
positively correlated with the degree of actuator damage. The actuator faults with different
combinations of ρ and fa are listed in Table 1.

Table 1. Actuator fault type.

ρ fa Fault Type

1 Not zero Constant deviation fault
0 < ρ < 1 0 Constant gain fault
0 Not zero Actuator stuck
0 0 Actuator broken

It could be seen from Equation (9) that the output y variable of the system S1 is the
state variable x multiplied by the coefficient matrix E. Thus, the robot sensor fault can be
directly expressed by the output equation, as follows.

S2 :
{ .

x = Ax + B f (q,
.
q, τ)

y = λEx + fb
(11)

where λ ∈ [0,1] is the effective factor of the sensor. λ = 0 means the sensor does not work
anymore. fb is the bias term and is positively correlated with the degree of sensor damage.
The sensor faults with different combinations of λ and fb are listed in Table 2.

Table 2. Sensor fault type.

λ fb Fault Type

1 Not zero Constant deviation fault
0 < λ < 1 0 Constant gain fault
0 Not zero sensor stuck
0 0 sensor broken

From the robot joint sensor fault model and actuator fault model, it could be seen that
both of them affect the system in a different way. However, through the model derivation
and transformation, the sensor fault can be transformed into an actuator fault through the
first-order filter [38], which simplifies the model. The sensor and actuator fault data are
fused according to the following formula.

Fault = a∆Sensor + bActuator (12)
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where Fault denotes fault data set needed, ∆Sensor represents the difference between sensor
output and settings, Actuator is the output of actuator, a and b are sensor and actuator faults
coefficient respectively. Equation (12) has now unified two kinds of fault from sensor and
actuator, which helps to obtain training data sets.

The robot sensor and actuator mixed faults studied in this paper are listed in Table 3.
F1 to F10 will be used to represent different fault labels in the following description for
ease of use.

Table 3. Investigated Sensor and actuator fault type.

Label Fault Description

F1 Constant deviation fault of the actuator
F2 Constant gain fault of the actuator
F3 Actuator stuck
F4 Actuator broken
F5 Constant deviation fault for both sensor and actuator
F6 Constant deviation fault of the sensor
F7 Constant gain fault of the sensor
F8 Sensor stuck
F9 Sensor broken
F10 Sensor and actuator are normal

3.2. Training of Model and Diagnosis

The fault diagnosis model needs to be well trained before it is used to realize fault
diagnosis. The basic training process of the fault diagnosis model based on the DCNN
proposed in this paper is as follows.

Fused data containing single or mixed fault of sensor and actuator is input into Block1
(refer to Figure 8). Convolution layer1 uses kernel1 to carry out convolution operations.
The result of the convolution operation is input into the batch standardization module, and
the extracted data features are standardized to make the extracted feature data conform
to the standard normal distribution. The activation function is then used to activate the
neurons. The activation function used here is the ReLU function, and it owns the fine linear
property, which overcomes the saturation effect of using Sigmoid or Tanh functions.

Finally, the activated features are input into the pooling layer. The pooling method
used here is the maximum pooling method, which can extract the maximum features. The
above operation completes the main steps of Block1. The output of Block1 is propagated to
Block2, and the above steps conducted in Block1 are repeated until all six Blocks finished
the corresponding operation.

After feature extraction is finished, the data should flow into the fully connected layer.
however, in order to speed up the training process, the dropout layer is introduced to inac-
tivate some neurons with a certain probability, and then the rest of the neurons come into
the fully connected layer, and finally the fault diagnosis model gives the prediction labels.

In the training stage of the model, updating the network weight parameters is key.
Figure 9 gives the flowchart of the parameters updating process, where the network outputs
are evaluated using the loss function to determine the direction of parameter update. After
the model is well trained, the real-time data from the robot sensor and actuator can be
propagated into the fault diagnosis model to realize fault diagnosis.
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Figure 9. Process of training based on DCNN.

4. Experiment and Analysis

Data needed is based on multi-joint cooperative robot AUBO i3, with a DOF of 6,
and six revolute joints with a maximum working radius of 625 mm. Our Matlab model
is constructed based on the above platform. There are several position sensors and one
actuator for each joint, so it is necessary to monitor their working state. Experiments using
different fault diagnosis methods are conducted to reveal the effectiveness of the proposed
DCNN. A PC with i7-10510U 1.8Ghz processor and 16G of RAM is used. The PyCharm
software is installed, and combined with a Python3.6 interpreter. All the algorithms are
implemented on Keras with Tensorflow as its backend.

The basic architecture of several experiments is shown in Figure 10, where the fused
data is expanded through the data set enhancement method, and then several neural
network fault diagnosis methods are investigated and their results are compared.

Figure 10. The basic architecture of the Comparative experiments.

4.1. Data Sets Enhancement

Considering that the amount of fault sample is not enough in a real robot joint system,
in this paper, the data set enhancement method is used to expand the fault sample data
sets and improve the generalization ability of the model. In order to expand the acquired
robot joint fault data, a sliding sampling data set enhancement method is proposed in this
paper, and the schematic diagram of data set enhancement is shown in Figure 11.
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Figure 11. Diagram of data set enhancement.

The system data over a period is obtained, and a sample data segment with N1 points
is needed for single training. Assuming that the length of the data obtained is N, then
the network could be trained by N/N1 times according to the above method. In order
to expand the coefficient of utilization for data, the start point of the second data set is
h backwards compared to the first one, and the rest is roughly the same. The difference
of samples before and after the data set enhancement method is used is shown in the
following equation.

N − h− 1
N1 − h− 1

− N
N1

=
N − N1

N1(N1 − h− 1)
≥ 0 (13)

It is obvious that when the sliding step size is small, which means h is quite large,
more data samples could be obtained, which can well meet the needs of data sets in the
training process. Here in our research, the sliding step selected is h = 29, and thus we could
obtain plenty of data samples for model training and validation.

We have constructed a robot fault model in MATLAB/Simulink according to Equation (12),
and the fault data needed in our study is obtained. In the process of data acquisition, the
sampling rate is set to1000 hertz, and the sampling time is 8 s, so 8000 sample points for
each kind of conditions are obtained, see Figure 12. The aforementioned data set enhance-
ment method is adopted, so we can get 2000 samples for each kind of conditions. The
2000 samples are divided into three parts, and they are training, verification, and testing
samples respectively, and the proportion of the above samples are 70%, 20%, and 10%,
which would be used in the later model training and verification process. It should be
noted that the input data set is one-dimensional, which is different from the conventional
two-dimensional image data.

From Figure 12, it is very clear to see that some of the fault types could be easily
distinguished, such as F1, F3; F2, F9. while some of them could not, such as F3, F4. When
the “F3” fault happens, if the diagnosis model output is “F4”, it may bring adverse effects.
Thus, realizing high accuracy prediction makes sense.

4.2. Hyper Parameters of DCNN

Hyper parameters of the neural network include learning rate, regularization param-
eters, and iterations. Actually, these hyper parameters control the values of the weight
coefficient. According to existing researches, hyper parameters in deep learning algorithms
not only affect the performance of the algorithm itself, but also affect the expression ability
of the trained model. This paper takes the advice of Bengio [39]. The corresponding hyper
parameters are set according to whether these hyper parameters can increase or decrease
the capacity of the model.

In the process of parameter updating, the exponential decay learning rate is adopted.
At first, a large learning rate is used to get the optimal solution quickly, and then the
learning rate is gradually reduced to keep the model stable in the later stage of training.
The initial learning rate η0 is set to 0.2, and the decay learning rate ξ is set to 0.99, so the
decay rate is updated per round. The expression for decay rate is as follows.
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{
η = η0 × ξ(H/L)

H = Epoch/Batch_k
(14)

where η denotes exponential decay learning rate, H stands for the number of the current
round, and L represents the turns the decay should be executed once, Batch_k is the number
of iterations. When a complete data set passes through the neural network once and then
returns, this process is called Epoch.

Figure 12. Data samples under different working conditions.

In order to alleviate the overfitting of the neural network, the l2 regularization method
is used in this paper. Regularization is to introduce the model complexity index into the
loss function and suppress the noise in the training data set by weighting the parameters
in the neural network. The expression of the loss function is as follows.





Loss = Loss_all + REGULARIZER×
Loss(w)

Loss(w) = ∑
i
|wi|

(15)

where Loss_all represents the loss function of all parameters in the model, REGULARIZER
is the regularization weight, w generally refers to the weight in the forward propagation of
neural network, and Loss(w) is the result of l2 regularization of parameter w.

The Adma optimal algorithm is used [40] and the procedure of weight updating is
as follows.

Step 1: give the iteration step ε = 0.001.
Step 2: set the decay rate for matrix calculation, ρ1 = 0.99, ρ2 = 0.999.
Step 3: Determine the convergence threshold δ = 10−8.
Step 4: Initialize network weight θ, 1st and 2st moment variables s, r, and set s = 0, r = 0.
Step 5: Set the simulation time step to 0.0001.
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Step 6: Small data set with m samples are collected from the training set, using
{x(1),x(2), . . . ,x(m)}. to denote it, and set corresponding goals y(i).

Step 7: Calculate gradient variable g← 1
m∇θ∑

i
L
(

f
(

x(i); θ),y(i)
)

, and update biased

first moment estimation s← ρ1s + (1− ρ1)g as well as biased second moment estimation
r ← ρ2r + (1− ρ2)g .

Step 8: Correct the deviation of the first moment ŝ← s
1−ρt

1
and deviation of the second

moment r̂ ← r
1−ρt

2
.

Step 9: Calculate incremental weight error ∆θ = −ε ŝ√
r̂+δ

, and update it to the network
weight θ ← θ + ∆θ .

Step 10: If the convergence threshold in Step 3 is not met, then, back to Step 6,
otherwise end the iterative process.

4.3. Simulation and Results

In order to verify the feasibility and effectiveness of the DCNN used in this paper
for robot joint sensor and actuator fault diagnosis, the ANN, SVM, CNN, and LTMN
methods are studied for comparative analysis and verification. The diagnosis accuracy of
the different network is shown in Figure 13.

Figure 13. Fault diagnosis accuracy on training process of the model.

As shown in Table 3, There are nine fault states for sensor and actuator. For each
fault state F1 to F9, 2000 samples are obtained and then divided into training, testing, and
verification data subset. The accuracy of different diagnosis methods is summarized in
Figure 13. It can be seen that the accuracy of fault recognition using DCNN is significantly
improved compared with ANN, SVM. The average accuracy of the DCNN in the training
process is over 99%. However, it is worth noting that the lowest accuracy of the five
methods appears in F5. It could be interpreted that F5 is a mixed fault of sensor and
actuator, and Figure 12 shows that there is no obvious difference between the fault curves
of sensor and actuator, so the fault diagnosis models cannot effectively tell the difference
between them.

The confusion matrix of DCNN used on robot sensor and actuator fault diagnosis is
shown in Figure 14. It could be seen that none of the fault types could be 100% recognized,
and meanwhile, confusion matrix data shows that between that “Misjudgment” categories,
their waveforms seem alike.

Further experiment research is conducted to compare the fault diagnosis effect of
CNN, LTMN, and DCNN on robot joint sensor and actuator faults, and the accuracy and
loss function figure of each diagnosis method in the training set and testing set are drawn
with the help of TensorFlow.

Three of five fault diagnosis methods with an accuracy over 90% are investigated.
From Figure 15, it can be seen that the LTMN and DCNN could realize a fault recognition
rate of 100% on both training and testing data sets, and there is no gap between training
and testing loss function, which shows the robustness of LTMN and DCNN.
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Figure 14. Confusion matrix of DCNN.

Figure 15. Accuracy and loss of three kinds of neural networks.
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The model training time and accuracy are shown in Figure 16. This shows DCNN
needs fewer training time but still gets the maximum diagnosis accuracy, which proves the
high performance of the proposed DCNN fault diagnosis method.

Figure 16. Accuracy and training time of three kinds of neural networks.

The initial value of the neural network is randomly given, in order to eliminate the
influence of accidental factors. This paper uses the cross method to train the model 10
times, and each time the network is initialized with a random value. The accuracy of CNN,
LTMN, and DCNN are shown in Figure 17.

Figure 17. Cross-validation result.

As can be seen from Figure 17, the recognition accuracy of DCNN in each experiment
is more than 99%, and its lowest accuracy is 99.6%. Thus, the model initial value has little
effect on fault diagnosis accuracy, which also proves the robustness of DCNN.

5. Conclusions

The DCNN fault diagnosis method is used to recognize the sensor and actuator faults
of the robot system. The robot sensor and actuator output data are fused. In order to
increase the number of training samples, the fault data set is expanded way of the data set
enhancement method, and then the fault diagnosis is carried out using a deep convolution
neural network. SVM, ANN, CNN, and LTMN-based neural network fault diagnosis
methods are compared with the proposed DCNN and conclusions can be drawn that
DCNN can better extract the fault information from the original input data and makes a
more accurate classification of the sensor and actuator fault types.
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Abstract: Pulsars, especially X-ray pulsars detectable for small-size detectors, are highly accurate
natural clocks suggesting potential applications such as interplanetary navigation control. Due to
various complex cosmic background noise, the original pulsar signals, namely photon sequences,
observed by detectors have low signal-to-noise ratios (SNRs) that obstruct the practical uses. This
paper presents the pulsar denoising strategy developed based on the variational mode decomposition
(VMD) approach. It is actually the initial work of our interplanetary navigation control research. The
original pulsar signals are decomposed into intrinsic mode functions (IMFs) via VMD, by which
the Gaussian noise contaminating the pulsar signals can be attenuated because of the filtering effect
during signal decomposition and reconstruction. Comparison experiments based on both simulation
and HEASARC-archived X-ray pulsar signals are carried out to validate the effectiveness of the
proposed pulsar denoising strategy.

Keywords: X-ray pulsar; signal denoising; variational mode decomposition

1. Introduction

Pulsars are rapidly rotating neutron stars that emit electromagnetic signals and have
periods ranging from milliseconds to thousands of seconds [1,2]; see Figure 1 for an
illustration.

Figure 1. Illustration of the pulsar model.

The pulsar emission mechanism is complex, featuring chaotic characteristics [3,4].
Various methods have been developed to calculate the Lyapunov exponent and its comple-
mentary measures to characterize the time scales on which chaotic systems, such as pulsars,
become unpredictable [5–7]. Luckily, the potential applications of pulsars, especially ac-
curate pulsar timing features, do not rely on a comprehensive understanding of pulsar
emission models. Researchers have found that the rotation periods of pulsars over long
timescales are as precise as the state-of-art terrestrial atomic clock, which suggests pulsars
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are the perfect choice for precise timing and autonomous interplanetary navigation [8–11].
The precise timing properties of pulsars can be used for unmanned out-terrestrial vehicles,
for instance, incorporating advanced robust control algorithms, such as those reported
in [12,13], with the pulsar TOA sequence as well as the pulsar positioning algorithm.
Nowadays, there are already over 2000 known pulsars that build a firm base for govern-
mental and civilian use, as well as space applications not only for the military but also for
astronomy exploration [14,15].

Among all types of pulsars, X-ray pulsars appear to be the most favorable ones as they
are detectable by small-size detectors [1,8,9,16–19]. However, the X-ray pulsar radiation,
namely the effective signals, would degenerate into photon sequences with very low
intensity when it arrives at the terrestrial detector after long-distance space travel. An
even more troublesome problem arises due to the complex, noisy photons, up to about
nine times that of the effective photons in quantity, including the diffuse X-ray background
and the cosmic X-ray background, which inherently contend with the originally observed
signal [11]. These facts imply the low signal-to-noise (SNR) ratio of the pulsar signal and,
hence, signify the necessity of pulsar denoising research, especially when the observation
time is short.

The pulsar denoising refers to filtering the pulsar profile, generally obtained via
epoch folding performed on photon sequences, that stores the time of arrivals (TOAs) of
photons [1,17,20]. The Fourier filtering in the frequency domain is the original attempt to
denoise pulsar profiles, which has already been proven invalid when the signal profile
comprises nonsinusoidal components or nongaussian noise [16,18,21]. The modified
kernel regression denoising method reported in [22] develops the second-order derivative
compensation and reveals that a clear positive relationship between the TOA accuracy and
the profile SNR does not exist. In [23], the wavelet analysis method using noise dispersion
to determine the threshold value is applied to denoise the pulsar profile via the wavelet
inverse transform. The denoising strategy based on biorthogonal lifting wavelet transforms
(WT) reported in [17] studied the statistical properties of the X-ray background noise. The
core idea of wavelet transform denoising is choosing an appropriate wavelet library and
decomposition level in terms of finding a suitable wavelet basis and threshold function [24].
In particular, the wavelet basis plays an essential role in denoising performance as it is
the base of wavelet denoising. However, at present, there is no universal wavelet basis
that accommodates different pulsar signals. It has also been shown in [21] that the wavelet
denoising methodology heavily relies on expertise and experience and is not compatible
with an average processor. New approaches to increase the SNR of X-ray pulsar signals
can be found in [25] with a machine learning method and in [26] with a recurrent neural
network method, respectively. These two kinds of denoising strategies actually require
high computational costs too.

Recently, empirical mode decomposition (EMD) has achieved great success in re-
moving both white and fractional Gaussian noise by reconstructing the signal with pre-
determined thresholding intrinsic mode functions (IMFs) [27]. Nevertheless, the traditional
EMD framework only allows for analyzing the single signal due to possible mixing phe-
nomena when analyzing multiple signals simultaneously. This problem can be overcome by
the multivariate strategy reported in [28], in which multiple pulsar signals are processed at
the time while the mode mixing is avoided. The ensemble empirical mode decomposition
(EEMD) synthesizes white Gaussian noise in the input signal for the later decomposition,
in which the average operation can also avoid the mode mixing problem that existed in the
output IMFs after EMD [29–31]. Given the limitation from the fixed threshold functions,
the adaptive threshold mechanism together with the EMD denoising method shown in [32]
remarkably increases the SNR of X-ray pulsar profiles. Via creating the Hausdorff measures
between the probability density functions of the input signal and the mode, the filtering
approach in [9] aliases and reconstructs the X-ray pulsar profiles to achieve the purpose of
denoising. Though the EMD framework allows for analyzing nonstationary and nonlinear
signals, it lacks a firm mathematical foundation and is sensitive to sampling noise, which
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as a particular result, would lead to mode mixing when it is applied on pulsar denoising
processing. Additionally, one might find that eliminating the mode mixing problem would
build a firm base for performing autonomous mode decomposition and signal denoising,
which is essential for embedding advanced control algorithms, such as in [33], into the
pulsar-based spacecraft navigation system. Regarding the possible deficiencies of EMD on
pulsar signal denoising, Dragomiretskiy developed a novel signal decomposition technique
called variational mode decomposition (VMD) that nonrecursively decompose the signal
into several quasi-orthogonal IMFs [34]. The VMD has already been applied in many areas
such as seismic wave analysis [35], pipeline leakage detection [36] and vibration estimation
of rotor-stator machinery [37]. For VMD-based applications, it is important to determine an
accurate number of modes that have an essential effect on denoising performance [38]. The
detrended fluctuation analysis (DFA) appears to be a favorable choice for this issue as it is a
systematic scaling analysis approach to evaluate long-term dependency for nonstationary
signal series [35,36]. In our previous work [39], a brief VMD-based denoising algorithm
was developed for an X-ray pulsar profile after epoch folding without applying DFA to
determine the mode number. To the authors’ best knowledge, no literature reported had
shown a detailed discussion about applying the VMD framework on denoising X-ray
pulsar signals.

Motivated by the discussion above, this brief undertakes further endeavors on the
research of denoising designs of X-ray pulsar signals so as to increase the SNR of the
pulsar profiles and pave the way for potential applications. More precisely, a VMD-based
denoising strategy is developed. We first perform the epoch folding method on the faint
X-ray pulsar signals and obtain the noisy pulsar profile, followed by applying DFA to
obtain the number of IMFs, after which the reconstruction of the pulsar signals achieves
the denoising goal.

The contribution of this paper includes presenting the denoising algorithm for X-ray
pulsar signals based on the VMD method. Compared with those in [18,20,40], the prior
knowledge of pulsar profiles is unnecessary for the proposed VMD-based pulsar denoising
strategies. In comparison with wavelet analysis [17,23,24], the denoising algorithm in
this paper removes the reliance on choosing perfect basis and threshold functions. The
VMD-based design in this paper also allows for processing the original pulsar signals that
contain nonstationary background noise derived from many sources without leading to
mode mixing problems, like that of the EMD-based analysis in [9,28,32].

The rest of the paper is organized as follows. Section 2 introduces basic knowledge
of the VMD framework. Section 3 involves the VMD-based denoising design for the
contaminated faint X-ray pulsar signals. Section 4 presents the comparison experiments
with simulation and measured data. Section 5 concludes this work briefly.

2. Preliminaries
Variational Mode Decomposition

Variational Mode Decomposition (VMD) is a novel framework for signal processing
that outperforms the traditional decomposition approaches, allowing for a systematic
analysis of nonstationary and nonlinear signals [34]. It is built upon classical theories such
as the Wiener filter, Hilbert transformation, frequency mixing, and decomposition method.
Compared with the traditional empirical mode decomposition (EMD) technique, the VMD
theoretically eliminates the potential problem of mode mixing by decomposing the signal
into a sum of IMFs with the limited center frequency and bandwidth calculated analytically.
It is worth noting that the reconstruction of the VMD-based decomposed signals, namely
summing the obtained IMFs, would attenuate noise and increase SNR.

The VMD-based decomposition performed on the input signal f intends to achieve

min
{hk},{ωk}

{
K

∑
k=1

∥∥∥∥
∂

∂t

[(
δ(t) + j
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so that the f can be reconstructed by the sum
K
∑

k=1
hk = f , where {hk} and {ωk} denote the

sets of all modes and center frequencies, respectively; δ(t) stands for Dirac function and
notation ∗ denotes convolution. For definitions and discussions about the mode, refer
to [34,41]. For the sake of completeness and simplicity, the VMD algorithm renders the
constraint problem (1) into an unconstrained one via introducing a quadratic penalty term
α and Lagrangian multipliers λ(t), resulting in the following augmented Lagrangian.

L({hk}, {ωk}, λ) = α
K

∑
k=1

∥∥∥∥
∂

∂t

[(
δ(t) +

j
πt

)
∗ hk(t)

]
e−jωkt

∥∥∥∥
2

2

+

∥∥∥∥∥ f (t)−
K

∑
k=1

hk(t)

∥∥∥∥∥

2

2

+

〈
λ(t), f (t)−

K

∑
k=1

hk(t)

〉
.

(2)

It then converts the original minimization problem (1) into the saddle point problem of (2).
Iterative sub-optimizations in terms of the alternate direction multiplier method (ADMM)
can be used to obtain the saddle point of (2) and the optimal solution of (1). Let ωk and hi 6=k

denote the most recently updated values, and the minimization problem for hn+1
k becomes

hn+1
k = arg min

hk∈X
{α
∥∥∥∥

∂

∂t

[(
δ(t) +

j
πt

)
∗ hk(t)

]
e−jωkt

∥∥∥∥
2

2

+

∥∥∥∥∥ f (t)−∑
t

hi(t) +
λ(t)

2

∥∥∥∥∥

2

2

}.
(3)

By applying the Parseval/Plancherel formula for Fourier transform together with
Hermitian properties under the L2 norm, we can find the optimal solution in the spectrum
domain as follows,

ĥn+1
k (ω) =

f̂ (ω)− ∑
i 6=k

ĥi(ω) +
λ̂(ω)

2

1 + 2α(ω−ωk)
2 . (4)

Implementing the same technical principles above, we obtain the center frequency in the
form of

ωn+1
k =

∫ ∞
0 ω

∣∣∣ĥk(ω)
∣∣∣
2
dω

∫ ∞
0

∣∣∣ĥk(ω)
∣∣∣
2
dω

. (5)

The specific calculation steps of variational mode decomposition, intuitively including
denoising functionality, can be summarized as follows.

1. Initialization: h1
k , ω̂1

k , λ̂1, n← 0;
2. n← n + 1;
3. Update ĥk and ωk via (4) and (5), respectively, where k = 1, 2, . . . , k, ∀ω ≥ 0;
4. Use λ̂n+1(ω) = λ̂n(ω) + τ[ f̂ (ω)−∑

k
ĥn+1

k (ω)] and update λ̂, ∀ω ≥ 0;

5. Stop the iteration until
K
∑

k=1

∥∥∥ĥn+1
k − ĥn

k

∥∥∥
2

2∥∥∥ĥn
k

∥∥∥
< ε for a chosen criterion ε, otherwise return

to step 2.

Actually, one should calculate an appropriate number of mode K before applying
VMD to decompose the input signals. For this sake, the DFA approach is applicable
to determine K as it can characterize different components contained in the signal and
provides us with a threshold functionality for the calculation of K [21,35,36].
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Remark 1. Adopting the same simulation conditions as our previous work [42], we perform here a
comparison experiment of EMD and VMD on decomposing the analog signal defined by

f (t) =





cos(20πt), ∀t ∈ [0, 0.5],

cos(20πt) + cos(6πt) + cos(120πt),

∀t ∈ (0.5, 0.8],

cos(20πt), ∀t ∈ (0.8, 1].

(6)

The simulation results are drawn in Figure 2. As shown in Figure 2a, the EMD decomposes
f (t) into four intrinsic mode functions and residue, leading to background signals mixing with
frequencies 10 and 60 Hz. This mixing phenomenon distorts the intrinsic mode functions obtained
later, lowering the signal decomposition performance. Comparing the results in Figure 2b with that
in Figure 2a, the VMD features its superiority by accurately decomposing f (t) into three types of
signals with different time frames and frequencies.
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(a) EMD-based decomposition result for f (t).
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Figure 2. Decomposing results of f (t) via EMD and VMD.

3. VMD-Based Denoising Design for X-ray Pulsar Signals

The X-ray pulsar signal observed by detectors contains the time of arrival and the
number of photons. It is contaminated by various types of electromagnetic noise. Denoising
X-ray pulsar signals appear essential for characterizing different pulsars and building a
base for accurate timing in space. In this section, we present a VMD-based denoising
method of X-ray pulsars step by step. First, we apply the epoch folding to obtain the noisy
pulsar profile. Second, we use the DFA approach to calculate the number of modes of the
pulsar profile. Third, we apply the VMD method to decompose and reconstruct the pulsar
profile, which achieves the purpose of denoising.

3.1. X-ray Pulsar Profile

Epoch folding is applied in this subsection to obtain the pulsar profile. Sort the TOAs
of photons into,

t′0 ≤ t′1 ≤ t′2 ≤ . . . ≤ t′N−1, (7)

where t′i, i ∈ Z denotes the time of arrival of the i + 1-th photon. In (7), the symbol “≤”
suggests that numerous photons would run into the detector area simultaneously at a
certain observing window.
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For eliminating the effects of earth-observatory motions and interstellar medium
during the pulsar signal transmitting path, we convert the TOAs of photons from observed
time tobs to the solar system barycenter (SSB) as follows,

tSSB = tobs + ∆E + ∆R + ∆S, (8)

where ∆E denotes Einstein delay, ∆R is the Roemer delay and ∆S represents the Shapiro
delay [43]. Many tools can be applied to finish the time conversion (8). For example, one
can synthesis tobs with the orbit parameters and evoke the barycorr function provided by
High Energy Astrophysics Science Archive Research Center (HEASARC) to complete the
time conversion automatically.

Denote the TOA sequences in SSB by

t0 ≤ t1 ≤ t2 ≤ . . . ≤ tN−1, (9)

Supposing that the pulsar period is T0, the phase of (9) in the normalized time frame [0, 1)
with respect to the initial time instant can be calculated as

ϕi =
ti − t0

T0
mod 1. (10)

Let us averagely scatter each period into m bins and compute the number of photons Ni in
each bin. Construct

χ2 =
m

∑
i=1

(Ni − N̄)
2

N̄
, N̄ =

N
m

. (11)

where N is the total number of photons, N̄ stands for the mean value of each bin. When
we only perform period estimation, the variable χ2 in (11) satisfies the χ2-distribution with
m− 1 degrees of freedom. Different pulsar periods vary from phases and photon quantities
in each bin, which, as a result, shows that the obtained χ2-distributions are different.
A period with errors would make the estimated phases inaccurate, simultaneously reducing
Ni, N̄ and χ2. In contrast with that, an accurate estimated period suggests that the estimated
phases are reliable, and Ni and N̄ will differ a lot from each other, which increases χ2.
Therefore, achieving the best estimation of period T relates to finding the maximum
of χ2. Let

T = argT∈[Tmin,Tmax]
max{Ø2}. (12)

The estimated phase of the arrival time of every photon is assigned to a certain bin
according to the pulsar period, resulting in the estimated pulsar profile. The relationship
between the phase and the number of photons in each bin is drawn. For instance, the
horizontal axis of the pulsar profile is the phase with multiple bins, while the vertical
axis denotes the number of photons. Theoretically speaking, the longer the observing
time frame and the more the photon quantity, the more accurate the pulsar profile would
become [17,20].

3.2. Denoise of Pulse Profile Based on VMD

Without causing any confusion, let f , defined below, be the pulse profile,

f = x + d, (13)

where x is the original pulsar signal, and d denotes noise.
The number of modes K should be determined before performing VMD on f . The

K plays an essential role in VMD decomposition, or in the view of this brief, the wrong
choice of K would lower the denoising performance. For these considerations, we apply
the detrended fluctuation analysis (DFA) method to determine K. The DFA is a favorable
scaling tool generally utilized to analyze nonstationary signals, by which the scaling
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exponent α depicts how tough the signal performs, and a large α means that the volatility
is small [21]. The K can then be calculated according to α.

Given any signal {u(i), i = 1, 2, . . . , N}, let us apply DFA to calculate α by the steps
below.

1. Calculate the sum

y(k) =
k

∑
i=1

u(i)− kū, k = 1, 2, . . . , N, (14)

where ū = 1
N

N
∑

i=1
u(i).

2. Divide the sequence y(k) into Nn = (N/n) nonoverlap length-of-n pieces. As for
each local trend, one can apply l-order polynomial to fit yn(k). For example, let l = 2
and define

yn(k) = ank2 + bnk + cn, (15)

where an, bn and cn denote constants.
3. Define the root-mean-square (RMS) function by

F(n) =

√√√√ 1
N

N

∑
k=1

[y(k)− yn(k)]
2. (16)

4. Finally, calculate the scaling exponent α by the least square regression approach as
follows,

ln(F(n)) = α ln(n) + C. (17)

The relationship between K and α can be understood in the sense that the quantity of
all scaling exponents α1:K under the constraint α1:K ≥ θ equals J, where θ = αθ = 0.25
denotes the threshold and αθ = 0.5 for the white Gaussian noise. Without losing generality,
we suppose that the noise of the pulsar signal received by probes satisfies the Gaussian
distribution.

The variable J is determined by αθ via,

J =





1, α0 ≤ 0.8

2, 0.8 <α0 ≤ 1.0

3, 1.0 <α0 ≤ 1.5

4, α0 > 1.5

(18)

Then, we utilize the obtained K to decompose the signal f via VMD, after which we
reconstruct the nominal functions and achieve denoising; see (19).

x̂ = ∑
k

hk, k = {k|αk ≥ θ}. (19)

The flow chart in Figure 3 depicts the VMD denoising process on X-ray pulsar signals.
The VMD denoising applied on pulsar signals consists of reconstructing the pulsar profile
via summing intrinsic mode functions after decomposition. This process actually attenuates
the noise and would remarkably increase the SNR of the pulsar profile. As can be seen, the
presented X-ray pulsar denoising strategy does not require any prior knowledge, such as
the known pulsar profiles required by the denoising algorithms in [18,20,40].
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Figure 3. The denoising process of VMD on X-ray pulsar signals.

Remark 2. The VMD approach provides a general framework for signal processing. In addi-
tion to X-ray pulsar denoising designs, various VMD-based applications, such as seismic wave
analysis [35], pipeline leakage testing [36] and machinery vibration research [37], have achieved
significant attention.

4. Experimental Analysis

This section presents the experimental study focusing on validating the effectiveness
of the proposed X-ray pulsar denoising strategies. Both simulated and measured data of
the X-ray pulsar are considered. For performance evaluation purposes, various measures,
including the Signal to Noise Ratio (SNR), Root-Mean-Square Error (RMSE), and Pearson’s
correlation coefficient (PCC), are considered as follows.

SNR = 10 log

M
∑

i=1
x(i)2

M
∑

i=1
[x(i)− x̂(i)]2

, RMSE =

√√√√ 1
M

M

∑
i=1

[x(i)− x̂(i)]2

x(i)2 ,

PCC =

M
M
∑

i=1
x(i)x̂(i)−

M
∑

i=1
x(i)

M
∑

i=1
x̂(i)

√
M

M
∑

i=1
x(i)2 −

(
M
∑

i=1
x(i)

)2
√

M
M
∑

i=1
x̂(i)2 −

(
M
∑

i=1
x̂(i)

)2
,

where x(i) denotes the nominal signal, x̂(i) represents the estimated denoised signal,
and M stands for the signal length. A higher SNR value or a lower RMSE value leads
to better denoising performance. The PCC in the range [−1, 1] is generally utilized to
address the linear relativity of paired variables. The larger PCC would suggest better
denoising performance.

4.1. Experiments of Simulation Data

For pulsar simulation purposes, we applied the Psrsigsim pulsar signal simulator to
construct a virtual reference X-ray pulsar profile and associated noisy pulsar profile. The
Psrsigsim is a python toolbox developed for simulating pulsar signals based on the known
and open databases. Parameters including pulsar profile type, interstellar medium, and
telescope information should be set before propagating the virtual pulsar signals. In our
settings, we saved the pulsar profile data in the portable ‘%.csv’ form and processed the data
via Matlab. Figure 4 depicts the overall production of propagating data and processing.

Figure 4. Experiment flow chart of Psrsigsim-propagated pulsar data.
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We adopted the default pulsar profile ‘J1713 + 07474’ provided by Psrsigsim as the ref-
erence profile, by which the noisy pulsar profile is constructed via the ‘pulsar.make_pulse’
function of the Psrsigsim class with a 2000-s observing time. As a result, two million pulsar
events in terms of phases were obtained and taken as noisy pulsar signals. The reference
pulsar profile is plotted in Figure 5a, while the noisy profiles in the first 1000 samples are
drawn in Figure 5b. The vertical coordinate unit is omitted for the convenient processing
of simulation data. Two hundred thousand noisy samples were adopted to perform filter-
ing techniques that include epoch folding (EP), wavelet transform (WT), empirical mode
decomposition (EMD), and variational mode decomposition (VMD). It is worth noting that
the pulsar profile data after EP builds the base for the latter three approaches, or say, the
latter three ones use the folding profile as the input source to perform filtering.
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(a) Reference pulsar profile obtained from Psrsigsim.
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(b) Noisy pulsar profile for experimental use.

Figure 5. The reference and noisy pulsar profile of simulation data.

For EP filtering, we divided the adopted 200,000 noisy data into 1000 bins per the
whole period, following the routine of (7)–(11), and depicted the folding results in Figure 6a.
For WT filtering, the Matlab widenoise function was applied to denoise the pulsar profile
after EP, and we decomposed the profile signal into three layers, after which the coefficients
with high frequencies were eliminated manually. The reconstructed filtered profile after
WT is shown in Figure 6b. For EMD filtering, the Matlab emd function was directly applied
to process the EP-folded profile data sequence, and eight IMFs were obtained in which
the last seven ones were summed together to reconstruct the profile signal, as plotted in
Figure 6c. Finally, we implemented the proposed VMD-based denoising strategy to denoise
the EP-folded profile data and plotted the results in Figure 6d. For VMD decomposition,
we determined the mode number K = 3 via the DFA, as shown in (13)–(19), after which
the VMD function shown in [34] is evoked.

As shown in Figure 5b, the noisy pulsar profile lacks basic profile shape features,
which are important to characterize the pulsar property. Figure 6a–d demonstrates the
denoising performance of the EP, WT, EMD, and VMD, respectively. Compared with
the other three methods, it can be found that our VMD-based denoising strategy obtains
better denoising results, as the denoised profile features a more fluent shape and fewer
disturbances. For supporting this viewpoint, the SNRs, RMSEs, and PCCs of the original
noisy profile and the denoised profile samples are shown in Table 1.

Table 1. Denoising performance with simulation data.

Method ORI EP WT EMD VMD

SNR −0.1145 22.8210 25.9410 27.2745 29.8821
RMSE 1.0121 0.0727 0.0508 0.0435 0.0313
PCC 0.1554 0.8619 0.9251 0.9441 0.9668

In Table 1, the term ‘ORI’ refers to the original noisy profile samples. As can be seen, all
denoising methods chosen for comparison dramatically increase the SNR values compared
with the original profiles of negative SNR, which means that the pulsar signal intensity is
less than 1/10 of the noise. In particular, our VMD-based denoising strategy outperforms
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the compared methods as it gained the highest SNR, smallest RMSE, and largest PCC
among the others.
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(a) Pulsar profile after EP.
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(b) Pulsar profile after WT.
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(c) Pulsar profile after EMD.
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(d) Pulsar profile after VMD.

Figure 6. Denoising results of simulation data via different methods.

4.2. Experiments of HEASARC-Archived Data

The real pulsar TOA data are implemented in this subsection to validate the pro-
posed pulsar denoising strategy. We chose the ni1011010301.cl file to perform denoising
experiments from the XAMIN database. The chosen ‘%.cl’ file includes the TOAs of Crab
Pulsar photons observed and archived by the NICER mission in standard FITS format.
The ni1011010301.cl file was created on 20 November 2017 after a 99-min continuous
observation of the Crab X-ray Pulsar and includes 1,680,000 observed photons.

Because the motions of earth and observatory, as well as the interstellar medium,
would distort the pulsar signals, we needed to convert the recorded TOAs to the solar
system barycenter (SSB). More precisely, the Web Hera, an online HEASARC HEAsoft
toolbox set, was applied to evoke the barycorr function that converts the TOA information
in ‘%.cl’ files into TOA in SSB, in which the associated orbit information should be set
simultaneously. Later on, we performed denoising analysis via EP, WT, EMD, and VMD,
respectively. The overall process is depicted in the Figure 7.

Figure 7. Experiment flow chart of HEASARC-archived pulsar data.

According to (12), we estimated the pulsar period by the Chi-square period estimation
method. The estimated pulsar period is 0.033742389697 s. As the SNR value becomes large
due to an increase in time frames used for folding, we view the pulse profile created by
all 1,680,000 observed data as the reference signal while viewing the pulse profile created
by the former 40,000 photons as a disturbance signal for experimental use. The reference
profile is then obtained by multiplying the nominal signal by the ratio of noisy photon
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quantity and all photons, in which the phase part is divided into 100 bins. The reference
and noisy profiles are depicted in Figure 8a,b.
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Figure 8. The reference and noisy pulsar profile archived pulsar data. (a) Reference pulsar profile
obtained via folding all photons; (b) Noisy pulsar profile.

The EP method was firstly used to obtain the X-ray pulsar profile, and the results
are shown in Figure 9a. Note that the obtained profile in Figure 9a includes 400 times
of folding because the total photon quantity in use is 40,000, and each period is divided
into 100 bins. For WT filtering, we followed the same routine as the previous subsection
and manually removed the high-frequency part, and the results are depicted in Figure 9b.
For EMD filtering, the EP-folded profile data were decomposed into six modes, and we
summed the later five ones to reconstruct the profile. The EMD-based denoising result is
shown in Figure 9c. For VMD filtering, we applied the method of (13)–(18) to calculate the
number of modes and obtain K = 3, based on which we performed VMD decomposition
and signal reconstruction. The VMD-based denoising results are shown in Figure 9d.
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(a) Pulsar profile after EP.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Phase

300

400

500

600

Ph
ot

on
 N

um
be

rs Reference Profile
Profile after WT

(b) Pulsar profile after WT.
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(c) Pulsar profile after EMD.
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(d) Pulsar profile after VMD.

Figure 9. Denoising results of archived pulsar data via different methods.

It is observed from Figure 9a–d that the adopted approaches achieve denoising at
different levels. Figure 9c depicts the results after EP, in which obvious saw signals exist,
even though the pulse shape matches that of the reference. It is hard to distinguish the
best denoising algorithm among WT, EMD, and VMD from the plotted figures. We then
numerically summarized the SNRs, RMSEs, and PCCs of the denoised signals in the
following table for better comparisons.

The performance indexes in Table 2 indicate that all chosen experimental approaches
have realized denoising purposes, and the SNRs are obviously increased compared with
the original noisy signal. In particular, the proposed VMD-based denoising algorithm
outperforms the other three approaches when inputting virtual Psrsigsim-propagated
pulsar data. The obtained experimental results validate the effectiveness of the proposed
VMD-based X-ray pulsar denoising design.
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Table 2. Denoising performance with measured data.

Method Ori EP WT EMD VMD

SNR 7.8000 25.9117 27.9890 29.1157 30.3373
RMSE 0.4132 0.0506 0.0391 0.0339 0.0270
PCC 0.0462 0.8748 0.9138 0.9277 0.9480

5. Conclusions

This paper has made further efforts on X-ray pulsar denoising techniques. The VMD
approach incorporated with EP and DFA is facilitated to derive a novel pulsar denoising
algorithm that features filtering capacity while eliminating the mode mixing problem after
EMD decomposition. Experimental results with both simulation and HEASARC-archived
pulsar data demonstrate that the proposed denoising algorithm outperforms the EP-, WT-
and EMD-based denoising approaches. In the future, the authors will apply the proposed
denoising algorithm on pulsar identification and pulsar-based navigation simulation of
orbital satellites.
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Abstract: This study investigates a critical hazard identification method for railway accident preven-
tion. A new accident causation network is proposed to model the interaction between hazards and
accidents. To realize consistency between the most likely and shortest causation paths in terms of
hazards to accidents, a method for measuring the length between adjacent nodes is proposed, and
the most-likely causation path problem is first transformed to the shortest causation path problem.
To identify critical hazard factors that should be alleviated for accident prevention, a novel critical
hazard identification model is proposed based on a controllability analysis of hazards. Five critical
hazard identification methods are proposed to select critical hazard nodes in an accident causality
network. A comparison of results shows that the combination of an integer programming-based
critical hazard identification method and the proposed weighted direction accident causality network
considering length has the best performance in terms of accident prevention.

Keywords: railway accident prevention; critical hazard identification; accident causality network;
integer programming

1. Introduction
1.1. Background

Railway transportation has become the main transportation mode, with the advan-
tages of high speed and low cost. However, railway accidents often interrupt railway
transportation processes. Therefore, railway companies emphasize hazard control and
emergency management to improve the safety and efficiency of railway transportation.
Hazard control is used to alleviate critical or frequent hazard factors and can be considered
an accident prevention measure. Emergency management addresses accidents and reduces
the negative effects of railway accidents after their occurrence.

This study focuses on identifying critical hazards, which is the core aspect of hazard
control. Using accident analysis methods, railway safety managers can investigate the
causes of accidents from the aspects of humans, organizations, the environment, and
technology. With the increasing number of accident investigation reports, more railway
accident causes or hazards can be determined. Typically, some hazards more significantly
contribute to accidents than others. These hazards or critical hazards should be identified
to support the risk management of railway systems. In the following section, we review
the related literature and discuss the contributions of this study.

1.2. Related Studies

Experience or data-based risk analysis methods are often used to determine the causes
of accidents. The data are typically obtained from accident reports or railway experts. Based
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on accident data or experience, many accident causation models have been developed to
determine hazards that should be controlled or alleviated. Some researchers have classified
accident causation models into various groups based on their attention preference toward
accidents [1–3]. The first group is the domino theory-based accident causation model. The
domino model, which was developed by Heintich, considers an accident as a result of
several sequential hazard events [4]. Because the domino model simplifies the control of
human behavior in accident causation, researchers improved the model by focusing more
on management failures, and the modified domino models are defined as management-
based accident causation models [5,6]. The third group is human error models, where the
occurrence of accidents is attributed to human hazards or errors such as unsafe incorrect
responses and improper activities [7]. For example, the human performance railway index
operational index has been proposed to predict the probability of human failure in railway
operations. Human error analysis, human error reduction, and human factor analysis and
classification system (HFACS) methods have been developed to analyze human errors
in railway operations [8–11]. A Poisson regression method was used to determine the
relationship between driver personality and driving safety [12]. Many factors affect the safe
operation of railway systems in addition to operators, including train drivers, signalers, and
controllers. Therefore, the systemic accident models proposed by Hollnagel may be more
suitable for railway accident causation analysis [13,14]. An accident causation model for
the railway industry has been proposed to investigate the contributions of human failure,
technical failure, and external intrusion to final accidents [15]. A system theoretic accident
model and process-based model has been proposed to investigate the various causes
of railway accidents, including human and management failures [16,17]. Furthermore,
the HFACS-RA (Human Factors Analysis and Classification System-railway Accidents)
method was proposed to identify and analyze human and organizational factors that affect
railway accidents [18]. An integrated evolutionary model called the scenario-risk-accident
chain ontology (SRAC) is proposed to determine the risk relevance of railway systems from
accident reports [19]. To support the safety management of railway systems, a quantitative
causal analysis was proposed to identify the most important factors that contribute to the
risk of passenger train accidents [20]. The associated rules have been derived by mining
train accident data [21].

Various equipment, machines, and human resources are interrelated in railway sys-
tems, which increase the complexity of railway accidents [22,23]. Therefore, network-based
accident causation models have been developed to analyze the causes of accidents and
model interdependent hazards in recent years [24]. The nodes in the network represent
hazard events or accidents, and the links indicate the relationship between hazards and
accidents. A directed network has been formulated to analyze the causes of accidents
or railway operational accidents [25,26]. The increasing number of accident reports has
enabled the weight between hazards to be measured; hence, a directed weighted accident
causation network has been proposed to investigate the accident causation complexity [27].
Three hazard control strategies have been compared using the tailored accident causal-
ity network (ACN) [28]; however, the hazard control model has not been formulated to
identify the optimal hazards to be removed. Some entropy-based methods have been
proposed to determine the critical nodes in real-world complex networks [29–31] such
as power networks [32], biological networks [33], and transportation networks [34,35];
however, there is no method to identify critical hazard nodes in ACNs from the perspective
of both global optimization and accident prevention. Therefore, a hazard identification
model was developed in this study to select optimal hazards to be removed for railway
accident prevention.

The selected critical hazards should block the path from hazards to accidents or
lengthen the distance from hazards to accidents to prevent accidents. However, the length
of the edges cannot be appropriately obtained; hence, the distance from hazards to accidents
cannot be measured, although the proposed ACN model can facilitate the understanding of
railway accidents. Herein, we propose a novel accident causation network model inspired
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by a Bayesian network model [36]; the model enables us to easily measure the weights
and lengths of the links. Consequently, the shortest path from hazards to accidents can be
obtained, and a critical hazard identification (CHI) model can be formulated. The best CHI
model was selected by comparing the performances of different models. The proposed
integer programming method performs the best because it can solve the CHI problem from
a global perspective.

1.3. Contributions and Organization

The proposed model contributes to research pertaining to complex network-based
accident analysis methods in three aspects:

(1) We propose an improved ACN model (WLDACN) to model the relationship between
hazards and accidents. The shortest distances from hazards to accidents can be
obtained based on the proposed new length metrics of edges in WLDACN, which is
proven to be superior to other previous methods.

(2) Given the proposed length metrics of WLDACN, the network efficiency is used
to represent the difficulty of hazards causing accidents. Therefore, the accident
prevention problem is transferred to successfully minimize the WLDACN efficiency.

(3) To support the hazard management of railway systems, we propose a high centrality
adaptive and integer programming method to identify critical hazards that greatly
contribute to railway accidents. A heuristic algorithm is proposed to solve the integer
programming model. The comparison results show that the integer programming
method can help prevent accidents better than other models.

The remainder of this paper is organized as follows. Section 2 introduces the ACN
construction method and analyzes the objective of hazard control and the formulation of
five CHI models. Section 3 presents a real-world case study to verify the effectiveness of
the proposed ACN and CHI models. Finally, the conclusions and directions for future
research are presented in Section 4.

2. Problem Description and Formulation
2.1. ACN Model

The first step in our study was to construct a causality network from accident investi-
gation reports, which contain reports of many events. We focus on the description of the
accident process because it contains the immediate cause and causal factors of accidents.
The causal factors of accidents are typically defined as hazards. Several hazards can be
extracted, and the causal relationship between hazards can be described using various
causality connectors [37]. For example, we can identify two textual causality connectors
such as “because” and “due to” in the sentence “the incident occurred because the driver
of the first tram did not stop at the platform or stop signal due to a temporary loss of
awareness.” Therefore, the hazard event “loss of awareness” causes the hazard event “tram
did not stop at the platform.” We can obtain one hazard pair 〈i, j〉 if hazard event i causes
hazard event j. If hazards i and j are denoted by two nodes, then an arrow from hazard
node i to j can be added to represent their causal relationship. After manually extracting all
hazard events and accidents from the set of accident investigation reports, we can construct
an ACN for railway systems. Each node in a network corresponds to a hazard event or
accident. Each edge is associated with a cause–effect pair and directed from the cause
(hazard event) to the effect (hazard or accident). Table 1 defines the notations in this paper
to formulate the proposed model.

2.1.1. Edge Weight Metrics

We can obtain the same hazard pairs in different accident reports. Therefore, the ACN
is a weighted direct accident causality network (WDACN), as shown in Figure 1a. Let
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S denote the set of nodes in the WDACN. In the WDACN, the weight w(i, j) of the edge
from node i to node j is equal to the number of hazard pairs 〈i, j〉 in the reports nij, i.e., :

w(i, j) = nij (1)

Table 1. Notations and abbreviations.

Variable Description

Abbreviations
CHI critical hazard indentification
ACN accident causality network

WDACN weighted direct accident causality network
DACN direct accident causality network

SCP shortest causation path
MPCP most probable causation path

WLDACN directed ACN with weights and length metrics
HDA high degree adaptive
HBA high betweenness adaptive
HCA high closeness adaptive
HPA high pagerank adaptive
ASCP average SCP
IPM Integer Programming method

Notations
h hazard node
a accident node

w(i, j) the weight of the edge from node i to j
Fk(h, a) The frequencies of the causation route k from hazard node h to accident node a

Sh,a
k the set of points on causation route k

p(i, j) the normalized weight of the edge from node i to j
Pk(h, a) the active probability of causation route k
l(i, j) the length of the edge from node i to j

E the ACN efficiency
Dh degree centrality of hazard node h
Bh betweenness centrality of hazard node h
Ch closeness centrality of hazard node h
Rh PageRank of hazard node h

Figure 1. Accident causation network. (a) WDACN, (b) DACN (c) ACN after reversing the weight of
the edge, (d) Normalized WDACN, (e) WLDACN.
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The causation routes are defined as the set of links from the source hazard node
to the accident node. There may be more than one route from source hazard node h
to accident node a, and the same route may appear several times. The frequencies of
the causation route k from hazard node h to accident node a Fk(h, a) can be defined as
Fk(h, a) = min(w(i, j)), i, j ∈ Sh,a

k , where Sh,a
k is the set of points on causation route k.

As shown in Figure 1a, the causation route (1→ 2→ 5) has a lower frequency than
the causation route (1→ 2→ 4→ 5) . Therefore, the causation path (1→ 2→ 5) has
a lower active probability than the causation path (1→ 2→ 4→ 5) . In this study, the
causation route with the highest active probability is defined as the most likely causation
path (MPCP).

The shortest causation path (SCP) is often used to represent the MPCP from one
node to another in a complex network. To analyze the interaction between hazards from
the perspective of complex networks, the WDACN was simplified as a direct accident
causation network (DACN) [28], as shown in Figure 1b. However, the frequency difference
of the hazards cannot be observed in the DACN. As shown in Figure 1c, the MPCP from
a to e is (1→ 2→ 5), which is contrary to the evidence from the WDACN; hence, this
method cannot be used to model the interaction between hazard factors and accidents.

Another method is to preserve the frequency information by reversing the weight of
the edge [27], as shown in Figure 1c. However, the SCP still cannot indicate the MPCP
precisely because paths (1→ 2→ 5) and (1→ 2→ 4→ 5) have the same distance (i.e.,
1/3), as shown in Figure 1c. Therefore, the SCP resulting from these two methods is not
consistent with the MPCP observed from the WDACN.

2.1.2. Edge Length Metrics

To realize the consistency between SCP and MPCP, we propose a new method to
measure the length of the edges. First, the weight of the edge (i, j) in the WDACN can be
normalized as follows:

p(i, j) =
w(i, j)
Dout

i
, (2)

where Dout
i is the out-degree of node i. As shown in Figure 1d, the normalized weight

p(i, j) can be interpreted as the active probability of hazard node j for active node i. Let
H and A denote the sets of hazard accident nodes. Let Sh,a

k denote the set of points on
causation route k from hazard node h to accident node a. Therefore, the active probability
of causation route k can be expressed as:

Pk(h, a) = ∏
i,j∈Sh,a

k

p(i, j) (3)

Pk(h, a) reflects the conditional probability of causation path k given the occurrence
of source hazard h. The MPCP from hazard node h to accident node a can be obtained by
solving the following equation:

MPCP(h, a) = argmax(Pk(h, a)), k = 1, 2, 3 . . . K (4)

In order to transform the MPCP problem into an SCP problem, the transformation
function should satisfy two conditions: (1) it is a monotone decreasing function of proba-
bility p(i, j); (2) the uncertainty of route k can be represented as the sum of uncertainties of
each edge. Therefore, logarithmic function is selected as our transformation function. The
natural logarithm of Equation (3) can be used as follows:

− ln Pk(h, a) = − ∑
i,j∈Sh,a

k

ln(p(i, j)) (5)
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Equation (5) can denote the distance of route k which is the sum of length of edges.
Therefore, the length l(i, j) of edge (i, j) can be described as follows:

l(i, j) = − ln(p(i, j)) (6)

Figure 1e shows the length of edges. The MPCP problem can be transformed into an
SCP problem. The length of causation path r from hazard node h to accident node a can be
expressed as:

Lk(h, a) = − ln Pk(h, a) = lk(h, a), (7)

where lk(h, a) = ∑i,j∈Sh,a
k

l(i, j). Therefore, the SCP can be obtained by solving the follow-

ing problem:
SCP(h, a) = argmin(lk(h, a)), k = 1, 2, 3 . . . K (8)

The SCP can be obtained using Dijkstra algorithm and used to measure the difficulty
of a hazard factor in causing an accident. The probability of hazard node h causing accident
a is greater if SCP(h, a) is shorter. Finally, edges (i, j) in the ACN exhibit three attributes:
weight w(i, j), active probability p(i, j), and length l(i, j). Because the proposed ACN
contains weights and length metrics and is a directed network, the proposed network
model can be named the WLDACN.

2.2. CHI Method Development
2.2.1. Objective of CHI

The objective of CHI is to prevent accidents by reducing or eliminating hazards. The
ACN efficiency is used as an indicator to reflect the difficulty of hazards causing accidents.

E = ∑
h∈H,a∈A

1
SCP(h, a)

(9)

A lower network efficiency corresponds to a longer SCP from hazards to accidents.
Therefore, we should eliminate hazard–accident interactions by removing the nodes in the
ACN. We assume that all hazards can be controlled or removed via technological develop-
ment and management improvement. For example, equipment failures can be eliminated
by improving the maintenance strategy, human factors can be controlled via safety training,
and environmental hazards can be prevented by monitoring the operation surroundings.
Additionally, the cost increases with the number of removed hazard nodes. Therefore, the
maximum number of removed hazard nodes in the network should be defined.

Some hazard factors such as wind, snow, and rain cannot be controlled because they
originate from the natural environment instead of the railway system. Therefore, we should
discuss the controllability of hazard nodes. Hazard factors can be controlled if their causes
can be determined, so only hazard nodes with parent nodes can be alleviated.

2.2.2. High Centrality Adaptive Methods

The high centrality adaptive method is typically used to reduce the network efficiency
by removing hazard nodes that have the highest centrality. Four methods can be used to
measure the centrality of nodes in a complex network: based on the node degree, node
betweenness, node closeness, and PageRank [38]. Therefore, high degree adaptive (HDA),
high betweenness adaptive (HBA), high closeness adaptive (HCA), and high pagerank
adaptive (HPA) methods are used to remove critical hazard nodes in a WLDACN.

The HDA method removes the node with the highest degree centrality (DC) in each
iteration. The HDA method recomputes the DCs of the remaining nodes after node removal.
The DC of hazard node h can be expressed as:

Dh = Din
h + Dout

h = ∑
i 6=h

w(i, h) + ∑
j 6=h

w(h, j) (10)
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Based on Equation (10), a greater DC of hazard node h results in more causal relation-
ships between hazard node h and other nodes. If a node with a higher DC is eliminated,
then more causal relationships can be eliminated.

HBA sequentially removes the node with the highest betweenness centrality (BC) and
recomputes the BC for the remaining nodes in each iteration. The BC of hazard node h can
be expressed as:

Bh = ∑
i ∈ H, j ∈ A
i 6= h, j 6= h

ρij(h)
ρij

, (11)

where ρij is the number of shortest paths from hazard node i to accident node j, and ρij(h)
is the number of shortest paths from hazard node i to accident node j that pass through
hazard node h.

Based on the definition of BC, a greater value of the BC of hazard node h results in
more SCPs from hazards to accidents to pass hazard h. If a node with a higher BC is
eliminated, then more SCPs from hazards to accidents can be removed.

The HCA method removes the node with the highest closeness centrality (CC) and
updates the CC for the remaining nodes in each iteration. CC describes the proximity of a
hazard node to all other nodes in the ACN. It is calculated as the reciprocal of the average
distances from one hazard node to all accident nodes as follows:

Ch =
NA

∑a∈A SCP(h, a)
, (12)

where NA is the number of accident nodes. Based on Equation (12), a greater Ch results in
fewer steps from hazard node h to accidents. If the node with the higher CC is eliminated,
then the average SCP increases from hazards to accidents.

The HPA method deletes the node with the highest PageRank centrality and subse-
quently recomputes PageRank for the remaining nodes in each iteration. The PageRank of
hazard node h can be expressed as:

Rh = ∑
j 6=h

p(j, h)p(j) (13)

Based on Equation (13), a greater value of Rh results in a greater possibility of hazard
node h being activated by other hazards. If the nodes with higher PageRank values are
eliminated, then the propagation probability from hazards to accidents decreases.

In fact, the hazard link, including hazard h in the source dataset, should be changed if
hazard h is deleted. Assuming that we extract one hazard link 〈i, j, h, a〉 from one accident
report, if hazard h has been removed by our CHI methods, then accident a cannot occur;
hence, the hazard link should be deleted.

2.2.3. Integer Programming Method

High centrality adaptive methods delete the node with the highest centrality at each
iteration, which is a local optimal solution. Therefore, a model should be developed to
solve the global optimal solution. From an economical and safety perspective, the CHI
problem can be described as follows: To identify the nodes to be removed to reduce the
network efficiency, an integer programming model for the CHI problem is formulated, i.e.,:

Min E{
∑
i

xi ≤ M, ∀i (a)

xi ∈ {0, 1}, ∀i (b),

(14)

where xi is a decision variable for removing hazard node i. xi = 1 indicates that hazard
node i is removed. Equation (14a) states that a maximum of M nodes can be removed.
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Because the objective function of the CHI model cannot be transformed into a linear form,
a heuristic algorithm is proposed to solve the integer programming model. The procedures
of the algorithm can be described as follows:

Step 1: Based on the controllability of hazards, randomly select M controllable hazard
nodes to be deleted from the accident causation network.

Step 2: For each hazard node in a circular order, maintain the other M− 1 hazard
nodes and identify the optimal solution for the selected hazard node. The solution for
the selected hazard node is updated before determining the optimal hazard node in the
WLDACN to minimize the network efficiency.

Step 3: Terminate the algorithm when M consecutive solutions for a hazard node do
not reduce the network efficiency; otherwise, return to Step 2.

2.3. Model Performance Comparison

The objective of the CHI is to increase the overall average degree of difficulty in
causing accidents. To compare the performances of CHI methods from a local perspective,
the average SCP (ASCP) from all hazards to each accident type and the ASCP from each
hazard type to accidents (ASCP(Ht)) were used as indicators to evaluate the proposed
CHI methods. The ASCP from all hazards to accident type a, ASCP(a), can be formulated
as follows:

ASCP(a) = ∑h∈H SCP(h, a)
NH

, (15)

where NH is the number of hazard nodes. If ASCP(a) decreases, then the overall probability
of all hazards causing accident a increases; otherwise, the overall probability of all hazards
causing accident a will decrease.

Hazards can be classified into different types. Each hazard type is composed of various
hazard factors. The ASCP from hazard type Ht to accident a can be formulated as follows:

ASCP(Ht, a) =
∑h∈Ht SCP(h, a)

NHt

, (16)

where NHt is the number of hazard nodes that belong to hazard type Ht. Similarly, the
ASCP from hazard type Ht to all accidents ASCP(Ht) can be formulated as:

ASCP(Ht) =
∑a∈A ASCP(Ht, a)

NA
(17)

If ASCP(Ht) decreases, then the overall probability of hazard type Ht causing accidents
increases; otherwise, the overall probability of hazard type Ht causing accidents decreases.

3. Case Studies

The proposed model was applied to the hazard management of railway systems. All
computational experiments were conducted on a PC with a 2.8-GHz CPU operating the
Windows 10 operating system.

3.1. Data Description

The data in this study were obtained from RAIB (https://www.gov.uk/government/
publications/raib-investigation-reports-and-bulletins (accessed on 1 September 2020)).
We obtained 240 accident investigation reports from 2012 to 2020. The hazards were
classified into four types: human (H), equipment and machine (EM), environment (E),
and management (M). We extracted 20 H-type hazards (H01-H2O), 53 EM-type hazards
(EM01–EM53), 12 E-type hazards (E01–E12), and six M-type hazards (M01–M06). Eighteen
types of accidents were obtained, as graphically illustrated in Figure 2.
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Figure 2. Collection of accidents from RAIB.

3.2. ACN Construction and Analysis

Figures 3 and 4 show the WLDACN based on the interaction between hazard factors
and accidents. The weight was computed using Equation (1) and depicted near the edges
in the network, as shown in Figure 3. The length of each edge was computed using
Equation (6) and depicted near the edges of the network, as shown in Figure 4.

Figure 3. ACN with edge weight metrics.
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Figure 4. ACN with edge length metrics.

The SCP is an important feature of the WLDACN because it reflects the overall
probability of hazards that cause accidents. Table 2 shows the distance from four types of
hazards to 18 types of accidents. As shown in Table 2, the derailment accident (A04) had the
shortest ASCP (4.44), which indicates that the most likely accident that results from hazards
is derailment. Among the four types of hazards causing derailment, the H-type hazard
had the shortest path length, which indicates that human failure can much more easily
cause derailment. The H-type hazard can much more easily cause 15 types of accidents
than the other types of hazards. The EM- and E-type hazards can cause derailment (A04),
as indicated by the distance values of 3.54 and 5.62, respectively. M-type hazards were
more likely to cause accidents “struck-by (A06),” due to their distance value of 4.78.

Table 2. Distances from 4 types of hazards to 18 types of accidents.

Accident Type A01 A02 A03 A04 A05 A06 A07 A08 A09

H-type hazard 4.19 4.35 – 3.42 5.73 3.50 4.89 3.71 5.98
EM-type hazard 4.54 5.16 598 3.54 5.98 5.47 5.07 3.83 7.04
E-type hazard 5.80 5.98 5.98 5.62 9.03 6.90 5.98 5.91 7.37
M-type hazard 5.88 6.09 – 5.19 8.34 4.78 5.58 5.47 8.47

All types 5.10 5.39 5.98 4.44 7.27 5.16 5.38 4.73 7.22
Accident type A10 A11 A12 A13 A14 A15 A16 A17 A18

H-type hazard 3.71 3.71 5.73 5.04 5.73 5.73 5.04 – 5.76
EM-type hazard 3.83 3.82 7.58 6.89 7.58 5.29 5.92 5.98 5.98
E-type hazard 5.91 5.91 9.03 8.34 9.03 5.98 8.34 5.98 8.06
M-type hazard 5.47 5.47 8.34 7.64 8.34 8.29 7.37 – 9.21

All types 4.73 4.73 7.67 6.98 7.67 6.32 6.67 5.98 7.25

Figure 5 shows the ASCP for each hazard type for accidents. As shown in Figure 5,
EM-type hazards had the shortest distance to accidents (5.69) among the four types of
hazards, which indicates that the most likely cause of accidents is equipment or machine
failure. The second most likely cause of accidents is human-type hazards.
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Figure 5. ASCP from each hazard type to accidents.

Figure 6 shows the ASCP from each H-type hazard node and E-type hazard node to
accidents. As shown in Figure 6, the distances from different hazard nodes to accidents
were different. H06 (rail line inspector did not identify problems in a timely manner)
and H08 (track worker negligence) had shorter ASCPs to accidents than the other H-type
hazard nodes. Therefore, hazards H06 and H08 can more easily cause railway accidents
than the other H-type hazard nodes. E02 (water hazard) had a shorter ASCP to accidents
than other E-type hazard nodes. Therefore, hazard E02 can more easily cause railway
accidents than the other E-type hazard nodes.

Figure 6. ASCP from each H-type hazard node and E-type hazard node to accidents.

Railway safety managers should delete as many hazard nodes as possible through
hazard control efforts. However, different ASCPs from each hazard node to accidents
indicate different contributions of various hazards to railway accidents. Therefore, the CHI
model should be used to obtain the critical hazard nodes.

3.3. CHI Model Application and Comparison

Based on the obtained WLDACN and hazard controllability analyses, we obtained
64 controllable hazard nodes. Herein, five CHI methods have been proposed to find the
critical hazard nodes. Ten nodes were applied to compare these CHI methods, including the
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HBA, HCA, HDA, HPA, and IPM. The comparison results are shown in Figure 7. Among
the four high centrality adaptive strategies, the HBA strategy is much more effective in
preventing accidents than the other three methods because it enables more SCPs from
hazards to accidents to be removed. It is difficult to distinguish the effectiveness of the HDA
and HPA methods because the network efficiency depends on the number of removed
nodes. The HCA strategy performed the worst among the four strategies. Therefore, we
suggest using the HBA method to identify critical hazards in railway systems among high
centrality adaptive strategies. However, the proposed IPM performed better than all high
centrality adaptive strategies, as shown in Figure 7. The high centrality adaptive method
iteratively removes the nodes with the highest centrality; therefore, it only solves one
critical hazard node at each step. However, the IPM obtains the critical hazard nodes from
a global perspective. Consequently, the proposed IPM more effectively performed hazard
management and accident prevention.

Figure 7. Comparison of different CHI methods.

Additionally, the ASCP was used to compare the performances of five CHI methods.
Figure 8 shows the ASCP from all hazards for each accident type after removing 10 hazard
nodes. We assume that the ASCP is 20 if accidents cannot be caused by hazards. As shown
in Figure 8, some accidents cannot be caused by hazards after we remove 10 hazard nodes.
Nine types of accidents, including A05, A12, A13, and A14, cannot be caused by hazards
when the HBA method is adopted; eight types cannot be caused by hazards when the HCA
method is used; nine types cannot be caused by hazards when the HDA method is used;
eight types of accidents, including A05, A08, and A14, cannot be caused by hazards when
the HPA method is adopted; nine types of accidents, including A05, A08-A14, A16, and
A18, cannot be caused by hazards when the IPM method is adopted. Therefore, HBA and
IPM better prevent accidents than the other three methods.

Figure 8. ASCP from all hazards to each accident type.
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Based on Equation (17), Figure 9 shows the ASCP from each hazard type to accidents
after we removed 10 hazard nodes. As shown in Figure 9, the IPM and HBA methods
performed better than the other three methods because IPM and HBA increased the ASCP
of EM-, E-, and M-type more than the HPA, HCA, and HDA methods. The ASCP of H-type
hazards can be lengthened by the HDA method to a higher level. However, HAD has
a worse overall performance than the IPM and HBA methods, which implies that the
proposed IPM and HBA methods significantly reduce the accident-causing probability of
each hazard type. Therefore, the IPM and HBA methods can be selected as CHI models
to identify the critical hazard nodes. The IPM can reduce the probability of H-, EM-, and
E-type hazard-related accidents to a lower level than the HBA. The HBA method can
reduce the probability of M-type hazard-related accidents to a lower level than the IPM
method. However, the overall length of the ASCP resulting from the IPM was longer than
that from the HBA method. Therefore, the proposed IPM is suggested as the CHI method
for accident prevention in railway systems.

Figure 9. ASCP from each hazard type to accidents.

The hazard nodes to be alleviated were H02 (driver emergency brake failure), H04
(driver’s operation mistake), H06 (rail line inspector did not identify problems in a timely
manner), H12 (level crossing watchman’s mistake), H13 (train maintainer’s inadequate
maintenance), EM02 (damaged track), EM04 (false signal displayed), EM24 (equipment
failure signal), EM29 (train braking system failure), and M01 (poor safety education for
workers). The hazard types included 1 M-, 5 H-, and 4 EM-type hazards. Although we
obtained 20 H-type hazards from the accident reports, which only constituted 22% of all
hazard nodes, the critical H-type hazards still constituted 50% of the total critical hazard
nodes, which implies that human failure was the main cause of accidents. Based on the
obtained critical hazard nodes and their parent nodes, hazard control measures can be
implemented. For example, the top two causes of hazard event H02 were the conductor’s
mistake (H03) and false signal displayed (EM04). For hazard node H03, we could not
identify the causes from the accident reports. Therefore, railway safety managers should
employ professional or experienced conductors to reduce these mistakes. Additionally,
hazard node EM04 is a critical hazard node, which is mainly caused by EM03 (power
supply failure). Therefore, the power supply departments of railway companies should
strive to maintain a stable power supply.

The top 10 critical hazard nodes did not include E-type hazard nodes because the rail-
way system is more robust to environmental changes than other transportation modes [39].
If the controllability of hazards is not analyzed, then E03 (wind) will constitute one of the
top 10 critical hazard nodes. However, the wind cannot be alleviated because it is a natural
hazard; as such, railway companies strive to protect railway systems from wind damage
by technology improvement. In summary, the controllability of hazard factors must be
analyzed to obtain feasible hazard control measures.
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3.4. ACN Model Comparison

The proposed WLDACN model uses a different length metric method from other
network-based accident causation models such as DACN and WDACN. To validate the
efficiency of the WLDACN, we compared the performances of the five CHI methods under
three accident causation models. The comparison results are listed in Table 3.

Table 3. Difficulty of hazards causing accidents under different ACN models and CHI methods.
(Bold represent the optimal values).

Models HBA HCA HDA HPA IPM

DACN 27.3342 72.3560 32.4598 31.8879 27.1856
WDACN 25.8917 70.3325 31.8904 30.0392 25.3462

WLDACN 22.9560 67.7097 31.8904 30.0392 21.6170

All three accident causation models performed the best when they were implemented
using the HBA and IPM methods. However, the proposed IPM performed slightly better
than the HBA method, although different accident causation models were used. Because
WDACN and DACN obtain the edge length by reversing or disregarding the weights of
edges, as described in Section 2, the proposed WLDACN performed the best among the
three accident causation models. The WDACN and WLDACN demonstrated identical
performance when implemented using the HDA and HPA methods because they used the
same method to compute the weights of the edges. In general, combining the IPM and
WLDACN yielded the best accident prevention results.

3.5. Limitation of the Method

The railway company may use facilities with various levels of reliability or employ
staff with different professional abilities, which may lead to uncertain accidents. Therefore,
the causality network obtained from different railway companies may be different. The
obtained results only represent the dataset in this paper. Although the causality network
based critical hazard identification method can help safety managers understand the causes
of railway accidents to avoid similar occurrences in the future, the number of accident
reports determines the efficiency of the method. In fact, the railway industry has developed
for a long time, and we believe that the accumulated accident data are so large that the
method can be used to suggest critical hazards.

4. Conclusions

Accident causation models enable us to effectively understand the causes of railway
accidents. In previous ACN models, the effects of the frequency of hazard events or
accidents are typically simplified; hence, the MPCP from hazards to accidents is inconsistent
with the obtained SCP. Therefore, we proposed a new ACN model, where the MPCP
problem is transformed into an SCP problem. The nodes in the network can be classified as
hazard or accident nodes. As such, we can use the distance from hazards to accidents to
measure the difficulty of various hazards causing accidents; consequently, critical hazards
can be identified.

The causes of railway accidents should be understood to prevent accidents through
hazard control. Therefore, we proposed CHI models to select critical hazards. The control-
lability of hazards, which is often disregarded, was discussed to determine the variables in
CHI models. In this study, five CHI models were proposed to identify the critical hazard
nodes in the ACN. To compare the performances of the models, three indices that can
measure the efficiency of accident prevention were proposed. Comparison results from the
case study indicated that the proposed IPM and WLDACN models performed better than
the other models.

Because the results from the proposed model were based on real-world data, they
offer useful insights into the hazard management of railway systems. The proposed model
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can suggest critical hazard factors that should be controlled. Safety managers can select
hazard control options based on the critical causes of accidents.

In future studies, more accident data will be used to validate the proposed CHI model.
In our model, the results of each type of accident, such as damage, injury, or death, were
not considered due to inadequate data. Therefore, more data regarding accident damage
should be obtained to measure the severity of accidents, and the weight of distance from
hazards to each type of accident can be measured. Furthermore, the management cost of
each hazard can be differentiated in future models.
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Abstract: For an industrial process, the estimation of feeding composition is important for analyzing
production status and making control decisions. However, random errors or even gross ones in-
evitably contaminate the actual measurements. Feeding composition is conventionally obtained via
discrete and low-rate artificial testing. To address these problems, a feeding composition estimation
approach based on data reconciliation procedure is developed. To improve the variable accuracy, a
novel robust M-estimator is first proposed. Then, an iterative robust hierarchical data reconciliation
and estimation strategy is applied to estimate the feeding composition. The feasibility and effective-
ness of the estimation approach are verified on a fluidized bed roaster. The proposed M-estimator
showed better overall performance.

Keywords: data reconciliation; robust estimator; gross error detection; feeding composition

1. Introduction

Complete, accurate and reliable data measurements are important for process model-
ing, model identification, real-time online optimization and process control. However, the
measured values of variables in the actual measurement process are inevitably contami-
nated by random errors or even gross errors. Therefore, the process measurements will
deviate from the real values. In addition, the feeding composition, which is important in
making control decisions, cannot be measured online due to the high economic cost and
technical limitations. Therefore, it is necessary to process the measurements to guarantee
the reliability and observability of the system. Based on this, the estimation of feeding
composition can be better performed. Data reconciliation is an effective approach for this
aim [1]. The principle of data reconciliation is to minimize the sum of square deviations
between the coordinated value of variables and their measurements under the condition of
satisfying material balances, heat balances and boundary constraints of process variables.
From the mathematical point of view, data reconciliation is a constrained optimization
problem [2], which has been widely used in many important procedures such as in-line
process monitoring [3,4], enhanced control strategy performance [5,6], parameter estima-
tion [7], soft sensor applications [8], quality control [9] and industrial optimization [10,11]
among others [3–11].

Traditional data reconciliation typically assumes that measurements contain only
random errors with an average value of zero and normal distributions. Nonetheless, the
measurements will be contaminated by gross errors. If gross errors are not processed,
the accuracy of data reconciliation results will be reduced. The gross error detection is
therefore particularly important for data reconciliation. There are currently three main
methods for handling measurements with gross errors. The first strategy is sequential gross
error detection and data reconciliation. A variety of statistical tests, including the global
test [12], the measurement test [13], the nodal test [14], generalized likelihood ratio test [15]
and principal component analysis test [16], are used for gross error detection. Following
the detection and elimination of gross errors, the traditional data reconciliation is carried
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out. The second strategy is simultaneous gross error detection and data reconciliation.
Yu et al. [17] proposed a support vector regression method for recursive simultaneous
data reconciliation and gross error detection. Zhang et al. [18] used a novel particle filter
(PF) algorithm based on the measurement test (MT) to solve the dynamic simultaneous
gross error detection and data reconciliation. Yuan et al. [19] established a new hierarchical
Bayesian framework, which can simultaneously estimate the real value of process variables
and obtain the magnitudes of gross errors. The last strategy is robust data reconciliation.
The estimations close to the true value can be obtained by reducing the influence of gross
errors on data reconciliation results. Tjoa and Biegler [20] constructed an M-estimator
based on mixed distribution, which takes both random errors and gross errors into account
and minimized the M-estimator as an objective function. Johnson and Kramer [21] pre-
sented a new robust method for data reconciliation based on a probability bootstrapping
theory. Arora and Biegler [22] evaluated the Fair and Hampel estimators in stationary
and dynamical constrained problems. Hampel’s three-part estimator presented the best
performance. Wang and Romagnoli [23] designed a partially adaptive estimator based on
a generalized T distribution and a fully adaptive estimator based on density estimation
by studying the robustness of a set of existing estimators. Özyurt and Pike [24] analyzed
the performance of a number of robust estimators such as Hampel, Cauchy and Fair.
Ragot et al. [25] adopted a cost function that has been improved based on the contaminated
probability density distribution model for the design of robust estimator. Prata et al. [26]
applied the proposed strategy based on the particle swarm optimization (PSO) and the
robust Welsch estimator to real-time online detection of Bulk polymerization of propylene.
Zhang et al. [27] constructed a robust estimator by using the quasi-weighted least squares.
Through the comparative analysis of various methods like Welsch, quasi-weighted least
squares and comentropy M-estimators, the feasibility and effectiveness of robust estimators
in simultaneous gross error detection and data reconciliation were demonstrated [28].
Alighardashi et al. [29] proposed a maximum likelihood framework for simultaneous data
reconciliation and gross error detection for steady-state data. Xie et al. [30] utilized a novel
robust estimator to improve the robustness of data reconciliation. Forty-eight different
robust M-estimators can be founded in a recent review study, including Fair, Cauchy,
Biweight, Jin, Welsch estimator and Xie [31].

The key to estimating feeding composition based on data reconciliation is the robust
estimator and the design of the estimation strategy. An excellent robust estimator is
embodied in two aspects: On the one hand, the objective function is bounded, and the
bound value is small; on the other hand, the influence function can converge quickly
and converge to zero. The objective functions of Cauchy [32] and Fair [33] estimators
increase with the increase in standard measurement residuals, indicating that the error
will greatly affect the reconciled results. Besides, the convergence speed of their influence
functions is very slow, and the bound values are large, which shows that the two estimators
cannot suppress the influence of gross errors on reconciled results. The objective function of
Welsch [26] estimator is limited, but the bound value is also large, and the influence function
does not converge rapidly. Although the influence function of Xie [30] estimator may
converge to zero and the convergence speed is improved in comparison to the estimators
above, it still cannot achieve the fast standard. Based on the robust estimation theory, a
novel robust estimator is proposed to enhance the performance of the robust estimators.
The objective function is bounded, the bound value is smaller, and the influence function
converges toward zero faster. At the same time, aiming at the problem that the change of
feeding composition caused by the long test period of industrial processes is unknown,
an iterative robust hierarchical data reconciliation and estimation strategy based on the
heat balance is proposed. In order to further verify the robustness and effectiveness of
the proposed robust estimator and estimation of feeding composition strategy, a series of
comparative experiments are carried out through two numerical examples and the real
data from a fluidized bed roaster for zinc smelting.
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After initial remarks, motivation aspects and applications of the data reconciliation
issue, the paper is organized as follows. Section 1 presents preliminary approaches to tradi-
tional data reconciliation and robust estimator. The novel robust estimator is proposed, and
two numerical examples are used to demonstrate the effectiveness of the proposed estima-
tor in Section 2. Section 3 provides an iterative robust hierarchical data reconciliation and
estimation strategy to estimate feeding composition. The feeding composition of fluidized
bed roaster is then estimated in Section 4. Finally, Section 5 provides the conclusions.

2. Preliminaries
2.1. Data Reconciliation

The purpose of data reconciliation is to obtain the reconciled data by processing the
raw measurements. The reconciled data not only satisfy the constraints of the process
model but are also closer to the true value. There are three main assumptions for the system
using data reconciliation: The system is in a steady state, the measurement errors follow a
normal distribution with zero mean, and each measured variable is independent of each
other. Taking into account the presence of measurement errors, the measurement model
may be expressed as follows:

x = x∗ + ε (1)

where x denotes the vector of raw process measurements, x∗ denotes the vector of true
values of the process variables and ε is the random measurement errors.

Based on the principle of data reconciliation, the general steady-state data reconcil-
iation problem can be stated as a form of solving the weighted least squares solution
satisfying the process model and boundary constraints:

min (x− x̃)T ∑−1(x− x̃)
s.t. F(x̃, u) = 0

G(x̃, u) ≤ 0
(2)

where x̃ is the vector of reconciled data, ∑ is the diagonal covariance matrix of measurement
errors, u is the vector of unmeasured variables; F represents the process model, which is
used as equality constraints in the optimization problem, and G denotes the inequality
constraints indicating variable boundaries.

2.2. M-Estimator

In the classical weighted least square of data reconciliation, Equation (2), it is usually
assumed that the process measurements contain only random errors. However, in the
actual measurement process, the measured values may contain gross errors. The presence
of gross errors has a serious effect on the conventional data reconciliation, resulting in
the propagation of gross errors. This will cause the reconciled data to not satisfy the
process model and deviate from the true value of variables seriously. As a result, the robust
estimator is used to account for gross errors in measurements.

Currently, there are numerous approaches for robust data reconciliation, the majority
of which are based on the theory of M-estimator. The function of the measurement residuals
is constructed as the objective function of the robust estimator. By reducing the weight of the
measurements with gross errors, it can prevent gross errors smearing other measurements.
Hence, the robust estimator can well reconcile the data with gross errors. The problem of
robust data reconciliation can be expressed as follows:

min
n
∑

i=1
ρ(ξi) = min

n
∑

i=1
ρ( xi−x̃i

σi
)

s.t. F(x̃, u) = 0
x̃imin ≤ x̃i ≤ x̃imax, i = 1, 2, . . . , n
ulmin ≤ ul ≤ ulmax, l = 1, 2, . . . , N − n

(3)
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where ρ is the robust estimator, ξi = (xi − x̃i)/σi is the standardized residual for the ith
measured variable, xi, x̃i and ul are, respectively, the measured data, the reconciled data
for the ith measured variable and the estimated value for the jth unmeasured variable,
x̃imin, x̃imax, ulmin and ulmax are, respectively, the lower limit, the upper limit for the
ith reconciled variable, the lower limit, the upper limit for the lth unmeasured variable.
N, n, N − n denote the total number of variables, the total number of measured variables
and the total number of variables not measured, respectively. σi represents the standard
deviation for variable measurement errors.

Most M-estimators are not based on a clearly defined probability distribution known
in advance. Most of them are based on a simple mathematical structure. The mathematical
structure of M-estimator, i.e., ρ, has some general characteristics as follows:

• ρ is is continuous;
• ρ(ξ) = ρ(−ξ);
• ρ(ξ) ≥ 0 and ρ is integrable
• ρ(ξ1) ≤ ρ(ξ2), for |ξi| <

∣∣ξ j
∣∣;

• ρ(0) = 0.

As a crucial index in assessing the robustness of the M-estimator, the influence function
(IF) [34] is directly proportional to the derivative of the objective function of the estimator.
The influence function value refers to the effect of different deviation on the estimator. In
general, the function may be defined as the first derivative of the objective function to
standardized residuals, which can be expressed as follows:

IF(ξ) =
dρ(ξ)

dξ
(4)

Some general characteristics of IF [35] are:

• IF is limited;
• IF is continuous or piecewise continuous;
• IF(−ξ) = −IF(ξ);
• IF is nearly linear near the origin (IF(ξ) ≈ k · ξ, k 6= 0, for small ξ), but this character-

istic is not necessary;
• the rejection point of IF (the point where IF is zero) is finite to suppress large deviations.

On the basis of a robust M-estimation theory, the influence function needs to be
continuous and bounded. When ξ is small, the influence function is proportional to ξ;
when ξ is infinite, the influence function can converge to a constant, which indicates that
the robust estimator can suppress the effect of gross errors in the reconciled results. The
influence function of the weighted least squares estimator is the standardized residual ξ,
which indicates that the influence function will increase with the measurement errors. It
can be seen that the weighted least squares estimator is not robust because its influence
function is boundless, and the reconciled results can be easily affected by gross errors.

3. Data Reconciliation Based on a Novel Robust Estimator
3.1. A Novel Robust Estimator

The most robust estimators are constructed according to the following requirements:
The objective function of the estimator is bounded, and the bound value is small; the influ-
ence function can rapidly converge to a constant. From the observation of the mathematical
structure of 48 different robust estimators in the literature [31], it has been shown that the
objective functions of these M-estimators comprise limitless function, limited function,
non-piecewise function, piecewise function, multi parameters and a single parameter. The
performance of the M-estimator whose objective function is limited, non-piecewise and
has single parameter is analyzed. It is found that the M-estimator with a relatively rapid
convergence rate basically contains the mathematical expression with e as the base number.
The derivative of exponential function based on e is equal to itself. Moreover, e−ξ decreases
with increasing ξ and tends towards 0. When ξ tends towards 0, e−ξ tends towards 1.
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Therefore, the objective function can be limited if the structure of 1− e−ξ is included in.
For instance, the Welsch estimator and the objective function is presented in Equation (5).
In order to improve the robustness of the M-estimator, Xie divided 1− e−ξ with 1 + e−ξ .
By the decline of 1 + e−ξ , the overall rise speed of the objective function is improved.
Furthermore, the converging speed of the influence function is accelerated. The objective
function of Xie estimator is illustrated under Equation (6).

Welsch:

ρ(ξi) =
c2

w
2

(
1− exp

(
−
(

ξi
cw

)2
))

(5)

Xie:

ρ(ξi) =

1− exp
(
−
(

ξi
cx

)2
)

1 + exp
(
−
(

ξi
cx

)2
) (6)

where cw and cx are, respectively, tuning parameters of Welsch and Xie estimators.
As discussed above, in order to limit the effect of gross errors on the reconciled results,

a novel robust estimator is created based on the general characteristics of the M-estimator
and influence function. The objective function of the novel robust estimator is defined
as follows:

ρ(ξi) =
c2

p

[
1− exp

(
−
(
ξi/cp

)2
)]

4
[
1 + exp

(
−
(
ξi/cp

)4
)] (7)

where cp is the tuning parameter; the definition of ξi is the same as above. By increasing
the index of ξ, the downward velocity of 1 + e−ξ is increased. Then, the objective function
increases faster, and the influence function converts to 0 faster. At the same time, in order
to satisfy the characteristic that the influence function is almost linear near the origin,
the objective function is multiplied by c2

p/4. The influence function of the novel robust
estimator function expressed in Equation (7) is as follows:

IF(ξi) =
dρ(ξi)

dξi
=

ξi exp
(
−
(

ξi
cp

)2
)[

1 + exp
(
−
(

ξi
cp

)4
)
+

2ξ2
i

c2
p

(
1− exp

(
−
(

ξi
cp

)2
))]

2
[

1 + exp
(
−
(

ξi
cp

)4
)]2 (8)

It can be seen from Equations (7) and (8) that when the standardized residual is small,
the objective function of the novel robust estimator tends to be gradually zero, and the
influence function is proportional to the standardized residual. It shows that the weighted
least squares method can be used to reconcile the data where measurements contain only
random errors. When the standardized residual is significant, the objective function of
the novel robust estimator tends to be constant little by little, and the influence function
quickly converges to zero. It is demonstrated that the novel robust estimator can adjust the
weight of the estimator based on the standardized residual size when the measurements
contain gross errors. The larger the gross errors, the lower the weights, and the greater the
effects of restraining the gross errors. Therefore, the proposed estimator is more robust.

3.2. The Tuning Parameter of the Novel Robust Estimator

The use of robust estimators in data regression typically involves the inverse rela-
tionship between relative efficiency and robustness [36]. Relative efficiency refers to the
fit quality of the estimated value reconciled by M-estimator, when errors follow another
distribution relative to the reference distribution (usually assumed to be Normal distribu-
tion). The so-called robustness refers to the performance of the M-estimator under various
nonnormal error distributions. The more robust an M-estimator is, the less its relative
efficiency is. The relationship between robustness and relative efficiency is addressed by
the tuning parameters. When comparing the performance of different M-estimators, the

265



Entropy 2021, 23, 473

level of relative efficiency and the reference distribution should be consistent. In general,
the tuning parameters for each M-estimator are obtained at the relative efficiency level of
95%. Then the robustness of distinct M-estimators is judged.

The mathematical definition of relative efficiency is illustrated in Equation (9):

E f f [IF(ξ), f (ξ)] =
Vf [IF f (ξ), f (ξ)]
V[IF(ξ), f (ξ)]

(9)

where Vf is the asymptotic variance of the reference estimator, V is the asymptotic variance
of the specified estimator, f (ξ) is the error reference probability distribution, IF f (ξ) is the
influence function of the reference estimator and IF(ξ) is the influence function of the
specified estimator. The asymptotic variance V is defined as follows [37]:

V[IF(ξ), f (ξ)] =

∫ +∞
−∞ IF2(ξ) f (ξ)dξ

[∫ +∞
−∞ IF′(ξ) f (ξ)dξ

]2 (10)

where IF′(ξ) is the derivative of the influence function IF(ξ). Since IF′(ξ) may be discon-
tinuous, Equation (10) can be further expressed by Equation (11):

V[IF(ξ), f (ξ)] =

∫ +∞
−∞ IF2(ξ) f (ξ)dξ

[
−
∫ +∞
−∞ IF(ξ) f ′(ξ)dξ

]2 =

∫ +∞
−∞ IF2(ξ) f (ξ)dξ

[
−
∫ +∞
−∞ IF(ξ) f ′(ξ)dξ

]2 (11)

where f ′(ξ) is the derivative of f (ξ).
The tuning parameter of the proposed estimator at the relative efficiency level of 95%

in respect to the Normal distribution is calculated as follows:
(1) The Normal distribution is selected as the reference distribution, and its probabilis-

tic distribution and the first derivative are respectively expressed as follows:

f (ξ) =
1

σ
√

2π
exp

(
− ξ2

2

)
(12)

f ′(ξ) = −ξ
1

σ
√

2π
exp

(
− ξ2

2

)
= −ξ f (ξ) (13)

(2) The least square estimator is selected as the reference estimator, and its influence
function is expressed as follows:

IF f (ξ) =
dρ(ξ)

dξ
=

d
dξ

(
ξ2

2

)
= ξ (14)

(3) The influence function of the proposed estimator is shown in Equation (8). The
expressions of Vf and V can be obtained by using Equation (11):

Vf =
2 ·
∫ +∞

0 IF2
f (ξ) f (ξ)dξ

(
2 ·
∫ +∞

0 IF f (ξ)ξ f (ξ)dξ
)2 (15)

V =
2 ·
∫ +∞

0 IF2(ξ) f (ξ)dξ
(

2 ·
∫ +∞

0 IF(ξ)ξ f (ξ)dξ
)2 (16)

(4) The expression of relative efficiency can be obtained from Equation (9). Making
the expression equal to 0.95, a univariate equation on the tuning parameter cp can be
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constructed, as shown in Equation (17). By numerical calculation, the tuning parameter at
the relative efficiency level of 95% in respect to the Normal distribution is 1.5424.

Vf
V =

2
∫+∞

0 ξ2 · 1
σ
√

2π
exp(−(ξ2/2))dξ

[
2
∫+∞

0 ξ2 · 1
σ
√

2π
exp(−(ξ2/2))dξ

]2

2
∫+∞

0
ξ2 exp(−2(ξ/cp)2)[1+exp(−(ξ/cp)4)+2ξ2(1−exp(−(ξ/cp)2))/c2

p ]
2

4[1+exp (−(ξ/cp)4 ]
4 · 1

σ
√

2π
exp(−(ξ2/2))dξ


2
∫+∞

0
ξ2 exp(−(ξ/cp)2)[1+exp(−(ξ/cp)4)+2ξ2(1−exp(−(ξ/cp)2))/c2

p ]

2[1+exp (−(ξ/cp)4 ]
2 · 1

σ
√

2π
exp(−(ξ2/2))dξ




2

= 0.95 (17)

To more accurately reflect the competitive relationship between the relative efficiency
and robustness of the M-estimator, the comparative images of the objective function and
influence function of the proposed, Xie and Welsch estimators are shown in Figure 1.
Relative efficiency levels are 90%, 95%, 98% and 99%, respectively. The tuning parameters
of the three estimators at different relative efficiency levels are presented in Table 1. Table 1
and Figure 1 show that the higher the relative efficiency level, the higher the values of the
tuning parameters for the three estimators. The higher the tuning parameter, the slower
the convergence speed of the influence function to 0 and the weaker the robustness. Hence,
when comparing the robustness of distinct estimators, the comparative analysis has to be
performed at the same level of relative efficiency.

Table 1. Tuning parameters of three estimators at distinct relative efficiency levels.

M-Estimator Tuning Parameter

1 Welsch





cw = 2.3828 E f f = 90%
cw = 2.9846 E f f = 95%
cw = 3.9077 E f f = 98%
cw = 4.7343 E f f = 99%

2 Xie





cx = 1.6705 E f f = 90%
cx = 1.9597 E f f = 95%
cx = 2.3409 E f f = 98%
cx = 2.6359 E f f = 99%

3 Proposed





cp = 1.3082 E f f = 90%
cp = 1.5424 E f f = 95%
cp = 2.0942 E f f = 98%
cp = 2.6060 E f f = 99%

In order to further analyze the effectiveness of the proposed estimator, the objective
function and influence function of the proposed estimator are compared with the other
four robust estimators. The four types of robust estimators are Fair, Cauchy, Welsch and
Xie. The objective functions of Fair and Cauchy are shown in Equations (18) and (19):

Fair:

ρ(ξi) = c2
f

(
|ξi|
c f
− ln

(
1 +
|ξi|
c f

))
(18)

Cauchy:

ρ(ξi) = c2
c ln

(
1 +

ξ2
i

c2
c

)
(19)

where c f and cc are, respectively, tuning parameters of Fair and Cauchy estimators. The
tuning parameters of the five M-estimators under the level of 95% relative efficiency are
c f = 1.3998, cw = 2.9846, cc = 2.3849, cx = 1.9597 and cp = 1.5424. The results of the
comparison are illustrated in Figures 2 and 3.
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ξ ξ

ρ ξ
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2
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c

c
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ξρ ξ

 
= +  

 
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where fc  and cc  are, respectively, tuning parameters of Fair and Cauchy estimators. 
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As can be seen from Figures 2 and 3, the objective function and influence function
of the proposed M-estimator satisfy their general characteristics. When the standardized
residual is low, the objective and influence functions of several robust estimators are all
close, which indicates that low measurement errors have little effect on these estimators.
When the standardized residual is large, the objective function of the Fair and Cauchy
estimator increases at a higher rate. Their influence functions do not converge rapidly and
eventually converge to a nonzero value. It shows that both Fair and Cauchy estimators
are sensitive to gross errors. Although the objective function of Welsch does not diverge,
it tends to be a greater constant than Xie and the novel robust estimator. The objective
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functions of the novel robust estimator and Xie estimator are less than those of the other
three estimators in the case of gross errors in measurements. Furthermore, the proposed
M-estimator tends to be a constant lower than Xie. It can be seen further from Figure 2 that
when there are gross errors in measurements, the influence function of the proposed M-
estimator decreases much faster than that of Xie. When the standardized residual exceeds
4, the influence function of the proposed M-estimator converges to 0. Nevertheless, the
influence function of Xie converges to 0 only when the standardized residual is above 5.
Hence one can see that the convergence speed of influence function of the novel robust
estimator is faster than that of Xie, and the effect of suppressing gross errors is excellent.
The proposed method is therefore more robust and efficient than other estimators.
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Next, two numerical examples are used to further verify the effectiveness of the
proposed robust estimator, and the proposed robust estimator is compared with several
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estimators. The data reconciliation procedure can be interpreted mathematically as an
optimization problem. In this paper, the state transition algorithm (STA) is applied as
the optimization method for data reconciliation problems [38]. The local search operator,
the global search operator and the heuristic search operator are adopted as the state
transformation operators. This can prevent the solution process from falling into the local
optimum and reduce the search time for the global optimum.

3.3. Linear Case

In this part, the measurement network [26] as shown in Figure 4 is adopted. The
network is a linear structure consisting of four nodes and seven streams. As can be seen
from Figure 4, the seven streams meet the following material balance

x1 − x2 + x4 + x6 = 0
x2 − x3 = 0
x3 − x4 − x5 = 0
x5 − x6 − x7 = 0

(20)

where x = [x1, x2, . . . , x7]
T is set of stream variables. In this linear example, all variables

are assumed to be measured, and the true value of each variable is X = [5, 15, 15, 5, 10, 5, 5].
The true value of each variable is added with some random errors to get the corresponding
measurements. Let the standard deviation of random errors be 2.5% of the true value of
each stream. The diagonal matrix of the variance is as follows:

∑ = 0.01× diag(1.562, 14.062, 14.062, 1.562, 6.250, 1.562, 1.562) (21)
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where ix  represents the reconciled data for the i th measurable variable; *
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For a precise analysis of the performance of each robust estimator, SSE (sum of squares
due to error), TER (total error reduction) and RER (relative error reduction) [27] are used
as indicators to assess the precision of the reconciled results. The definitions included are:
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∑
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where x̃i represents the reconciled data for the ith measurable variable; x∗i represents the
true value for the ith measurable variable; xi represents the measured data for the ith
measurable variable; ũj is the estimated value of the jth unmeasurable variable; u∗j is the
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true value of the jth unmeasurable variable; σi denotes the standard deviation for the ith
measurable variable; n is the total number of measurable variables; m is the total number
of unmeasurable variables. The smaller the SSE, the closer the reconciled results are to the
true value. The larger the TER, the more accurate the reconciled results. The larger RER
shows that the reconciled results are less affected by gross errors.

3.3.1. There Are Two Gross Errors in the Measurement Variables

Streams 2 and 5 are selected to add gross errors in the magnitude of 2 and 1, respec-
tively, and other streams contain only random errors. The results of the data reconciliation
and indicators for several methods are presented in Table 2. For convenience, "Proposed"
is used to represent the proposed estimator in this table and subsequent tables.

Table 2. Reconciled results of different methods with two gross errors.

Stream True Original Meas. Meas. with Gross Error Proposed Xie Welsch Cauchy Fair

x1 5 4.995 4.995 5.0111 5.0152 5.0346 5.0519 5.1777
x2 15 14.91 16.91 15.0420 15.0540 15.1202 15.1970 15.6413
x3 15 15.01 15.01 15.0420 15.0540 15.1202 15.1970 15.6413
x4 5 5.002 5.002 4.9987 4.9985 5.0053 5.0230 5.1795
x5 10 9.98 10.98 10.0433 10.0555 10.1149 10.1740 10.4618
x6 5 5.019 5.019 5.0322 5.0403 5.0803 5.1221 5.2841
x7 5 5.014 5.014 5.0111 5.0152 5.0346 5.0519 5.1777

SSE – – – 0.0067 0.0110 0.0510 0.1287 1.2117
TER – – – 0.9424 0.9263 0.8457 0.7606 0.2953
RER – – – 0.9101 0.8838 0.7501 0.6008 −0.2626

Table 2 shows that the SSE of the proposed robust estimator (Proposed) is much lower
than that of Fair with 1.2117 and Cauchy with 0.1287 and is less than that of Xie and Welsch
estimator. The TER of the novel robust estimator is much larger than that of Fair with
0.2953 and Cauchy with 0.7606, and higher than that of Xie and Welsch estimator. In
addition, the RER of Proposed is also higher than that of the other four robust estimators.
The results show that in the case of two gross errors, the reconciled results of the novel
robust estimator are closer to the true value, and the proposed estimator performs better
than other methods.

3.3.2. There Are Three Gross Errors in the Measurement Variables

Streams 2, 5 and 7 are selected to add gross errors with the magnitudes of 2, 1 and
−1.5, respectively, and other streams contain only random errors. The results of the data
reconciliation and indicators for several methods are presented in Table 3.

Table 3. Reconciled results of different methods with three gross errors.

Stream True Original Meas. Meas. with Gross Error Proposed Xie Welsch Cauchy Fair

x1 5 4.995 4.995 5.0080 5.0164 5.0574 5.0323 4.3533
x2 15 14.91 16.91 15.0390 15.0552 15.1425 15.1802 15.1833
x3 15 15.01 15.01 15.0390 15.0552 15.1425 15.1802 15.1833
x4 5 5.002 5.002 4.9991 4.9984 5.0037 5.0244 5.3066
x5 10 9.98 10.98 10.0399 10.0568 10.1388 10.1558 9.8767
x6 5 5.019 5.019 5.0320 5.0404 5.0814 5.1235 5.5233
x7 5 5.014 3.514 5.0080 5.0164 5.0574 5.0323 4.3533

SSE – – – 0.0058 0.0115 0.0731 0.1071 1.2866
TER – – – 0.9743 0.9642 0.9111 0.8954 0.3474
RER – – – 0.9641 0.9470 0.8621 0.8446 0.1268

Table 3 shows that the SSE of the proposed robust estimator (Proposed) is much lower
than that of Fair with 1.2866 and Cauchy with 0.1071 and is less than that of Xie and Welsch
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estimator. The TER of the novel robust estimator is much larger than that of Fair with
0.3474, and higher than that of Xie, Welsch and Cauchy estimator. In addition, the RER
of Proposed is also higher than that of the other four robust estimators. The results show
that in the case of three gross errors, the reconciled results of the novel robust estimator are
closer to the true value, and the proposed estimator performs better than other methods.

In order to better illustrate the effectiveness of the proposed estimator, the linear
numerical example is divided into three groups for comparative experiments. Each group
comprises 100 data samples. In the first group, there is gross error in stream 2 (x2). In group
two, there are gross errors in stream 2 (x2) and stream 5 (x5). The third group contains gross
errors in stream 2 (x2), stream 5 (x5) and stream 7 (x7). In each group of experiments, the
selected variables are added with gross errors ranging from 3 times to 9 times the standard
deviation. The measurement test (MT) is used to detect gross errors. Two criteria are
selected to assess the performance of different methods, including the observed power (OP)
and the Average Number of Type I errors (ATVI) [2]. OP and ATVI are defined as follows:

OP =
The number of gross errors detected correctly

The total number of gross errors
(25)

ATVI =
The number of gross errors detected mistakenly

The total number of simulations
(26)

OP indicates the number of gross errors correctly detected. ATVI indicates the number
of gross errors mistakenly detected. The larger value of the OP is, the stronger ability of
the estimator to identify gross errors. The lower value of the ATVI is, the less frequently
gross errors are detected incorrectly. The statistical graph of the process in which gross
errors are detected by distinct methods in each group is shown in Figure 5. The abscissa of
each graph corresponds to seven stream variables. The y-axis is the number of times each
variable is detected to contain gross errors. The OP and ATVI of the proposed estimator,
Xie, Welsch, Cauchy and Fair are obtained by statistical analysis of the process diagram, as
illustrated in Figure 6.

As depicted in Figure 6, when one variable, two variables and three variables contain
gross errors, the OP obtained by the proposed estimator is higher than that obtained by
other estimators. The result shows that the proposed estimator has a higher probability of
identifying gross errors correctly. In addition, the AVTI obtained by the proposed estimator
is lower than that obtained by other methods. It can also be seen from Figure 5 that the
proposed estimator has a lower number of gross errors mistakenly detected than other
estimators. It is shown that gross errors have less influence on the data reconciliation based
on the Proposed estimator.

3.4. Nonlinear Case

A nonlinear numerical example [22] is used in this part. Within the nonlinear sys-
tem, there are five measurable variables, three unmeasurable variables and six nonlinear
constraint equations, which are described as Equation (27):





0.5x2
1 − 0.7x2 + x3u1 + x2

2u1u2 + 2x3u2
3 − 255.8 = 0

x1 − 2x2 + 3x1x3 − 2x2u1 − x2u2u3 + 111.2 = 0
x3u1 − x1 + 3x2 + x1u2 − x3

√
u3 − 33.57 = 0

x4 − x1 − x2
3 + u2 + 3u3 = 0

x5 − 2x3u2u3 = 0
2x1 + x2x3u1 + u2 − u3 − 126.6 = 0

(27)

where xi(i = 1, 2, . . . , 5) is the measured variable and uj(j = 1, 2, 3) is the unmeasured
variable. Measurements of the measured variables are obtained from the true value added,
some random errors and gross errors. The true value, the measured value, the standard
deviation of the measured variables and the true value of the unmeasured variables are
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given in Table 4. Amongst these, x2 , x3 and x5 contain gross errors. The results of the data
reconciliation and indicators for several methods are presented in Table 4.
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Table 4. Reconciled results of different methods for nonlinear constraints.

Stream Standard Deviation True Meas. Proposed Xie Welsch Cauchy Fair

x1 0.5 4.5124 4.5360 4.5378 4.5280 4.5379 4.5796 4.4727
x2 0.6 5.5819 5.9070 5.5754 5.5655 5.5331 5.5360 5.6514
x3 0.2 1.9260 1.8074 1.9221 1.9223 1.9200 1.9153 1.9321
x4 0.2 1.4560 1.4653 1.4653 1.4842 1.4924 1.5096 1.4655
x5 0.5 4.8545 4.5491 4.8156 4.8010 4.8083 4.7882 4.7870
u1 – 11.070 – 11.0988 11.1178 11.1939 11.2079 10.9076
u2 – 0.6147 – 0.6143 0.6160 0.6187 0.6168 0.6104
u3 – 2.0504 – 2.0469 2.0349 2.0317 2.0345 2.0372

SSE – – – 0.0031 0.0067 0.0222 0.0333 0.0377
TER – – – 0.8950 0.8192 0.7751 0.6631 0.7994
RER – – – 0.8805 0.8008 0.7324 0.5930 0.7693

Table 4 shows that the SSE calculated by the proposed robust estimator is significantly
less than that calculated by Fair, Cauchy and Welsch estimator, and it is less than that
calculated by Xie estimator. Furthermore, the TER and RER of the proposed estimator are
larger than those of the other four estimators. The results show tha for the nonlinear case,
the reconciled results of the new robust estimator are also near the true value. Consequently,
the proposed robust estimator can effectively suppress the effect of gross errors on the
reconciled results and has greater robustness and excellent effectiveness.

4. Feeding Composition Estimation Based on Iterative Data Reconciliation

In order to address the problem caused by the unknown change in feeding composi-
tion, an iterative robust hierarchical data reconciliation and estimation strategy is proposed.
The method is applied to a fluidized bed roaster for zinc smelting. Firstly, the industrial
process of fluidized bed roaster is introduced. At the same time, difficulties in reconciling
the fluidized bed roaster are discussed in Section 3.1. Then, on the basis of the establish-
ment of the mechanism balance model of the fluidized bed roaster, specific solutions are
presented in accordance with the existing difficulties.

4.1. Industrial Process Description

The fluidized bed roaster is a type of thermal equipment that applies fluidization
technology to make materials desulphurized by oxidation roasting in the metallurgical
industry. The roasting process of the fluidized bed roaster is a gas-solid reaction procedure.
By sending a great deal of air into the oven from the bottom, a very intense exothermic
reaction occurs in the material layer of the sulfur ore under the agitation of the air. Oxygen
combines with sulfide to form sulfur dioxide and precious metals are converted into oxides
or sulphates. The structure diagram for the fluidized bed roaster is shown in Figure 7.

In the fluidized roasting process, accurate and reliable measurements are the basis
of process control, functional analysis and production management. However, in the
real process, due to inaccurate sensors, equipment leaks and measurement bias, real-time
measurements are inevitably affected by random errors and gross errors. That has a serious
effect on the accuracy of measurements. In addition, some important variables, such as
smoke volume and calcine quality, cannot be measured due to limitations in measurement
technology and the environment.

The ZnS content of the feed during the roasting of the zinc concentrate will affect the
indices of operation, such as the resistance to roasting, the temperature of the boiling layer
and the content in the gaseous effluents. Then, the technical-economic index of the level of
zinc soluble in calcine is affected, which field staff can judge from according to roasting.
The compositions of mixed zinc concentrate and calcine are sampled only twice a day, once
in the morning and once at night. Then the percentage of Zn, S and other elements in
the mixed zinc concentrate and that of soluble zinc and soluble sulfur in the calcine are
detected by the laboratory. Nevertheless, the sampling frequency of the variables measured
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in real time, like feed volume and blast volume, is 5 seconds, which is much greater than
that of the laboratory data. Hence, due to the long test cycle of the mixed zinc concentrate
composition in the fluidized bed roaster, the laboratory data cannot reflect the change in
the real-time feeding composition.
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Concerning the problems of measurements contaminated by gross errors, irredundant
process data and a long test cycle of the feeding composition, an iterative robust hierarchical
data reconciliation and estimation strategy for feeding composition is proposed.

4.2. Iterative Robust Hierarchical Data Reconciliation and Composition Estimation Framework

Figure 8 illustrates the framework of iterative robust hierarchical data reconciliation
and estimation strategy for feeding composition. The major steps are as follows:
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Step 1: Establish the steady-state mechanism model of the fluidized bed roaster The es-
tablishment of a reasonable process model is the basis for data reconciliation. However, the
actual industrial process is complex and needs to be simplified accordingly. The following
assumptions are put forward to establish a credible and comprehensible mechanism model:

(1) The only exothermal component of the mixed zinc concentrate is ZnS.
(2) Since the specific heat of calcine and soot is close and the mass ratio is close to 1:1,

soot can be classified as calcine in the calculation.
Therefore, the material and heat balance at steady-state are expressed by

Equations (28) and (29):
Material balance:

16
97

α(M1 + M2)1000 + V0(ρ0 − ρ1) = 0 (28)

Heat balance:

1000(M1 + M2)T1cp1 + V0T0cp2 +
443508

97 α(M1 + M2)1000
= 1000(1− 16

97 α)(M1 + M2)T3cp3 + V0T2cp0 + Q
(29)

where α denotes the percentage of ZnS in zinc concentrate; M1 and M2 represent the first
and second feeding quantity, respectively; V0 is the blast velocity; T0, T1, T2 and T3 denote
the temperature variables for blast, zinc concentrate, gas and calcine, respectively; cp0, cp1,
cp2 and cp3 are specific heat for gas, zinc concentrate, blast and calcine, respectively; Q
describe the heat loss; ρ0 and ρ1 are, respectively, the density of air and gas. Among these
variables, M1, M2, V0, T0, T2 and T3 are measured variables. ρ1, Q and α are unmeasured
variables. The other parameters are all fixed values.

Step 2: Preliminary estimation of α based on measurements and heat balance. Estima-
tion of α can be considered as an optimization problem. Combined with the heat balance
and measurements, the ZnS estimation model before data reconciliation could be expressed
as follows:

minY1 = (1000(M1 + M2)T1cp1 + V0T0cp2 +
443,508

97 α(M1 + M2)1000
−1000(1− 16

97 α)(M1 + M2)T3cp3 −V0T2cp0 −Q)2 (30)

s.t. αmin ≤ α ≤ αmax (31)

where Y1 is the objective of the optimization problem; αmin and αmax are the top and bottom
bounds of α, respectively. In this case, Q can be roughly considered as a fixed value, which
can be obtained by expert knowledge. The preliminary estimation of α will be used to
construct the hierarchical model in Step 3.

Step 3: Robust hierarchical data reconciliation. First, the robust reconciliation model of
material balance layer is established to obtain the reconciled values of the first and second
feeding quantity and blast velocity. Then, the reconciled values of the material balance
layer are used as precise values to construct the robust reconciliation model of heat balance
layer. Finally, the reconciled results of the temperature for the blast, gas and calcine can be
obtained. Therefore, the hierarchical data reconciliation model based on the novel robust
estimation is expressed as follows:

Material balance layer:

min f1 =
n
∑

i=1
ρ(xi, x̂i)

=
n
∑

i=1
(1 + ((xi − x̂i)

2/σ2
i c14

p − 1) exp(−((xi − x̂i)/σicp)
2))

= 1 + ((M1 − M̂1)
2/σ2

M1
c14

p − 1) exp(−((M1 − M̂1)/σM1 cp)
2
)+

1 + ((M2 − M̂2)
2/σ2

M2
c14

p − 1) exp(−((M2 − M̂2)/σM2 cp)
2
)+

1 + ((V0 − V̂0)
2/σ2

V0
c14

p − 1) exp(−((V0 − V̂0)/σV0 cp)
2
)+

1 + (‖ρ1 − ρ̃1‖2/c14
p − 1) exp(−(‖ρ1 − ρ̃1‖/cp)2)

(32)
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s.t.





16
97 α(M̂1 + M̂2) + V̂0(ρ0 − ρ1) = 0
M̂1min ≤ M̂1 ≤ M̂1max
M̂2min ≤ M̂2 ≤ M̂2max
V̂0min ≤ V̂0 ≤ V̂0max
ρ1min ≤ ρ1 ≤ ρ1max

(33)

where f1 is the objective function of the robust estimator; xi and x̂i represent the mea-
surement and reconciled data for the ith measured variable respectively; M̂1min, M̂2min,
V̂0min and ρ1min denote the bottom bounds of the reconciled results for the first and second
feeding quantity, blast velocity and the density of the air, respectively. M̂1max, M̂2max, V̂0max
and ρ1max denote the top bounds of the reconciled results for the first and second feeding
quantity, blast velocity and the density of the air, respectively.

Heat balance layer:

min f2 =
n
∑

i=1
ρ(xi, x̂i)

=
n
∑

i=1
(1 + ((xi − x̂i)

2/σ2
i c14

p − 1) exp(−((xi − x̂i)/σicp)2))

= 1 + ((T0 − T̂0)
2/σ2

T0
c14

p − 1) exp(−((T0 − T̂0)/σT0 cp)2)+

1 + ((T2 − T̂2)
2/σ2

T2
c14

p − 1) exp(−((T2 − T̂2)/σT2cp)2)+

1 + ((T3 − T̂3)
2/σ2

T3
c14

p − 1) exp(−((T3 − T̂3)/σT3 cp)
2
)+

1 + (‖Q− Q̃‖2
/c14

p − 1) exp(−(‖Q− Q̃‖/cp)2)

(34)

s.t.





1000(M̂1 + M̂2)T1cp1 + V̂0T̂0cp2 +
443508

97 α(M̂1 + M̂2)1000
= 1000(1− 16

97 α)(M̂1 + M̂2)T̂3cp3 + V̂0T̂2cp0 + Q
T̂0min ≤ T̂0 ≤ T̂0max
T̂2min ≤ T̂2 ≤ T̂2max
T̂3min ≤ T̂3 ≤ T̂3max
Qmin ≤ Q ≤ Qmax

(35)

where f2 is the objective function of the robust estimator; T̂0min, T̂2min, T̂3min and Qmin
denote the bottom bounds of the reconciled results for the temperature of the blast, gas,
calcine and heat loss, respectively; T̂0max, T̂2max, T̂3max and Qmax denote the top bounds of
the reconciled results for the temperature of the blast, gas, calcine and heat loss, respectively.

Step 4: Reconciled estimation of α̂ based on reconciled results and heat balance.
The reconciled results obtained in Step 3 are substituted for the objective function of the
optimization problem based on heat balance. Then the estimated value of the percentage
for ZnS after reconciliation could be obtained. The ZnS estimation model after data
reconciliation can be represented as follows:

minY2 = (1000(M̂1 + M̂2)T1cp1 + V̂0T̂0cp2 +
443,508

97 α̂(M̂1 + M̂2)1000
−1000(1− 16

97 α̂)(M̂1 + M̂2)T̂3cp3 − V̂0T̂2cp0 −Q)2 (36)

s.t.α̂min ≤ α̂ ≤ α̂max (37)

where Y2 is the objective of the optimization problem; α̂ represents the estimated value of
percentage for ZnS after reconciliation; α̂min and α̂max denote the bottom and top bounds
of α̂ respectively. Through the iterative process of the above steps, greater accuracy and
a smaller range of ZnS fluctuation in the feed can be obtained. Therefore, staff can better
understand changes of the feeding composition and make adjustments as required.

5. Results from Real Industrial Data

To further demonstrate the effectiveness of the proposed method, 100 steady-state
samples are collected from the real industry of a fluidized bed roaster. In addition, the data
reconciliation results of the proposed estimator are compared with those of Xie estimator.
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The results of the comparison between the two methods are presented in Figures 9–14,
which respectively present the reconciled results for the first feeding quantity, the second
feeding quantity, blast velocity, blast temperature, gas temperature and calcine temperature.
From Figures 9–14, it is known that the reconciled results by the novel robust estimator
have a smaller range of fluctuation than that obtained by Xie estimator. It shows that
whatever the uncertainty of the fluctuation of the measurements and the number of gross
errors they contain, the data reconciliation approach based on the novel robust estimator is
highly robust.
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In addition, the standard deviations of the reconciled results and measurements for
six variables obtained from the two methods are calculated, and the results of the comparison
are presented in Figure 15. Figure 15 shows that, for the first feeding quantity, the seconding
feed quantity, the blast velocity and the temperature of blast, the standard deviation of the
reconciled results based on the novel robust estimator is less than Xie. For the temperature
of gas and calcine, the standard deviations of reconciled results for the two methods are
closer, because the measurement fluctuation ranges for both two variables are all very small.
The results demonstrate that the data reconciliation based on the novel robust estimator
provides better reconciliation results for variables with a large fluctuation range.
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Figure 14. Reconciled results for the temperature of calcine.

For the change in feeding composition, the above 100 steady-state samples are also col-
lected to compare the percentage of ZnS before and after data reconciliation. Experimental
results are shown in Figures 16 and 17. It is evident that the ZnS fluctuation range obtained
by the proposed method is smaller than that before data reconciliation. It illustrates that
the percentage of ZnS estimated by the reconciled results is more accurate and could better
reflect the change of feeding composition over a period of time.
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The feeding composition in an industrial process can better reflect the state of produc-
tion. In this paper, estimation of feeding composition based on robust data reconciliation is
proposed to account for the unknown change in feeding composition. According to the
robust estimation theory, a novel robust estimator is presented to handle the measurements
with random errors and gross errors. In comparison with the objective function and in-
fluence function of other robust estimators, the proposed estimator is proved to be more
robust. Besides, the linear and nonlinear numerical examples are used to further verify
the effectiveness of the estimator. Then, an iterative robust hierarchical data reconciliation
and estimation of feeding composition strategy is proposed and used for a fluidized bed
roaster. The reconciled and estimated results show that the proposed strategy is beneficial
for the estimation of feeding composition in the actual industrial process.
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Abstract: A mechanistic kinetic model of cobalt–hydrogen electrochemical competition for the cobalt
removal process in zinc hydrometallurgical was proposed. In addition, to overcome the parameter
estimation difficulties arising from the model nonlinearities and the lack of information on the
possible value ranges of parameters to be estimated, a constrained guided parameter estimation
scheme was derived based on model equations and experimental data. The proposed model and
the parameter estimation scheme have two advantages: (i) The model reflected for the first time the
mechanism of the electrochemical competition between cobalt and hydrogen ions in the process of
cobalt removal in zinc hydrometallurgy; (ii) The proposed constrained parameter estimation scheme
did not depend on the information of the possible value ranges of parameters to be estimated; (iii) the
constraint conditions provided in that scheme directly linked the experimental phenomenon metrics
to the model parameters thereby providing deeper insights into the model parameters for model
users. Numerical experiments showed that the proposed constrained parameter estimation algo-
rithm significantly improved the estimation efficiency. Meanwhile, the proposed cobalt–hydrogen
electrochemical competition model allowed for accurate simulation of the impact of hydrogen ions
on cobalt removal rate as well as simulation of the trend of hydrogen ion concentration, which would
be helpful for the actual cobalt removal process in zinc hydrometallurgy.

Keywords: cobalt removal process; mechanistic kinetic model; parameter estimation; constrained
parameter estimation

Current zinc production is mainly based on zinc pyrometallurgy and zinc hydromet-
allurgy with the latter accounting for more than 80% of zinc production capacity [1]. Zinc
hydrometallurgy consists of four processes: calcination, leaching, purification, and electrol-
ysis. In the purification process, zinc dust is added for displacement deposition of impurity
elements such as cobalt, nickel, and copper in the leaching solution thereby preventing
co-deposition of impurity ions with zinc during the electrolysis process and the consequent
decrease in electrolysis efficiency. The purification process involves the removal of copper,
cobalt, and cadmium ions; cobalt ions are the most difficult to remove thereby making the
cobalt removal step the most crucial.

The main reaction in the cobalt removal step is generally the electrochemical reaction
of zinc–copper microcells [2–4]. Exposed zinc on the microcell surface undergoes oxidation
to become zinc ions while cobalt ions obtain electrons and are reduced to elemental cobalt
accompanied by reduction of hydrogen ions to hydrogen molecules. Low pH conditions
(pH = 3–5) are usually adopted for cobalt removal to avoid zinc ions from forming basic
zinc sulfate, which would deactivate the zinc dust by absorbing it onto its surface [5].
However, hydrogen ions have greater reactivity than cobalt ions on the zinc surface thereby
making high-concentration hydrogen ions compete with cobalt ions for electrons result
in a significant drop in the removal rate of cobalt [6]. To circumvent this competition, it is
necessary to add copper salts, antimony salts, or arsenic salts as a catalyst to reduce the
competitive reduction of hydrogen ions.
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Despite such catalyst application, zinc dust in an amount twice the theoretically
required amount should be used to decrease the concentration of cobalt ions to a proper
level. The excess consumption of zinc dust arises from the competitive reduction of
hydrogen ions. Given the large consumption of zinc dust in the purification process, how
to model and estimate the cobalt removal process to achieve model-based optimal control
of the cobalt removal process is an important research topic [7–10].

To model cobalt removal in the purification process of zinc hydrometallurgy, Wang [7]
developed a first-order reaction kinetic model of cobalt removal assuming that the cobalt
removal rate was proportional to the surface area of the zinc dust. They further used this
model to develop a cobalt removal process model for continuous stirred-tank reactors
(CSTRs) in series. Sun et al. [8] used the electrochemical mechanism of microcells in the
cobalt removal process and treated the cathodic and anodic reactions in the cobalt removal
process as independent processes under mixed potential control. They proposed a first-
order electrochemical kinetic model based on mixed potential and seed concentration for
the first time. Sun [9] proposed a modeling framework for strongly nonlinear processes
based on multi-mechanism model synthesis, which nicely simulated the removal process
of cobalt by arsenic salts. Li et al. [10] modeled cobalt removal via several interacting
CSTR (ICSTR) systems with multiple time delays based on a mechanism of sharing the
surface area of zinc dust in view of the competitive reduction of multiple ions in the cobalt
removal process as well as the use of multiple stirred reactors in series. However, there
remain multiple reactions in the zinc sulfate solution during the cobalt removal process:
(1) competitive reduction of hydrogen ions and cobalt ions on the microcell surface; and
(2) zinc ion hydrolysis that compensates for the loss of hydrogen ions due to reductive
hydrogen evolution thereby slowing the rise of pH and affecting the cobalt removal rate.
However, the cobalt removal process models proposed by Wang [7] and Sun [8,9] did
not consider the competitive inhibitory effect of hydrogen ions on cobalt displacement,
and the competitive reaction model was based on a mechanism of sharing the surface
area of zinc dust [10]; it ignored the electrochemical nature of the competitive reaction.
In addition, the impact of zinc hydrolysis on the concentration of hydrogen ions was
ignored when modeling hydrogen reaction rates. These shortcomings are unfavorable
for accurate assessment of the impact of pH fluctuation on zinc dust consumption and
cobalt ion concentration during the cobalt removal process thereby adversely affecting
optimal control of the cobalt removal process. Therefore, it is necessary to develop a
kinetic model that not only incorporates the underlying electrochemical mechanism of the
cobalt–hydrogen competitive reaction in the cobalt removal process but also reveals the
trend of hydrogen ion concentration.

In addition to the difficulty in laying out the model structure, parameter estimates
for the cobalt removal kinetic model also face many other challenges. The electrochemical
reaction of various ions in the cobalt removal process and the coupling of hydrogen
evolution with zinc ion hydrolysis are highly nonlinear processes. Parameter estimates for
such strongly nonlinear dynamic systems usually occur through two classes of approaches.

The first class of approach estimate directly identifies the dynamic equations based
on the time series of full-state values rather than solving the dynamic system [11,12]. For
example, the SINDy algorithm [11] is a sparse estimation algorithm for nonlinear systems
and estimates the first-order or even higher-order derivatives of the state according to
available data. It then substitutes the derivatives into the state equation to estimate
parameters. This approach is advantageous in that it avoids the strong nonlinearity arising
from the integration of the dynamic system, but the disadvantage is that it requires high-
frequency sampling of full-state data. For systems whose measurement values are partially
missing or whose states are not all measurable, the state distribution at each time point
can be recursively estimated through filtering and expectation-maximization followed
by model parameter estimation through a state recursion equation [12,13]. However,
this algorithm ensures convergence only when the initial estimates of parameters are
relatively accurate.
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The second class of approach is to solve the dynamic system and estimate model
parameters by minimizing the differences between predicted outputs and measurements,
which are usually unconstrained or simple constraints, like the upper and lower bounds of
the parameters to be estimated. Different optimization algorithms may be involved in this
approach—namely gradient-based optimization algorithms such as a sequential quadratic
programming algorithm) versus heuristic optimization algorithms. Chai et al. [14] pro-
posed a parameter estimation scheme for nonlinear time-delay dynamic systems that
adopted a variational method to derive a formula for rapid gradient calculation greatly
improving parameter estimation efficiency. However, gradient-based parameter estimation
algorithms can only find locally optimal parameters and are not suitable for estimating
model parameters of strongly nonlinear dynamic systems. Therefore, heuristic optimiza-
tion algorithms such as particle swarm optimization (PSO) algorithms [15], state transition
algorithms [16], differential evolution algorithms [17] and bee colony algorithm [18] have
been widely used in parameter estimation of nonlinear systems. For example, Zhang [19]
used a PSO algorithm to estimate parameters for a non-linear model of copper removal in
the purification process of zinc hydrometallurgy. Deng et al. [20] used a state transition
algorithm to estimate model parameters for the electrolysis process of zinc hydrometallurgy.
In addition to heuristic optimization algorithms, additional prior information was incorpo-
rated into the estimation framework to narrow the parameter search space thus improving
estimation efficiency and accuracy. Liu et al. [21] constructed a parameter optimization
framework for a model of microbial batch fermentation that incorporated continuous state
constraints according to the process mechanism and adopted an improved differential
evolution algorithm to solve the estimation optimization problem. The continuous state
constraints provide additional prior information for model parameter estimation to im-
prove the reliability of estimation results. Improved differential evolution algorithms are
more likely than gradient-based optimization algorithms to find globally optimal solutions,
but they still use constraint penalty functions, which leads to a low estimation efficiency.

High-frequency sampling of state data is difficult for the cobalt removal process.
Meanwhile, the kinetic and thermodynamic parameters in chemical databases only apply
to specific experimental conditions (e.g., temperature, solution composition, and reactive
electrode material) and model structures, which makes it difficult to accurately estimate
the value range of a given parameter using chemical databases. These limitations prevent
the algorithms above from being directly used in estimating the parameters of a given
mechanistic kinetic model of the cobalt removal process. In the case of an unknown range of
parameter values, a wide range of parameter searching is required to improve the solution
accuracy. However, the non-linear dynamic system is solved each time that the objective
function is calculated making the wide-range search time-consuming and inefficient and
thereby limiting the estimation accuracy.

To overcome the obstacles to kinetic model development and parameter estimation
of the cobalt removal process, firstly, this study developed a mechanistic kinetic model
of cobalt–hydrogen electrochemical competition during the cobalt removal process. This
model was composed of three models for the cobalt removal process: an electrochemical
rate model, a mixed potential model of zinc dust, cobalt ions, and hydrogen ions, and a
hydrolysis rate model of zinc ions. These models were all constructed in accordance with
the principles of microcells and electrochemical kinetics. Secondly, this study proposed a
constrained estimation scheme for model parameters. Specifically, mechanistic equations
were simplified according to experimental data, and were then used to obtain approximate
estimation equations for experimental metrics. Next, value ranges of experimental metrics
were estimated according to experimental data to impose constraints on parameter estima-
tion and narrow the parameter search space followed by transforming such constrained
parameter estimation problem to an easy-to-solve box-constrained optimization problem
through quasi-linear mapping of the parameters to be estimated. That is, the estimation
problem of a given parameter with a difficult-to-estimate value range was transformed to
the estimation problem of an experimental metric whose value range would be easily esti-
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mated from available experimental data. Meanwhile, the constraint conditions provided a
relational expression directly linking the experimental metrics to the model parameters
thereby providing deeper insights into the model parameters for model users.

The proposed parameter estimation scheme has three advantages. First of all, com-
pared with the conventional unconstrained identification algorithm, the proposed con-
strained parameter estimation scheme does not depend on the information about the
possible range of the parameters to be estimated. It obtains the searching space of pa-
rameters by building constraints of parameters based on a reasonable approximation of
the experimental metrics of which rough ranges are easy to be obtained from available
experimental data. As a result, the time consumption for searching optimal parameter
value is dramatically reduced. Secondly, compared to the identification algorithms based
on high-frequency sampling data, such as SINDy or filtering-based parameter estimation
methods, it requires only low-frequency sampling experimental data. Thirdly, the con-
straint conditions provided by the scheme directly link the experimental phenomenon
metrics to the model parameters, which provide a sense of intuition about how to adjust
the parameters while the phenomenon changes in actual processes for model users.

The rest of this paper is organized as follows. In Section 1, a mechanistic kinetic
model of cobalt–hydrogen electrochemical competition in the cobalt removal process is
developed. In Section 2, a state-space model for cobalt removal in batch-type reactors is
established based on the kinetic model and the principle of conservation of matter followed
by introducing constraints into the model to construct a constrained parameter estimation
problem and then transforming the problem into an easy-to-solve box-constrained opti-
mization problem. In Section 3, the accuracy and efficiency of the proposed constrained
parameter estimation algorithm in estimating model parameters based on experimental
data are verified versus a conventional algorithm.

1. Cobalt–Hydrogen Electrochemical Competition Model for the Cobalt Removal Process

1.1. Mechanism Analysis of Cobalt Removal Process

During zinc hydrometallurgy, the zinc ore is calcined and dissolved to form a zinc
sulfate solution that is purified and sent for electrolysis to obtain pure zinc products. How-
ever, the zinc sulfate solution usually contains copper, cobalt, nickel, and other impurity
ions. Of these, cobalt ions are the most difficult to remove, and excessive cobalt ions will
cause a serious decrease in the efficiency of zinc electrolysis. Therefore, the cobalt removal
step is a core step in the purification process of zinc metallurgy. The cobalt removal step is
generally considered to involve electrochemical reactions on the surface of microcells as
illustrated in Figure 1 [2–4]. Hydrogen ions have a high reactivity on the zinc and cobalt
surfaces allowing hydrogen ions to compete with cobalt ions for electrons and thereby
inhibit the displacement of cobalt. It is often necessary to add catalysts such as copper
and antimony salts in the cobalt removal process to suppress the competitive hydrogen
evolution on the zinc dust surface.

During the process of catalytic removal of cobalt by copper and antimony salts, the
first reaction is the displacement of copper and antimony, which are deposited on the
zinc dust surface to form active microcells. The displacement deposition of copper and
antimony is very fast (complete within 5 min as reported by Lew [4]). Generally, the
copper-antimony deposition is complete before cobalt begins to be deposited with cobalt
deposition and hydrogen evolution on the microcells as well as zinc ion hydrolysis being
the main reactions afterwards. The displacement of copper does not occur at the same
time as that of copper and antimony; the competitive inhibitory effect of hydrogen ions on
cobalt removal was the main focus of this study—we only investigated the electrochemical
reactions of cobalt and hydrogen ions as well as zinc ion hydrolysis generating hydrogen
ions. Three reversible half-cell reactions occur on the zinc-based microcell (Figure 1):

Zn2+ + 2e−↔Zn (1)
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Co2+ + 2e−↔Co (2)

2H+ + 2e−↔H2 (3)

Zinc ion hydrolysis occurs in the main solution as shown by the following formula:

Zn2+ + 2H2O↔Zn(OH)2 + 2H+ (4)

In the actual process of cobalt removal, the net direction of half-cell Reaction (1) is
to the left providing the electrons required for the evolution of hydrogen and displace-
ment deposition of cobalt. Cobalt ions are displaced and deposited through a half-cell
Reaction (2). Hydron evolution occurs through half-cell Reaction (3) in which hydrogen
ions compete with cobalt ions for electrons reducing the cobalt removal rate. Zinc ion
hydrolysis replenishes hydrogen ions as they are reduced and evolve as hydrogen gas
exerting a buffering effect and indirectly affecting the cobalt removal rate.

Figure 1. The micro-battery reaction mechanism of the cobalt removal process.

1.2. Reaction Kinetics of Cobalt Removal

Almost all the data published [2–6] showed that the activation energy of cobalt removal
reaction was higher than 40 kJ/mol, so it must be a chemically controlled process rather
than a diffusion-controlled one. The electrochemical reaction for cobalt removal occurs
on the microcell surface and is driven by the potential difference between the microcell
surface and the solution. Given the very small diameters of the microcells and the high
electrical conductivity of zinc and copper as the major microcell electrodes, we assumed
that the potential at different areas on the microcell surface is identical, which is referred to
as mixed potential and denoted as E(t) in V. According to the principles of electrochemical
kinetics—assuming that the total reactive surface area of microcells is proportional to the
elemental zinc concentration—one can express the reverse rate of half-cell Reaction (1):

r1(c(t), E(t)) = k1cZn,0(cZn2+(t)exp(− (2− β1)FE(t)
RT

)− b1
cZn(t)
cZn,0

exp(
β1FE(t)

RT
)) (5)

where c(t) represents the reactant concentration vector, c(t) = [cZn2+(t), cZn(t), cCo2+(t),
cCo(t), cH+(t), cZn(OH)2

(t)]T ; cM(t), M = Zn2+, Zn, Co2+, Co, H+, Zn(OH)2 is the con-
centration of reactant M in mol/L; ri, i = 1, . . . , 4 is the rate of reaction (i), which is a
function of c(t) and E(t); cZn,0 is the initial concentration of elemental zinc in mol/L; k1
is the rate constant of Reaction (1); b1 is the equilibrium constant of Reaction (1); β1 is the
anode transfer coefficient of Reaction (1); F is the Faraday constant (96,485 C/mol); R is the
gas constant (8.314); and T is the reaction temperature (346 K in this study).
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Assuming that cobalt displacement is determined by the electrochemical reaction and
that the number of electrons involved is 2, the reaction rate of half-cell Reaction (2) can be
expressed as:

r2(c(t), E(t)) = k2cZn,0(cCo2+(t)exp(−α2E(t)F
RT

)− b2
cCo(t)
cZn,0

exp(
(2− α2)E(t)F

RT
)) (6)

where k2 is the rate constant of Reaction (2), b2 is the equilibrium constant of Reaction (2),
and α2 is the cathode transfer coefficient of Reaction (2).

Given that the reverse of hydrogen evolution Reaction (3) is usually weak and can
be ignored, only the forward reaction is considered in this study. Accordingly, the rate of
hydrogen evolution reaction is:

r3(c(t), E(t)) = k3cZn,0cH+(t)exp(−α3FE(t)
RT

) (7)

where k3 is the rate constant of Reaction (3), b3 is the equilibrium constant of Reaction (3),
and α3 is the cathode transfer coefficient of Reaction (3).

According to the principle of an electric double layer (EDL), the rate of change of
mixed potential of a microcell is proportional to the total electrochemical current on the
microcell as follows:

.
E(t) = C−1F

3

∑
i=1

2ri(c(t), E(t)) (8)

where C is the capacitance of the EDL. The rate of hydrolysis Reaction (4) of zinc ions is:

r4(c(t), E(t)) = k4(cZn2+(t)− b4cZn(OH)2
(t)cH+(t)2) (9)

where k4 is the rate constant of Reaction (4), and b4 is the equilibrium constant of Reaction (4).
Formulas (5)–(9) constitute a kinetic model of cobalt–hydrogen electrochemical compe-

tition in the cobalt removal process, which contain many unknown parameters and whose
estimation algorithms will be elaborated in the next section.

2. Constrained Parameter Estimation Algorithms for The Cobalt–Hydrogen
Electrochemical Competition Model

For the cobalt–hydrogen electrochemical competition model, the value of hydrolysis
rate constant k4 was set to 1× 108 in this study considering that its fluctuation within a
certain range would have little impact on modeled concentration of cobalt and hydrogen
ions. In addition, the charge and discharge time of a microcell was assumed to be less
than the reaction characteristic time, i.e., FC−1 was relatively large. In such a scenario,
the fluctuation of FC−1 within a certain range would have little impact on model results
and accordingly its value was set to 1 × 104. The important parameter vector to be
estimated to be:

p(0) = [β1, α2, α3, k1, k2, k3, b1, b2, b4] (10)

In view of the great order of magnitudes in the fluctuation of reaction rate constants
and equilibrium constants, the last six constants in p(0) were logarithm-transformed thereby
leading to the following estimates of the parameter vector:

p(1) = [β1, α2, α3, ln(k1), ln(k2), ln(k3), ln(b1), ln(b2), ln(b4)] (11)

Lew and colleagues [4] performed experimental tests under 20 conditions to explore
the impacts of copper and antimony contents, pH, zinc dust dosage, and zinc dust particle
size on the efficiency of batch removal of cobalt under catalysis by copper and antimony.
They obtained abundant kinetic data on the cobalt removal process. Experimental data
under five conditions regarding the impact of pH on cobalt removal rate in that study
were taken as source data to estimate the parameters of the present mechanistic kinetic
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model. These experimental data were the monitored values of cobalt ion concentration
at constant pH values of 3.0, 3.6, 4.0, and 4.4 as well as the monitored values of cobalt
ion concentration and pH under an uncontrolled pH condition (Page 62, Figure 4-31;
Page 47, Figure 4-10; page 42, Figure 4-4). Since the cobalt removal tests by Lew [4] were
performed in batch reactors, a state-space model will be developed in Section 2.1 based
on the cobalt–hydrogen competition model developed in Section 1 to describe the batch
removal process of cobalt. Section 2.2 will construct a parameter estimation problem based
on the state-space model and address the difficulty in solving the problem. Section 2.3
proposes constraint conditions to make the above parameter estimation problem become a
constrained parameter estimation problem. Section 2.4 further transforms the problem into
an easy-to-solve box-constrained optimization problem.

2.1. State Space Model for the Batch Removal Process of Cobalt

For a given half-cell reaction, its state function is constructed in terms of the cumulative
concentration change of the reactant as follows:

.
xi(t) = ri(c(t), E(t)), i = 1, . . . , 4 (12)

where t represents time in min, and xi(t) the cumulative concentration changes of the
reactant of reaction (i) in mol/L. The material balance equation in the batch reactor is:

c(t) = c0 + Λx(t) (13)

where c0 is the vector of the initial concentration of reactants added in batch:

c0 = [cZn2+ ,0, cZn,0, cCo2+ ,0, cCo,0, cH+ ,0, cZn(OH)2,0]
T

Here, cM,0 (M = Zn2+, Zn, Co2+, Co, H+, Zn(OH)2) is the initial concentration of
reactant M in mol/L, and Λ is a stoichiometric coefficient matrix where column i represents
the stoichiometric coefficients of all the six reactants for reaction (i), i = 1, 2, 3, and 4, based
on Equations (1)–(4):

Λ =




−1 0 0 −1
1 0 0 0
0 −1 0 0
0 1 0 0
0 0 −2 2
0 0 0 1




(14)

According to Equations (8) and (12), the mixed potential in the batch reactor is:

E(t) = E0 + FC−1[ 2 2 2
]
x(t) (15)

where E0 is the initial mixed potential in V. Considering that the experimental data used
for model parameter estimation in this study included cobalt ion concentration and pH,
the model output is:

y(t) =

[
cCo2+(t)
cH+(t)

]
=

[
0 0 1 0 0 0
0 0 0 0 1 0

]
c0 +

[
0 −1 0 0
0 0 −2 2

]
x(t) (16)

Equations (12)–(16) constitute a state-space model of the batch removal process of
cobalt where the state vector is x and the output is y. For the convenience of description,
function G is introduced to represent the relationship between the parameters, the initial
concentration of reactants, and the model output in the state-space model (13) of the batch
removal process of cobalt as follows:

y(t) = G(t|p, c0) (17)
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Since the experimental data used for model parameter estimation in this study also
included the experimental data of batch removal of cobalt under constant-pH conditions, it
is necessary to develop a state-space model for such removal processes under constant-pH
conditions. Accordingly, the hydrogen ion concentration is set to a constant value in the state
space model Equation (13) followed by solving the equations to obtain the model output.
Specifically, Equations (13) and (16) are replaced by Equations (18) and (19), respectively:

c(t) = c0 + Λ∗x(t) (18)

y(t) =

[
cCo2+(t)
cH+(t)

]
=

[
0 0 1 0 0 0
0 0 0 0 1 0

]
c0 +

[
0 −1 0 0
0 0 0 0

]
x (19)

In Equation (18), one has:

Λ∗ =




−1 0 0 −1
1 0 0 0
0 −1 0 0
0 1 0 0
0 0 0 0
0 0 0 1




(20)

To simplify subsequent expressions, the relationship between the parameters obtained
based on Equations (12), (15), (18), (19) and (20), the initial concentration of the reactants,
and the model output is expressed as:

y(t) = G∗(t|p, c0) (21)

2.2. Parameter Estimation Problem of Cobalt–Hydrogen Electrochemical Competition System

For electrochemical rate Equations (5)–(7), the cathode and anode reaction transfer
coefficients are confined in the following ranges:

β1 ∈ [0.7, 1.5], α2 ∈ [0.2, 0.8], α3 ∈ [0.2, 0.8]

In order to identify the model parameters, experimental data published in Lew [4], a
doctoral thesis on the mechanism of the copper-antimony activated cobalt removal from
zinc sulphate solutions, were used in this paper. In Lew [4], the cobalt removal experiments
were carried out in a batch stirred reactor, as shown in Figure 2. The volume of the reactor
is 4 L, and the stirring speed is 700 RPM. The main component of the reaction solution was
ZnSO4, and a certain amount of copper, antimony and cobalt ions were added one time in
advance according to the design of each experiment. Zinc powder was added at one time
at the initial stage of the reaction. During the experiments, the cobalt ion concentration was
measured by sampling using a 50-mL pipette at intervals of 5, 15, 30, 45, 60 and 90 min,
and the pH values are monitored online. The data from five experiments are selected from
Lew [4] for model identification: experiment with natural pH (initial pH = 3.7), controlled
pH (pH = 3.0), controlled pH (pH = 3.6), controlled pH (pH = 4.0), and controlled pH
(pH = 4.4). In general, the experimental setup of the data used by this study was performed
under the following conditions:

1. 4 g/L loading with −100 + 140 mesh (126 to 174 micron) zinc dust;
2. The batch reactor was heated in a thermostated water bath and maintained to within

1 ◦C of the target value of temperature 73 ◦C;
3. Natural pH: the pH was allowed to come to its own equilibrium from a starting pH

of 3.7;
4. Controlled pH: the pH was controlled to be within 0.2 units of the target value using

a pH controller;
5. 26 mg/L Co;
6. 46 mg/L Cu, 1.5 mg/L Sb were added as catalysts.
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Figure 2. The batch reactor for cobalt removal experiments of Lew [4].

Accordingly, the following parameter estimation problem is proposed:

min
p(1)

5
∑

j=1

nCo,j

∑
i=1

(
1

nCo,j

∣∣∣∣∣ln(
c(j)

Co2+ ,0

ĉ(j)
Co2+

(
t(j)
i,Co2+

) )− ln(
c(j)

Co2+ ,0

c(j)
Co2+ ,i

)

∣∣∣∣∣

)

+
λpH
npH

nPH
∑

l=1

∣∣∣−log10(ĉ
(1)
H+

(
t(1)l,H+

)
)− pHl

∣∣∣

s.t.

[
ĉ(j)

Co2+(t)

ĉ(j)
H+(t)

]
=





G(t
∣∣∣p(1), c(j)

0 ), if j = 1,

G∗(t
∣∣∣p(1), c(j)

0 ), if j > 1,
β1 ∈ [0.7, 1.5], α2 ∈ [0.2, 0.8], α3 ∈ [0.2, 0.8].

(22)

where j = 1,2,3,4,5 represent natural pH, controlled pH (pH = 3.0), controlled pH (pH = 3.6),
controlled pH (pH = 4.0), and controlled pH (pH = 4.4), respectively. For the natural
pH condition, cobalt concentration data (Page 47, Figure 4-10) and pH values (page 42,
Figure 4-4) were collected while for the other four controlled-pH conditions (j = 2,3,4,5) only
cobalt concentration data were collected (Page 62, Figure 4-31). c(j)

0 represents the initial

concentration in test j; ĉ(j)
Co2+(t) and ĉ(j)

H+(t) represent the model-predicted concentration

of cobalt ion and hydrogen ion in test j, respectively; c(j)
Co2+ ,i

, and pHl represent the i-th
measurement value of cobalt ion concentration and the l-th measurement value of pH in test
j, respectively; t(j)

i,Co2+ and t(j)
l,H+ represent the measurement time of cobalt ion concentration

and pH in test j, respectively; λpH is the weight coefficient of pH; npH is the number of
collected pH values in test 1; and nCo,j is the number of collected concentration values of
cobalt ions in test j.

The model parameters can be estimated by solving Equation (22), which is very diffi-
cult to solve. The nonlinearity of mechanistic kinetic Equations (5)–(9) makes Equation (22)
a non-convex optimization problem, which is difficult to directly solve via gradient-
based optimization algorithms (such as sequential quadratic programming algorithms
and interior-point algorithms); however, it is usually solvable by heuristic optimization
algorithms only when the ranges of parameter values are known. However, since the
kinetic and thermodynamic parameters in the standard chemical databases apply to spe-
cific experimental conditions, such as temperature, solution composition, electrode matrix
composition, and kinetic models, it is difficult to find corresponding values from chem-
ical databases for the present model parameters (i.e., k1, k2, k3, b1, b2, b4) thereby making
it impossible to estimate the reasonable value ranges of the parameters. To ensure that
the optimal parameters are found, it is necessary to give a large parameter search range,
but a large range search will result in low optimization efficiency. A more serious issue
is that there is coupling between the competitive electrochemical reactions, the hydrogen
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evolution, and the zinc ion hydrolysis in the cobalt–hydrogen electrochemical competition
mechanism model, which forms a highly nonlinear process. As a result, there would be
large differences in reaction characteristic time between reactions (1)–(4) when model pa-
rameters are randomly set to a value, thereby causing the state-space model of batch reactor
to achieve a very stiff dynamic system. A trial solution of such a system is time-consuming
and results in low optimization search efficiency.

The key to overcoming the limitations above is to accurately determine the parameter
value ranges. Although it is impossible to directly obtain the value ranges of the model pa-
rameters, it is still possible to experimentally estimate a reasonable value range using some
experimental data measured under certain conditions such as the mixed potential within
a certain period of time, the apparent first-order reaction rate constant, the equilibrium
concentration, and the change of the rate of solid deposition or gas evolution at a certain
time. Provided that an approximate relationship between these experimental data and the
model parameters is obtained, it would be possible to further impose constraints on the
parameters to rapidly determine a reasonable range of parameter values and improve the
solution efficiency.

In the next sub-section, assumptions are made based on experimental data to simplify
the mechanistic equations so that they can be partially yet directly solved. The solutions
are directly used to establish approximate expressions linking the model parameters to
some experimental metrics. Next, constraints are introduced for the model parameters by
specifying value ranges of the experimental metrics based on experimental data, thereby
leading to a constrained parameter estimation scheme.

2.3. Constrained Parameter Estimation Algorithm
2.3.1. Constraints on Electrochemical Parameters

In this sub-section, the cobalt removal experimental data at pH 3 reported by Lew [4]
(Section 4, Page 60–62) will be analyzed in view of the test conditions so as to introduce
proper consumptions for simplifying the reaction kinetic models. Next, the mixed potential,
the apparent first-order reaction rate constant, and equilibrium cobalt concentration were
estimated as experimental metrics according to the simplified kinetic equations to impose
constraints on relevant electrochemical parameters of cobalt and hydrogen. The mixed-
potential change rate Equation (8) is simplified. Based on the assumption that the charge
and discharge of the EDL capacitor are fast (i.e., FC−1 is sufficiently large), the charge
and discharge time is ignored thereby allowing Equation (8) to be approximated by a
balance equation:

3

∑
i=1

ri(c(t), E(t)) = 0 (23)

As indicated by the above equation, the total number of electrons lost through oxida-
tion on a microcell is equal to the total number of electrons obtained through reduction.
According to Lew [4] (Page 61, Table 4-2), the first-order reaction rate constant of cobalt
was about 489× 10−6 sec−1 pH 3. The first-order reaction rate constant of hydrogen was
estimated here to be 767× 10−5 sec−1 based on the early-stage portion (0–5 min) of the
hydrogen evolution curve reported by Lew [4] (Page 70, Figure 4-42) with zero initial
concentration of zinc ions. This was about 15 times that of cobalt. In the test at pH 3, the
hydrogen ion concentration was approximately 2.26-times the cobalt ion concentration
(26 mg/L). Considering that two electrons are consumed to displace a single cobalt ion
while one electron is required for the reduction of a single hydrogen ion, the current of
hydrogen evolution Reaction (3) is approximately 15× 2.26/2 that of cobalt reduction (2).
The concentration of cobalt ions became smaller with the passage of time. However, the
concentration of hydrogen ions remained nearly constant under constant-pH conditions,
which makes the current of Reaction (3) increasingly large relative to that of Reaction (2).
Consequently, the current of Reaction (2) would have little impact on the mixed potential,
which was largely affected by Reaction (3) and zinc dissolution Reaction (1). That is, the
coefficient r2 in Equation (23) can be ignored. In addition, the reverse rate of zinc dissolu-
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tion Reaction (1) is assumed to be ignorable when estimating the mixed potential thereby
allowing Equation (23) to be further simplified:

k1cZn,0(−b1
cZn

cZn,0
exp(

β1FE
RT

)) + k3cZn,0cH+ exp(−α3FE
RT

) = 0 (24)

The mixed potential can be estimated from Equation (24):

Eest = RTF−1(β1 + α3)
−1(ln(k3cZn,0cH+)− ln(b1k1cZn)) (25)

The experimental data of Lew [4] (Page 61, Figure 4-29) showed that the potentiometer
reading was approximately −0.6 V for sludge at pH 3 (cH+ = 10−3 mol/L); thus, we
assumed that Eest ∈ [−0.7,−0.5]. In addition, the amount of zinc dust added during
the cobalt removal reaction is excessive (more than 20 times the amount of zinc dust
theoretically required for displacement of copper, antimony, and cobalt ions). Thus, we
assumed that the content of zinc dust is roughly constant, namely cZn ≈ cZn,0. Substitution
of this expression in Equation (25) leads to the following constraint:

− (β1 + α3)
−1(ln(b1k1k−1

3 ) + 3ln(10)) ∈ [−0.7F(RT)−1,−0.5F(RT)−1] (26)

Considering that the reverse rate of the displacement reaction of cobalt ions at the
early stage is negligible compared to the forward rate, the displacement reaction rate of
cobalt ions can be estimated using mixed-potential estimation Equation (25) as follows:

r2 ≈ k2cZn,0cCo2+(b1k1cZn)
α2

β1+α3 (k3cZn,0cH+)
− α2

β1+α3 (27)

Assuming that the content of zinc dust is roughly constant, namely cZn ≈ cZn,0, the
apparent first-order reaction rate constant of cobalt displacement reaction can be calculated
as follows:

k̃2 ≈ k2cZn,0(b1k1)
α2

β1+α3 (k3cH+)
− α2

β1+α3 (28)

The experimental data of Lew [4] (Page 61, Table 4-2) showed that at pH 3, the appar-
ent first-order reaction rate constant of cobalt displacement reaction was 0.02934 min−1.
Considering the model simplification error, one may let k̃2 ∈ [0.015 min−1, 0.060 min−1].
Based on Equation (28), the following constraint is obtained:

α2
(

β1 + α3)
−1(ln(k1) + ln(b1)− ln(k3) + 3ln(10)) + ln(k2

)
+ ln(cZn,0)

∈ [ln(0.015), ln(0.060)]
(29)

The rate of hydrogen evolution reaction is:

r3 ≈ k3cZn,0cH+(b1k1cZn)
α3

β1+α3 (k3cZn,0cH+)
− α3

β1+α3 (30)

Accordingly, the apparent first-order rate constant of hydrogen evolution reaction is:

k̃3 ≈ k3cZn,0(b1k1cZn)
α3

β1+α3 (k3cZn,0cH+)
− α3

β1+α3 (31)

As shown by the earlier analysis of the experimental data of Lew [4] in this sub-section,
the rate constant of hydrogen evolution reaction was about 15 that of cobalt reduction at
pH = 3. In view of the estimation error, the following constraint assumption is introduced
for parameter estimation: At pH 3, the apparent pseudo-first-order rate of hydrogen
evolution reaction is between 5–50 times the apparent first-order rate of cobalt reduction,
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namely k̃3

(
k̃2

)−1
∈ [5, 50]. Taking logarithms of both sides based on Equations (31) and

(28) while assuming that cZn ≈ cZn,0 yields the following constraint:

(α3 − α2)
(

β1 + α3)
−1
(

ln(b1k1k−1
3 ) + 3ln(10)

)
+ ln(k3k−1

2

)
∈ [ln(5), ln(10)] (32)

Substituting mixed-potential estimation expression (25) into the reaction rate Equation (6)
of cobalt displacement Reaction (2) and letting r2 = 0, the equilibrium concentration of
cobalt can be calculated as:

cCo2+ ,eq =
b2(k3cZn,0cH+)

2
β1+α3 (b1k1cZn)

− 2
β1+α3

b2(k3cZn,0cH+)
2

β1+α3 (b1k1cZn)
− 2

β1+α3 + cZn,0

cCo2+ ,0 (33)

According to the experimental data of Lew [4] (Page 47, Figure 4-10), cCo2+ ,eq ≤ 0.1cCo2+ ,0.
Accordingly, the first term in the denominator of the above equation can be ignored.
Moreover, assuming cZn ≈ cZn,0:

cCo2+ ,eq ≈ b2(k3cH+)
2

β1+α3 (b1k1)
− 2

β1+α3 cZn,0
−1cCo2+ ,0 (34)

According to the experimental data of Lew [4] (Page 47, Figure 4-10), the logarithmic
ratio (ln(cCo2+ ,0c−1

Co2+ ,eq
)) of the equilibrium to the initial concentration of cobalt ions was

approximately 4.2 at pH 3. It is assumed that ln(cCo2+ ,0c−1
Co2+ ,eq

) ∈ [3, 8] considering the

model simplification error. Accordingly, the following constraint can be imposed:

2(β1 + α3)
−1
(

ln(k1b1k−1
3 ) + 3ln(10)

)
− ln(b2) + ln(cZn,0) ∈ [3, 8] (35)

Moreover, the forward rate of zinc dissolution Reaction (1) considered in the mixed-
potential equation is assumed to be less than the reverse rate thereby leading to the
following constraint:

cZn2+ exp(− (2− β1)FEest

RT
) ≤ 1

2
b1

cZn

cZn,0
exp(

β1FEest

RT
) (36)

Mixed-potential estimation Equation (16) is substituted into the above equation while
assuming cZn ≈ cZn,0. Meanwhile, given that the initial concentration of zinc ions (151 g/L)
is far greater than the initial concentration of elementary zinc (4 g/L), it is further assumed
that cZn2+ ≈ cZn2+ ,0, i.e., the concentration of zinc ions remains constant. Accordingly, the
following constraint can be imposed:

2(β1 + α3)
−1
(

ln(b1k1k−1
3 ) + 3ln(10)

)
− ln(b1) + ln(cZn2+ ,0) ≤ −ln(2) (37)

2.3.2. Constraints on Hydrolysis Parameters

The hydrolysis Reaction (4) affects the rate of cobalt displacement reaction mainly by
releasing hydrogen ions and consequently alleviating the decreasing trend of hydrogen
ion concentration. Hereinafter, the simplified model is analyzed to derive an equation to
estimate the attenuation coefficient for the apparent rate of hydron ion consumption in the
presence of zinc ion hydrolysis. Next, the estimation equation is used to derive a constraint
on hydrolysis parameter b4. The hydrolysis Reaction (4) generally has large forward and
reverse rate constants and thereby can be treated as a quasi-equilibrium reaction namely
r4 = 0. Therefore:

cZn2+ − b4cZn(OH)2
c2

H+ = 0 (38)
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Taking the total differential of the above equation:

δcZn2+ − b4c2
H+δcZn(OH)2

− 2b4cZn(OH)2
cH+δcH+ = 0 (39)

Taking the total differential of state Equation (12) and material balance Equation (13):





δxi(t) = riδt, i = 1, 2, 3
δcZn2+ = −δx1(t)− δx4(t)
δcH+ = −2δx3(t) + 2δx4(t)
δcZn(OH)2

= δx4(t)

(40)

Substitution of Equation (40) into Equation (39) leads to:

δx4(t)
δt

=
4b4cZn(OH)2

cH+
(

1 + b4c2
H+ + 4b4cZn(OH)2

cH+

) r3 −
1(

1 + b4c2
H+ + 4b4cZn(OH)2

cH+

) r1 (41)

A combination of Equation (41) with Equation (23) of equilibrium mixed potential:

δx4(t)
δt

=
4b4cZn(OH)2

cH+ + 1
(

1 + b4c2
H+ + 4b4cZn(OH)2

cH+

) r3 +
1(

1 + b4c2
H+ + 4b4cZn(OH)2

cH+

) r2 (42)

According to Equations (40) and (42), the rate of change of hydrogen ion concentration
with time is:

.
cH+ =

δcH+

δt = −2δx3(t)+2δx4(t)
δt

= − 2b4c2
H+(

1+b4c2
H++4b4cZn(OH)2

cH+

) r3 +
2(

1+b4c2
H++4b4cZn(OH)2

cH+

) r2
(43)

The second term in equation (43) incorporates the impact of cobalt removal rate r2 on
the rate of change of hydrogen ion concentration. Close examination of the experimental
data of Lew [4] (Page 58, Figure 4-27) reveals that the pH evolution curve is only slightly
affected by cobalt ion concentration thereby allowing one to ignore the second term of the
above equation. In addition, rearrangement of hydrolysis equilibrium Equation (38) gives:

cZn(OH)2
= b−1

4 cZn2+c−2
H+ (44)

Substitution of Equation (44) into Equation (43) leads to Equation (45):

.
cH+ = −2b4c2

H+(1 + b4c2
H+ + 4cZn2+c−1

H+)
−1

r3 (45)

As shown above, zinc ion hydrolysis (4) alleviates the declining trend of hydrogen ion
concentration. Therefore, the attenuation coefficient for the apparent consumption rate of
hydrogen ions relative to the rate of hydrogen ion reduction (3) is less than one:

λH+ = b4c2
H+(

(
1 + b4c2

H+ + 4cZn2+c−1
H+

)
)
−1

(46)

The t-pH curve generated under the condition of zero initial concentration of zinc
ions by Lew [4] (Page 70, Figure 4-42) showed that the rising slope of pH was much greater
when the initial concentration of zinc ions was low than when it was high in the early stage
(0–5 min) (Page 42, Figure 4-4). This trend suggests that the presence of zinc ions has a
significant impact on the apparent rate of hydrogen evolution. Therefore, the attenuation
coefficient λH+ should be much less than 1 in the presence of zinc ions. Moreover, the third
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term of the denominator, which is a zinc ion-related term, is the largest one among the
three terms: 4cZn2+c−1

H+ . Accordingly, the attenuation coefficient can be approximated as:

λH+ ≈ b4c2
H+(4cZn2+c−1

H+)
−1

(47)

The experimental data of Lew [4] (Page 42, Figure 4-4) showed that when the pH was
above 4.4, the slope of the pH curve was much smaller than that in the initial stage. It is
assumed here that λH+ |pH=4.4 ∈ [0.01, 0.1] and cZn2+ ≈ cZn2+ ,0. Taking the logarithm of
λH+ , one has the following constraint on hydrolysis rate constant b4:

ln(b4c−1
Zn2+ ,0

) ∈ [11.2× ln(10) + ln(4), 12.2× ln(10) + ln(4)] (48)

In this section, to reduce the searching space of parameters, the constraints on pa-
rameters are derived based on the approximation of experimental phenomenon metrics.
However, the approximation formula of experimental phenomenon metrics can also be
useful in parameter adjustment and optimizing. For example, Equation (28) for apparent
first-order reaction rate of cobalt removal, can be used for determining the rough range of
the required zinc loading and pH setting value under the constraints about cobalt removal
rates. Equations (28), (31), (34), (47) also provide some intuitive information about the
relation between the model parameters and process dynamical behavior, and thus would
be useful for adjustment of model parameters while the dynamic changes in practical
cobalt removal process.

2.3.3. Constrained Parameter Estimation Problem

Introduction of constraints (Equations (26), (29), (32), (35), (37) and (48)) into the
parameter estimation problem (22) leads to a constrained parameter estimation problem:

min
p(1)

5
∑

j=1

nCo,j

∑
i=1

(
1

nCo,j

∣∣∣∣∣ln(
c(j)

Co2+ ,0

ĉ(j)
Co2+

(
t(j)
i,Co2+

) )− ln(
c(j)

Co2+ ,0

c(j)
Co2+ ,i

)

∣∣∣∣∣

)
+

λpH
npH

nPH
∑

l=1

∣∣∣−log10(ĉ
(1)
H+

(
t(1)l,H+

)
)− pHl

∣∣∣

s.t.

[
ĉ(j)

Co2+(t)

ĉ(j)
H+(t)

]
=





G(t
∣∣∣p(1), c(j)

0 ), if j = 1,

G∗(t
∣∣∣p(1), c(j)

0 ), if j > 1,
β1 ∈ [0.7, 1.5], α2 ∈ [0.2, 0.8], α3 ∈ [0.2, 0.8],
(26), (29), (32), (35), (37), (48).

(49)

Equation (49) contains nonlinear constraints (Equations (26), (29), (32), (35), (37)
and (48)). Gradient-based constrained optimization algorithms such as the sequential
quadratic programming algorithm and the interior-point algorithm can only handle con-
vex constrained optimization or quasi-convex constrained optimization problems while
Equation (49) is a non-convex constrained optimization problem and cannot be solved us-
ing such algorithms. Heuristic optimization algorithms are effective in solving non-convex,
box-constrained optimization problems; i.e., each decision variable is bounded by two
constant values as the upper and lower limits. However, because nonlinear constraints
generally come in different forms and are difficult to handle in a unified manner, parameter
optimization would be far less satisfactory under nonlinear constraints than under box
constraints. A more serious problem is that most intelligent constrained optimization meth-
ods require sampling outside the feasible region such as various heuristic optimization
algorithms with penalty functions.

In Equation (49), however, most of the parameters outside the feasible region are rigid
parameters, which will cause the state-space model to be unsolvable and thus seriously
affect the optimization efficiency. Therefore, the constraints contained in Equation (49) will
be analyzed in the next sub-section to transform Equation (49) into an easy-to-solve box-
constrained optimization problem so that a general heuristic optimization algorithm can
be used to iteratively optimize the parameters within the feasible region of the constraints
to achieve higher solution efficiency and accuracy.
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2.4. Parameter Transformation before Estimation

Constraints (Equations (26), (29), (32), (35), (37) and (48)) will be linear constraints in
which are linearly combined if are ignored. Optimization problems with linear constraints
can be transformed to a box-constrained optimization problem through linear mapping of
the parameters to be estimated. Let:

p(1) = [, ln(k1), ln(k2), ln(k3), ln(b1), ln(b2), ln(b4)]
T (50)

It is obvious that the following equation holds:

p(1) =
[

β1, α2, α3, (P(1,2))
T]

(51)

Equation (49) is now re-formulated as:

min
β1,α2,α3,p(1,2)

5
∑

j=1

nCo,j

∑
i=1

(
1

nCo,j

∣∣∣∣∣ln(
c(j)

Co2+ ,0

ĉ(j)
Co2+

(
t(j)
i,Co2+

) )− ln(
c(j)

Co2+ ,0

c(j)
Co2+ ,i

)

∣∣∣∣∣

)
+

λpH
npH

nPH
∑

l=1

∣∣∣−log10(ĉ
(1)
H+

(
t(1)l,H+

)
)− pHl

∣∣∣

s.t.

[
ĉ(j)

Co2+(t)

ĉ(j)
H+(t)

]
=





G(t
∣∣∣p(1), c(j)

0 ), if j = 1,

G∗(t
∣∣∣p(1), c(j)

0 ), if j > 1,
β1 ∈ [0.7, 1.5], α2 ∈ [0.2, 0.8], α3 ∈ [0.2, 0.8],
A(β1, α2, α3)p(1,2) + B(β1, α2, α3) ∈ [zmin, zmax]

(52)

where

A(β1, α2, α3) =




−(β1 + α3)
−1 0 (β1 + α3)

−1 −(β1 + α3)
−1 0 0

α2(β1 + α3)
−1 1 −α2(β1 + α3)

−1 α2(β1 + α3)
−1 0 0

(α3 − α2)(β1 + α3)
−1 −1 (β1 + α2)(β1 + α3)

−1 (α3 − α2)(β1 + α3)
−1 0 0

2(β1 + α3)
−1 0 −2(β1 + α3)

−1 2(β1 + α3)
−1 −1 0

2(β1 + α3)
−1 0 −2(β1 + α3)

−1 2(β1 + α3)
−1 − 1 0 0

0 0 0 0 0 1




(53)

B(β1, α2, α3) =




− ln(103)
β1+α3

ln(103)α2
β1+α3

+ ln(cZn,0)
ln(103)(α3−α2)

β1+α3
ln(106)
β1+α3

+ ln(cZn,0)
ln(106)
β1+α3

+ ln(cZn2+ ,0)

−ln(cZn2+ ,0)




(54)

zmin = [−0.7
F

RT
, ln(0.015), ln(5), 3,−∞, 11.2× ln(10) + ln(4)]

T
(55)

zmax =

[
−0.5

F
RT

, ln(0.060), ln(10), 8,−ln(2), , 12.2× ln(10) + ln(4)
]T

(56)

The parameters to be estimated in Equation (52) are transformed through quasi-
linear mapping:

z = A(β1, α2, α3)p(1,2) + B(β1, α2, α3) (57)

As indicated by the structure of A(β1, α2, α3), this matrix is an invertible matrix. Ac-
cordingly:

p(1,2) = A(β1, α2, α3)
−1(z− B(β1, α2, α3)) (58)

Equation (52) now can be transformed to problem Equation (59) as follows:
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min
β1,α2,α3,z

5
∑

j=1

nCo,j

∑
i=1

(
1

nCo,j

∣∣∣∣∣ln(
c(j)

Co2+ ,0

ĉ(j)
Co2+

(
t(j)
i,Co2+

) )− ln(
c(j)

Co2+ ,0

c(j)
Co2+ ,i

)

∣∣∣∣∣

)
+

λpH
npH

nPH
∑

l=1

∣∣∣−log10(ĉ
(1)
H+

(
t(1)l,H+

)
)− pHl

∣∣∣

s.t.

[
ĉ(j)

Co2+(t)

ĉ(j)
H+(t)

]
=





G(t
∣∣∣A
(

β1, α2, α3)
−1(z− B(β1, α2, α3)), c(j)

0

)
, if j = 1,

G∗(t
∣∣∣A
(

β1, α2, α3)
−1(z− B(β1, α2, α3)), c(j)

0

)
, if j

〉
1,

β1 ∈ [0.7, 1.5], α2 ∈ [0.2, 0.8], α3 ∈ [0.2, 0.8], z ∈[zmin, zmax]

(59)

Equation (59) is a pure box-constrained optimization problem and such a problem can
be solved using the general PSO algorithm [14]. Meantime, as indicated by the constraint
construction process in Sections 2.3.1 and 2.3.2, some parameters of z are actually linearly
related to some experimental metrics (e.g., mixed potential, apparent first-order reaction
rate constant of cobalt, equilibrium concentration); zmin and zmax are the transformed lower
and upper limits of the experimental metrics, respectively. Therefore, the proper solution
of Equation (59) is an estimation of value ranges for experimentally measurable metrics
that are transformed from kinetic model parameters whose value ranges are difficult to
estimate directly.

In summary, the proposed parameter estimation algorithm for cobalt–hydron electro-
chemical competition is as follows (Algorithm 1):

Algorithm 1: Constrained parameter estimation algorithm (CPEA)

The inputs include the following: monitored cobalt ion concentration, monitored pH

c(j)
Co2+ ,i

, j = 1, . . . , 5, i = 1, . . . , nCo,j, pHl , l = 1, . . . , npH initial concentration vector c(j)
0 initial

mixed potential E0 weight coefficient λpH Npop (the population size of the PSO algorithm), and
MaxIters (the maximum number of iterations).
Output: Cobalt–hydrogen electrochemical competition model parameters p(1)

Steps:

(1) Use the PSO algorithm to solve Equation (59) for β1, α2, α3, z
(2) Calculate p(1,2) according to Equation (58)
(3) Calculate p(1) according to Equation (51)

3. Model and Algorithm Verification

The solution of Equation (59) requires one to know the initial concentration of the
reactants and the initial mixed potential in each set. The initial concentration vector of test
(j) is as follows:

c(j)
0 =

[
2.310, 6.12× 10−2, 0.44× 10−3, 0, 10−pH0,j , 2.310b−1

4

(
c(j)

H+ ,0

)−2
]T

mol/L (60)

where pH0 is the initial pH vector:

pH0 = [3.7 3.0 3.6 4.0 4.4]T (61)

The fifth term of Equation (60) represents the initial Zn(OH)2 concentration, which can
be calculated from the equilibrium Equation (38): cZn(OH)2,0 = cZn2+ ,0b−1

4 c−2
H+ ,0. The initial

mixed potential can be estimated by solving the equilibrium mixed-potential Equation (23)
as follows:

E0 = arg
E

(
3

∑
i=1

2ri(c0, E) = 0

)
(62)

The weight coefficient λpH is set to 50. The PSO algorithm is used to optimally solve
Equation (59) with Npop set to 50 and MaxIters set to 50. The state-space model (13) is
solved using the stiff differential equation solver ode15s in Matlab 2016a. During the
optimization process, some randomly generated parameters may make the state-space
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model very stiff. To avoid wasting too much time on the solution of strongly stiff problems,
the time step of the ode15s solver is set to 1× 10−8.

Table 1 lists the model parameters optimized by the constrained parameter estimation
algorithm. Meanwhile, to evaluate the impact of constraints on the solution, the original
parameter estimation problem PRO-1 without constraints is also solved by using the PSO
algorithm directly but under two setting conditions—namely Npop = 50 and MaxIters = 50
versus Npop = 500 and MaxIters = 50. The PSO algorithm requires a pre-specified range of
parameter values, but Equation (22) only specifies value ranges for β1, α2, and α3. Therefore,
the search range of p(1,2) is specified for the original parameter estimation problem using
the results of the constrained parameter estimation:

p(1,2) ∈
[

p(1,2)
best − 10, p(1,2)

best + 10
]

(63)

Table 1. Results of constraints guide identification.

Parameter Value Parameter Value Parameter Value

β1 1.004 ln(k1) −11.00 ln(b1) 38.09
α2 0.299 ln(k2) −8.298 ln(b2) 30.03
α3 0.603 ln(k3) −13.87 ln(b4) 27.53

Here, p(1,2)
best is the result of constrained parameter estimation with its component

values listed in Table 1.
The curves of the best fitness values versus the number of iterations are compared

between the proposed constrained parameter estimation algorithm and the original param-
eter estimation algorithm(OPEA) (Figure 3), and the two algorithms are also compared
in terms of estimation accuracy and optimization time (Table 2). Table 2 shows that the
original parameter estimation algorithm achieved a relative fitting error of 74.1% for the
cobalt concentration curve under the setting condition of Npop = 50 and MaxIters = 50;
this failed to find a meaningful solution. Only when the population size Npop increased to
500 could a meaningful solution be found, but the spent time substantially increased by
nearly a factor of 8 versus the constrained parameter estimation algorithm. Meanwhile, the
mean relative fitting error for the logarithmic concentration of cobalt ions was also larger
for the conventional PSO algorithm. These observations indicated that the constrained
parameter estimation algorithm significantly improved the estimation efficiency. Moreover,
as shown by the curves in Figure 3, the original PSO algorithm with Npop = 50 failed to
converge to a good solution. Only when the population size was increased to 500 could the
conventional PSO algorithm achieve a parameter estimation accuracy close to that of the
constrained PSO algorithm. However, the former algorithm still gave a slightly higher best
fitness value than the latter algorithm indicating that constrained parameter estimation
is more accurate. It was also reflected on the mean relative errors for fitting the curves of
cobalt ion concentrations (Table 2): the MSE from the CPEA, 7.142%, was lower than that
of the OPEA,8.775%.
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Table 2. Performances of parameter-identification algorithms.

No.
ln(

cCo2+,0
cCo2+

) pH
Ts (min)

MSE Rsq MSE Rsq

1 7.142% 0.982 0.729% 0.860 6
2 74.1% −0.11 0.732% 0.859 7
3 8.775% 0.975 0.721% 0.863 56

1. Constrained parameter estimation algorithm (CPEA) with Npop = 50 and MaxIter s = 50; 2. Original parameter estimation algorithm
(OPEA) with Npop = 50 and MaxIters = 50; 3. Original parameter estimation algorithm (OPEA) with Npop = 500 and MaxIters = 50; MSE:
mean relative error; Rsq: goodness-of-fit; Ts, solution time.

Figure 3. The iteration curves of identification algorithms. CPEA: constrained parameter estimation
algorithm, OPEA: original parameter estimation algorithm.

The simulation was performed based on the results of constrained parameter estima-
tion. Model-fit values versus experimentally measured values of cobalt ion concentration
were plotted in Figures 4 and 5. The model accurately fitted the curves of cobalt ion
concentration versus time under different pH conditions with a mean relative fitting error
of 7.142%. The cobalt displacement rate was the lowest at pH 3. The model accurately
predicted the inhibitory effect of the competitive hydrogen evolution on cobalt removal
when the pH was too high. The model was accurate in predicting the cobalt removal rate
at pH 3 and pH 3.6. However, the model had a large error in predicting the cobalt removal
rate at pH 4.4, which may be related to the “passivation” effect in the actual cobalt removal
process. In other words, Zn(OH)2 is formed and covers the zinc dust surface at high pH,
which causes the zinc dust to partially lose reactivity thereby decreasing the cobalt removal
rate. The proposed model failed to consider this process and thereby overestimated the
cobalt removal rate. The cobalt displacement Reaction (2) gradually reached equilibrium
with time as the decrease in cobalt ion concentration gradually leveled off (Figure 4); this
trend was well fit by the model.

302



Entropy 2021, 23, 387

Figure 4. Comparing of the model-fit and experimental [14] dynamical cobalt concentration curves
(experimental data come from Lew [4], Page 47, Figure 4-10) with uncontrolled pH started from 3.7;
experimental time: 250 min.

Figure 5. Comparing model-fit and experimental dynamical cobalt concentration curves (experimen-
tal data from Lew [4], Page 62, Figure 4-31). The pH is controlled to be a constant value. Symbols 1, 3,
5, and 7 represent experimental data at pH 3, pH 3.6, pH 4, and pH 4.4, respectively; lines 2, 4, 6, and
8 represent fitted lines at pH 3, pH 4, pH 4, and pH 4.4, respectively.
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The curve of monitored pH versus time was well fitted by the proposed model
(Figure 6) with a mean relative fitting error of 0.729% and a goodness-of-fit of 0.86. In the
initial stage, the pH rapidly increased due to massive hydrogen evolution. The addition
of zinc dust promoted the forward reaction of zinc hydrolysis (4), which replenished
hydrogen ions. As a result, the apparent consumption rate of hydrogen ions was far less
than the actual hydrogen evolution rate, which led to a dramatic decrease in the rate of
change of pH with time thereby leading to a monotonic and concave-down curve.

Figure 6. Comparing the model-fit and experimental [14] dynamical pH curves (experimental data
come from Lew [4], Page 42, Figure 4-4) with uncontrolled pH started from 3.7.

4. Conclusions

(1) For the first time, a mechanistic kinetic model of cobalt–hydrogen electrochemical
competition was proposed for the cobalt removal process in zinc hydrometallurgy by
exploring the mechanism of the impact of hydrogen ions on the cobalt removal rate
and the mechanism of zinc ion hydrolysis. The model parameters were estimated
based on experimental data. The estimation results showed that the model accurately
simulated the competitive inhibitory effect of hydrogen ions on cobalt removal and
the trend of pH in the cobalt removal process. It shows a goodness-of-fit value of
0.982 on cobalt concentration values and that of 0.860 on pH values.

(2) The difficulty in using heuristic optimization algorithms to estimate the parameters
of reaction kinetic models with little information about the parameter value ranges
was addressed. A new approach for estimating the parameters of strongly nonlinear
and chemical reaction mechanism models was proposed. Specifically, parameter
estimation constraints were first constructed based on an estimation of the value
ranges of experimental metrics to narrow the search space. Next, the nonlinear
constraints were transformed to simple box constraints through quasi-linear mapping,
and a box-constrained parameter estimation scheme was constructed for the cobalt–
hydrogen electrochemical competition model. Parameter estimation tests showed
that the constrained parameter estimation algorithm was far more efficient than the
conventional parameter estimation algorithm. Specifically, the constrained parameter
estimation algorithm reduced the solution time by 90 percent. Furthermore, the
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proposed algorithm had a lower MSE on fitting the cobalt ion concentration curves
than the conventional parameter estimation algorithm (7.142% vs. 8.775%).

(3) The non-linearity of the electrochemical and hydrolysis reactions involved in the
cobalt removal process as well as the high coupling between multiple reactions made
the model incomprehensible. To overcome this limitation, we derived estimation
equations for the value ranges of relevant experimental metrics—mixed potential,
apparent first-order reaction rate of cobalt removal, equilibrium concentration, and
attenuation coefficient for the apparent consumption rate of hydrogen ions—based
on model simplification assumptions in the constraint construction process. These
equations linked the experimental phenomenon metrics to the model parameters
providing deeper insights into the model parameters adjustment for model users and
controller design [22,23].

(4) As stated above, the model proposed in this paper can accurately predict the change
of cobalt ion concentration and the rate of hydrogen replacement reaction during the
cobalt removal process, so it is helpful for optimizing the zinc powder and acid usage
in the practical cobalt removal process of zinc hydrometallurgy, although this may
require for adding extra equations about the relationship between dosages and the
zinc powder concentration or pH. In addition, the identification framework proposed
significantly reduces the time required for parameter identification of the model,
which is also very helpful for improving the efficiency and accuracy of the modelling
in the optimal control implementation.

(5) The model does not consider the “passivation” effect of zinc ion, as a result, it has
a large error in predicting the cobalt removal rate while the value of controlled pH
is larger than 4.4. Therefore, the available pH value of the model should be lower
than 4.4. In addition, the model does not consider the catalytic effect of copper and
antimony, so it is not suitable for the process with large fluctuations in copper and
antimony concentrations.
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Abstract: Trend prediction based on sensor data in a multi-sensor system is an important topic. As
the number of sensors increases, we can measure and store more and more data. However, the
increase in data has not effectively improved prediction performance. This paper focuses on this
problem and presents a distributed predictor that can overcome unrelated data and sensor noise:
First, we define the causality entropy to calculate the measurement’s causality. Then, the series
causality coefficient (SCC) is proposed to select the high causal measurement as the input data.
To overcome the traditional deep learning network’s over-fitting to the sensor noise, the Bayesian
method is used to obtain the weight distribution characteristics of the sub-predictor network. A
multi-layer perceptron (MLP) is constructed as the fusion layer to fuse the results from different sub-
predictors. The experiments were implemented to verify the effectiveness of the proposed method by
meteorological data from Beijing. The results show that the proposed predictor can effectively model
the multi-sensor system’s big measurement data to improve prediction performance.

Keywords: series causality analysis; Bayesian LSTM; multi-sensor system; meteorological data;
big measurement data; deep fusion predictor

1. Introduction

Measurements have been obtained and saved in many multi-sensor systems, such as
mobile robots [1], unmanned aerial vehicles (UAVs) [2,3], smart agriculture [4,5], air quality
monitoring systems [6,7], etc. It is very meaningful to analyze these data and understand
and predict the information in the sensor system [8], for example the analysis and predic-
tion of meteorological elements in precision agriculture or environmental management
systems [9]. Furthermore, in terms of environmental governance, the prediction for air
pollution sources such as PM2.5 has played an important role [10–13].

Recently, more measurements have been collected with the development of sensor
technology. Therefore, in a multi-sensor system, big data analysis has become a new
research area. These data have two characteristics: noisy and numerous [14]. For example,
the collected and saved meteorological data are big data and include many variables, such
as temperature, wind, rainfall, humidity, etc. Further, they are related to each other [15].
However, the correlation between each type of variable is different: some of them have a
strong correlation, but some have a low correlation.

In general, more data can provide more information. For big data, deep learning can
extract hidden information to make more accurate predictions [16]. The recent research has
proven that the recurrent neural network (RNN) and its improved version are widely used
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in regression prediction problems with better nonlinear modeling ability compared with
the classical regression method.

We can find that the network has become larger and more complex due to the massive
amount of data. However, because of the amount of data, the network’s training time is
getting longer. To make matters worse, the increase of the input data does not improve the
prediction performance; on the contrary, it decreases.

This paper focuses on how to use this big noisy data in the multi-sensor system to
efficiently improve prediction performance. This paper mainly aims at multi-sensor sys-
tems, proposes a causal entropy method for feature selection, and constructs a distributed
forward multi-step prediction framework based on Bayesian deep learning theory. In this
way, the dimensionality reduction of high-dimensional data feature selection is realized,
and the problem of data noise affecting deep network training is initially overcome. The
rest is organized as follows: Section 2 summarizes current prediction models and describes
the main contribution of this paper. Section 3 proposes a distributed deep learning network
predictor, and Section 4 describes the experiments and results to verify the performance of
our predictor. We draw conclusions in Section 5.

2. Related Works
2.1. The Methods for Prediction

Prediction is to analyze historical data and obtain the trend of the future. With the
development of computer storage technology and sensor technology, the prediction of
measurement data in a multi-sensor system has been widely used in many fields. It has
become a hot topic of research. The traditional prediction methods require prior knowledge
of the data, such as exponential smoothing [17], moving average (MA) [18], auto-regression
(AR) [19], auto-regressive integrated moving average (ARIMA) [20], etc. In practical
systems, the traditional prediction methods cannot obtain a high accuracy prediction result
due to the system’s complexity.

For nonlinear input data, shallow machine learning methods obtain model parameters
through training, such as support vector machines (SVMs) [21], the echo state network
(ESO) [22], Boltzmann machines (BMs) [23], shallow artificial neural networks (ANNs) [24],
generalized regression neural networks (GRNNs) [25], etc., which avoids the requirement
of prior knowledge of the data. However, because of their simple structure, they cannot
process large amounts of data.

With the development of the depth of the neural network, the hidden information
in the massive data can be extracted to make more accurate predictions. The recurrent
neural network (RNN) [26] and its improved versions, such as long short-term mem-
ory (LSTM) [27], etc., is widely used for regression prediction problems, demonstrat-
ing its superior nonlinear modeling capabilities. For example, a gated recurrent unit
(GRU) network [28] and Bi-LSTM [29] were proposed to improve LSTM. Furthermore,
researchers [30,31] have combined the one-dimensional convolutional neural network
(CNN) with LSTM to predict the time series data. System identification is the theory, and
the methods of establishing the mathematical models of dynamical systems [32–36] and
some identification approaches can be used to establish the prediction models and soft
sensor models [37–42] for various application problems.

2.2. The Method to Calculate Causality and Correlation

Undoubtedly, deep neural networks are currently the best solution to the big data
prediction problem of multi-sensor systems. However, we found that the network’s ability
to predict does not increase as the amount of input variable increases. On the contrary,
sometimes, the larger the amount of input measurement data from multi-sensor system,
the worse performance the prediction obtains. This is contrary to what we have always
believed: one advantage of the deep learning network is that it has comprehensive and
robust learning capabilities for big data.
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We believe one of the reasons is that the data contain too much low-relevance in-
formation; the increase in the amount of data leads to a decrease in the ratio of useful
information. The weights of training for the neural network and the diluted information
make the network’s convergence more difficult, so the prediction performance cannot be
developed, but is even reduced. Therefore, we think the data with a high correlation and
strong causality with the target variable should be selected as the network’s input data,
rather than just increasing the number.

Then, we describe the correlation degree method and discuss a causal correlation
method for measuring variables suitable for multi-sensor systems to measure big data.
The Pearson correlation coefficient (PCC) [43] and Spearman correlation coefficient [44,45]
have been used for such a problem. The former can be used to find the linear relationship
between the two variables. For the data, the features are continuous and conform to a
positive distribution; the linear relationship between the two variables can be mined by the
PCC [46]. Jing et al. [47] selected the characteristic sub-sequence by PCC to improve the
prediction accuracy when forecasting photo-voltaic power output. Lin et al. [48] built a
hybrid model framework using the stacking scheme of integrated learning by PCC between
different models. As for the prediction problem, PCC requires a known prediction target
variable, so it cannot be applied for predicting.

Spearman’s correlation coefficient is mainly used to solve problems related to sequen-
tial data. It applies to two variables with an order relationship. Another kind of correlation
analysis method is called the Kendall correlation coefficient [49], which is suitable for
sequenced variables or evenly spaced data that do not satisfy the assumption of a normal
distribution. This method is usually calculated for a piece of sequence data, and it cannot
obtain an effective correlation between the input and output for large amounts of data.

Contreras-Reyes et al. [50] used the frequency-domain Granger-causality method to
test the statistical significance of causality between two time series and determine the
direction of causality on the drivers of pelagic species’ biological indicators. Since the
Granger causality coefficient is used in two stationary time series, its application is limited.
Podobnik et al. [51] proposed a detrending cross-correlation analysis method to explore
the correlation between two non-stationary series. It shows that effectively measuring the
correlation between two variables can help analyze the change characteristics of one of
the variables.

The current methods to calculate the correlation and causality rely on the predicted
result and cannot be applied to the prediction problem of multi-sensor systems.

2.3. The Bayesian Deep Learning Network

The big data measured by sensors contain noise, which is another reason for the
degradation of prediction performance based on deep learning networks. Traditional
neural network training obtains the fixed weights and biases, which are easily disturbed by
noise [52,53]. On the one hand, the noise makes it difficult to converge the network, that is
the loss of the network is larger. On the contrary, if the noise is also learned as a certain
value until a small loss value is obtained, it will cause the problem of overfitting [54].

Suppose we use the data distribution to train the network and obtain weights and
deviations to express the input data’s distribution characteristics. In that case, the problem
of overfitting will be avoided. Based on the distribution characteristics of the weights
and deviations, the obtained neural network is a group. The output is also a group
of prediction outputs with distribution characteristics, improving the prediction results’
reliability. Based on this research question, the Bayesian deep learning network came into
being [55]. Through Monte Carlo sampling, the Bayesian deep learning network trains the
network several times and takes the average of all losses, then uses it for backpropagation
to obtain the distribution of weights and deviations [56].

The Bayesian method has been used in many application systems, such as indoor
tracking [57], robot systems [58], etc. The Bayesian deep learning network has been
applied in modeling with noisy data, and some results have been obtained. For example,
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Li et al. [59] integrated uncertainties by defining the Bayesian deep learning framework,
in which a sequential Bayesian boosting algorithm is used to improve the estimation
accuracy. Another example is [60], where a Bayesian framework was proposed to model
the valence predictions.

2.4. Innovation

Aiming at the problem of improving the prediction performance based on the huge
amount measurement data in a multi-sensor system, this paper provides a distributed deep
prediction network. To solve the contradiction between data volume and performance and
the influence of data noise on prediction performance, the innovation of this paper lies in
the following:

(1) A series causality entropy method is developed to select the related input data
for the neural network. Compared with the PCC [48], Spearman correlation [45], and
the Kendall correlation coefficient method [61], the method does not depend on the pre-
diction results and is suitable for prediction problems based on measurement data in
multi-sensor systems.

(2) A distributed prediction framework is proposed, in which Bayesian training is used
to suppress the noise impact of the data, and the prediction based on the selected input data
is fused by a nonlinear fusion network. Compared with the classical LSTM [27], GRU [28],
CNN-LSTM [11], the conv-LSTM [30] predictor, etc., the proposed method outperforms
them in its prediction performance.

3. Distributed Deep Fusion Predictor
3.1. Series Causality Entropy

In a multi-sensor system, we can set up multiple sensors to obtain a variety of mea-
surement data. For example, in the system given in Figure 1, we use four sensors to obtain
four types of measurement data, and they will be used as candidate input data for the deep
network. The prediction task is for Measurement 1, and we will predict its future trend.

Firstly, we will consider the method to select the input data for the networks. Ob-
viously, the principle of selecting data is to select those measurement data that are most
causal for the future trend of Measurement 1. As for the prediction problem, it can be
defined as the series causality between the historical data and the future data.

We give the following definition about the causality entropy to calculate the measure-
ment’s causality between two data named X and Y:

CE(X, Y) =
1

N − 1

N

∑
i=1

(
X(i)− X

σX

)
× log

(
Y(i)−Y

σY

)
(1)

where X and Y are the mean of X(i) and Y(i), i = 1, 2, . . . . . ., N, respectively, and σX and
σY are the standard deviation of X(i) and Y(i). We can see that CE(X, Y) can be positive
or negative. When it is a positive number, it indicates that the two data are positively
supporting. Otherwise, it is negatively supporting.

This calculating correlation method cannot be directly applied to obtain the correlation
of prediction problems. Because the measured data and their prediction are considered in
the prediction problem, therefore, we cannot calculate CE when the prediction is not yet
available. Secondly, since the step length of the measurement data I is different from the
predicted step length J, the number of data points N in Equation (1) cannot be used.

Therefore, we propose the following series causality coefficient (SCC) for the mea-
surement in the multi-sensor system. Suppose the measured data are represented by
Xm(i), where m = 1, 2, . . . . . ., M is the sensor number to obtain the measurement and
i = 1, 2, . . . . . ., I is the step number of historical data used for prediction. The target data
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to be predicted are represented by Y(j), where j = 1, 2, . . . . . ., J is the step number of
prediction. We revised the method to calculate coefficient Equation (1) as the following.

Sm =
1

K− 1 ∑K
i=1,j=1

∣∣∣∣
Xm(i)− Xm

σXm

∣∣∣∣× log
∣∣∣∣
Y(j)−Y

σY

∣∣∣∣ (2)

where m = 1, 2, . . . . . .M is the sensor number to obtain the measurement, K = min(I, J),
Xn and Y are the mean of Xm(i) and Y(i), i = 1, 2, . . . . . .K, respectively, and σXm and
σY are the standard deviation of Xn and Y. We can find that Equation (2) still has the
prediction Y(i), which is unknown data. To eliminate Y(i) in Equation (2), we modify
Equation (2) by normalization. The normalized SCC of each measurement can be obtained
by the following.

SCC∗m =
Sm

S1 + S2 + . . . + SM
=

∑K
i=1

∣∣∣∣
Xm(i)− Xm

σXm

∣∣∣∣

∑M
m=1 ∑K

i=1

∣∣∣∣
Xm(i)− Xm

σXm

∣∣∣∣
(3)

From Equation (3), we can conclude that the value of SCC is between zero and one;
the larger the SCC, the higher the causality is. For example, when the value is zero, it
means that the feature is not useful for predicting the target variable. We can see that the
SCC given by Equation (3) omits the calculation process for the prediction Y(i).

Figure 1. Relationship between the target variables to be predicted and the input variables.

We give the following examples to illustrate the SCC obtained by Equation (3). Meteo-
rological data are used, including temperature, wind direction, wind force, rainfall, and
humidity, which are used to predict the future temperature. We have five measurements,
so according to Equation (3), M is five. We set K = 24, then SCCm can be obtained. X is set
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to five meteorological elements separately, and Y is the future temperature to be predicted.
The result is shown in Table 1. To clearly illustrate the difference of SCCm, we visualize
them as Figure 2.

Table 1. The order of the SCC between variables to be predicted.

Measurement Series Causality Coefficient (SCC)

Temperature 0.3673
Humidity 0.3259
Wind force 0.175

Wind direction 0.1318
Rainfall 0

It can be seen from Table 1 and Figure 2 that the causality between historical tem-
perature data and their future prediction is the largest, which is 0.3673. Next is humidity.
We get the SSC as 0.3259 between historical humidity and future temperature. Compared
with them, the causal relationship between wind force and wind direction with the future
temperature is smaller. The data can also reflect no causal relationship between rainfall
and temperature, for which we obtain a zero SSC.

Figure 2. SCC between different measurements and predictions.

Further, we can get the following conclusions. If all the data are used for training,
rainfall data can only cause the network to reduce the training’s convergence and the
temperature prediction performance. Therefore, rainfall data must be eliminated and
cannot be used as the input for network training and prediction. Regarding wind force and
wind direction data, because of their low causality, even as the network’s input data, the
performance improvement of the prediction results is limited. It will increase the training
time of the network. On the contrary, the humidity data have a high causal correlation
with the future temperature. Therefore, using the historical temperature data and humidity
data to predict the future temperature may achieve better performance than just using
temperature data. The experiments in Section 4 will verify the above points.
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3.2. Bayesian LSTM as the Sub-Predictor

The LSTM cell is used in this paper, which is composed of three gating units, i.e., input
gate, forget gate, and output gate. The calculation process is the following:

ft = σ
(

W f xxt + W f hht−1 + b f

)

it = σ(Wixxt + Wihht−1 + bi)

c̄t = tanh(Wcxxt + Wchht−1 + bc)

ct = ft · ct−1 + it · c̄t

ot = σ(Woxxt + Wohht−1 + bo)

ht = ot · tanh(ct)

(4)

where t is the current moment to predict, w = [W f x, W f h, Wix, Wcx, Wox, Woh] are the
weights, and b = [b f , bi, bo] are the biases. ct is the hidden state, and ht is the output of
the LSTM cell. The cells can be placed as several layers with different input and output
cells depending on the number of input and output steps of the prediction. The structure
of the network is shown in Figure 3. The input data x are the given data used to predict
the future trend, where x = [X(1), X(2), . . . . . ., X(I)] are the input data at each moment
with the number of data I, and xt = [Xt(1), Xt(2), . . . . . ., Xt(I)] are the input data at
the current moment t. The output of the last layer can be set as the output of the LSTM
network, named as y. For the training process, we have y = [Y(1), Y(2), . . . . . ., Y(J)],
and at the current moment t, we have yt = [Yt(1), Yt(2), . . . . . ., Yt(J)].

313



Entropy 2021, 23, 219

Figure 3. LSTM cell and its networks.

In the normal LSTM network, the parameters, including all the weights and biases,
are constants. The Bayesian LSTM can get the weight and bias as a random distribution,
not a certain value. Each parameter obtained by the Bayesian LSTM network training is the
mean and variance according to the distribution of the weights and biases. The difference
between the normal LSTM network and the Bayesian LSTM network is shown in Figure 4.

The LSTM neural network can be seen as a probabilistic model P(y|x, θ): a probability
given an input x ∈ Rp to each possible output y ∈ Y, using the set of parameters θ
including weights w and biases b, i.e., θ = [w, b]. We denote the training data x and y as
D, i.e., D = [x, y].
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Figure 4. The difference between the normal LSTM network and the Bayesian LSTM network. (a)
The parameters in the LSTM; (b) the example of the parameters in the normal LSTM; (c) the example
of the parameters in the Bayesian LSTM.

Given the training data D, Bayesian inference can be used to calculate the posterior
distribution of weights P(w | D) [62]. This distribution answers the predicted distribution
of unknown data through the input data value: the predicted distribution of the input data
x is given by P(y | x) = EP(θ | D)[P(y | x, θ)]. Until now, it is still difficult to find P(w | D).
The variational approximation to the Bayesian posterior distribution on the weights is a
feasible method. Variational learning finds the parameters (µ, σ) of a distribution on the
weights q(θ|µ, σ) that minimizes the Kullback–Leibler (KL) divergence [63] with the true
Bayesian posterior on the weights:

(µ, σ)∗ = arg min
µ, σ

KL[q(θ|µ, σ)||P(θ|D)] (5)

According to the Bayesian theory,

P(θ|D) =
P(D|θ)P(θ)

P(D)
(6)

and the definition of the Kullback–Leibler (KL) divergence, Equation (5) can be trans-
formed to:

(µ, σ)∗ = arg min
µ, σ

∫
q(θ|µ, σ) log

q(θ|µ, σ)

P(θ)P(D|θ)dθ (7)

Note that we discarded P(D) because it does not affect the optimized parameter
solution. Then, the cost function is set as:

Loss =
∫

q(θ|µ, σ) log
q(θ|µ, σ)

P(θ)P(D|θ)dθ (8)
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To keep the variance non-negative, we set it as σ = log(1 + exp(ρ)). Set ε as zero
mean Gaussian white noise, i.e., ε ∼ N (0, 1). Then, we have θ = µ + log(1 + exp(ρ)) ⊗
ε, where ⊗ is point-wise multiplication. Further, we can note that q(θ|µ, ρ) dθ = q(ε) dε,
then the derivative of Equation (8) can be calculated as the following:

∂

∂µ
Loss =

∂

∂µ

∫
q(θ|µ, ρ) log

q(θ|µ, ρ)

P(θ)P(D|θ)dθ (9)

∂

∂ρ
Loss =

∂

∂ρ

∫
q(θ|µ, ρ) log

q(θ|µ, ρ)

P(θ)P(D|θ)dθ (10)

Then, as for Equation (9), we have:

∂

∂µ
Loss =

∂

∂µ

∫
q(θ|µ, ρ) log

q(θ|µ, ρ)

P(θ)P(D|θ)dθ

=
∂

∂µ

∫
log

q(θ|µ, ρ)

P(θ)P(D|θ) q(θ|µ, ρ)dθ

=
∂

∂µ

∫
log

q(θ|µ, ρ)

P(θ)P(D|θ) q(ε)dε

=
∂

∂µ
log

q(θ|µ, ρ)

P(θ)P(D|θ)
∫

q(ε)dε

=
∂

∂µ
log

q(θ|µ, ρ)

P(θ)P(D|θ)

(11)

Similarly, Equation (10) can be derived further as the following:

∂

∂ρ
Loss =

∂

∂ρ
log

q(θ|µ, ρ)

P(θ)P(D|θ) (12)

Denote that:

Loss = log
q(θ|µ, ρ)

P(θ)P(D|θ) = log q(θ|µ, ρ)− log P(θ)− log P(D|θ)

then we have:

∂

∂µ
Loss =

∂Loss
∂θ

∂θ

∂µ
+

∂Loss
∂µ

=
∂Loss

∂θ
+

∂Loss
∂µ

(13)

∂

∂ρ
Loss =

∂Loss
∂θ

∂θ

∂ρ
+

∂Loss
∂ρ

=
∂Loss

∂θ

ε

1 + exp(−ρ)
+

∂Loss
∂ρ

(14)

Please note that the standard deviations of the ∂Loss
∂θ term of the mean and the gradient

are shared, and it happens to be the gradient found by the backpropagation algorithm on
the normal LSTM network. Therefore, to learn the mean and standard deviation, we can
calculate the gradient by backpropagation and then scale and translate it. We summarize
the optimization process as seven steps in Table 2.
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Table 2. The optimization process for the Bayesian LSTM networks.

Step Optimization Process

0 Set the scale parameter α as α ∈ (0, 1).
1 Sample the random variable ε as ε ∼ N (0, 1).
2 Set the initial value of the optimized parameters (µ, ρ).
3 Sample all the parameters as θ = µ + log(1 + exp(ρ)) ⊗ ε.
4 Set the cost function as Loss = log q(θ|µ, ρ)− log P(θ) + log P(D|θ).
5 Calculate the gradient by the mean with the training data D as4µ = ∂Loss

∂θ + ∂Loss
∂µ .

6 Calculate the gradient by the standard deviation with the training data D as
4ρ = ∂Loss

∂θ
ε

1+exp(−ρ)
+ ∂Loss

∂ρ .
7 Update the parameters (µ, ρ) as the following: µ← µ− α4µ, ρ← ρ− α4ρ.

3.3. Model Framework

We propose a distributed prediction model combining SCC and a deep learning
network for the prediction problem. The proposed model framework is shown in Figure 5,
and the model consists of three main components: selection nodes, sub-predictors, and
fusion nodes.

The selection node calculates the series causality of the data source and selects the
variables related to the target data as the network input. For each selected input variable,
a Bayesian LSTM sub-predictor is designed. Finally, we use the fusion node to fuse the
prediction results of multiple sub-predictors. An artificial neural network MLP is used in
the fusion node. MLP is a fully linked combination of artificially designed neurons, which
applies a nonlinear activation function to model the relationship between the input and
output.

4. Experiments
4.1. Dataset

Our experiments used the meteorological dataset in Shunyi District, Beijing, from 2017
to 2019. The data were measured hourly at meteorological station. The future temperature
was chosen to be predicted to test the proposed model. The data set contained 1095 days
for a total of 26,280 data samples to ensure sufficient training data. We selected the first
90% of the data for training and the remaining 10% for testing.

4.2. Experimental Setup

A PC with an Intel CORE CPU i5-4200U 1.60 GHz and 6 GB of memory was used for
the experiments. In the experiments, the default parameters in Keras and Pytorch were
used for deep neural network initialization. We used the ReLU as the activation function
of the Bayesian LSTM layer and the linear activation function of the MLP layer.

We set up one Bayesian LSTM layer and one MLP layer, and each layer’s size was
set to 24. The Adam algorithm was used for the supervised training, and the model was
trained by mini-batch sampling. The model hyperparameters, such as learning and batch
size, were obtained from experiments and are presented in Table 3.

Table 3. Hyperparameters for the experiments.

Layers Design Details Experiment Setup

Bayesian LSTM
Number of layers: 1
Number of neurons: 24
Sampling number: 4

Batch size: 30
Epochs: 100
Learning rate: 0.001

MLP Number of layers: 1
Number of neurons: 24
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Figure 5. Model framework.

The model’s performance was evaluated by the following four factors. The root-mean-
squared error (RMSE):

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)
2 (15)

where ŷi is the prediction, yi is the ground truth, and n is the number of data.
The mean-squared error (MSE) can reflect the value of the loss function of network

convergence and is defined as:

MSE =
1
n

n

∑
i=1

(yi − ŷi)
2 (16)

The mean absolute error (MAE) and Pearson correlation coefficient (R) between the
prediction and reference were also explored in the experiments.

MAE =
1
n

n

∑
i=1
|yi − ŷi| (17)

R =
∑n

i=1(yi − yi)(ŷi − ŷi)√
∑n

i=1(yi − yi)
2 ∑n

i=1(ŷi − ŷi)
2

(18)
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4.3. Case 1

In this case, the Bayesian LSTM model’s performance is verified and causality evalu-
ated by predicting the further temperature. We used the SCC to compare the correlation
between time series variables and selected the temperature and humidity as the distributed
deep model’s input data. We set the time step to 24 and got a total of 24 prediction steps.
The blue and red lines present the ground truth of temperature and the model’s predictive
results, respectively. The RMSE of the prediction is 3.203.

Figure 6 shows the comparison of the measurement data (the ground truth) and the
24 step forward prediction results. There is a light red band above and below the red line,
which is the variance of the Bayesian network’s result. It can be seen that the predictive
trend is close to the ground truth, and most of the forecast values are within the confidence
interval.

Figure 6. The prediction results of the temperature. The above picture is the prediction for the first
200 hours, which is a part of the bottom picture, in which we draw the results for about 21 days. We
can see that in the bottom picture, the sensor is out of order with two hours, in which the sensor
measurement data are zero. However, the prediction result effectively overcomes the sensor’s failure
and gives a daily temperature trend consistent with historical data.

From the actual measurement data, the prediction model’s input data caused by sensor
failure give the wrong measurement value. We can see that in the bottom picture, the sensor
is out of order in two hours, in which the sensor measurement data are zero. However, the
prediction result effectively overcomes the sensor’s failure and gives a daily temperature
trend consistent with historical data. However, the prediction result still maintains the
correct trend, which effectively overcomes the sensor failure.

4.4. Case 2

In this case, we calculated the causality of the four meteorological factors in the data
set and selected the best data for the network model. Because the SCC is zero between
temperature and rainfall, we did not consider the rainfall data in the prediction.

The data set used to predict the temperature is four meteorological elements, i.e.,
historical temperature, humidity, wind force, and wind direction. We first considered
two variables as the input of the network. We found that the predicted performance was
different in different combinations. This performance was related to the SCC parameter. In
another case, we increased the input signal to three or four. The results show that as the
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sensor input data increased, the prediction performance would not improve, but would
decrease instead.

Table 4 and Figure 7 show the comparison results with two inputs. It can be seen
from Table 4 that when historical temperature and humidity are set as the input, the best
prediction performance can be obtained, in which the RMSE, MSE, and MAE are 3.203,
10.260, and 2, respectively. Compared with other combinations of input, such as historical
temperature and wind force and historical temperature and wind direction, the RMSE,
MSE, and MAE decreased.

The larger the SCC, the more it shows that the data have more causality with respect to
the target data. As shown in Table 1, the historical temperature data and humidity have the
greatest correlation with the future temperature data. Therefore, using these two types of
data, compared with historical temperature data as the input, we can significantly improve
the prediction performance.

Table 4. Prediction performance with two inputs.

Input Data RMSE MSE MAE R

Historical temperature and humidity 3.203 10.260 2.000 0.940
Historical temperature and wind force 3.244 10.525 2.108 0.937
Historical temperature and wind direction 3.400 11.559 2.250 0.932

Figure 7. Comparison of prediction performance with two inputs. The input variables are historical
temperature and humidity, historical temperature and wind force, and historical temperature and
wind direction, respectively. We can find that when the inputs are the historical temperature and
humidity, the least RMSE, MSE, and MAE and the largest R can be obtained.

Then, we increased the input variables one-by-one, adding humidity, wind force, and
wind direction, separately. The performance of different numbers of inputs are shown in
Table 5 and Figure 8. We can see that when there was only historical temperature as the
input data, the RMSE, MSE, and MAE were 3.508, 12.305, and 2.331, respectively. Then,
when two inputs were used, that is together historical temperature with humidity, the
minimum prediction RMSE was 3.203. In addition, the MAE, MSE, and R were the best
also. However, when the input data increased and three input data were used, the RMSE
increased to 3.235. When four input data were used, the RMSE further increased to 3.230.
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Therefore, we can conclude that the experiments show that more input data do not result
in better prediction performance.

Table 5. Prediction performance with multiple inputs.

Input Data RMSE MSE MAE R

Historical temperature 3.508 12.305 2.331 0.930
Historical temperature and humidity 3.203 10.260 2.000 0.940
Historical temperature, humidity, and wind force 3.235 10.465 2.014 0.938
Historical temperature, humidity, wind force, and
wind direction

3.230 10.430 2.032 0.938

Figure 8. Comparison of prediction performance with multiple inputs. We can see that when two
input variables are used, compared with one input variable, the RMSE, MSE, and MAE decrease
and R increases, which shows that the performance is getting better. However, as the number of
input variables increases, the performance becomes worse. For example, when the input variables
are historical temperature, humidity, and wind force, the prediction performance worsens. Further,
when we use the four input variables, the performance is the worst.
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4.5. Case 3

In this case, we compared other deep network models with the methods proposed
in this paper. Among them, no baseline models included a feature selection process and
used all features as the network input. As shown in Table 6 and Figure 9, the RMSEs of
LSTM [27], GRU [28], CNN-LSTM [11], conv-LSTM [30], and the proposed Bayesian LSTM
were 3.714, 3.429, 3.630, 3.594, and 3.203 and the MSEs were 13.797, 11.759, 13.174, 12.915,
and 10.260, respectively. The MAEs were 2.467, 2.137, 2.406, 2.344, and 2.000, respectively.
Compared with LSTM and GRU, the RMSE of the proposed Bayesian LSTM decreased
by 13.76% and 6.59%, and the MSE decreased by 25.64% and 12.75%, while the MAE
decreased by 18.93% and 6.41%, respectively. Compared with other hybrid models, such
as CNN-LSTM and conv-LSTM, the results show that the Bayesian LSTM was the best,
obtaining the minimum RMSE of 3.203 and the least MAE of 2.000. Therefore, the Bayesian
LSTM can better fit the data and had the best prediction performance.

Table 6. Prediction performance with different models.

Model RMSE MSE MAE R

LSTM [27] 3.714 13.797 2.467 0.927
GRU [28] 3.429 11.759 2.137 0.930

CNN-LSTM [11] 3.630 13.174 2.406 0.922
Conv-LSTM [30] 3.594 12.915 2.344 0.931

The proposed Bayesian LSTM 3.203 10.260 2.000 0.940

Figure 9. Comparison of the prediction performance with different sub-predictors. We can find that
the proposed model with the Bayesian LSTM is the best, obtaining the least RMSE, of 2.374, MSE,
and MAE and the largest R.

5. Conclusions

This article focuses on multivariate noisy measurement data modeling and prediction
and proposes a distributed deep Bayesian LSTM prediction network based on causality
entropy. The performance of the model was verified on real weather data sets.

In a multi-sensor system, the actual data set is usually non-linear and noisy. There-
fore, analyzing the correlation between measurement from a multi-sensor system is very
important for predicting. We developed the SCC to analyze the original multidimensional
variables and then selected the most causal variable for the target variable. The SCC can re-
duce the total amount of data entered into the network, thereby reducing the computational
burden of the network. It also reduces errors caused by unnecessary input.
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As we all know, neural networks have a strong ability to fit nonlinearity. However,
we found that the measurement data from the multi-sensor system have complex noise.
We used the Bayesian LSTM to reduce the influence of noise on the neural network. The
model was modeled by weight sampling, and then, the average was taken to obtain a more
stable output.

In future research, we can consider other causality analysis methods. We will also
replace the MLP with other fusion methods to reduce the network model’s parameters for
the fusion results. The proposed approaches in the paper can combine other parameter
estimation algorithms [32,64–67] to study the parameter identification problems of linear
and nonlinear systems with different disturbances [68–72], and to build the soft sensor
models and prediction models and can be applied to other fields [73–77] such as signal
processing and process control systems.
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Abstract: Android devices are currently widely used in many fields, such as automatic control,
embedded systems, the Internet of Things and so on. At the same time, Android applications (apps)
always use multiple permissions, and permissions can be abused by malicious apps that disclose
users’ privacy or breach the secure storage of information. FlowDroid has been extensively studied
as a novel and highly precise static taint analysis for Android applications,. Aiming at the problem of
complex detection and false alarms in FlowDroid, an improved static detection method based on
feature permission and risk rating is proposed. Firstly, the Chi-square test is used to extract correlated
permissions related to malicious apps, and mutual information is used to cluster the permissions
to generate feature permission clusters. Secondly, risk calculation method based on permissions
and combinations of permissions are proposed to identify dangerous data flows. Experiments show
that this method can significantly improve detection efficiency while maintaining the accuracy of
dangerous data flow detection.

Keywords: automatic control; mutual information; static detection; Chi-square test; permission; Flow-
Droid

1. Introduction

Google Android is a mobile operating system that is widely used in many fields [1,2].
With the development of the Internet of Things, Android quickly gained a large proportion
of the market share. At the same time, the number of malicious applications (apps) has
been increasing [3] and over the last few years, the amount of malware has increased
significantly. According to a recent report from McAfee, over 1.6 million new examples of
mobile malware were discovered in the first quarter of 2019 [4]. Therefore, the detection of
Android malware with a high accuracy rate and high efficiency is an important issue.

Various approaches have been proposed in previous works with the intention of
detecting Android malware. These approaches can be categorized into static analysis,
dynamic analysis or hybrid analysis [5]. Dynamic analysis means that, in the process of
running an application, the flow of privacy information and data is tracked and captured,
and the malicious tendency of application behavior is analyzed and judged. Dynamic
analysis can monitor and track the flow of private data in real time [6] and is not affected
by code obfuscation, encryption and other factors. However, privacy leaks that are not
triggered at runtime cannot be detected, and the low code coverage causes a high missing
rate. At the same time, real-time operation results in greater resource consumption [7]. In
the case of resource shortages on mobile devices, the system efficiency will be seriously
affected. In contrast to dynamic analysis, static analysis is done without running an app.
In static analysis, features such as permissions and API calls are extracted from the app
source code by reverse engineering to analyze and infer suspicious behavior from an app
and discover problems in different stages of the entire life cycle, verifying the security
of app at the source code level. As a highly influential static analysis tool for Android
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apps, FlowDroid [8] has the advantage of wide code coverage and it can detect many
malicious behaviors that cannot be detected by dynamic analysis. However, source code
level analysis will bring a large amount of irrelevant detection while leading to high false
positives and low detection efficiency, decreasing the availability of these tools. In our
experiments, for apps over 10 MB in size, FlowDroid reports timeouts and insufficient
memory. Even for the two apps from the FlowDroid samples, the test takes nearly an hour.

Research and experiments show that app security threats are strongly correlated with
some characteristic permissions [9]. When using FlowDroid, only those flow paths that
actually cause privacy leakages need to be considered, which significantly reduces the scale
of analysis and improves efficiency. This paper proposes a redundancy resolution method
for FlowDroid, which can cluster the correlated permissions and calculate the risks of flow
paths. This paper provides the following two contributions:

(1) We propose a permission clustering method based on the use of permissions by
malware. Compared with all the permissions of the Android system, the proposed
permission cluster contains only a few permissions. By monitoring these permissions
and the related call paths in FlowDroid, the analysis can be greatly simplified.

(2) We propose a lightweight malicious application detection method based on the
permission clusters and FlowDroid in this article. This method is suitable for pre-
installed software and user-installed software. We improved FlowDroid so that it
can only monitor the call paths that are related to the permissions in the permission
cluster and meet certain risk conditions. This greatly reduces the detection time and
memory usage.

2. Related Work

The static analysis of Android malware relies on Java bytecode, which is extracted by
disassembling an app. The manifest file is also a source of information for static analysis.
Kirin [10] is the safety inspection scheme for app installation, which operates by defining
security rules to identify dangerous permission combinations; the installation strategy
is formulated based on the use of security rules as detection criteria. However, due to
the small number of rules and the lack of representation of permission combinations, the
detection efficiency and the accuracy cannot be guaranteed. TrustDroid [11] provides
two alternative detection modes: real-time detection on the mobile device side and static
analysis on the server side, converting the data flow to a tree structure using Jasm in
middle code representation to generate a function call graph, preventing untrusted apps
from leaking user privacy information. The resource consumption of TrustDroid is also
extremely high. LeakMinder [12] analyzes the security of apps from the third-party market
and decompiles Android application package (APK) files by reverse engineering. Based on
a predefined source and sink, LeakMinder generates a call graph and data flow diagram
and finds possible privacy leak paths. However, implicit data leaks cannot be detected.
Besides, designed artificially sources and sinks are not particularly representative, which
results in contingency and inaccuracy. Cen et al. [13] proposed the use of a probabilistic dis-
criminative model based on regularized logistic regression for Android malware detection.
The probabilistic discriminative model works well with permissions and achieves the best
detection results by combining both decompiled source code and application permissions.
Kang et al. [14] proposed a method that detects and classifies Android malware using static
analysis with the combination of the attacker’s information. The effectiveness of Android
malware detection is improved by integrating the attacker’s information as a feature, and
the method categorizes illegitimate applications into homogeneous classes. Song et al. [15]
proposed an integrated static framework using a filtering technique consisting of four
layers to identify and evaluate mobile malware on Android. Sun et al. [16] presented
an approach that interfaces static logic-structures and dynamic runtime information to
detect Android malware. Behavior similarity is used for the classification of malware.
The results showed that the approach is easy to implement and has low computational
overheads. Rovelliet al. [17] presented a permission-based malware detection system that
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uses machine learning classifiers on the behavioral patterns to consequently distinguish
inconspicuous applications. DAPASA [18] is an approach used to detect Android piggy-
backed apps through sensitive subgraph analysis. DAPASA generates a sensitive subgraph
(SSG) to profile the most suspicious behavior of an app. Five features are constructed from
SSG to depict the invocation patterns. The five features are fed into the machine learning
algorithms to detect whether the app is piggy-backed or benign. Talha et al. [19] presented
a permission-based Android malware detection system consisting of three components,
namely the central server, Android client and signature database, and static analysis is used
to categorize the Android application as normal or harmful. Li et al. [20] raised the issue
of considering interaction terms across features for the discovery of malicious behavior
patterns in Android applications and proposed a classier for Android malware detection
based on a factorization machine architecture.

FlowDroid [8] was proposed by Arztet al. in 2013 and has been widely studied and
applied in the field of Android static analysis. FlowDroid is considered as a context, flow,
field and object-sensitive and lifecycle-aware static taint analysis tool for Android apps. To
increase recall, FlowDroid creates a complete model of Android’s app lifecycle. However,
a large number of normal paths are also detected while the entire life cycle is analyzed,
causing false positives and low efficiency. The main purpose of this paper is to improve
the analysis efficiency and applicability of FlowDroid.

3. Preliminaries
3.1. Android Permission

The Android system is an extension based on Linux, which provided the permission
mechanism [21]. Operations that apps can perform are specified to limit the software’s
ability to manipulate systems or other software. The Android permission mechanism
requires developers to apply for permissions they need in Android’s Manifest.xml and
gets user’s consent during installation to access system resources and functional compo-
nents by calling the related API. Android protects sensitive systems and user information
by restricting apps from accessing system resources with permissions other than those
declared. Android uses a coarse-grained permission management mechanism and no
longer reviews the running process after granting permissions; thus, malicious apps ex-
ploit users’ ignorance of permissions and the coarse-grained permission management of
Android’s permission mechanism to access or even leak sensitive information. Android 8.0
provides 135 permissions and corresponding APIs to access system resources. In fact, only
a small portion of permission usage can lead to sensitive information leakage. If malicious
application-independent permission calls are accurately excluded from detection, the data
paths that need to be detected in static analysis can be significantly reduced, thus reducing
the false alarm and improving detection efficiency.

3.2. FlowDroid

FlowDroid, based on Soot [22], works directly at the bytecode level and does not
require access to an app’s source code. It parses the APK file of an Android app, converts
the Java code into Jimple middle code, simulates the life cycle of an Android app to handle
callback functions and generates a call graph (CG) and inter-procedural control-flow graph
(ICFG) [23,24] to trace taints (Figure 1). It uses the Interpretural Finite Distributive Subset
(IFDS) to model data flow propagation and generates complete, polluted data flow paths
by the Heros framework [25]. Therefore, FlowDroid has very high requirements in terms
of computing and memory resources. For Enriched1.apk (a sample application of which is
shown in [25]), a total of 46 nodes and 78 function call paths were generated (Figure 2 shows
a partial call graph of these). The call graph composed of the data paths to be analyzed is
very complex, and there is a large number of callbacks and callback relationships between
functions, which leads to high time and resource costs.
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Our experiments show that FlowDroid usually reports timeout or out-of-memory
errors for apps with a size larger than 10 MBytes. The reason for this is that an Android
app often involves dozens of components at runtime, and the interaction between multiple
components leads to hundreds of callback methods.

Although full-scale analysis can ensure high accuracy, it results in an unnecessary
amount of analysis. FlowDroid should be improved in two aspects as follows:

(1) There is no further analysis of taint paths, and the large number of false positive paths
results in low accuracy.

(2) There is no clear analysis content and there are no taint path identification criteria.
This leads to a large number of irrelevant detection paths, resulting in excessive
memory and time consumption.

3.3. Mathematical Background

The Chi-square test is a hypothesis testing method used to determine whether two
variables are independent. For two discrete variables, it can be concluded whether there is
a correlation between them by using the Chi-square test. The larger the Chi-square value,
the greater the deviation between the two variables, the smaller the correlation between
them and the stronger the independence. When the value of Chi-square reaches 0, that
means the factors are exactly the same. The formula of the quaternary Chi-square test is as
follows:

χ2 =
N(AD− BC)2

(A + B)(C + D)(A + C)(B + D)
(1)
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For an abstract random variable, to remove its uncertainty, a certain amount of infor-
mation needs to be used, and information entropy is a mathematical measure of this. The
higher the information entropy is, the larger the amount of information that needs to be
introduced and the lower the information entropy is, and the less information is needed.
The information entropy of X is defined as:

H(X) = −∑
n

P(X)log2P(X) (2)

In order to determine the influence of the information entropy between two variables,
the information entropy of X can be obtained when Y appears, as shown in Equations (3)
and (4):

H(X|Y) = −∑
n

P(Y)∑
n

P(X|Y)log2P(X|Y) (3)

H(X, Y) = H(X) + H(Y|X) = H(Y) + H(X|Y) (4)

where H(X|Y) is the conditional information entropy, P(X|Y) is the conditional proba-
bility and H(X, Y) is the joint information entropy. According to the above equations, the
mutual information values of X and Y can be obtained as I(X; Y):

I(X; Y) = H(X)− H(X Y) = −∑ P(X, Y)log
P(X, Y)

P(X)P(Y)
(5)

4. The Improved Detection Method

Flowdroid analyzes all data paths, resulting in high false positives and high resource
requirements. This paper presents a redundancy resolution method based on feature
permissions and risk. The purpose is to exclude the large number of irrelevant paths
(security paths) for static analysis. The lightweight FlowDroid, named Permission-based
FlowDroid (PBFlowDroid), is proposed based on above methods. Figure 3 shows the
architecture of PBFlowDroid.
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missions and risk. The purpose is to exclude the large number of irrelevant paths (security 

paths) for static analysis. The lightweight FlowDroid, named Permission-based 

FlowDroid (PBFlowDroid), is proposed based on above methods. Figure 3 shows the ar-

chitecture of PBFlowDroid. 
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Firstly, the Chi-square test is used to extract permissions related to malicious applica-
tions, and these permissions (malicious sensitive permissions) are classified into permission
clusters by a clustering algorithm based on mutual information. Thus, the large number
of permissions is reduced to a small number of permission clusters which are considered
in static analysis. Secondly, different permissions or combinations of permissions bring
different risks to user privacy or system security. To improve the accuracy of analysis,
a risk assignment and calculation algorithm for single permissions or combinations of
permissions is proposed. With these methods, all paths are given a risk value. Using the
risk value of each path, the security of the taint data flow propagation path generated by

331



Entropy 2021, 23, 174

control flow [26] and data flow can be determined, notifying the user whether the taint
data flow is a safe path, ensuring the accuracy of static analysis and improving the analysis
efficiency.

4.1. Permission Cluster Extraction

In Android, each permission has the two states of “request” and “no request”, which
are independent of the number of requests. This scenario is suitable for the Chi-square test.
In this study, the quaternary Chi-square test is used; the Chi-square of permission p is as
follows:

χ2(p) =
N
(

ApDp − BpCp
)2

(
Ap + Bp

)(
Cp + Dp

)(
Ap + Cp

)(
Bp + Dp

) (6)

where N denotes the total number of app samples, which consists of X malicious apps and
Y normal apps. For permission p, requests by malicious apps and normal apps are counted
as Ap and Bp. The numbers that do not apply for p by malicious apps and normal apps are
counted as Cp =

(
X− Ap

)
and Dp =

(
Y− Bp

)
, as Table 1 shows.

Table 1. Chi-square test distribution of permission p.

Number of Malicious Apps (X) Number of Normal Apps (Y)

Apps with permission p Ap Bp
Apps without permission p Cp =

(
X− Ap

)
Dp =

(
Y− Bp

)

As for χ2,the Chi-square test provides a threshold checklist as a criterion of reliability.
For each permission, the probability of it relating to a malicious application is obtained by
referring to the Chi-square test threshold table [27]. The larger the probability, the more
malicious applications tend to have the corresponding permission, while a Chi-square
value less than 0.5 indicates that the permission has almost no correlation with malicious
applications. In our experiment, the top 20 permissions with a Chi-square value greater
than 0.5 are regarded as permissions with a high correlation with malicious applications,
as shown in Table 2.

Table 2. Permissions clusters, Chi-square and risk assignment.

Permission Clusters Permissions χ2 Risk Value

c0

INTERNET
ACCESS_NETWORK_STATE

CHANGE_WIFI_STATE

7.693
6.622
6.178

7

c1

CALL_PHONE
READ_CONTACT

READ_PHONE_STATE

6.334
4.236
3.855

6

c2

WRITE_EXTERNAL_STORAGE
GET_ACCOUNT
WRITE_SETTING

6.012
3.821
2.706

5

c3

SEND_SMS
RECIEVE_SMS
WRITE_SMS

5.844
4.689
4.023

4

c4
ACCESS_COARSE_LOCATION

ACCESS_FINE_LOCATION
5.672
2.755 3

c5

RECIEVE_BOOT_COMPLETED
INSTALL_PACKAGE

WAKE_LOCK

5.522
3.237
2.468

2

c6

DEVICE_POWER
CAMERA

FLASHLIGHT

1.355
1.224
0.698

1
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The Chi-square test selects the permissions to be investigated and significantly reduces
the candidate paths for static analysis. Even with 20 permissions, the number of paths that
can be associated with some apps is still quite large. In fact, permissions are not indepen-
dent of each other. When one app applies for a certain permission, other permissions of
the same type that are related to achieve a combined function are also applied, which leads
to strong correlation between permissions. For example, “READ_SMS” and “WRITE_SMS”
are often applied and used at the same time. In static analysis, if two permissions with high
correlation are detected separately, multiple detection results will be generated. This may
decrease the accuracy of detection. To solve this problem, we use the clustering algorithm
to cluster the selected permissions so that each cluster is representative.

Permission is a discrete kind of feature information, and the similarity between
permissions can be measured by mutual information based on information entropy. We use
Pm(X) and Pn(X) to represent the probability that permission X will be maliciously applied
and normally applied, respectively. Then, the information entropy H (X) of permission X is
as follows:

H(X) = −(Pm(X)log2Pm(X) + Pn(X)log2Pn(X)) (7)

The mutual information values of permissions X and Y are calculated by formula (5).
In order to describe the similarity between permissions X and Y more intuitively, the
correlation between the two permissions can be obtained by (8):

Cor(X, Y) = 2×
[

I(X, Y)
H(X) + H(Y)

]
(8)

where the value of Cor(X, Y) is located between [0, 1]. A value of 0 means that permission
X and Y are completely unrelated; the larger the value, the greater the correlation between
them.

In this paper, a clustering method based on mutual information is proposed to cluster
the selected permissions (which in our experiment, the number of permissions is 20 as
shown in Table 2) to generate feature permission clusters (FPC) with low similarity between
clusters and high similarity within clusters and further remove irrelevant detections in
static analysis.

The steps of the clustering algorithm based on mutual information are as follows:

Clustering Algorithm Based on Mutual Information:
Input: Permissions set Obtained by Chi-Square Test: S = {p0, p1, · · · , pn}
Output: Cluster Sets: C = {c0, c1, · · · , cm}, m ≤ n

(1) Take the first element p0 in S as the first element of c0, and delete p0 from S.
(2) For each pi in S
(3) for each cj 6= null in C do

(4) if Cor
(

cj, p0, pi

)
> T then

(5) add pi to cj;
(6) else
(7) create a new cin C, and add pi to c;
(8) end if
(9) end for
(10) end for
(11) for each ci in C
(12) if Num(ci) < 3 then
(13) cluster the similar Cor in (ci , and put it to a new c in C
(14) end if
(15) end for
(16) output C
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After clustering, the permissions with high correlation with malicious apps were
clustered into multiple clusters (we have seven clusters in our experiment, from c0~c6, as
shown in Table 2).

FPC extraction not only eliminates irrelevant paths caused by permissions unrelated
to malicious applications but also eliminates the correlation within the permission clus-
ter, further eliminating the redundancy in static detection and improving the detection
efficiency.

4.2. Risk Calculation

App security threats are strongly correlated with some characteristic permissions [9].
Operations corresponding to different permissions pose different threats to user privacy
and system security [9]. For example, the operation of applying for network permission
often transfers privacy settings on a device to other addresses involving the interaction
between user information and the outside world, and so the threat degree is greater; the
permission of applying for the device’s local location only obtains the current user’s status
and does not interact with the outside world or affect the security of the device, so the
threat degree is general.

To visualize the risk level of different permission clusters, we use the risk value to
describe it. The risk value is the quantification of the risk of each permission cluster, and
the risk value of each permission in the same cluster is the same. The selection of these
values is not unique, and only three conditions need to be met:

(1) The risk value decreases as χ2 of permission cluster decreases;
(2) The risk values of c0 to ck−1 are greater than 1;
(3) The risk values of ck to cm are greater than 0;

Where m + 1 is the number of cluster sets, and k is used to classify clusters into high
risk clusters and low risk clusters. In our experiment, the m is 6 and we choose 4 as the
value of k.

These limitations are related to analytical calculation methods. When assigning risk
values to each cluster, in this paper, we select a simple assignment that satisfies the above
three conditions. It should be noted that the threshold value in 5.1 is related to the risk value;
this is an empirical value obtained through experiments. Different risk value assignments
will correspond to different threshold values. In our experiment, the risk value for each
cluster is shown in Table 2.

When an app performs an operation or acquires a resource, it sometimes applies for
more than one permission, which forms a combination of permissions. A combination of
permissions may pose a greater threat to the system than a single permission [28]. In our
experiment, we refer to [10] to calculate the risk value of an app, and the calculation rules
are as follows:

Rule 1: For a single requested permission, the risk value RS is the sum of the risk value
for each permission:

Rs =
M

∑
i=1

R(pi) (9)

where R(pi) is risk value of permission pi, and pi is the single permission requested by the
app.

Rule 2: For any requested combination of permissions PCj with where permissions
belong to clusters c0 to ck−1, the risk value RC

(
PCj

)
is defined as:

Rc
(

PCj
)
=

{
∏ R(pi), pi ∈ cj and j < k
∑ R(pi), pi ∈ cj and j ≥ k

(10)
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and the risk of the combined permissions is defined as the sum of all risk values of each
combination of permissions; that is,

Rc =
m

∑
j=0

Rc
(

PCj
)

(11)

Rule 3: The risk value R of an app is defined as the logarithmic mean of the total risk
value:

R =
log(RS + RC)

M
(12)

where M is the total number of requested single permissions and combinations of permis-
sions.

In general, a normal app provides multiple services to satisfy users’ functional needs,
and several permissions are used, whereas a malicious app has simpler functions but uses
permissions with a higher risk value [29]. Therefore, we use the mean risk rather than the
total risk to evaluate the risk of an app. For apps whose R is less than a threshold, it can be
preliminarily judged as a secure application. For apps with a higher R than the threshold,
the mapping between the permission and corresponding API is constructed and added to
the Source set, then the security decision of the taint data flow is entered.

4.3. Filtration of Taint Data Flow

The function call graph generated by FlowDroid is very complex. Frequent calls
between functions cause a large number of redundant detection paths, which makes the
further static analysis cost very high. In this study, data paths from native FlowDroid are
further filtered based on the risk value.

On the basis of the definition of native FlowDroid, we define the following extra
variables:

(1) Route: the taint transmission path set. The element is a pair—<source, sink>—and it
indicates that there is a taint transmission path from source to sink, where source ∈
Source and sink ∈ Sink.

(2) LeakRoute: the privacy leak path set. The element is a triple—<source, sink, risk>—and
it indicates that there is a leak path from source to sink with a risk value of risk. The
filtering method is shown in Figure 4.

For the filtering method in PBFlowDroid, the criterion is whether the risk value of
the path is higher than the threshold. Based on the risk calculation for the path in the call
graph, the filtering method extracts the paths with a higher risk value to LeakRoute. In
this way, we obtain all the pollution paths and identify the data paths with a high risk
of privacy leakage. Because the filtering method reduces the data paths to be analyzed,
not only is the analysis time shortened, but also the accuracy of pollution analysis can be
improved due to the elimination of false positive paths.

From the above, PBFlowDroid introduces a high-risk pollution path detection method
and reduces the scale of pollution paths to be analyzed. Furthermore, PBFlowDroid can
solve the challenge of the high false-positive and false-negative rate of analysis in native
FlowDroid.
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5. Experiments

This section tests the accuracy and efficiency of the proposed PBFlowDroid. The
computer used was a Z600 WorkStation with an Intel (R) Xeon (R) E5540 @ 2.53 GHz
CPU and 4.00 GB of physical memory. All tests were run on Windows 7 with Oracle’s
Java Runtime version 1.8 (64 bit). Android 6.0 with Android-23 SDK was used in all
experiments.

5.1. Accuracy Experiments

In this experiment, 500 normal apps from Google Play and 50 malicious apps from
GitHub’s Malicious Application Sample Library [5] were used as test samples. The risk
value R of each successfully tested app was calculated. An app with an R value less than
the threshold was recognized as a normal application; otherwise, it was identified as a
malicious application. The risk threshold was an unknown parameter at the beginning
of the experiment. We were inspired by machine learning [30] and used one-tenth of the
experimental data as a training set to obtain the risk threshold. The training set contained
50 randomly selected normal apps and five malicious apps. By calculating the risk value of
all apps in the training set and selecting the threshold to minimize the false positive rate,
we obtained the risk value threshold. Other data were used as the validation set. In our
experiments, we set 0.12 as the threshold value. Table 3 shows the results.

Table 3. Result of testing.

Disassembled Successful R ≥ 0.12 R < 0.12

500 normal apps 413 81 332
50 malicious apps 35 27 8
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In our experiments, 413 normal apps and 35 malicious apps were decompiled. Among
the 413 normal apps, 332 were correctly identified and the other 81 were identified as
malicious apps. The detection rate for the normal sample was 80.4%, and the false alarm
rate was 19.6%. In total, 27 of 35 malicious apps were correctly identified. The omission ratio
was 22.8% and accuracy rate was 77.2%. Compared with the test results of native FlowDroid
in Droid Bench, where 30 malicious applications were detected out of 39 apps, with an
accuracy of 76.9% [8], the proposed method guaranteed sufficient detection accuracy.

Table 4 gives the number of permissions in application as M and the taint paths and
risk value as R for some apps. We can see that the R values of FangTianxia and MeiPai were
0.134 and 0.121, respectively; they were reported as malicious apps.

Table 4. Detection results for some apps.

Type Number
Result

App Name M Taint Paths R

News 8
Toutiao 28 53 0.091

Funinput.Digit 29 43 0.089
Sina news 36 36 0.071

Social media 8
Zhihu 29 42 0.083

BaiduTieba 26 61 0.099
Weibo 27 48 0.096

Services 7
Dianping 27 49 0.097

FangTianxia 18 38 0.134
Ganji 24 43 0.103

Tools 8
TencentMobileManager 41 103 0.064

SougouTypewriting 24 49 0.104
UC Browser 38 58 0.068

Entertainment 6
MeituXiuXiu 26 47 0.098

Iqiyi 28 54 0.092
MeiPai 20 38 0.121

Others 45

Malicious
applications 35

com.estrongs.android.pop. apk 7 20 0.311
com.evernote. skitch.apk 18 42 0.133

com.gau.go.launcherex.apk 9 28 0.250
com.opera.browser.apk 16 46 0.153

com.outfit7.talkinggina.apk 19 51 0.134

5.2. Efficiency Experiments

In PBFlowDroid, only data paths with a higher risk value are analyzed, which reduces
the detection complexity. In this section, a comparative test with native FlowDroid in
terms of detection time and memory consumption was performed. When we reproduced
FlowDroid in our experimental environment, we found that FlowDroid took more than
104 s to analyze some apps, and the magnitude of the results of the completed path analysis
was generally between 104 to 105. Because the time complexity of FlowDroid is orders of
magnitude different from the method proposed in this article, we do not compare the apps
directly in this article. Thus, 500 test samples were randomly selected from Google Play
with sizes ranging from 50 KB to 60 MB. For apps larger than 10 MB, FlowDroid reports
a timeout or out-of-memory error. Table 5 shows the time and memory consumption of
PBFlowDroid for eight apps.
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Table 5. Time and memory consumption comparison (OOM: out of memory).

Name Size
Runtime Memory Consumption

FlowDroid PBFlowDroid FlowDroid PBFlowDroid

1 InsecureBank.apk 58.5 KB 29.33 s 14.24 s 82.73 MB 52.26 MB
2 outfit7.talkinggina.apk 109 KB 41.1 s 19.58 s 241.55 MB 130.45 MB
3 com.evernote.skitch.apk 139 KB 51.76 s 18.21 s 272.56 MB 133.66 MB
4 BadNews.apk 1.37 MB 73.19 s 29.01 s 349.33 MB 166.14 MB
5 FakeCallandMessage 3.39 MB 82.01 s 41.73 s 428.16 MB 212.36 MB
6 BaiduNews 23.66 MB Time Out 48.86 s OOM 325.88 MB
7 SougouTypewriting 33.96 MB Time Out 101.14 s OOM 344.16 MB
8 YoudaoNote 63.23 MB Time Out 215.84 s OOM 683.25 MB

With the increase of the app size, the memory consumption increases significantly for
both tools. For FlowDroid, memory is quickly exhausted, making the detection fail. For
PBFlowDroid, memory consumption is kept within 4 GB and all tests were successful in
our experiments.

Table 6 lists the multiple classification algorithms supported by PUMA [31] and their
results. However, machine learning algorithms, including the method proposed by PUMA,
can only discriminate whether an app is a malicious app through the use of permissions and
cannot analyze how apps abuse permissions. In contrast to machine learning algorithms,
our method and FlowDroid can not only analyze whether an app is a malicious app but
also analyze its usage of permissions. Moreover, the results in Table 5 show that our app
analysis consumes less resources than FlowDroid.

Table 6. Android malware detection results for the different algorithms.

Algorithm Configuration Accuracy

NaiveBayes None 67.64%
IBK 10 K = 10 78.94%

RandomForest I = 10 85.82%
FlowDroid None 76.9%

PBFlowDroid None 77.2%

6. Conclusions

FlowDroid is a static taint analysis tool widely used for Android apps. However, the
call graph generated by FlowDroid grows exponentially as the size of the app increases,
which reduces its availability. Research shows that the security threat of an app mainly
comes from its abuse of permissions, and not all permissions will lead to a leakage of
sensitive information. This paper proposes a method to identify dangerous data paths,
and secure paths are filtered in further analysis. In this way, the call graph is greatly
simplified and the resource requirements in the analysis process are significantly reduced.
On the other hand, we used the Chi-square test and mutual information values to extract
the correlated permissions and proposed risk calculation method considering permission
combinations. In this way, a more accurate risk value is taken as a criterion to reduce
misjudgment. The experimental results show that our proposed method reduces the
complexity of detection significantly, and the detection accuracy is guaranteed.

In our future work, the communication between processes needs to be taken into
account, and the assessment of communication risk is worth exploring. This will help to
deal with the collusion attack problem. Second, the risk value of the data path should be
determined based on API, application components and other features [32] rather than only
permissions to improve the accuracy of pollution path identification. Third, the distinction
between small malware and large malware should also be considered. We will import some
large malware to the test set in our next work and prove the applicability of PBFlowDroid
to large malware.
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