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Many of the most common diseases are influenced by a combination of multiple
factors, which include environmental effectors, as well as genetic and epigenetic variations.
Therefore, these diseases are grouped under the term “complex” diseases because, from
the point of view of genetics, they cannot be explained by simple Mendelian inheritance.

The aim of this Special Issue was to identify genetic and epigenetic factors involved
in such diseases, in order to improve not only the knowledge of risk factors for those
diseases, which could be of help for prevention, but also to improve the understanding and
characterization of each disease, and to optimize and personalize their treatment.

On the one hand, seven research articles identified genetic and epigenetic variations
of relevance for pediatric and adult malignancies, coronary artery disease, body shape and
metabolic traits, and Alzheimer’s Disease.

In particular, two articles focused on pediatric malignancies. While Schedel et al.
identified a germline variant in RAD21 that can predispose to childhood lymphoblastic
leukemia or lymphoma without displaying a Cornelia-de-Lange syndrome phenotype [1],
Michler et al. identified a germline variant in POT1 in a child with acute myeloid leukemia
and showed a connection between this variant and POT expression and telomeric dysregu-
lation [2]. Regarding adult malignancies, Pacholewska et al. identified local decreases in
methylation levels in chronic lymphocytic leukemia patients harboring mutations at SF3B1,
mostly in proximity to telomeric regions, enriched in cancer-related signaling genes [3],
and Campos Gudiño et al. observed that SKP1, CUL1, and F-box protein complex member
genes were frequently altered at the genetic and epigenetic levels in many cancer types,
which might contribute to the development and progression of these malignancies [4].

Regarding other disease entities, Chou et al. proposed that combining resistin and
sST2 levels with weighted genetic risk scores of RETN and IL1RL1 could be helpful for
the prediction of outcome in coronary artery disease [5]. Moreover, Wu et al. showed
that genetic and epigenetic variations of KLF14 were associated with body shape indices,
metabolic traits, insulin resistance, and metabolically healthy status, effects that were medi-
ated by age, sex and obesity [6]. Finally, Tortora et al. hypothesized that a polymorphism
in CD33 could be a risk factor for Alzheimer’s disease, through the binding of sialic acid,
acting as an enhancer of the CD33 inhibitory effects on amyloid plaque degradation, based
on in silico analyses [7].

On the other hand, four articles reviewed the literature on the role of genetic variants
in vitamin D-binding protein-related diseases, psoriatic disease, vasovagal syncope, and
virus-induced epigenetic changes that lead to carcinogenesis.

First, Rozmus et al. reviewed the relationship between polymorphisms in the VDBP
gene which might lead to vitamin D deficiencies and diseases such as diabetes, polycystic
ovarian syndrome, metabolic syndrome, or Parkinson’s disease [8]. Secondly, Queiro et al.
discussed the association of genetic variants in the NF-κB pathway with the risk of suffering
psoriatic disease, as well as with the comorbidities that frequently accompany it, and their
relevance for improving treatment selection [9]. Then, Matveeva et al. summarized data
on the genetics of vasovagal syncope, describing the inheritance pattern of the disorder,
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candidate gene association studies and genome-wide studies [10]. Lastly, Pietropaolo et al.
reviewed the role of epigenetic changes that take place in the host cells in virus-induced
cancers [11].

As a whole, this Special Issue covers different aspects of genetic and epigenetic varia-
tion with a role in different complex diseases, sheds light on possible pathways that lead to
their involvement in these diseases, and suggests possible applications of such knowledge.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Somatic loss of function mutations in cohesin genes are frequently associated with various
cancer types, while cohesin disruption in the germline causes cohesinopathies such as Cornelia-de-
Lange syndrome (CdLS). Here, we present the discovery of a recurrent heterozygous RAD21 germline
aberration at amino acid position 298 (p.P298S/A) identified in three children with lymphoblastic
leukemia or lymphoma in a total dataset of 482 pediatric cancer patients. While RAD21 p.P298S/A
did not disrupt the formation of the cohesin complex, it altered RAD21 gene expression, DNA
damage response and primary patient fibroblasts showed increased G2/M arrest after irradiation
and Mitomycin-C treatment. Subsequent single-cell RNA-sequencing analysis of healthy human
bone marrow confirmed the upregulation of distinct cohesin gene patterns during hematopoiesis,
highlighting the importance of RAD21 expression within proliferating B- and T-cells. Our clinical
and functional data therefore suggest that RAD21 germline variants can predispose to childhood
lymphoblastic leukemia or lymphoma without displaying a CdLS phenotype.

Keywords: acute lymphoblastic leukemia; trio sequencing; germline cancer predisposition; RAD21;
cohesin complex

1. Introduction

The cohesin complex is one of the most essential keepers of genome stability, ensuring
proper cell development and proliferation. Cohesin complex genes are ubiquitously ex-
pressed and are indispensable for cell survival [1]. Its central element is a highly conserved
protein complex, formed as a ring-like structure by the helical proteins SMC1 and SMC3,
which are in turn connected by RAD21 [2] and STAG 1/2 (also known as SA 1/2) [3,4]
(Figure 1A). The co-factor WAPL is important for the cleavage in early phases of mito-
sis [5–7] and PDS5B can act both as maintenance and as a cohesin releasing factor [8].
Cohesin genes are first and foremost known for their involvement in chromatid aggrega-
tion and organized segregation in anaphase [9–11] with RAD21 cleavage marking the onset
of anaphase [12]. Additionally, the complex participates in DNA double-strand break (DSB)
repair, by holding the chromatids together during homologous recombination [13,14]. More
recently, the cohesin complex has been implicated to govern the structure and function of
chromatin. In this regard, the complex is involved in gene transcription through chromatid
folding and RNA recruitment together with the CCCTC- binding factor (CTCF) [15,16],
and has been shown to take part in the formation of topologically associated domains
(TADs) [17].

RAD21-inactivating heterozygous somatic mutations are a well-established correlate
of various human cancers, such as acute myeloid leukemia (AML) [18]. Furthermore,
two cases with somatic truncating mutations in RAD21 were recently identified in a study of
pediatric precursor B-cell ALL (BCP-ALL) with very early relapse [19] and somatic cohesin
mutations have been reported in pediatric high hyperdiploid leukemia [20]. Germline
aberrations in cohesin complex genes are rare, but if present, cause syndromal disorders
termed cohesinopathies. Cornelia-de-Lange syndrome (CdLS) is one of the best described
examples, which exerts a condition of variable penetrance and expressivity presenting with
neuro-developmental delays and abnormalities of the limbs [21]. While this syndrome is not
typically known to confer cancer predisposition, an index case of a child with simultaneous
occurrence of acute lymphoblastic leukemia (ALL) and CdLS caused by a NIPBL frameshift
mutation has recently been reported [22]. Nevertheless, a possible link between additional
germline cohesin complex gene mutations and childhood leukemia as well as cancer in
general is still lacking. We find this quite surprising, given the established role of cohesins
in various cancer types. Here, we describe a recurrent and functionally relevant mutated
position within RAD21 in three children with lymphatic malignancies originating from
three different independent cancer cohorts.
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Figure 1. (A): The cohesin complex is formed by the 4 main core units SMC1 and SMC3 connected by
RAD21 and STAG1 or STAG2. WAPL and PDS5 as co-factors and NIPBL and MAU2 as loaders are
depicted. (B): Two patient cohorts (TRIO-D: n = 158 and TRIO-DD n = 60) were analyzed for germline
variants within cohesin genes as depicted in Supplementary Table S1. Only non-synonymous variants
with a MAF < 0.1% (gnomAD non-cancer population) were included. (C): Tumor entities of patients
carrying a coding variant in one of the cohesin genes as shown in (B) (both cohorts combined, n = 13).
Hematological malignancies account for 84.6% of cancers in the patients with germline cohesin
variants. Further cohesin variants were identified in 2 patients with rhabdomyosarcoma. ALL:
Acute lymphoblastic leukemia, AML: Acute myeloid leukemia, MDS: Myelodysplastic syndrome,
ALCL: Anaplastic large-cell lymphoma, pB-LBL: precursor B-cell lymphoblastic lymphoma, HL:
Hodgkin lymphoma, RMS: Rhabdomyosarcoma. (D): Family pedigrees of patients carrying the
heterozygous germline RAD21 variant p.P298S/A. Index patients are marked with an arrow. Family
members affected by cancer are highlighted in grey. Variant carriers are marked with “+”. (E): Upper:
RAD21 protein structure displaying the interaction domains with SMC3 (1-103 amino acids (AA)),
WAPL and PDS5B (287-403AA), STAG1/STAG2 (362-403AA) and SMC1 (558-628AA, available online:
http://genesdev.cshlp.org/content/23/18/2224.long accessed on 10 April 2022). Lollipops below
depict the positions of variants known in Cornelia de Lange (CdL) syndrome patients, adapted from
Krab et al. 2020, with light gray representing missense variants and in-frame deletions and darker
gray representing protein truncations. Lower: Distribution of variant frequencies along RAD21,
based on two databases: The top shows the adjusted MAF (%) of RAD21 germline variants in the
gnomAD non-cancer database, while the bottom shows the adjusted frequency of variants in the
COSMIC (somatic cancer mutations) database.

2. Results
2.1. Identification of a Recurrent RAD21 Germline Alteration (p.P298S/A)

To add a novel piece to the understanding of cohesins in cancer predisposition, we
analyzed whole exome sequencing data of an unselected German parent–child cohort
of children with cancer (n = 60, TRIO-DD), as well as a recently published parent–child
pediatric cancer cohort (n = 158, TRIO-D) [23] for germline variants in cohesin complex
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genes (Supplementary Table S1). Overall, in both childhood cancer cohorts, 13 variants
(Minor allele frequency (MAF) < 0.1%; gnomAD non-cancer database) in seven different co-
hesin genes were identified (Figure 1B). All were transmitted from one of the parents, were
mutually exclusive and significantly enriched in leukemia (lymphoid origin = 6, myeloid
origin = 2) and lymphoma (n = 3) patients as compared to patients with solid tumors
within the cohorts (Fisher’s exact test; p = 0.0081) (Figure 1C and Figure S1). Thereof, CdLS
phenotypes were observed in one AML patient carrying NIPBL p.(G998E) (Case-92) and
in one BCP-ALL patient harboring MAU2 p.(N410S) (Case-74) (Supplementary Table S2).
Nonetheless, none of the two patients presented with a definitive diagnosis of CdLS.

Interestingly, among all cohesin complex variants, one recurrently mutated nucleotide
leading to an amino acid (AA) exchange at position 298 of RAD21 (rs148308569) was
identified in two families (one per cohort), in the absence of otherwise known-pathogenic
variants (ClinVar) (Figures S2 and S3, Supplementary Tables S3 and S4). While the affected
pediatric cancer patients carrying the recurrent RAD21 variation did not show signs of
CdLS, both three-generation pedigrees displayed a remarkable family history of early-in-
life cancer (Figure 1D). In family I (Case-18), the heterozygous RAD21 p.P298S (c.892C>T)
variant was identified in a 13-year-old boy with T-ALL. His father, who transmitted RAD21
p.P298S to his son, had died from breast cancer at the age of 41. Family II (TRIO-DD_017)
displayed an alternative AA substitution at the same protein position (RAD21 p.P298A;
c.892C>G), which was detected in a 2-year-old patient with precursor B-cell lymphoblastic
lymphoma (pB-LBL). Here, the variant was inherited from the healthy father, whose brother
had died during childhood from cancer of unknown subtype (8y).

RAD21 p.P298 is evolutionarily conserved across species (GERP-score 5.61, phastCons = 1),
located within the WAPL/PDS5B binding domain, and has not yet been reported in
individuals with CdLS [24] (Figure 1E, Supplementary Table S5). While a low MAF at
RAD21 p.P298 and its surrounding AA indicates that these positions are rarely mutated in
the germline of the non-cancer population (gnomAD database n = 118,479; MAF RAD21
p.P298S < 10−6 and p.P298A < 10−5), high somatic variation frequencies (COSMIC database
n = 37,221) are observed at the end of the SMC3 interaction domain and the start of the
WAPL/PDS5B interacting domain, where the variants are located (Figure 1E). Furthermore,
the CADD scores indicate potential deleterious effects with values of 22.3 and 22.5 for
RAD21 p.P298S and RAD21 p.P298A, respectively. To assess the structural impact of RAD21
p.P298S/A, we aimed to generate a computational model of the 50 adjacent residues on
each side. However, several approaches failed to generate a secondary structure for this
region, reflecting the substitution site as part of a very flexible and intrinsically disordered
region (predicted disorder content of RAD21: 51.7%) (Figure S4).

2.2. RAD21 p.P298S/A Alters Cell Cycle and DNA Damage Responses

Given that RAD21 p.P298S/A is located in a hyper-flexible domain, we next aimed to
investigate its interaction with cohesin complex partners. Therefore, the identified RAD21
variants were cloned and transfected into HEK293T cells (R32-hRAD21). In analogy to
RAD21 WT, neither protein expression nor nuclear localization were affected by the variants
RAD21 p.P298S/A (Figure S5). Immunoprecipitation assays of the nuclear fraction showed
binding of RAD21 with WAPL and PDS5B for the WT, as well as for both mutant proteins
RAD21 p.298S/A, respectively (Figure 2A). Furthermore, the interaction of RAD21 WT
and RAD21 p.P298S/A to SMC1 and STAG2 were comparable (Figure S6), suggesting that
RAD21 p.P298S/A does not perturb the formation of the cohesin complex.
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Figure 2. (A): Immunoprecipitation was performed on HEK293T cells overexpressing cMyc-tagged
RAD21 WT, RAD21 p.P298S or RAD21 p.P298A. Cells were FCS-deprived and after 24 h arrested
with colchicine (0.5 µg/mL) for 2 h, and the nuclear fraction was used for immunoprecipitation with
the cMyc-tag. While the upper and lower panel represent one immunoprecipitation assay, they were
run on two independent immunoblots and therefore presented as two panels. (B): Volcano plot of
average gene expression based on microarray data. Fold-change and adjusted p-values are calculated
by comparing RAD21 p.P298S to WT (orange, top panel) and RAD21 p.P298A to WT (blue, bottom
panel). Probes with > 50% up- or downregulation and an adjusted p-value < 0.05 are considered as
differentially expressed (DE) and highlighted in dark orange (RAD21 p.P298S, top panel) or dark
blue (RAD21 p. P298A, bottom panel). DE genes are compared between RAD21 p.P298S vs. WT and
RAD21 p.P298A vs. WT and show an overlap >20%. GO-term analysis of shared DE genes from the
previous analysis identified enriched GO-terms. All GO-terms that exceed the significance (Benjamini–
Hochberg FDR < 0.05) are represented. (C): Left: representative images of γH2AX (green) and 53BP1
(red) foci. DAPI (blue) was used for DNA labelling. Scale bar: 10 µm. Right: quantification of γH2AX
foci per cell in HEK293T RAD21 WT, p.P298A and p.P298S cells. Experiments were performed as
3 independent replicates. Values are expressed in boxplots with whiskers from percentile 10–90.
For the statistical analysis, Student’s t-test was performed (** = p ≤ 0.01). (D): X107 (healthy control,
RAD21 WT), Case-18 (RAD21 p.P298S), and TRIO-DD_017 (RAD21 p.P298A) primary fibroblasts
were subjected to irradiation with 6 Gy (n = 4) and the cell cycle analyzed using propidium iodide
staining. For indicated p-values, Student’s t-testing was performed (* = p ≤ 0.05; ** = p ≤ 0.01).
Case-18 and TRIO-DD_017 were adjusted to X107 as a baseline response.

Since one additional function of the complex is the control of transcriptional reg-
ulation through genome-wide chromatin organization [25,26], we next tested the effect
of RAD21 p.P298S/A on gene expression by microarray analysis in the cell line system
described above. Hierarchical clustering of differentially expressed genes (|fc| > 1.5,
adj. p-value < 0.05) showed a clear clustering of replicates and a separation of each con-
dition (Figure S7). In total, 308 and 391 genes were differentially regulated (|fc| > 1.5,
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adj. p-value < 0.05) in cells carrying the RAD21 variants p.P298S/A, respectively. A to-
tal of 83 genes were significantly up-/down-regulated in both RAD21 cell line models
(Figures 2B and S8, Supplementary Table S6). GO term analysis of these genes identified
“p53 signaling pathway” as the most prominent among enriched deregulated signaling
pathways (Figure 2B). In line with these observations, HEK293T cells carrying RAD21
p.P298S/A showed an increased number of γH2AX and 53BP1 co-localized foci indicat-
ing the extent of DNA double-strand breaks resulting from the mutated RAD21 protein
compared to the WT (** = p ≤ 0.01; Student’s t-test) (Figure 2C).

Based on these results, we questioned whether patients carrying RAD21 p.P298S/A
would also display DNA damage signaling abnormalities during normal and cellular stress
conditions. Therefore, primary patient fibroblasts carrying the respective RAD21 p.P298S/A
variants in comparison to RAD21 WT control fibroblasts were challenged through irradia-
tion to induce DNA damage and their response assessed via cell-cycle analysis. Both fibrob-
lastic cell lines carrying RAD21 p.P298A and RAD21 p.P298S displayed a significant G2/M
cell-cycle arrest compared to a WT control after ionizing irradiation (Figures 2D and S9).
Likewise, upon treatment with the DNA cross-linking agent Mitomycin-C (MMC), RAD21
p.P298S fibroblasts arrested more cells at the S/G2/M cell-cycle stage (p = 0.0033; Student’s
t-test) (Figure S10). Therefore, the observed G2/M cell cycle arrest is a potential phenotype
of the increased DNA damage occurring in cells carrying RAD21 p.P298S/A upon exposure
to stress conditions and further underlines the increased risk of malignant transformation
for predisposed patients.

2.3. Amino Acid Replacements (S/A) at Position 298 of RAD21 Lead to Altered RAD21
Expression Levels

To elucidate the molecular mechanism of RAD21 dysregulation mediated through
both variants, we employed an additional variant specific model by generating a HEK293T
cell line with doxycycline-inducible expression of siRNA targeting the endogenous RAD21
and concomitant expression of EGFP-tagged pRTS-1-RAD21 WT, p.P298A or p.P298S [27].
Three days after doxycycline induction, cells of each condition were EGFP-sorted and
subjected to RNA-Sequencing (Figure S11A). In parallel, endogenous RAD21 downreg-
ulation and its replacement by EGFP-tagged RAD21 was verified by Western Blot analy-
sis (Figure S11B), while the presence of the respective RAD21 variants was additionally
validated by Sanger Sequencing (Figure S11C). In total, the RNA-Sequencing yielded
only 50 commonly deregulated genes between both variants and RAD21 WT (Figure S12,
Supplementary Table S7) (adj. p-value < 0.05). These results are in line with published data
confirming only modest gene expression changes with mostly weak effects observed imme-
diately upon cohesin loss [28]. Nevertheless, RAD21 itself ranked as the top downregulated
gene for both, the RAD21 p.P298A and the RAD21 p.P298S variant conditions, compared to
the WT RAD21 cells (Figure 3A,B). Therefore, these data provide evidence that the here
identified amino acid replacements at position 298 of RAD21 confer a functional effect in
hampering proper RAD21 transcription levels.

Thus, to identify vulnerable populations during hematopoietic differentiation, which
are dependent on high RAD21 expression and would be potentially susceptible to RAD21
p.P298S/A, single-cell RNA-Sequencing (scRNA-Seq) data of healthy human bone marrow
from the Human Cell Atlas were analyzed for cohesin complex gene expression. In line
with its essential role in mitosis, RAD21 expression was primarily up-regulated in actively
dividing cells within the G2/M or S-phase compared to cells in G1 (p < 2.2 × 10−16,
Wilcoxon test) (Figures 3C and S13). Particularly high RAD21 transcript levels clustered
with SMC3 and PTTG1 transcripts and were detected in cycling pre- and pro-B-cells,
while RAD21 expression in common lymphoid progenitors (CLPs) and hematopoietic stem
and progenitor cells (HS/PCs) was significantly lower (p < 2.2 × 10−16, Wilcoxon test)
(Figures 3D and S14). These data are in line with the expression pattern of RAD21 in human
leukemias, as observed in gene and protein expression data across various hematological
malignancies (Figure S15).
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Figure 3. (A): Volcano plot of average gene expression based on bulk RNA-Sequencing data. Fold-
change and adjusted p-values are calculated by comparing RAD21 p.P298S to WT (orange, left
panel) and RAD21 p.P298A to WT (blue, right panel). Genes with an adjusted p-value < 0.05 are
considered as differentially expressed and highlighted in dark orange (RAD21 p.P298S, left panel) or
dark blue (RAD21 p.P298A, right panel). (B): Expression of RAD21, as the top down-regulated gene
in both RAD21 variants, is separately indicated for RAD21 WT, p.P298S and p.P298A (three biological
replicates each, bulk RNA-Sequencing). (C): Left: UMAP-visualization of the healthy human bone
marrow scRNA-seq data. Right: Cell cycle stages colored on the UMAP-visualization (upper) and
RAD21 gene expression colored on the UMAP-visualization (lower). (D): Heat map indicating the
cohesin complex genes’ expression levels in cells of the different stages of B-cell differentiation.

2.4. RAD21 p.P298S/A Is Recurrently Found in Pediatric Lymphoblastic Leukemia/Lymphoma

To confirm a correlation between germline RAD21 p.P298S/A and pediatric leukemia,
we analyzed an additional unpublished pediatric cancer cohort of 150 children with re-
lapsed ALL (Italian IntReALL standard risk study; R-ALL) for RAD21 p.P298S/A. Here,
we identified a third case with RAD21 p.P298A in a boy who was diagnosed with B-cell
precursor ALL (BCP-ALL) at 12 years old and had a combined bone marrow/CNS relapse
5 years later (Table 1). In a fourth cohort including 114 children and adolescents with
therapy refractory leukemia and lymphoma (INFORM), no germline indels or missense
variants affecting RAD21 were identified, suggesting no enrichment in the relapsed or
therapy refractory patients. To further cross-validate RAD21 p.P298S/A in a non-pediatric
cancer setting, a cohort of 2300 young adults (<51 years) with cancer was mined (MAS-
TER program). In this extensive sample collection, only one patient harboring RAD21
p.P298A with a solid tumor was identified (Table 1). Therefore, amongst all cohorts, RAD21
p.P298S/A was found to be enriched in pediatric vs. adult cancers (3/482 vs. 1/2300;
Fisher’s exact test; p = 0.018). Overall, we did not observe an enrichment in the relapsed
or therapy refractory patient cohorts suggesting that RAD21 p.P298S/A predisposes to
lymphoid precursor malignancies with no influence on therapy response.
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3. Discussion

The cohesin complex is a cogwheel of ordered chromosome alignment and segregation
during cell division, homologous-recombination-driven DNA repair and regulation of gene
expression [5,29,30]. RAD21 is essential for this machinery as it connects the SMC1 and
SMC3 cohesin subunits and thereby generates the functional ring-like structure of cohesin

Overall, within all analyzed datasets, comprising in total 482 pediatric cancer pa-
tients and 2300 adult cancers as controls, we present three children with lymphoblastic
leukemia/lymphoma all carrying a recurrent RAD21 germline variation at position 298.
None of the patients displayed a CdLS phenotype, which is in line with previous reports,
showing that RAD21 variants are known to display reduced CdLS phenotype expressiv-
ity [24]. Furthermore, as with other RAD21 missense variants in cancer [31], the here
identified RAD21 p.P298S/A alterations are heterozygous and mutually exclusive to other
variants in cohesin complex genes.

The observed familial cancer history in two of the patients demonstrates an increased
cancer risk across generations. Nevertheless, due to the incomplete penetrance and the
tumor variance, additional factors such as synergizing germline mutations or environmen-
tal influences to drive tumor evolution need to be taken into account. Interestingly, in
two patients carrying RAD21 p.P298S/A we identified a known pathogenic KRAS hot-spot
mutation as a common somatic denominator in the respective tumors, which is in line with
a recently published association between cohesin complex mutations and RAS signaling in
cancer progression [32].

Functionally, the described alterations at position 298 did not disturb the formation
of the cohesin complex, which is also rarely seen in variants without detrimental gene
disruption [33]. Mechanistically, we could show that the described variants caused deregu-
lations of proper RAD21 transcript levels, which in the long-term affected p53 signaling.
By applying irradiation and MMC as external stressors this effect was further enhanced as
seen by increased cell cycle arrest in primary patient cells carrying RAD21 p.P298S/A. Like-
wise, RAD21 variants have been previously described in radiosensitive cancer patients [34]
and CdLS patients displaying increased DNA damage sensitivity [35,36]. Furthermore,
embryonic stem cells of RAD21 heterozygous mice show significantly reduced survival
after treatment with MMC [30]. Thus, the increased G2/M arrest in germline cells carrying
RAD21 p.P298S/A emphasizes the crucial role of properly functioning cohesins to avoid
chromosomal instabilities during the repair of both interstrand MMC-DNA cross-links [37]
and irradiation-induced DNA DSB [14,38].

Although cohesin complex genes are supposed to be ubiquitously expressed owing to
their inevitability for basic cellular processes, we utilized scRNA-Seq to newly demonstrate
that cohesin complex partners are differentially regulated during B-cell lineage specification
in human bone marrow. Even though HS/PCs require cohesin, Rad21 haploinsufficiency
in mice was postulated to display distinct hematopoietic phenotypes in comparison to
other cohesin subunit knockout models [39], further supporting the here described cohesin
gene specific expression patterns during early B-cell differentiation. Interestingly, high
expression of WAPL was identified particularly in HS/PCs, pointing towards a so far
unrecognized role of WAPL within the stem cell compartment. STAG2, RAD21, SMC3
and SMC1 loss of function is known to induce stemness potential such as enhanced self-
renewal and differentiation arrest in human and mouse HS/PCs [33,40]. Along these lines,
it was also shown that cohesin facilitates V(D)J recombination in pro-B cells [41] and T-cell
receptor α locus rearrangement [42].

Moreover, cohesins and their associated proteins are being recognized to act as master
transcriptional regulators of hematopoietic genes [43]. Therefore, their deregulation can
be regarded as a critical first step in the evolution of hematopoietic malignancies [40,44].
Intriguingly, the here identified patients harboring RAD21 p.P298S/A all suffered from
precursor lymphoblastic malignancies, which suggests either stem and progenitor cells or
early lymphoid precursors as the origins of the disease.
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Taken together, in addition to RAD21 germline and somatic loss-of-function variants
that result in cohesinopathies and predominantly myeloid cancers, respectively, our data
propose a third category of RAD21 variants that mediate germline predisposition to lym-
phoblastic malignancies in childhood. Understanding the influence of RAD21 germline
variants may offer new treatment options such as their potential sensitivity to PARPP in-
hibitors which are already included in clinical trials in leukemias with somatically mutated
cohesin [45].

4. Materials and Methods
4.1. Patients

Patients ≤ 19 years of age were unselectively recruited at the Pediatric Oncology
Department, Dresden (years 2019–2020), or as previously described [23,46,47]. Consent
of the families was obtained according to the Ethical Vote EK 181042019 (Dresden) and in
line with the Declaration of Helsinki. For the IntReALL cohort, patients’ parents or their
legal guardians gave informed consent to genetic analyses in the context of add-on studies
linked to the clinical protocol to which patients were enrolled.

4.2. Whole Exome Sequencing (WES)

Germline DNA was extracted from the patient’s fibroblasts using AllPrep DNA/RNA
Mini Kit (Qiagen, Venlo, Netherlands) and from PBMCs of the parents and the remaining
patient’s using the QIAamp DNA Blood Mini Kit (Qiagen). Sequenceable next-generation
libraries for WES were generated with the SureSelect Human All Exon V7 kit (Agilent
Technologies, Santa Clara, California, USA). The libraries were sequenced on a NovaSeq
6000 platform (Illumina, San Diego, CA, USA) in paired-end mode (2 × 150bp) and with
final on-target coverage of≥100×. Processing of the WES data was performed as previously
described [23].

4.3. Cell Culture

Primary fibroblasts were initially cultivated in BIO-AMF™-2 Medium (Biological-
Industries, Kibbutz Beit Haemek, Israel) up to a passage of 5. For experimental analysis,
fibroblasts were cultured in Dulbecco’s Modified Eagle Medium (DMEM; GIBCO/Thermo
Fisher Scientific, Waltham, Massachusetts, USA) with 20% fetal calf serum (FCS; GIBCO),
1% Penicillin/Streptomycin (P/S; 10,000 units/mL; GIBCO) and 1% MEM Non-essential
Amino Acids (NEAA; GIBCO) up to a passage of 13.

HEK293T cells transfected with R32-hRAD21 were cultured in DMEM with 10% FCS,
1% P/S and 1% NEAA. All cells were kept at 37 ◦C and 5% CO2.

4.4. Cloning

The inducible RAD21 system (pRTS-1-RAD21) was gifted from Kerstin Wendt and
Olaf Stemman [27]. Mutated cDNAs for RAD21 p.P298A and p.P298S were created by
site directed mutagenesis by PCR and cloned into the pMC3.Hygro (=R32-hRAD21) and
the pRTS-1 (=pRTS-1-RAD21) plasmid via MluI/SpeI and SwaI/XhoI restriction sites,
respectively, utilizing the following primer pairs (Table 2):

Table 2. Primer sequences for cloning.

Name Sequence (5′ → 3′)

hRad21_MluI_F GGCGCacgcgtgccaccATGTTCTACGCACATTTTGTTCTC

hRad21_SpeI_R CCTCGactagtTATAATATGGAACCTTGGTCCAGGTGTTGC

hRad21_SwaI_F GGCGCATTTAAATCATGTTCTACGCAC

hRad21_XhoI_R CCTCGCTCGAGTCCATATAATATGGAACC

hRad21_P298S_F GATCAAACAACACTTGTTtCAAATGAGGAAGAAGCATTTGC

hRad21_P298S_R GCAAATGCTTCTTCCTCATTTGaAACAAGTGTTGTTTGATC

hRad21_P298A_F GATCAAACAACACTTGTTgCAAATGAGGAAGAAGCATTTGC

hRad21_P298A_R GCAAATGCTTCTTCCTCATTTGcAACAAGTGTTGTTTGATC
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4.5. HEK293T Cell Transfection

R32-hRAD21
HEK293T cells were seeded at a density of 4x105 cells and stably transfected with

4 µg of Vector [48] (R32-hRAD21 or R32-hRAD21 p.P298S or R32-hRAD21 p.P298A using
Lipofectamine2000 (Invitrogen) and selected with Hygromycin (Invitrogen/Thermo Fisher
Scientific, Waltham, MA, USA) at a concentration of 200 µg/mL for 7 days. Continuous
culturing was performed with Hygromycin concentration altering between 100 µg/mL
and 200 µg/mL, put freshly 3 times a week.

pRTS-1-RAD21
HEK293T cells were seeded at a density of 5x105 cells and stably transfected with 4 µg

of Vector [27] (pRTS-1-RAD21, pRTS-1-RAD21 p.P298S or pRTS-1-RAD21 p.P298A using
Lipofectamine2000 (Invitrogen) and selected with Hygromycin (Invitrogen) at a concentra-
tion of 400 µg/mL for 7 days. Continuous culturing was performed with Hygromycin at
concentrations altering between 200 µg/mL and 400 µg/mL, put freshly 3 times a week.

4.6. Microarray (R32-hRAD21)

Stably transfected HEK293T cells overexpressing R32-hRAD21 with either WT, p.P298S
or p.P298A conditions were seeded onto 10 cm plates in a density of 2 × 106 cells in
quadruplicates. After 48 h, control cells were harvested and 6 × 106 cells were pelleted
and stored at −80 ◦C for later RNA extraction. RNA was extracted using the RNeasy Mini
Kit (Qiagen #74106) with 350 µL of RLT Buffer+ BME using QIAshredder (#79656) and
RNAse-Free DNase Set (Qiagen #79254). RNA was stored at −80 ◦C.

RNA samples were sent to Macrogen Europe B.V. (Amsterdam, Netherlands) for gene
expression analysis using the SurePrint G3 Human Gene Expression 8 × 60K v3 microar-
ray (Agilent, Inc., Santa Clara, CA, USA). Put briefly, Cy3-labeled cRNA was prepared
from 1~5 µg total RNA (Quick Amp Labeling Kit, Agilent), subsequently fragmented
and (1.65 µg) hybridized to the microarray. Scanning was performed by the SureScan
Microarray Scanner System G4900DA (Agilent).

For analysis, raw data were extracted using the software provided by Agilent Fea-
ture Extraction Software (v11.0.1.1). The raw data for the same probe was summarized
automatically in the Agilent feature extraction protocol to provide expression data for
each gene probed on the array. Flag A-tagged probes were filtered out and the remaining
gProcessedSignal values were log transformed and quantile normalized.

Furthermore, all technical replicates (n = 4) of one sample were combined and samples
were compared pairwise by fold-change values: RAD21 p.P298A vs. WT, RAD21 p.P298S
vs. WT and RAD21 p.P298A vs. RAD21 p.P298S. The p-value calculated with an indepen-
dent Student’s t-test was corrected for multiple testing and used to define the significance
of these pairwise comparisons. Genes with an absolute fold-change of 1.5 or more and
an adjusted p-value below 0.05 were considered as significantly up- or down-regulated.
These data (n = 995 probes) were used to perform a two-dimensional hierarchical clustering
using Euclidean distance and complete linkage. Results were represented as heat map
(seaborn.clustermap v.0.10.1 with prior optimal leaf ordering, Python v.3.6). The same anal-
ysis was performed for a smaller set (n = 83 probes), which were differentially expressed in
both mutants RAD21 p.P298A and p.P298S vs. WT was similarly analyzed and represented.

4.7. Quantitative Real-Time (qRT)-PCR Analysis

RNA was extracted from primary fibroblasts (TRIO_DD_018; TRIO_DD_025;
2.0–3.0 × 106 cells) using the RNaeasy Mini Kit (Qiagen #74106) with 350 µL of RLT Buffer+
beta-ME using QIAshredder (#79656) and RNAse-Free DNase Set (Qiagen #79254). A
total of 3 independent RNA extractions were performed, and 1 µg of RNA was reverse
transcribed into cDNA using the QuantiTect Reverse Transcription Kit (Quiagen #205311)
following manufacturer’s instructions. The qRT-PCR was performed using TaqMan Univer-
sal Master Mix II following manufacturer’s instructions (Thermo Fisher Scientific, Waltham,
MA, USA, #PN4428173) for 20 µL reaction with 1.5 µL of cDNA. The following TaqMan as-
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says were used: TBP (Hs00427620_m1), HPRT1 (Hs02800695) and POT1 (Hs00209984_m1).
Expression of mRNA was analysed by the comparative ∆∆-CT method and plotted in
relation to the control sample.

4.8. GO-Term Analysis

Gene Ontology (GO) term analysis was performed using the web server EnrichR (https:
//maayanlab.cloud/Enrichr/; accessed on 13 April 2021) [49]. GO terms of the categories
“Molecular Function”, “Biological Pathway”, “Cellular Component” and “KEGG” were
analyzed and results with an adjusted p-value < 0.05 are represented.

4.9. Cell Sorting and RNA-Sequencing (pRTS-1-RAD21)

HEK293T pRTS-1-RAD21 cells stably selected with Hygromycin, were induced with
Doxycycline at a concentration of 2 µg/mL for 72 h. All cells were trypsinized, and washed
with cold PBS. Cells were diluted in cold FACS Buffer (PBS + 2 µM EDTA) and kept on ice
until sorting. Cell sort for high EGFP was performed on an FACSAria II (BD).

RNA Extraction was performed using the RNA Micro Kit (Qiagen) following manu-
facturer’s instruction. RNA quality analysis was performed on an Agilent 2100 bioanalyzer,
with all samples showing RIN values of 10. RNA libraries were prepared by mRNA en-
richment by poly-dT pull down using the NEBNext Poly(A) kit based on manufacturer’s
recommendations (New England Biologies, Ipswitch, MA, USA). Sequencing was carried
out as 2 × 50 bp reads and read depths of 30–50 million on an Illumina NovaSeq 6000.

FastQC (v.0.11.9; http://www.bioinformatics.babraham.ac.uk/, accessed on 10 April
2022) was used to perform a basic quality control of the resulting sequencing data. Frag-
ments were aligned to the human reference genome hg38 with support of the Ensembl
104 splice sites using the aligner gsnap (v2020-12-16) [50]. Counts per gene and sample
were obtained based on the overlap of the uniquely mapped fragments with the same
Ensembl annotation using featureCounts (v2.0.1) [51]. The normalization of raw fragments
based on library size and testing for differential expression between the different cell
types/treatments was performed with the DESeq R package (v1.30.1) [52]. Sample to sam-
ple Euclidean distance, Pearson and Spearman correlation coefficients (r) and PCA based
upon the top 500 genes showing highest variance were computed to explore correlation be-
tween biological replicates and different libraries. To identify differentially expressed genes,
counts were fitted to the negative binomial distribution and genes were tested between
conditions using the Wald test of DESeq2. Resulting p-values were corrected for multiple
testing with the Independent Hypothesis Weighting package (IHW 1.12.0) [53]. Genes
with a maximum of 5% false discovery rate (padj ≤ 0.05) were considered as significantly
differentially expressed.

4.10. Statistical Analyses

For statistical analysis, the two-tailed Student’s unpaired t-test was performed. Dif-
ferences with a p value < 0.05 were considered to be significant, ns = p > 0.05, * = p ≤ 0.05,
** = p ≤ 0.01, *** = p ≤ 0.001, **** = p ≤ 0.0001.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3
390/ijms23095174/s1.
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Abstract: While the shelterin complex guards and coordinates the mechanism of telomere regulation,
deregulation of this process is tightly linked to malignant transformation and cancer. Here, we present
the novel finding of a germline stop-gain variant (p.Q199*) in the shelterin complex gene POT1,
which was identified in a child with acute myeloid leukemia. We show that the cells overexpressing
the mutated POT1 display increased DNA damage and chromosomal instabilities compared to
the wildtype counterpart. Protein and mRNA expression analyses in the primary patient cells
further confirm that, physiologically, the variant leads to a nonfunctional POT1 allele in the patient.
Subsequent telomere length measurements in the primary cells carrying heterozygous POT1 p.Q199*
as well as POT1 knockdown AML cells revealed telomeric elongation as the main functional effect.
These results show a connection between POT1 p.Q199* and telomeric dysregulation and highlight
POT1 germline deficiency as a predisposition to myeloid malignancies in childhood.

Keywords: acute myeloid leukemia; pediatric; trio sequencing; germline cancer predisposition;
POT1; shelterin complex
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1. Introduction

Telomeres play an essential role in preserving our genetic material by protecting
chromosomal ends from degradation, while at the same time avoiding unwanted DNA
damage responses [1]. The shelterin complex, which consists of six different protein
subunits—TRF1, TRF2, RAP1, TIN2, TPP1 and POT1 (Figure 1A)—is responsible for
safeguarding and properly maintaining telomeric DNA [2]. Shelterin deregulation leads
to uncapped telomeres, which subsequently risks irreversible cellular changes, including
genome instabilities, cellular aging or senescence and malignant transformation [3].
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(B) Two pediatric patient cohorts (TRIO-D, n = 158; TRIO-DD, n = 111) were analysed for germline variants within the
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variants from (B) among the patients. (E) Family pedigree of the patient carrying the heterozygous germline POT1 variant
p.Q199*. The index patient is marked with an arrow. Variant carrier is marked with “+”. Half-siblings were not included.

Protection of telomeres 1 (POT1), located on chromosome 7q, is an indispensable part
of the shelterin complex [4,5]. In humans, POT1 uniquely recognises and binds telomeric
single-stranded (ss) DNA via its N-terminal oligonucleotide/oligosaccharide-binding (OB)
domains (OB1 and OB2) [6]. C-terminally, POT1 connects to the other shelterin complex
proteins by interacting with TPP1 [7–9]. While POT1 exerts a multitude of functions, the
most prominent comprise regulation of the telomerase-dependent telomere length [5,6], as
well as repression of ATR-mediated DNA damage responses [10,11]. Therefore, it is not
surprising that POT1 malfunction has been linked to the development of various types
of human cancer [12]. While somatic POT1 mutations are most prevalent in angiosar-
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coma [13], monoallelic POT1 germline mutations are associated with a wide range of
cancers, including familial melanoma, chronic lymphocytic leukemia, angiosarcoma and
glioma [12,14]. Recently, germline POT1 variants were found to predispose to myeloid
and lymphoid neoplasms in adults [15]. Nevertheless, whether POT1 germline aberrations
can likewise confer susceptibilities to childhood cancer is unclear. Here, we present a
novel loss of function stop-gain mutation in POT1 (p.Q199*) in a boy with acute myeloid
leukemia (AML). We further show how the resulting POT1 haploinsufficiency confers
telomere elongation and genomic instability, thereby generating a susceptible environment
for malignant transformation.

2. Results
2.1. Identification of a Novel Germline POT1 Stop-Gain Mutation (p.Q199*) in a Child with AML

To elucidate whether shelterin complex mutations can predispose to the development
of pediatric cancer, we analysed whole exome sequencing data of two independent parent–
child cohorts of pediatric cancer patients (TRIO-D, n = 158 [16]; TRIO-DD, n = 111) for rare
germline variants (minor allele frequency (MAF) < 0.2%) in the shelterin complex genes
(Supplementary Table S1). Overall, 23 variants were identified in 269 pediatric cancer
patients (Figure 1B) across various tumor entities (Figure 1C), with missense mutations
being the most prominent. While one patient (case 35) presented with both a TERF2 variant
and a TINF2 variant, all the other variants were mutually exclusive (Figure 1D).

Interestingly, a novel heterozygous POT1 stop-gain mutation was found in an 8-
year-old boy with AML. This germline variant (ENST00000357628.8:c.595C>T) is not yet
described in public databases and causes the substitution of a glutamine to a stop codon at
position 199 (p.Q199*) of the POT1 protein. Sanger sequencing validated the presence of
the variant in the germline of the affected boy (variant allele frequency (VAF) of 0.5), while
the variant was absent in his healthy father (Figure 1E, Supplementary Figure S1A). Since
his mother’s death at the age of 43 was not cancer-related, it is not clear whether POT1
p.Q199* arose de novo or was maternally transmitted. Apart from the POT1 variant, no
other pathogenic or likely pathogenic variants according to the ACMG guidelines were
identified in this patient (Supplementary Figure S1B). Accordingly, the POT1 germline
variant might play a role in the AML onset in this child. Clinically, the boy itself presented
with pancytopenia, aplastic bone marrow and 70% myeloid blast cells in the bone marrow
at the age of 8. Furthermore, the somatic molecular genetic makeup of the myeloid blast
cells displayed an atypical monosomy 7q- with derivative chromosome 7, potentially
leading to a loss of the remaining POT1 wild-type (WT) allele (located on chromosome 7q)
in the tumor (Supplementary Tables S2 and S3). Since the derivative chromosome 7 was still
present in the blast cells, loss of heterozygosity could not be unambiguously verified in the
tumor sample (detected VAF of 0.5). Due to an insufficient treatment response, the patient
underwent hematopoietic stem cell transplantation with his haploidentical half-brother as
the donor. Subsequently, the patient had a fast and sustained engraftment with a complete
donor chimerism of 100% and is currently tapered from immunosuppression without any
signs of graft-versus-host disease and relapse-free on day 526 after haploidentical cell
transplantation.

2.2. POT1 p.Q199* Leads to a Loss of POT1 Expression from the Respective Allele

POT1 p.Q199* is located within the oligonucleotide-/oligosaccharide-binding 2 (OB2)
domain, subsequently leading to a loss of around 2/3 of the full-length POT1 protein,
including its complete TPP1-binding domain. Furthermore, the novel POT1 p.Q199* variant
was not found in previous studies on germline POT1 variants in adults with myeloid
malignancies (lollipops in Figure 2A). The low frequency of POT1 germline variants within
the healthy population (gnomAD database V2.1, n = 118,479) and a constraint score of 0.18
indicating high intolerance of the protein towards loss-of-function variants (Figure 2A)
strongly suggest a functionally relevant role of POT1 in cancer susceptibility.
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Figure 2. (A) Top: POT1 protein structure displaying the interaction domains with single-stranded DNA (1–299) and TPP1
(320–634). Lollipops below depict the positions of variants found in adult AML with predicted loss-of-function variants
being displayed in light-grey (adapted from Lim et al., 2021). The variant p.Q199* lies within the interaction domain with
single-stranded DNA. Bottom: distribution of the adjusted variant frequencies (AF (%)) along POT1 based on germline
variants in the gnomAD noncancer database with the respective constraint metrics (based on Ensembl canonical transcript
ENST00000357628.3). (B) QRT-PCR analyses of the primary fibroblast samples carrying heterozygous POT1 p.Q199*
compared to the POT1 WT fibroblasts from an unrelated child. TaqMan probe binds to POT1 exon 6–7 on chromosome 7.
The assays were performed as three independent experiments, each with three technical replicates. (C) QRT-PCR analysis
of PBMCs of the boy harboring heterozygous POT1 p.Q199* compared to his father (carrying WT POT1). The assays
were performed as two independent experiments, each with three technical replicates. (D) Representative Western blot
and quantitative POT1 protein level analysis of the patient’s fibroblasts harboring POT1 p.Q199* compared to a control
fibroblast sample (WT POT1). Three independent Western blots from each genotype were performed. The data represent
the means ± SEM. The two-tailed Student’s unpaired t-test was performed for the statistical analysis. ** = p ≤ 0.01,
**** = p ≤ 0.0001.

To assess the immediate effect of POT1 p.Q199* on gene expression, we performed
quantitative real-time (qRT)-PCR analysis. Thereby, we could confirm haploinsufficiency
of POT1 in the patient’s fibroblast cells harboring heterozygous POT1 p.Q199* compared
to a POT1 WT fibroblast control (p ≤ 0.0001, Student’s t-test; Figure 2B), as well as in the
patient’s nonleukemic peripheral blood mononuclear cells referenced to blood from his
father (p = 0.024, Student’s t-test; Figure 2C). Additionally, Western blot analyses of the
patient’s primary fibroblasts revealed reduced POT1 levels, further validating the loss of
one intact POT1 allele in the patient (Figure 2D).

2.3. POT1 p.Q199* Overexpression Confers Increased DNA Damage Response Induction

Depletion of POT1 is known to cause de-repression of ATR-dependent DNA damage
responses [10]. To test a potential functional influence of the truncated POT1 p.Q199*
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protein with regard to DNA damage signaling, N-terminally c-Myc-tagged POT1 p.Q199*
was cloned, transfected into HEK293T cells and compared to its WT counterpart (Supple-
mentary Figure S2A). Western Blot analysis of the c-Myc-tag confirmed overexpression of
the WT POT1 as well as a truncated protein corresponding to p.Q199* in the respective
cell line system (Supplementary Figure S2B). Subsequent DNA damage analyses showed
that POT1 p.Q199* overexpression led to an increase of DNA double-strand breaks in
transfected HEK293T cells determined by gammaH2AX and 53BP1 immunofluorescence
assays (p ≤ 0.001, Student’s t-test) (Figure 3A), which is in line with a deregulated DNA
damage response and inappropriate repair by nonhomologous end joining [17]. These
results could further be enhanced during stress conditions (irradiation with 3Gy, p ≤ 0.001,
Student’s t-test) (Figure 3B). Interestingly, compared to the overexpression system, the
primary fibroblasts of the patient carrying heterozygous POT1 Q199* did not corroborate
this deregulated DNA damage phenotype (Figure 3C,D), suggesting another mode of
action to enable malignant transformation in the physiological setting.
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Figure 3. (A) Left: Quantification of the yH2AX foci per cell in the HEK293T POT1 WT and POT1 p.Q199* cells. Right:
Representative images of the yH2AX (green) and 53BP1 (red) foci. DAPI (blue) was used for DNA labeling. Scale bar: 10 µm.
(B) Left: quantification of yH2AX foci per cell in HEK293T POT1 WT and POT1 p.Q199* cells. The cells were exposed
to 3 Gy ionising radiation. Right: Representative images analogous to (A). (C) Immunostaining analogous to (A) in the
primary fibroblasts of the patient. (D) Immunostaining analogous to (A) in the primary fibroblasts of the patient with the
cells exposed to 6 Gy ionising radiation. The experiments were performed as three biological replicates. The values are
expressed in boxplots with whiskers from percentile 5–95. For the statistical analysis, two-tailed Student’s unpaired t-test
was performed. ns = p > 0.05, **** = p ≤ 0.0001. ctr = control.

2.4. POT1 p.Q199* Leads to Telomere Elongation and Chromosomal Instability

Instead of a deregulated DNA damage phenotype, the patient’s fibroblasts showed
dysregulation of another main POT1 function, namely telomere length maintenance. Here,
relative telomere length measurements by means of qRT-PCR indicated significant telomere
elongation in primary fibroblast cells harboring POT1 p.Q199* compared to WT POT1
control fibroblasts from an age-matched child (p = 0.019, Student’s t-test) (Figure 4A).
This phenotype became even more apparent when the culture time was prolonged and
the telomere length was assessed at a high passage number (passage 20: p ≤ 0.0001,
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Student’s t-test) (Figure 4A). The same trend of longer telomeres was observed in the
HEK293T overexpression system, as well as in the patient’s blood cells (Supplementary
Figure S3A,B). Elongated telomeres in the boy’s peripheral blood (granulocytes) could
further be validated by clinical diagnostics (∆∆Ct value of 1.42). Corroborating these results,
the second telomere length analysis of the patient’s blood after stem cell transplantation
(haploidentical half-brother) confirmed reversion of the elongated telomere phenotype
(Supplementary Figure S3C).
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Figure 4. (A) Relative telomere length (rTL) analysis by qRT-PCR (comparative ∆∆Ct method) with DNA isolated from
fibroblast samples (the cells were grown for 12–14 passages or 20 passages). Three biological replicates, each with three
technical replicates, were performed. The values are expressed as the means ± SEM. (B) Left: Telomere fluorescence
in situ hybridisation analysis on metaphase chromosomes of the stably transfected WT and p.Q199* POT1 HEK293T
cells. Chromosomal aberrations are categorised in telomere fusion, fragility and loss. Right: Representative images of
metaphase chromosomes. Red fluorescence shows telomere signals, and chromosomal DNA was stained with DAPI (blue).
White arrows mark the respective chromosomal aberration. Scale bar: 10 µm. ns = p > 0.05, * p = ≤ 0.05, *** = p ≤ 0.001,
**** = p ≤ 0.0001.

Additionally, to analyse chromosomal stability, telomere FISH assays on metaphase
chromosomes were carried out. In line with our results on telomere deregulation, the POT1
p.Q199* HEK293T cells showed a significant increase in telomere fragility compared to the
cells overexpressing WT POT1 (p = 0.0002, Student’s t-test) (Figure 4B).

2.5. Reduced POT1 Levels in Myeloid Cells Confer Telomere Elongation

Within the hematopoietic system, POT1 shows the highest expression levels in hemato-
poietic stem and progenitor cells, as visualised by single-cell RNA sequencing data from
the Human Cell Atlas (Figure 5A), while Western blot analyses show varying levels of
POT1 in the ALL and AML cell lines (Supplementary Figure S4A). The clinical phenotype
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of the boy harboring the germline stop-gain POT1 variant suggests a link between POT1
p.Q199* and susceptibility to myeloid malignancies with 7q loss. To test this hypothesis,
we generated a shRNA-mediated POT1 knockdown model of the AML cell line HL-60
(POT1 mutation status = WT). Therefore, we used two different shRNAs—shRNA1 with a
predicted knockdown level of 56% and shRNA2 with a predicted knockdown level of 92%.
Successful transfection was validated via Sanger sequencing (Supplementary Figure S4B)
and POT1 haploinsufficiency in both shRNA cell line models was confirmed by qRT-PCR
(Figure 5B). Subsequent telomere length measurements confirmed significant telomeric
elongation in the cells carrying the stronger knockdown with shRNA 2 (Figure 5C), thereby
corroborating our previous results seen in the POT1 p.Q199* overexpression model as well
as in the primary patient cells.
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Figure 5. (A) Principal component analyses of the single-cell RNA sequencing data displaying POT1 expression within the
healthy human bone marrow. CLP: common lymphoid progenitor, DC: dendritic cell, HSC: hematopoietic stem cell, HSPC:
hematopoietic stem and progenitor cell, NK: natural killer cell. (B) QRT-PCR analysis confirming downregulation of POT1
in the HL-60 cells carrying shRNA 1 and 2 compared to the nontargeting shRNA control. (C) Relative telomere length (rTL)
analysis by qRT-PCR (comparative ∆∆Ct method) with DNA isolated from the HL-60 samples; shRNA 2 showed significant
telomere elongation compared to the nontargeting shRNA control (ctr). ns = p > 0.05, *** = p ≤ 0.001.

3. Discussion

Telomeres act as “molecular clocks” by defining the proper lifespan of each cell.
Accordingly, deregulation of the shelterin complex which guards and maintains telomeric
DNA is closely linked to cancer progression [2,18]. Here, we present a pediatric patient
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with AML who harbors a novel stop-gain variant, conferring germline haploinsufficiency
of the shelterin complex gene POT1.

We show that the HEK293T cells overexpressing POT1 p.Q199* display an increased
number of gammaH2AX foci and chromosomal fragility compared to WT POT1 overex-
pression, which points towards a loss of function phenotype. This also corroborates the
previous findings of the induction of DNA damage signaling and telomere fragility in
Pot1a deficient murine models [19,20]. Compared to the overexpression model, the primary
fibroblasts harboring heterozygous POT1 p.Q199* displayed strong telomeric elongation.
This is in line with published data from human embryonic stem cells (hESC), in which
cancer-associated POT1 mutations did not trigger DNA damage responses but led to longer
telomeres [21]. This telomere elongation is further confirmed by numerous in vitro POT1
knockout and overexpression models [5,21–23].

Causal relationships between longer telomeres and an increased cancer risk have been
reported [24]. Interestingly, even though AML is commonly associated with short telom-
ere syndromes (STS) [25], our data support an opposite scenario of telomere elongation
mediated by POT1 p.Q199* in our patient. Although counterintuitive, this observation
is in line with the absence of classical STS phenotypes [3] in our patient and adult AML
patients harboring POT1 variants [15]. Moreover, previous reports on POT1 germline
variants in other cancers connect POT1 deregulation with telomere elongation [26,27].
Therefore, our findings suggest that germline POT1 haploinsufficiency causes abnormally
long telomeres, which might generate a susceptible cell population with extended prolif-
erative capacity and the potential to acquire additional mutations required for malignant
transformation [21]. Likewise, long telomeres are more fragile and pose an increased risk
for genomic instabilities, favoring cancer progression [18]. POT1 is mostly expressed in
stem and progenitor cells as depicted by scRNA-Seq data and human hematopoietic stem
cells (HSCs) harboring CRISPR-Cas9-induced heterozygous POT1 stop-gain mutations
do not display fitness disadvantages in vivo [21]. Therefore, the precursor cells of the
hematopoietic system could be directly affected by POT1 aberrations, which is in line with
the clinical phenotype observed in the patient.

Taken together, our data highlight a potential role of POT1 germline deregulation in the
context of predisposition to myeloid malignancies in childhood, which is mediated through
telomere elongation. Although still in its infancy [28], antitelomerase therapy should
be considered as a potential anticancer strategy to counteract malignant transformation
through longer telomeres in POT1-deficient tumors.

4. Materials and Methods
4.1. Patients

Patients ≤ 19 years of age were unselectively recruited at the Pediatric Oncology
Department, Dresden (years 2019–2021), or as previously described [16]. Consent of the
families was obtained according to Ethical Vote EK 181,042,019 (Dresden) and in line with
the Declaration of Helsinki.

4.2. Whole Exome Sequencing (WES)

Germline DNA was extracted from the patients’ fibroblasts using an AllPrep DNA/
RNA Mini Kit (Qiagen, Venlo, Netherlands) and from PBMCs of the parents and the re-
maining patients using a QIAamp DNA Blood Mini Kit (Qiagen). Next-generation libraries
were generated with a SureSelect Human All Exon V7 kit (Agilent Technologies, Santa
Clara, California). The libraries were sequenced on a NovaSeq 6000 platform (Illumina)
in the paired-end mode (2 × 150 bp) and with the final target coverage of ≥100×. Read
files in the fastq format were generated with bcl2fastq v2.19.0, and trimmomatic v0.33
was used to remove adapter and low-quality sequences [29]. The alignment to the human
reference genome GRCh37 was performed using BWA-MEM v0.7.12 [30] and Samtools
v1.2 [31]. The tool Peddy 0.4.6 [32] performed gender and relatedness analyses to validate
the correct sample assignment and the expected relationship of the patient’s data with the
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corresponding parents’ data. Single nucleotide variants (SNVs) and insertion/deletions
(indels) were called using GATK v4.1.4.1 and VarScan2 v2.3.9 [33], applying the trio mode.

Initial variant interpretation was carried out with the CPSR pipeline [34], which
classified the variants as pathogenic, likely pathogenic, variant of unknown significance
(VUS), likely benign or benign. Additional variant interpretation was manually performed
(e.g., by taking the CADD scores into account [35] as well as by utilising an extended cancer
gene list).

4.3. Sanger Sequencing Validation

POT1 p.Q199* was validated via PCR and subsequent Sanger sequencing using the for-
ward primer ACTCTACTCTCTTATGGCAGGT and the reverse primer CATCACCTTCA-
GAGATCTTGCC (5′ → 3′).

4.4. POT1 Variation Analysis

Allele frequencies of all the coding germline variants present in POT1 (Ensembl tran-
script ID ENST00000297338) in a global healthy population taken from the gnomAD non-
cancer exome r.2.1.1 dataset (n = 118,479) were summed up codon-wise. The variants must
have been VEP-annotated to one of the following consequences for inclusion: start_lost,
missense_variant, inframe_insertion, inframe_deletion, stop_gain, frameshift_variant, cod-
ing_sequence_variant, stop_lost, incomplete_terminal_codon_variant, transcript_ablation,
transcript_amplification, protein_altering_variant. The collected dataset was smoothed
using the LOWESS algorithm (fraction: 0.06, iterations: 3) prior to plotting.

4.5. Cloning

The coding sequence of human WT POT1 was obtained from plasmid pLPC mycPOT1
(a gift from Titia de Lange (Addgene plasmid No. 12387; http://www.addgene.org/12387/)
(accessed on 25 October 2021); RRID: Addgene 12387) [5]. The mutant sequence for POT1
p.Q199* was created using site-directed mutagenesis by PCR. After digestion of the PCR
product and vector, ligation of the vector DNA and the insert DNA was performed using a
Quick Ligation™ Kit (New England Biologies (NEB) No. M2200S, Ipswitch, Massachusetts).
Recombinant DNA was introduced into 10-beta competent E. coli (NEB No. C3019H) by
transformation. The organisms containing vector sequences were selected and validated
by Sanger sequencing. The plasmids were amplified in maxi cultures and POT1 WT/Q199*
DNA was purified with a NucleoBond® Xtra Maxi EF Kit (Qiagen, Venlo, Netherlands)
according to the manufacturer’s instructions.

4.6. Cell Culture

The primary fibroblasts were cultivated in the BIO-AMF™-2 Medium (Biological-
Industries, Kibbutz Beit Haemek, Israel) for up to five passages. For experimental analyses,
the fibroblasts were cultured in Dulbecco’s Modified Eagle’s Medium (DMEM, obtained
from GIBCO/Thermo Fisher Scientific, Waltham, Massachusetts) with 20% fetal calf serum
(FCS; GIBCO), 1% penicillin/streptomycin (P/S; 10,000 units/mL; GIBCO) and 1% MEM
Non-essential Amino Acids (NEAA; GIBCO).

HEK293T cells were cultured in DMEM with 10% FCS, 1% P/S and 1% NEAA. HL-60
cells and the additionally tested leukemia/lymphoma cell lines were cultivated in the
RPMI 1640 (GIBCO) medium with 20% FCS and 1% P/S. All the cells were kept at 37 ◦C
and 5% CO2.

4.7. HEK293T Cell Transfection

HEK293T cells were seeded at a density of 4× 105 cells and transfected with POT1 WT
and POT1 Q199* plasmids using Lipofectamine 2000 (Invitrogen/Thermo Fisher Scientific,
Waltham, Massachusetts) according to the manufacturer’s instructions. The cells were
selected with 2 µg/mL puromycin (Invitrogen), reduced to 1 µg/mL after one week.
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Validation of successful transfection was done by Sanger sequencing of reverse-transcribed
mRNA.

4.8. POT1 Knockdown in HL-60 Cells

For lentivirus production, 15 × 106 HEK293T cells were seeded on 15 cm dishes
and transfected with VSV-G, pCMVdr8.2dvpr and shRNA plasmids containing specific
POT1 knockdown sequences or non-coding shRNA. The transfection was performed using
Lipofectamine 2000 according to the manufacturer’s instructions. The following plas-
mids were obtained from Sigma-Aldrich, St. Louis, Missouri: control (SHC016), shRNA1
(TRCN0000039804; predicted knockdown level, 0.56), shRNA2 (TRCN0000010352; pre-
dicted knockdown level, 0.92). The plasmids were amplified in maxi cultures and POT1
WT/Q199* DNA was purified using a NucleoBond® Xtra Maxi EF kit (Qiagen).

HL-60 cells were transduced via spinfection on Retronectin (TakaraBio, Saint-Germain-
en-Laye, France) coated 6-well plates. The successfully transduced HL-60 cells were
selected with 1 µg/mL puromycin (Invitrogen), which was reduced to 0.5 µg/mL after
1 week. Knockdown of POT1 in HL-60 cells was quantified by qRT-PCR using POT1
TaqMan assays (Hs01565611_m1).

4.9. Quantitative Real-Time (qRT)-PCR Analysis

RNA was extracted from the primary fibroblasts (TRIO_DD_018; TRIO_DD_025; 2.0–
3.0 × 106 cells) using an RNaeasy Mini Kit (Qiagen No. 74106) with 350 µL of the RLT
Buffer+ beta-ME using a QIAshredder (Qiagen, No. 79656) and an RNAse-Free DNase
Set (Qiagen No. 79254). Three independent RNA extractions were performed. One µg
of RNA was reverse-transcribed into cDNA using a QuantiTect Reverse Transcription Kit
(Qiagen No. 205311) following the manufacturer’s instructions. Quantitative RT-PCR
was performed using a TaqMan Universal Master Mix II following the manufacturer’s
instructions (Thermo Fisher Scientific No. PN4428173, Waltham, Massachusetts) for a 20 µL
reaction with 1.5 µL of cDNA. The following TaqMan assays (Thermo Fisher Scientific,
Waltham, Massachusetts) were used: TBP (Hs00427620_m1), HPRT1 (Hs02800695_m1)
and POT1 (Hs01565611_m1; Chr.7: 124,822,386–124,929,983). Expression of mRNA was
analysed by means of the comparative ∆∆CT method and plotted in relation to the control
sample.

4.10. Western Blot

For whole cell lysates, 2–2.5 × 106 (fibroblast samples) and 5 × 106 (HEK293T cells sta-
bly overexpressing POT1 WT or p.Q199*) were lysed in a RIPA buffer (50 mM Tris, 150 mM
NaCl, 0.5% sodium deoxycholate, 1% Triton and 0.1% SDS 20%, with 10× PhosSTOP (PS,
Roche) and 25× PIC (Protease Inhibitor Cocktail, Roche, Basel, Switzerland) for 30 min on
ice. The protein concentration was measured with the Bradford protein assay (Roti-Quant,
Roth) by determining OD595nm. Twenty µg (HEK293T cells protein) or 15 µg (fibroblast cells
protein) were heated for 10 min at 95 ◦C while shaking at 350 rpm and loaded accordingly
onto a BIORAD Mini-Protean TGX Gel 4–20% (Bio-Rad Laboratories, Hercules, California).
The blot was run for 3 h at 80 V. The transfer was performed using a Trans-Blot Turbo 1×
Transfer System (high-molecular-weight, BIO-RAD). The immunoblot was blocked in 5%
milk at room temperature for 1 h. After three washes with 1× TBS-T, the blot was incubated
overnight at 4 ◦C with the following antibodies: a c-myc-Taq antibody (Invitrogen No.
MA1-980, 1:1000) diluted in 5% Bovine Serum Albumin (Sigma-Aldrich, St. Louis, MO,
USA) and POT1 (Novusbio No. NB500-176, 1:1000, Centennial, Colorado), GAPDH (Cell
Signaling No. 5174S, 1:1000, Danvers, Massachusetts) diluted in 5% milk. The following
day, the secondary antibody was applied after three consecutive washes (Cell Signaling
Anti-Rabbit IgG No. 7075 1:1000, Cell Signaling Anti-Mouse IgG No. 7076) for 1 h in the
dark, at room temperature, diluted in 5% milk. After three consecutive washes, the blot
was imaged after the application of an HRP-linked solution (SuperSignal West Pico PLUS
Chemiluminescent Substrate, Thermo Fisher Scientific, Waltham, MA, USA).
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4.11. QRT-PCR of the Telomere Length (TL)

DNA was isolated from the fibroblast samples, the blood samples and the stably
transfected HEK293T cells overexpressing POT1 using an AllPrep DNA/RNA/Protein
Mini Kit (Qiagen) and stored at −20 ◦C. Afterwards, DNA was diluted to a concentration
of approximately 25 ng/µL. The relative telomere length was measured by qPCR using a
Relative Human Telomere Length Quantification qPCR Assay kit (Science Cell No. 8908)
following the manufacturer’s instructions. For the HL-60 cells, the annealing time was ex-
tended to 30 s. Three biological replicates of each sample were analysed. For quantification
of the TL, the comparative ∆∆CT method was applied.

4.12. Telomeric FISH on Metaphase Chromosomes

One million POT1 WT and POT1 p.Q199* HEK293T cells were seeded in T75 flasks
and incubated for 48 h at 37 ◦C and 5% CO2. Colchicine (Sigma-Aldrich) was added at a
concentration of 5 µg/mL for 2 h. After trypsinisation, the cells were gently exposed to
a hypotonic solution containing 0.075 M KCl and incubated for 10 min at 37 ◦C and 5%
CO2. The cells were first fixed in methanol/acetic acid (3:1), placed on slides and stored at
−20 ◦C. For performing fluorescence in situ hybridisation, Telomere PNA FISH Kit/Cy3
(Dako/Agilent Technologies No. K5326, Santa Clara, California) was used following the
manufacturer’s instructions. The denaturation step was optimised to 90 ◦C for 10 min, and
the hybridisation time was extended to 2 h at RT.

The slides were mounted in the ProLong Diamond Antifade mounting medium
containing DAPI (Thermo Fisher Scientific) and stored at −20 ◦C. Metaphase spreads were
captured with a Zeiss Axio Observer microscope using a Plan Apochromat objective with
63×magnificationaccompanying to the Core Facility Cellular Imaging (CFCI), Dresden,
Germany). The DAPI images were used for featuring the metaphase chromosomes. At least
10 metaphase spreads per sample were captured and analysed. Chromosomal aberrations
are presented as the frequency per metaphase.

4.13. Immunofluorescence Staining

Fibroblasts and stably transfected HEK293T cells overexpressing POT1 were plated
onto Poly-L-Lysine pre-coated coverslips in 24-well-plates at a density of 2 × 104 cells
(fibroblasts) or 6× 104 cells (HEK293T) and cultured for 24 h at 37 ◦C and 5% CO2. The cells
were exposed to 3 Gy (HEK293T cells) or 6 Gy (fibroblasts) ionising radiation and cultured
again for 24 h as described above. The following day, the cells were fixed for 15 min in 3%
formaldehyde/PBS, blocked with 0.25% Triton X-100/PBS for 10 min and blocked again in
1% bovine serum albumin/PBS for 30 min. The samples were incubated with the primary
antibodies for 1 h at RT. Using a mouse polyclonal anti-phospho-histone H2AX (Ser139)
antibody (Merck Millipore No. 05-636, Burlington, Massachusetts) at a dilution of 1:100
and a rabbit 53BP1 antibody (Novusbio No. NB100-304) at a dilution of 1:1000, yH2AX and
53BP1 foci were detected. Coverslips were further stained with the secondary antibodies
for 1 h at room temperature in the dark. The goat anti-mouse Alexa Fluor 488 IgG antibody
(Invitrogen No. A-11029) and the goat anti-rabbit Alexa Fluor 594 IgG antibody (Invitrogen
No. A-11037) were used as the secondary antibodies, each at a dilution of 1:200. The
slides were mounted in the ProLong Diamond Antifade medium containing DAPI. Wide-
field microscopy was performed with a Zeiss Axio Observer microscope using a Plan
Apochromat objective with 20×/40× magnification accompanying to the Core Facility
Cellular Imaging (CFCI), Dresden, Germany). The DAPI images were used to detect signals
inside the nuclei.

4.14. Single-Cell RNA Sequencing Analysis

Healthy human bone marrow scRNA-seq data from eight donors were downloaded
from the Human Cell Atlas (https://data.humancellatlas.org/explore/projects/cc95ff89-
2e68-4a08-a234-480eca21ce79) (accessed on 12 August 2021) [36] and aligned to hg19 using
Cell Ranger v3.0.0. Scanpy (https://doi.org/10.1186/s13059-017-1382-0) (accessed on 12
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August 2021) was used to characterise the cell types in the data, correcting for possible batch
effects with the mutual nearest neighbors (https://doi.org/10.1038/nbt.4091) (accessed
on 12 August 2021) and filtering for outliers using the median absolute deviation. The cell
clusters found with Louvain clustering (https://zenodo.org/record/1054103) (accessed
on 12 August 2021) were mapped to cell types using the known marker genes. Cell cycle
phases were annotated by scoring cell cycle marker gene sets from https://doi.org/
10.1101/gr.192237.115 (accessed on 12 August 2021). Two-dimensional visualisation was
performed with UMAP (https://doi.org/10.1038/nbt.4314) (accessed on 12 August 2021).

4.15. Statistical Analyses

For the statistical analysis, two-tailed Student’s unpaired t-test was performed. Dif-
ferences with a p-value < 0.05 were considered to be significant; ns = p > 0.05, * p ≤ 0.05,
** p ≤ 0.01, *** p ≤ 0.001, **** p ≤ 0.0001.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/ijms222111572/s1.
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Abstract: Mutations in splicing factor genes have a severe impact on the survival of cancer patients.
Splicing factor 3b subunit 1 (SF3B1) is one of the most frequently mutated genes in chronic lympho-
cytic leukemia (CLL); patients carrying these mutations have a poor prognosis. Since the splicing
machinery and the epigenome are closely interconnected, we investigated whether these alterations
may affect the epigenomes of CLL patients. While an overall hypomethylation during CLL carcino-
genesis has been observed, the interplay between the epigenetic stage of the originating B cells and
SF3B1 mutations, and the subsequent effect of the mutations on methylation alterations in CLL, have
not been investigated. We profiled the genome-wide DNA methylation patterns of 27 CLL patients
with and without SF3B1 mutations and identified local decreases in methylation levels in SF3B1mut

CLL patients at 67 genomic regions, mostly in proximity to telomeric regions. These differentially
methylated regions (DMRs) were enriched in gene bodies of cancer-related signaling genes, e.g.,
NOTCH1, HTRA3, and BCL9L. In our study, SF3B1 mutations exclusively emerged in two out of three
epigenetic stages of the originating B cells. However, not all the DMRs could be associated with the
methylation programming of B cells during development, suggesting that mutations in SF3B1 cause
additional epigenetic aberrations during carcinogenesis.

Keywords: chronic lymphocytic leukemia; CLL; DNA methylation; SF3B1 mutation; NOTCH; IKAROS

1. Introduction

Chronic lymphocytic leukemia (CLL) is the most common leukemia in the Western
world and mainly affects elderly people [1]. Although the CLL phenotype is quite specific
and homogenous, the clinical outcome is extremely heterogeneous [1]. The clinical outcome
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is partly associated with the mutational status of the immunoglobulin heavy chain variable
region (IGHV) as patients with a high level of somatic mutations in IGHV (M-CLL) have a
better prognosis than patients with no or a low level of somatic mutations in this region
(U-CLL) [1–3].

Through the development of new high-throughput sequencing technologies, addi-
tional genomic alterations have been identified, which are associated with poor prognosis
or insufficient therapy response. The strongest impact has been found for del(17p) and
mutations in tumor protein P53 (TP53). Additionally, shorter progression-free survival is
conferred by mutations in the splicing factor 3b subunit 1 (SF3B1), ATM serine/threonine
kinase (ATM), ribosomal protein 15 (RPS15), and Notch receptor 1 (NOTCH1) [4–10].
Mechanistic insight into how these genomic alterations lead to poor prognosis or therapy
resistance in CLL is largely missing. One of the most frequently mutated genes in CLL is
SF3B1, encoding a component of the splicing machinery. Patients with SF3B1 mutations
(SF3B1mut) have a poor prognosis [5] and SF3B1 alterations are associated with chemother-
apy refractory disease [7]. SF3B1 mutations cluster in the HEAT repeat domain (Huntingtin,
Elongation factor 3—EF3), protein phosphatase 2A (PP2A), and the yeast kinase TOR1)
with the most common mutation in CLL being p.K700E [5,9]. Depletion of SF3B1 tran-
scripts by small interfering RNA (siRNA) in cell culture leads to an alteration of exon usage,
in most cases causing a decrease in cassette exon inclusion [11]. Long read sequencing
also revealed differential 3′ splice site changes and a strong downregulation of intron
retention events associated with SF3B1 mutations [12]. Recently, it has been shown that
blood malignancies, in particular, such as leukemias, have a strong link between mutations
in splicing factors and epigenetic dysregulation [13]. As such, SF3B1 interacts with the
chromatin remodeling complex WICH (WSTF-SNF2H) [14] and with the polycomb group
proteins: polycomb group ring finger 2 (PCGF2) and ring finger protein 2 (RNF2) [15]. A
direct interaction between SF3B1 and polycomb repressive complex 2 (PRC2) was shown
in mice. As such Sf3b1+/− mice exhibited a similar phenotype as PcGmut mice, i.e., various
skeletal alterations along the anterior-posterior axis [15]. Moreover, hypermethylation
of polycomb-repressed regions was observed in the proliferating fraction of circulating
CLL [16]. Furthermore, SF3B1 interacts with nucleosomes in an RNA-independent manner
and is preferentially associated with GC-rich exons [11]. However, a detailed characteriza-
tion of epigenomic changes associated with SF3B1mut CLL is still largely missing.

Epigenomic alterations are emerging as powerful prognostic indicators in CLL [17,18].
It has been found that CLL genomes, when compared to normal B cells, are globally
hypomethylated [19–21] and that M- and U-CLL classes show distinct methylomes [22].
Hypomethylations are found at gene bodies [23], especially at repetitive sequences, such as
Alu, long interspersed nuclear elements-1 (LINE-1), and satellite-α (SAT-α) repeats [24].
Epigenetic profiling using DNA methylation arrays identified three subgroups of CLL,
reflecting the developmental stage of the B cells from which the CLL cells originated [23,25].
Normal B cell maturation from naive to high-maturity memory B cells is accompanied
by unidirectional DNA methylation changes, of which most show a decrease in DNA
methylation. Such epigenetic changes during differentiation processes are also referred
to as epigenetic programming. Epigenetic-defined CLL subgroups were therefore named
low-programmed CLL (LP-CLL), intermediate-programmed CLL (IP-CLL), and high-
programmed CLL (HP-CLL) [25]. LP-CLL is enriched for unmutated IGHV (U-CLL) and
is associated with a poor prognosis, whereas HP-CLL is enriched for mutated IGHV (M-
CLL) [23].

Recent studies have revealed wide-spread intratumor heterogeneity of the methylation
in CLL [18,26,27]. Upon maintenance of DNA methylation, the methylation of one CpG is
influenced by neighboring CpGs, yielding concordant methylation states [28]. In contrast,
discordant methylation states are associated with active reprogramming. In cancer, a
higher degree of discordant neighboring CpG methylation at promoter sites has been
associated with worse prognosis [26]. According to this study, the median time for ‘failure
free survival’ (FFS), meaning the time between the first and the second treatment or
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death, decreases from 44 months to 16.5 months for patients with a high proportion of
discordant methylation in the promoter. This suggests that DNA methylation is a predictor
for prognosis, but whether it is causative or just a confounding factor to the malignant
process is so far unknown. Along this line, it is unclear whether DNA methylation and
oncogenic mutations are independent prognostic factors or if are functionally related.
Landau et al. observed that the presence of sub-clonal drivers overruled the increased risk
associated with the elevated PDR (proportion of discordant reads), suggesting that either
the heterogeneous methylation facilitates mutational processes, or that the mutations exert
their functions through epigenetic mechanisms [26].

Moreover, all three DNA methyltransferases (DNMTs) are subjected to alternative
splicing [29–31] and, therefore, mutations in splicing factors can potentially lead to changes
in the methylation profiles, either directly by affecting the splicing of the DNA methyl-
transferases and DNA demethylases genes, or by alternatively spliced isoforms of the
chromatin and methylation regulators, such as non-coding RNAs [32]. Thus, to achieve a
better understanding on the methylome changes in CLL patients and how they might be
connected to mutations in SF3B1, we compared genome-wide methylation profiles of CLL
patients with (SF3B1mut) and without (SF3B1WT) SF3B1 mutations.

2. Results
2.1. CLL Patients with SF3B1 Mutations Feature Local Hypomethylations

Although overall hypomethylation in CLL patients compared to normal B cells is
known [23,24], the impact of the SF3B1 mutations on the epigenome is unclear. We used
DNA of 27 patients with (SF3B1mut, n = 13) and without (SF3B1WT, n = 14) SF3B1 mutations
(Table S1), and investigated genome-wide methylation profiles using the methylated DNA
immunoprecipitation sequencing (MeDIP-seq) technology. Although principal component
analysis with the 1,000 most variable regions within CG islands (CGIs) revealed that
samples clustered according to the IGHV mutational status, and some separation could also
be observed based on the SF3B1 mutational status, no clear clusters grouped by the SF3B1
genotype were visible (Figure 1A). This suggested that SF3B1mut has no widespread effect
on the methylation patterns of the CLL patients. The distribution of sex or age between
the SF3B1WT and SF3B1mut patients was not significantly different (Mann–Whitney test
p-value = 0.94) (Table S1). Using the QSEA package [33], we identified 67 significantly
hypomethylated, but no hypermethylated regions (adjusted p-value (false discovery rate,
FDR) < 0.05, and |log2(fold change)| ≥ 1) (Table S2). We validated 16 of the significantly
differentially methylated regions (DMRs) with the EpiTYPER (Tables S3 and S4) and
observed a significant correlation (R = 0.71, p-value < 2.2 × 10−16) between the methylation
levels of the regions estimated with MeDIP-seq/QSEA and EpiTYPER (Figures 1B,C and S1).
Although the EpiTYPER data cannot provide methylation information for individual CpGs
localized on the same DNA strand, the bulk methylation level of neighboring CpG sites at
14 DMRs with more than one CpG tested seems mostly concordant (Table S4). A hierarchical
clustering using the beta normalized methylation values at the 67 DMRs clearly separated
SF3B1mut from SF3B1WT (Figure 2A).
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between EpiTYPER and beta methylation for each sample and every DMR/CpG; (C) comparison of the methylation
difference between SF3B1mut and SF3B1WT CLL mean methylation levels.

We next compared our results to published methylation data created with methylation
arrays that, even though they did not focus on the SF3B1mut effect, did contain methylation
data of SF3B1mut patients. Kulis et al. used 139 CLL patients, 8 of which with SF3B1 muta-
tion [23]. The authors identified 64 hypo- and 30 hypermethylated differentially methylated
CpGs between SF3B1mut and SF3B1WT. Although 74 of these 94 CpGs (79%) were within
genomic regions sufficiently covered by sequencing reads in our data and tested for dif-
ferential methylation, none of the DMRs identified overlapped the exact differentially
methylated CpGs identified by Kulis et al. [23]. However, we identified DMRs within three
genes that contained a differentially methylated CpG reported by Kulis et al. [23]: BCL9L,
MYB, and NCOR2. The CpGs and DMRs within these genes had the same direction of
the methylation change; they were hypomethylated in CLL with SF3B1mut compared to
CLL with SF3B1WT. We next used an even larger dataset, one that encompasses the dataset
from Kulis et al. [23], available from BloodCancerMultiOmics2017 R package [34]. In total,
174 CLL patients with known SF3B1 mutational status (148 SF3B1WT and 26 SF3B1mut)
were analyzed for 435,102 CpGs (all CpG sites with a single nucleotide polymorphism,
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SNP, were removed by the authors). We used the limma R package [35] to analyze the array
data sets and found that only 18 from our 67 DMRs (27%) overlapped at least one CpG (in
total, 27 CpGs) included in the methylation array dataset, suggesting that the differential
methylation might be located outside of regions captured with the array technology. The
methylation values of the array data within all of these 18 regions were altered in the
same direction as we have identified it within our dataset. Apart from one CpG with no
change in methylation, the CpGs overlapping these DMRs showed a slight hypomethy-
lation in CLL SF3B1mut patients with a maximum |log2(fold change)| = 0.3, within the
ACOX3 gene (Table S2, column AI). This again puts our results in line with previously
published data. Among the 27 CpGs overlapping the 18 DMRs, there were CpGs already
reported by Wierzbińska as CLL-specific (n = 8), or B cell-specific (n = 8) [36] (Table S2).
The mean methylation values for CLL SF3B1WT and CLL SF3B1mut of the 18 CpGs were
significantly correlated between the array and the MeDIP-seq based data (Pearson R = 0.47,
p-value = 0.0038) (Figure S2).
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2.2. Hypomethylations in CLL Patients with SF3B1 Mutation Are Enriched in Gene Bodies and
Subtelomeric Regions

We next asked if the changes in DNA methylation in SF3B1mut samples are enriched in
certain genomic regions or if they are evenly distributed across the genome. While we iden-
tified DMRs on almost all chromosomes, except chromosomes 14 and 18 (Figure 2B,C), the
density of DMRs for the chromosomes varied (chi-squared test p-value = 0.00015). We ob-
served the highest number of DMRs on chromosomes 9 and 19 (Figure 2B,C) (Figure S3A,B).
Chromosome 19 is known for its high density of genes and CG content [37]. We therefore
corrected the analysis for the CGI content and identified the largest enrichment of DMRs
on chromosome 9 (Figure S3C). We did not observe any major deletions or insertions on
chromosomes 9 or 19 based on the QSEA estimation (Figure S4). All eight DMRs identified
on chromosome 9 (as well as many DMRs on other chromosomes) were located within
15 Mbp from the chromosome end in proximity of telomeric regions (Figure 2C) [38]. In fact,
43 of our 67 DMRs (64%) were located within 10 Mbp from the chromosomal start/end,
and 28 of these (42% total) were located even more peripheral, within 5Mbp from the
chromosomal ends. This result suggested that the hypomethylation may involve spatially
and therefore possibly functionally related chromosomal regions. The subtelomeric DMRs
on chr9 overlapped gene bodies of EHMT1, NOTCH1, VAV2, PRRC2B, NEK6, and the
promoter region of LCN10.

Furthermore, to examine the distribution of DMRs in the genomic context, we an-
notated the DMRs and counted how many DMRs spanned different genomic features
(Figure 3A). DMRs were significantly enriched in gene bodies (Figure 3B) with more
than half (n = 48, 72%) of the DMRs located within gene bodies, mostly intronic regions
(n = 40). Furthermore, we observed that DMRs were enriched in transcription factor bind-
ing sites (TFBS, n = 29, 43%). These TFBS were mostly downstream to gene promoters,
except six, which were located in the promoters of TGFBR3, RGPD8, HTRA3, LCN10,
FAM174B, and IL17C (Table S2). Of those, four had a CpG island annotated within the
promoter region (RGPD8, HTRA3, FAM174B, IL17C). We next performed TFBS enrichment
analysis of the 122 transcription factors (TFs) included in the ENCODE Uniform TFBS
track [39] derived from ChIP-seq experiments [40–42]. We identified IKZF1 (IKAROS)
and BHLHE40 as the most significantly enriched transcription factors with 12 and 8 hy-
pomethylated DMRs at their binding sites, respectively (Figure 3C). Both TFs are critical
for B cell development [43,44]. This is particularly interesting in regard to the question
if the detected differential methylations are due to different B cell developmental stages
where the SF3B1mut cases develop from. However, the highest odds ratio was identified
for the histone deacetylase HDAC6 with two DMRs at the promoter regions of HTRA3 and
FAM174B. HDACs’ role in the initiation and progression of cancer has been extensively
studied, as reviewed in [45]. Among chromatin states, we found weak and strong en-
hancers as predominant sites for DNA hypomethylations (Figure 3D). Among the 29 DMRs
within enhancer regions, 21 (72%) were within 1 Mb from a promotor of a gene with
significantly different expression levels (FDR < 0.05, no threshold on log2(fold change,
Table S2), e.g., XXYLT1, HTRA3, and ARID3A genes. Eleven DMRs (16%) were located at
ten unique promoter regions (BCL9L, HTRA3, HPCAL1, IL17C, RGPD8, NCOR2, LCN10,
AC107959.1, FAM1748, TGFBR3) and two genes (HTRA3 and FAM1748) had higher expres-
sion and hypomethylated promoters in CLL patients with SF3B1mut compared to SF3B1WT

(Table S2).
Subsequently, to gain more biological insight into the differential methylations in

CLL patients with SF3B1 mutation, we used all 40 genes containing at least one DMR
within their gene body or promoter region and subjected the list to a gProfiler functional
enrichment analysis. This analysis identified the NOTCH signaling pathway (KEGG
pathway, g:SCS adjusted [46] p-value = 1.49 × 10−2) containing three of the genes (DTX1,
NCOR2, NOTCH1) as significantly affected by differential methylations (Figure S5).

Motif enrichment analysis of the 67 regions did not reveal any significantly enriched
transcription factor motif after multiple testing correction (Table S5).
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Figure 3. Genomic features of SF3B1mut vs. SF3B1WT differentially methylated regions (DMRs) at binding sites.
(A) Schematic visualization of features used in (B) A promoter was defined as a region +/− 2000 base pairs (kbp) from a
transcription start site. CpG islands (CGI) were obtained from [47]. A CGI shore was defined as a 2-kbp region flanking
a CGI up—and downstream. A distal CGI is any CGI outside of promoter regions. (B) Enrichment analysis of genomic
features with differentially methylated regions (DMRs) shown by odds ratio. Enhancer regions are taken from [48]. Tran-
scription factor binding sites (TFBS, n = 122) were derived from ENCODE Encyclopedia v.3. PRC2 binding sites were
defined as binding sites for EZH2 or SUZ12. (C) Enrichment analysis of the TFBS listed in (B)—only 11 TFBSs with the
highest odds ratio are shown. (D) Enrichment analysis of the chromatin states as derived from GM12878 cell line [49,50].
Significance is denoted by stars with adjusted p-value (false discovery rate) < 0.05 = “*”; < 0.01 = “**”; < 0.001 = “***”;
< 0.0001 = “****”; ≥ 0.05 = “ns”.

2.3. SF3B1mut Is Associated with Aberrant Methylation and Is Partially Related to the
Developmental B Cell Epigenetic State

It has been previously shown that the methylation profile in CLL reflects, besides
tumor specific alterations, the developmental state of the B cells from which the tumor
has derived [25]. Accordingly, CLL cases have been classified into three stages of B cell
development: low-programmed (LP-CLL), intermediate-programmed (IP-CLL), and high-
programmed (HP-CLL) [25]. This classification is based on clustering of methylation
levels from regions containing binding sites for transcription factors involved in B cell
development (AP-1, EBF1, RUNX3) and transcriptional elongation [25]. The authors
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identified 18 regions, which sufficiently separate the three B cell developmental stages [25].
Using beta-transformed methylation levels calculated by the QSEA software [33] for these
18 regions, we clustered our 27 samples together with the 329 CLL Research Consortium
samples analyzed by Oakes et al. [25] (Figures 4A and S6).
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The occurrence of SF3B1 mutations have been associated with less differentiated states
of B cells with the SF3B1mut CLL resembling more naïve B cells whereas SF3B1WT CLL
resembling more memory B cells based on their methylation profiles [51–53]. We therefore
tested to what extent the SF3B1mut-associated hypomethylated regions can be explained
by the developmental stage, and to what extend they can be attributed to the effects of
the SF3B1mut during carcinogenesis. While four of the SF3B1WT samples clustered within
the HP-CLL cluster, we did not observe any sample with a SF3B1 mutation in this cluster
(Figure 4A,B). This was confirmed by independent clustering of our 27 samples, as all
HP-CLL samples (19, 21, 22, 36), none of which carried SF3B1mut, created a separate cluster
(Figures 1A and S6).

In order to evaluate if the identified 67 DMRs between SF3B1mut and SF3B1WT were
due to different developmental stages of the originating B cells, we looked at the methy-
lation differences based on beta-normalized methylation values at the 67 regions among
the developmental stages represented by LP-, IP-, and HP-CLL subtypes (Figure 4C). We
observed that, for SF3B1WT CLL, the methylation levels at these regions significantly in-
creased between the LP- and IP-CLL stages, whereas SF3B1mut CLL samples showed stable
methylation levels, which were significantly lower compared to the corresponding stage in
the SF3B1WT CLL (Figure 4C). At 22 from the 67 DMRs (33%) identified between SF3B1mut

CLL and SF3B1WT CLL samples the methylation level changed (≥20%) between LP- and
IP-CLL among the SF3B1WT CLL samples (Figure 4D, Table S2), suggesting that these
DMRs are involved in the normal B cell developmental process.

These 22 B cell development-related DMRs are located in 16 genes, including genes
involved in B cell-specific functionality, epigenetic remodeling, and carcinogenesis, such as
TGFBR3, EHMT1, ACOX3, SEPTIN9, MYB, FAM174B, ARID3A, XXYLT1, and RHOBTB2.
Although we observed ≥ 20% change in the methylation at the 22 of 67 DMRs between
LP-CLL and IP-CLL among the SF3B1WT CLL samples, the difference was lost in SF3B1mut

(Figure 4C). An additional 12 of our DMRs showed methylation differences (≥20%) when
we compared HP-CLL to IP-CLL among the SF3B1WT CLL samples, and 33 of the 67 DMRs
(49%) showed stable methylation profiles among the SF3B1WT CLL samples (LP-CLL vs.
IP-CLL and IP-CLL vs. HP-CLL, Table S2), indicating that about half of the methylation
changes observed between SF3B1WT and SF3B1mut are independent of B cell developmen-
tal stages.

Furthermore, we compared our list of DMRs with the 10,000 regions from Oakes et al.
and concluded that most significantly change their methylation levels during physiolog-
ical B cell maturation [25]. Only 4 of our 67 DMRs (6%) overlapped the 10,000 regions
associated with B cell development reported by the authors [25] (Table S2). It is worth
noting that all four overlapping DMRs, including DMRs within BCL9L and NOTCH1, were
hypermethylated in high-maturity memory B cells and hypomethylated when comparing
SF3B1mut vs. SF3B1WT CLL, suggesting an association of SF3B1 mutations with less mature
B cell developmental stages in CLL.

In addition, to further investigate if the observed DMRs between SF3B1mut and
SF3B1WT were related to the B cell maturation or not, we compared our list of DMRs with
epigenetic B cell programming sites identified using a methylome-based cell-of-origin
modelling framework [36]. The authors identified linear dynamics of the methylation
changes at 59,329 CpGs occurring during normal B cell development across six B cell
differentiation stages, from naive to memory B cells (B cell-specific sites). CpGs with
deviations from the expected methylation levels in CLL (CLL-specific) were classified into
four classes: B cell-specific developmental sites hypomethylated (class A, n = 5757) and
hypermethylated (class B, n = 183); and non B cell-specific sites hypomethylated in CLL
(class C, n = 4238) and hypermethylation in CLL (class D, n = 157). The CLL-specific CpGs
are expected to be associated with the tumorigenic transformation to CLL [36]. Eight (12%)
of our DMRs overlapped the B cell-specific developmental sites reported by the authors [36],
and seven (10%) overlapped CLL-specific CpGs not related to the B cell differentiation
program (Table S2). This indicates that a part of the differential methylations detected
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in SF3B1mut compared to SF3B1WT patients is related to the normal B cell differentiation
process, and that the other part is specific to SF3B1mut CLL.

3. Discussion

Methylation is known to regulate splicing [54–57], but alternative isoforms of DNA
methyltransferases genes or genes regulating chromatin conformation or methylation can
also modulate methylation profiles [32]. Although mutations in genes required for splicing
and methylation commonly occur in leukemia, and a mutation in a splicing factor (SRSF2)
has been shown to impact methylation in acute myeloid leukaemia [58], the interaction of
these two processes has not been described in CLL patients carrying SF3B1mut. To acquire
additional insight into the methylome differences in CLL patients with and without SF3B1
mutations, we analyzed genome-wide methylation profiles using MeDIP-seq. We identified
67 regions with significantly lower methylation levels in SF3B1mut CLL (Figure 2A) which
we partly validated with the EpiTYPER assay.

The question remains what the cause for the altered methylation pattern might be.
So far, there are no reports on the SF3B1 mutation causing differentially spliced isoforms
of DNMTs in CLL patients, which is also in line with our data. However, altered splice
variants in euchromatic histone lysine methyltransferase 1 (EHMT1) have been significantly
associated with SF3B1mut CLL patients [59], and were also detected by us to contain a
hypomethylated region (Table S2). In fact, the EHMT1 and UCKL1 genes were the only
genes that overlapped the DMRs reported here, and were listed as genes with altered
splicing associated with SF3B1 mutation in CLL patients [59]. Although most histone
methyltransferases are independent from DNA methylation, they are involved in gene
repression [60] and DNA damage [61]. Furthermore, EHMT1, in particular, has also been
associated with DNA methylation [62,63] and, therefore, this enzyme requires further
investigation in SF3B1mut CLL patients.

The methylation changes observed seemed to be only partially affected by the IGHV
mutational status and allowed to clearly separate the samples by the SF3B1 mutational
status (Figure 2A). The hypomethylated regions were distributed across the genome;
however, chromosomes 9 and 19 showed higher numbers of DMRs with many DMRs
located close to telomeric regions (Figure 2C). The hypomethylation of regions in CLL
compared to normal B cells [19,24] and further hypomethylation of CLL patients with
SF3B1mut may have a role in the worse prognosis of these patients. Interestingly, all eight
DMRs on chr9, which contained, for example, a DMR within the NOTCH1 gene, as well as
many DMRs on other chromosomes, were located in a close proximity to telomeric regions.
Short telomers have been already associated with anomalies in SF3B1 showing worse
prognosis in CLL patients [59,64,65]. However, the potential link between differential
methylation close to the subtelomeric region and shorter telomeres in CLL patients with
SF3B1mut requires further studies. We also observed hypomethylation in two other genes
involved in NOTCH signaling: DTX1 and NCOR2. Mutations in the NOTCH1 gene are
frequent in CLL [4–10] and NOTCH signaling was associated with CLL progression [66–68].
In addition, NOTCH1 pathway was shown to be activated in CLL patients with SF3B1
mutation [59,69].

In agreement with previous studies, most of our DMRs were located in genic regions
(Figure 3B). The genes with DMRs were significantly enriched within the NOTCH signaling
pathway (Figure S5). Interestingly, 12 DMRs included a binding site for the IKAROS (IKZF1)
transcription factor (TF). These 12 DMRs were associated with eight genes: ACOX3, ADAT3,
ARID3A, FAM174B, NOTCH1, RGPD8, SCAMP4, and XXYLT1. IKAROS is involved in
B cell development [59] and has previously been implicated with CLL [70]. IKAROS
expression increases during B cell differentiation and half of all genes upregulated during
B cell development are IKAROS targets [71]. Moreover, IKAROS proteins are destructed by
lenalidomide [72,73], a drug shown to act on CLL cells in vitro [74] and tested in the CLLM1
trial, where it improved progression-free survival. However, since a subset of treated
patients developed B cell acute lymphoblastic leukemia, lenalidomide treatment was
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terminated in the CLLM1 study [75]. Of note, none of the patients analyzed in this study
were treated with lenalidomide. Not surprisingly, 9 of the 12 DMRs within IKAROS binding
sites were in regions identified as associated with B cell development and reported here or
in previous studies [25,36]. The differential methylation between SF3B1mut and SF3B1WT

CLL patients may, at least in part, be influenced by the differentiation state of the originating
B cells [51–53]. In agreement with this hypothesis, all of our 14 SF3B1mut samples were
classified as early- (LP-CLL) and intermediate- (IP-CLL) programmed CLLs, and the role
of IKAROS in B cell development has been highlighted in the early stages [43,76–78].
However, about half of the DMRs reported here seem to be independent from the B cell
differentiation process.

Induction of IKAROS in CLL cells is associated with poor disease outcome [79]
and promotes BCR signaling [80]. Taking into account that IKAROS tumor suppressive
capacity includes an induction of enhancers in T cells [81], the hypomethylation in SF3B1mut

patients at IKAROS binding sites and the enrichment of the hypomethylation sites in weak
enhancers is noticeable and requires further investigation.

IKAROS family proteins interact with nucleosome remodeling and deacetylase (NuRD)
and PRC2 [82]. In T cells, IKAROS interacts with PRC2, thereby mediating epigenetic
repression at stem cell-associated genes [83]. Such an interaction of IKAROS with PRC2
links IKAROS to DNA methylation regulation. Although binding of IKAROS to PRC2 was
not observed in B cells, a loss of IKAROS function results in ectopic enhancer activation
accompanied by a loss of the PRC2-mediated repressive histone modification H3K27me3 in
the corresponding promoter regions [84]. In addition, the IKAROS family member, IKZF3
(AIOLOS), is recurrently mutated in CLL, with an incidence of 2% carrying the hotspot
mutation p.L162R [5], emphasizing the importance of this transcription factor family for
lymphoid malignancies.

Although significant, but with only two DMRs in TFBSs, is the histone deacetylase,
HDAC6. The hypomethylated two sites for this region were located within promoter
regions HTRA3 and FAM174B. Although FAM174B has binding sites for more TFs, HTRA3
has binding sites in this region only for HDAC6 and the PRC2 component, SUZ12. Histone
deacetylase inhibitors have been already in phase II clinical trials to treat patients with
breast cancer [85]. Furthermore, 30% of the DMRs had a TCF7L2 binding motif (Table S5),
a key player in Wnt signaling [86–88]. A DMR was also identified in the BCL9L gene—an
activator of Wnt signaling associated with B cell malignancies that have been implicated in
cancer development and epithelial-mesenchymal transition through a down-regulation of
c-Myc, cyclin D1, CD44, and vascular growth factor in tumor cells [89]. Hypomethylation
within this gene in CLL patients with SF3B1 mutation has been previously reported [23]
and it has been recently shown that BCL9 and BCL9L promote tumorigenicity in a triple
negative breast cancer mouse model through immune-dependent (TGF-β) and immune-
independent (Wnt) pathways [90]. Interestingly, 25 of the 67 DMRs (34%) contained a
TCF7L2 TF motif, and transcription factor 7-like 2 plays a key role in the Wnt signaling
pathway [86–88]. A potential role of the BCL9L hypomethylation in poor prognosis of the
CLL patients with SF3B1mut should be further investigated.

In comparison with previous studies, our MeDIP-seq approach covers a broader part
of the genome. For example, 450-K methylome arrays analyze 482,486 CpGs, most of
which are located in genic regions and CpG islands [91]. Since the human genome contains
roughly 28 million CpGs, around 1.6% of all CpGs are amenable by 450-K arrays. In
contrast, MeDIP-seq accesses the mappable genome with a CpG content of at least 3% [92]
at a resolution of approximately 250 bp. Only 435,102 CpGs from the 450-K methylation
array [34] were amenable for the differential methylation testing, whereas MeDIP-seq
analyzed by QSEA allowed for testing of 6,540,448 250 bp windows, covering 335,033 CpGs
(77%) from the 450-K methylation array. This difference in coverage may also explain the
small overlap of our results with previous studies. The larger fraction of the epigenome
analyzed our study added new insight into the understanding of the disease.
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It has been previously suggested that methylation differences identified among CLL
samples may derive from a different maturation status of the B cells at the time of tumori-
genesis [25,36]. We therefore classified our patients to the three CLL subtypes as defined
previously [25]. Similarly to other studies, SF3B1mut CLL samples were classified as LP-
and IP-CLL subtypes [51–53]. Even though this dependency is not significant in our data
due to a low number of samples (chi-squared test p-value = 0.09), it is in agreement with
other studies, which reported the highest occurrence of CLL with SF3B1mut in naïve B cell-
like CLL (LP-CLL), and lowest in memory B cell-like CLL (HP-CLL) [51–53]. In line with
this, we observed an intersection between DMRs reported here and regions differentially
methylated during physiological B cell maturation [25,36], indicating that SF3B1 mutations
are, at least in part, associated with B cell developmental stages (Table S2). Some of them
have been already associated with CLL-specific methylation changes [36]. However, there
remains a large fraction of DMRs not related to B cell development, indicating that these
regions are associated with SF3B1 specific functions. How SF3B1mut and changes in the
methylome are exactly related needs further investigation. So far, we have shown that
CLLs carrying SF3B1mut contain differences in their DNA methylation patterns and that
these changes affect genes involved in BCL9 and NOTCH signaling, among other processes.
Thus, our findings provide a rich insight for further studies of the causes and consequences
of SF3B1mut induced changes in gene expression. This might, in the long term, provide the
basis for the development of new therapeutic options.

4. Materials and Methods
4.1. Sample Preparation

Clinical information of the patients is summarized in Table S1. Staging was performed,
according to Binet et al. [93], using blood cell counts. Patients were classified into Binet
stage C when patients were anemic (hemoglobin < 10 g/mL) and/or displayed throm-
bocytopenia (thrombocytes < 100,000/µL), and into stage A/B when patients had more
hemoglobin or thrombocytes. One patient had exactly 100,000 thrombocytes/µL and was
therefore staged B/C (Table S1). TP53, SF3B1, ATM, XPO1, and NOTCH1 mutational status
were analyzed by a PCR panel followed by next-generation sequencing, as described in [94].
In particular, the complete coding region for SF3B1, TP53, and ATM was analyzed, and
XPO1 exons 12, 13, and 15 were evaluated. IGHV mutational status was determined, as
previously described [95]. Peripheral blood B cells were isolated via negative selection
using RosetteSep immunodensity-based cell separation (Stemcell Technologies, Vancouver,
BC, Canada). The cell purity of CLL B cells was analyzed by flow cytometry, and cells
co-expressing CD5/CD19 were ≥ 90%. DNA was isolated from frozen B cells using the
QIAamp DNA Mini Kit (Qiagen, Hilden, Germany) or obtained from the local biobank.
Informed consent was obtained from all patients and the study was approved by the local
ethics committee. RNA was isolated using TRIzol (Thermo Fisher Scientific, Waltham,
MA, USA) according to the manufacturer’s instructions. A DNAse digest was performed
using 2 µg of RNA, and the quality of the RNA was assessed using a Bioanalyzer (Agilent
Technologies, Waldbronn, Germany).

4.2. Methylated DNA Immunoprecipitation Sequencing (MeDIP-Seq)

The integrity of DNA was evaluated on a 1% agarose gel and 1.3 µg was subjected to
MeDIP. Methylated DNA immunoprecipitation (MeDIP) was based on a method developed
by [96] with modifications. In brief, 1.3 µg of DNA in 65 µL of TE was sheared to a size of
100–300 bp using a Covaris M220 (Covaris Ltd., Brighton, UK). The size was controlled
on a 1% agarose gel. Library preparation was performed using the TruSeq DNA sample
preparation kit (Illumina, San Diego, CA, USA) and unmethylated TruSeq indexed adaptors.
Library preparation reactions were purified using AMPure XP beads (Beckman Coulter
GmbH, Krefeld, Germany) and the adapter-ligated DNA was denatured at 95 ◦C for
10 min and subjected to MeDIP. For the MeDIP reaction, 5 µg of the monoclonal antibody
clone 33D3 directed against 5-methylcytidine (Eurogentec GmbH, Cologne, Germany) was
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coupled over night at 4 ◦C to magnetic Dynabeads M-280 sheep anti-mouse IgG (Thermo
Fisher Scientific, Waltham, MA, USA). Subsequently, denatured DNA and antibody coupled
Dynabeads were incubated at 4 ◦C for 4 h in immunoprecipitation buffer (IP: 10 mM sodium
phosphate buffer (pH 7.0), 140 mM NaCl, 0.25% Triton X100) followed by three washes with
IP buffer. DNA was eluted from the beads in 50 mM of Tris-HCl (pH 7.5), 10 mM of EDTA,
and 1% SDS at 65 ◦C for 15 min. The eluted DNA was diluted 1 to 1 with 10 mM of Tris at
pH 8.0 and 1 mM of EDTA, and treated with proteinase K (0.2 µg/µL) for 2 h at 55 ◦C. The
methylated DNA was purified using the QIAquick PCR Purification Kit (Qiagen, Hilden,
Germany). Following MeDIP enrichment, libraries were amplified using 10 PCR-cycles,
size-selected using an agarose gel, and purified DNA was quantified using the Quant-iT
dsDNA HS Assay Kit and a Qubit 1.0 Fluorometer (Thermo Fisher Scientific, Waltham,
MA, USA). Next, 50 bp single-end reads were generated on a HiSeq4000 (Illumina, San
Diego, CA, USA).

4.3. Sequencing Reads Processing

MeDIP sequencing reads were aligned to the hg38 reference genome (Genome Refer-
ence Consortium GRCh38) with BWA v0.7.15 aln followed by samse modules [97]. Patients’
sequencing data are available from the corresponding author upon reasonable request.

4.4. Differential Methylation Analysis

MeDIP-seq reads were processed in R with QSEA v.1.14.0 [33], according to the pack-
age recommendations. In brief, reads where counted per genomic 250 base window, and
CpG enrichment profiles were calibrated based on highly methylated genomic regions in
196 primary CLL samples of the PACE project, as retrieved from the Bioconductor package
CLLmethylation [34] (methylation > 80% in at least 95% of the samples). Differentially
methylated regions (DMRs) were called with the implemented likelihood ratio test, based
on generalized linear models, and p-values were corrected for multiple testing by false
discovery rate (FDR) [98]. We considered a region to be differentially methylated if the
FDR was smaller than 0.05 and |log2 fold change| ≥ 1. Moreover, we excluded regions
with expected CpG density below 4 CpGs per sequencing fragment and all fragments from
X and Y chromosomes. DMRs were annotated with BSgenome v.1.56.0. and RefSeq release
71, ENCODE Encyclopedia v.3 as of 24th April 2014, enhancer data from [48], and CGI as
described in [47], transcription factor binding sites (TFBS) from ENCODE Uniform TFBS
track [39–42]. Chromatin states coordinates for GM12878 cell line [49,50] were converted
from hg19 to hg38 reference genome with liftOver UCSC tool [99]. Promoters were defined
as 2 kb upstream and downstream from transcription start sites. Copy number variation
(CNV) was calculated from MeDIP-seq data by considering only fragments without any
CpG, based on 2-Mb windows and a fragment size of 250 bp.

Methylation microarray data from 196 CLL patients’ samples (CLLmethylation) cov-
ering 435,155 CpGs (we were able to determine hg38 positions for 435,102 CpGs) were
obtained via BloodCancerMultiOmics2017 R packages [34] with ExperimentHub and fil-
tered out 53 CpGs without hg38 genomic information. We excluded data from 22 patients
without SF3B1 mutational status information. Differentially methylated probes were called
using lmFit and eBayes functions of limma [35] and filtered according to adjusted p-value
and fold change thresholds applied for the MeDIP-seq data, as described above.

4.5. RNA-Seq and Differential Expression Analysis

RNA libraries were generated using the TruSeq Stranded Total RNA sample prepara-
tion kit (Illumina, San Diego, CA, USA) which includes a Ribo-Zero depletion of ribosomal
RNAs prior to library preparation. Sequencing of 50 bp paired-end reads was performed
on a HiSeq2000 (Illumina, San Diego, CA, USA). RNA-seq reads were mapped to the same
reference with STAR v2.6.0c [100] and GENCODE gene annotation v36 [101]. Differential
expression analysis was performed with edgeR v. 3.30.3 [102]. A gene was considered
significantly differentially expressed if the FDR-adjusted p-value was < 0.05. To identify
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possible genes affected by the differential methylation of weak enhancers, no threshold on
log2(fold change) was set.

4.6. Bisulfite Mass Spectrometry (BS-MS) with Agena Bioscience EpiTYPER-Assay

We selected 16 DMRs with |log2 fold change| > 2 for validation by the EpiTYPER.
Primers were designed for CpGs within 16 DMRs. We used a subset of six CLL samples
with and six CLL samples without SF3B1mut.

For the validation of the differentially methylated regions identified by MeDIP-seq, we
used the EpiTYPER assay, which is based on bisulfite conversion followed by PCR amplifica-
tion using one primer containing a T7 promoter sequence, followed by in vitro transcription
and Uracil-specific cleavage of the RNA. Fragments were then analyzed by matrix-assisted
time-of-flight mass spectrometry (MALDI-TOF) mass array analysis [103,104].

Primers for the EpiTYPER assay were designed using the online tool EpiDesigner with
default settings (www.epidesigner.com accessed on 24 March 2021) and purchased from
Integrated DNA Technologies (Leuven, Belgium). Oligo sequences, genomic coordinates,
and annealing temperatures are given in Table S3. For the assay, 1 µg of genomic DNA
was bisulfite-converted using the EZ DNA Methylation kit (Zymo Research Europe GmbH,
Freiburg, Germany) according to the manufacturer’s recommendations. Bisulfite converted
DNA was eluted in 60 µL and 1 µL of the dilution was used for amplification in 384-well
plates in a 5-µL reaction volume using 0.2 U of HotStarTaq (Qiagen, Hilden, Germany),
1 pmol of each oligo, and 1 nmol of dNTPs. The reaction was run in a thermocycler at
95 ◦C for 15 min and 35 to 45 cycles at 94 ◦C for 30 s, annealing (52, 56, or 60 ◦C) for
30 s, 72 ◦C for 1 min, and a final extension of 5 min at 72 ◦C. Subsequently, the PCR
product was in vitro transcribed and enzymatically cleaved using the MASSCleave T7
Kit (Agena Bioscience GmbH, Hamburg, Germany) and run on a MassArrayDX (Agena
Bioscience GmbH, Hamburg, Germany). A DNA methylation standard was generated by
whole genome amplification, WGA using Repli-G (Qiagen, Hilden, Germany) and in vitro
methylation using M.SssI (CpG) methyltransferase (New England Biolabs, Frankfurt am
Main, Germany). Standards of 0%, 20%, 40%, 60%, 80%, and 100% were generated by
mixing WGA DNA with WGA and in vitro-methylated DNA. For each assay, a methylation
standard was run in parallel. Methylation for individual CpG units was calculated with the
EpiTYPER 1.3 software. Subsequently, methylation values (0 to 1) for a given region were
calculated as the mean of the analyzed CpG units that passed the quality criteria. CpG
units were excluded from the analysis when: (i) less than 50% of all samples had values;
(ii) CpG units within one amplicon had an identical mass; and (iii) > 3 CpGs within one
CpG unit. DNA methylation values for the amplicons are given in Table S4.

4.7. Gene Set Enrichment Analysis

We collected unique genes that contained at least one significant DMR (FDR < 0.05,
|log2 fold change|≥ 1) within their gene bodies or promoter regions and subjected to func-
tional enrichment analysis with gProfiler2 with default options (version e103_eg50_p15_
eadf141) [105,106].

4.8. Motif Enrichment Analysis

Differentially methylated 250-bp regions in CLL patients with SF3B1 mutation com-
pared to CLL without SF3B1 mutation were used as input for findMotifsGenome.pl module
of HOMER v4.11.1 [107] with the following additional options: -nomotif -known -cpg -size
250. The DMRs were analyzed against 440 known motifs identified in vertebrate genomes
and available for hg38 annotation provided by HOMER.

4.9. Assessing the CLL Subtype

For this part of analysis, we remapped samples to the hg19 reference genome (Genome
Reference Consortium—GRCh37) and ran the QSEA R package v.1.14.0 [33], as before. We
used mean beta normalized values of the 250 bp bins that overlapped at least 145 bp with
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the loci defined to classify CLL samples into methylation programming subtypes from
Oakes et al. [25]. The merged table with beta values of 27 samples from this study and
329 from the CLL Research Consortium (CRC) in Oakes et al., available in Supplementary
Table S10, was used to cluster the samples and draw a heat map with the same software
(Qlucore, Lund, Sweden, trial version) and settings used by the authors [25].

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ijms22179337/s1.
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Abstract: The SKP1, CUL1, F-box protein (SCF) complex represents a family of 69 E3 ubiquitin
ligases that poly-ubiquitinate protein substrates marking them for proteolytic degradation via the 26S
proteasome. Established SCF complex targets include transcription factors, oncoproteins and tumor
suppressors that modulate cell cycle activity and mitotic fidelity. Accordingly, genetic and epigenetic
alterations involving SCF complex member genes are expected to adversely impact target regulation
and contribute to disease etiology. To gain novel insight into cancer pathogenesis, we determined
the prevalence of genetic and epigenetic alterations in six prototypic SCF complex member genes
(SKP1, CUL1, RBX1, SKP2, FBXW7 and FBXO5) from patient datasets extracted from The Cancer
Genome Atlas (TCGA). Collectively, ~45% of observed SCF complex member mutations are predicted
to impact complex structure and/or function in 10 solid tumor types. In addition, the distribution
of encoded alterations suggest SCF complex members may exhibit either tumor suppressor or
oncogenic mutational profiles in a cancer type dependent manner. Further bioinformatic analyses
reveal the potential functional implications of encoded alterations arising from missense mutations
by examining predicted deleterious mutations with available crystal structures. The SCF complex
also exhibits frequent copy number alterations in a variety of cancer types that generally correspond
with mRNA expression levels. Finally, we note that SCF complex member genes are differentially
methylated across cancer types, which may effectively phenocopy gene copy number alterations.
Collectively, these data show that SCF complex member genes are frequently altered at the genetic
and epigenetic levels in many cancer types, which will adversely impact the normal targeting and
timely destruction of protein substrates, which may contribute to the development and progression
of an extensive array of cancer types.

Keywords: SKP1; CUL1; RBX1; SKP2; FBXW7; FBXO5; SCF complex; genome instability; chromosome
instability; cancer

1. Introduction

In 2020, ~20 million individuals throughout the world were newly diagnosed with can-
cer, while ~10 million succumbed to the disease [1]. Despite these statistics, the molecular
determinants (i.e., aberrant genes, proteins and pathways) underlying cancer development
and progression remain poorly understood. Accordingly, new insight into the molecu-
lar events driving oncogenesis is needed to aid in the development of novel therapeutic
strategies aimed at ultimately improving the lives and outcomes of those living with cancer.
Decades of biochemical and genetic data have shown that aberrant expression/abundance
of key proteins involved in critical biological processes (e.g., cell cycle regulation, DNA dam-
age repair, and apoptosis [2–8]) are drivers of disease development and progression [9–12].
In this regard, the ubiquitin-proteasome system, an essential protein degradation system in
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eukaryotes, is a fundamental regulator of cell function at the protein level and its aberrant
assembly and function are associated with malignant transformation and disease progres-
sion [13–17]. More specifically, the aberrant expression and function of the SCF (SKP1,
S-phase Kinase associated Protein 1; CUL1, Cullin 1; F-box protein) complex occurs in an
extensive array of cancer types [9,10,12,18–20]. However, additional studies are required
to understand its role in disease pathogenesis as the molecular mechanisms underlying
aberrant SCF complex function remain largely unknown.

The ubiquitin-proteasome system is best understood for its role in regulating pro-
tein abundance, where polyubiquitin chains are covalently attached to protein substrates
through the activities of the E1 (ubiquitin activating), E2 (ubiquitin conjugating), and
E3 (ubiquitin ligase) enzymes, targeting them for degradation by the 26S proteasome
(reviewed in [13,21,22]). Ubiquitin ligation to a specific protein substrate requires recog-
nition and binding by the E3 ligase enzyme [13,23], and so it is primarily responsible for
conferring substrate specificity and ultimately, proteasomal degradation [24]. The SCF
complex comprises the largest group of E3 ubiquitin ligases [25] that encompasses a diverse
array substrate specificities that includes cell cycle regulators (e.g., Cyclin E1, P27) [2,18],
transcription factors (e.g., c-MYC) [7,26] and regulators of DNA damage-response (e.g.,
RAD51) [3]. The SCF complex is comprised of three invariable core subunits, namely
SKP1, CUL1 and RBX1 (Really Interesting New Gene [RING]-Box protein 1), and one of
69 variable F-box proteins conferring substrate specificity [4]. Conceptually, RBX1 inter-
acts with the E2 enzyme and CUL1, a scaffolding protein that brings the F-box protein
and its ligand within close spatial proximity of the E2 enzyme harboring the ubiquitin
moiety to be transferred to the substrate protein upon binding with SKP1 [27,28]. In this
regard, SKP1 serves as an adaptor between the SCF complex and the F-box proteins via
its conserved F-box motif [29–31]. F-box proteins are classified into one of three families
based on the presence (or absence) of specific protein motifs, including: 1) leucine-rich
repeat (FBXL), 2) WD-40 (FBXW) and 3) other (FBXO) [27,30,32,33]. As there are 69 distinct
F-box proteins there are 69 unique SCF complexes, each with distinct target specificities
that are collectively proposed to regulate hundreds to thousands of protein substrates for
ubiquitination [34]. Thus, aberrant expression of individual SCF complex members driven
by genetic and epigenetic changes are expected to adversely impact an extensive array of
proteins, which in turn is predicted to adversely impact biological pathways expected to
contribute to the development and progression of cancer. Indeed, alterations in various
SCF complex members occur in a vast array of cancer types and their altered expression has
more recently been shown to promote various forms of genome instability and corresponds
with early etiological events including cellular transformation [9–12] (reviewed in [20]).

In this study, we assessed both genetic and epigenetic changes in six key SCF complex
member genes including the three invariable core members (i.e., SKP1, CUL1 and RBX1)
and a single representative member from each of the three F-box families, including SKP2
(FBXL1), FBXW7 (CDC4) and FBXO5 (EMI1). Importantly, SKP2 and FBXW7 encode well
studied F-box proteins and prototypical examples of an oncogene and tumor suppressor
gene, respectively, while FBXO5 encodes an F-box protein whose substrate specificities
and role in disease development is poorly understood and requires further in-depth study.
Using publicly available, patient-derived data from The Cancer Genome Atlas (TCGA)
extracted from numerous cancer types [35–37], we assessed the prevalence and types
of genetic and epigenetic alterations (gene mutations, copy number alterations [CNAs]
and methylation status) within each gene to determine their potential implications in
disease pathology. Overall, we determined that the six SCF complex member genes are
frequently altered in solid tumor samples and predominantly harbor missense mutations
predicted to be damaging. Overall, the mutations are generally distributed across the
entirety of their coding sequences, with FBXW7 exhibiting several alteration hot-spots.
When combined with tertiary and quaternary structure (crystallographic) data, many of
the encoded amino acid substitutions are predicted to adversely impact protein–protein
interactions occurring between individual SCF complex members and/or their protein
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substrates, which is expected to prevent substrate protein degradation leading to their
aberrant accumulation. Beyond mutations, we also discovered that CNAs occur frequently
for all six genes and that while CUL1 and SKP2 predominantly exhibit copy number gains,
the remaining genes (SKP1, RBX1, FBXW7 and FBXO5) exhibit more copy number losses
that correspond with reduced mRNA expression. Collectively, these data suggest that
SCF complex members may act as oncogenes and/or tumor suppressor genes in a context-
dependent or cancer-specific manner. Finally, we examined the methylation status of all six
genes and determined that each is differentially methylated across cancer types, suggesting
epigenetic misregulation may also contribute to cancer pathogenesis in a manner like that
observed following gene copy number losses. Collectively, these findings provide novel
insight into genetic and epigenetic alterations affecting the SCF complex and support the
possibility that aberrant expression and/or function of key SCF complex members may be
an early etiological event driving the development and progression of many cancer types.

2. Results
2.1. Genes Encoding SCF Complex Members Are Mutated Frequently in Cancer

To determine the mutational frequency and types of alterations occurring in the six pro-
totypic and representative SCF complex member genes (SKP1, CUL1, RBX1, SKP2, FBXW7
and FBXO5) across various cancers, TCGA data [35–37] were assessed as detailed in Ma-
terials and Methods. Briefly, mutational data, including frameshift deletions/insertions,
fusions, in-frame deletions/insertions, missense mutations (benign and damaging), non-
sense mutations and splice site/regions mutations were extracted from 10 solid tumor
types, and analyzed (Figure 1A), with the respective mutational frequencies provided in
Table S1. As shown in Figure 1A (left), each cancer type harbors mutations in the six SCF
complex member genes that typically range from ~2% in ovarian cancer to ~38% in uterine
cancer. Additionally, cursory analyses revealed that the core SCF complex member genes
typically harbor fewer than 20 mutations within a given cancer type (Figure 1A; right),
with specific genes, namely SKP1 and RBX1 having fewer than 10 mutations in each cancer
type. Conversely, CUL1 exhibits a higher mutational load in some cancers, as evidenced by
the 23 and 35 mutations observed in stomach and uterine cancers, respectively. Similarly,
the three F-box protein genes typically harbor few mutations, (1–20 total mutations) within
most cancer types (Figure 1A; right); however, FBXW7 is the most frequently mutated gene
with 107 and 117 cases in colorectal and uterine cancers, respectively. Collectively, these
data reveal that SCF complex member genes are mutated in a diverse array of cancer types
with FBXW7 being the most frequently mutated gene in many cases.

Next, to determine whether SCF complex member genes predominantly exhibit
specific mutational subtypes (i.e., frameshift deletion/insertion, fusion, in-frame dele-
tion/insertion, missense, nonsense or splice site/regions), TCGA sequencing data [35–37]
were scrutinized for each of the six genes. The mutational frequencies and the predicted
functional impacts of the single nucleotide polymorphisms (SNPs) (“benign”, “possibly
damaging” and “probably damaging”) were determined using Sorting Intolerant From
Tolerant (SIFT) and Polymorphism Phenotyping V2 (PolyPhen-2) (detailed in Materials and
Methods). Unfortunately, PolyPhen-2 and SIFT score estimates are derived from protein
alignments utilizing different protein databases, which sometimes results in inconsistent
predictions between approaches. Accordingly, only PolyPhen-2 data were employed for
mutation classification analyses, where missense mutations with “not available” (N/A)
prediction scores were excluded from all downstream analyses. In general, the overall
(Total) distributions of the various mutation categories (Figure 1B) are predominantly
enriched for “probably damaging” mutations (42.4%), followed by “benign” (20.6%) and
nonsense (14.8%) mutations, while individual genes are more variable. For example, SKP1
predominantly harbors missense “benign” mutations (47.8%), while other mutations (i.e.,
missense “probably” damaging; 8.7%) are less common. CUL1 exhibits numerous missense
mutations (36.6% “probably damaging”; 32.41% “benign”), while a majority of SKP2 mu-
tations are missense “benign” mutations (47.4%). In contrast, FBXW7 SNPs are primarily
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missense “probably damaging” mutations (54.5%), whereas FBXO5 alterations are largely
comprised of missense “benign” mutations (40%). In summary, while there is variation
in the frequency of each mutational class between the six genes, there is an overall bias
towards “probably damaging” missense mutations that supports the possibility that mu-
tations within SCF complex member genes may have adverse implications for complex
function and disease pathogenesis.
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Figure 1. Frequency and types of mutations of six SCF complex member genes in 10 cancer types. 
(A) Bar graph (left) and heatmap (right) displaying the frequency and prevalence, respectively, of 
SCF complex member gene mutations in 10 cancer types with the total number of cancer cases indi-
cated within brackets. Alteration categories include frameshifts, fusions, in-frame deletions/inser-
tions, missense, nonsense and splice site mutations. (B) Bar graph presenting the frequency of the 
alteration categories from 10 cancer types, with the aggregate total frequencies provided in the last 
column (Total). The total number of alterations identified for each gene are indicated within brack-
ets. 
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Figure 1. Frequency and types of mutations of six SCF complex member genes in 10 cancer types. (A)
Bar graph (left) and heatmap (right) displaying the frequency and prevalence, respectively, of SCF
complex member gene mutations in 10 cancer types with the total number of cancer cases indicated
within brackets. Alteration categories include frameshifts, fusions, in-frame deletions/insertions,
missense, nonsense and splice site mutations. (B) Bar graph presenting the frequency of the alteration
categories from 10 cancer types, with the aggregate total frequencies provided in the last column
(Total). The total number of alterations identified for each gene are indicated within brackets.
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2.2. The Distributions of Encoded SCF Complex Alterations Are Consistent with a Tumor
Suppressor Mutational Load

To gain a greater insight into the overall distribution of encoded missense, truncating
and splice site alterations within the SCF complex members, the frequency and location
(i.e., amino acid position) of encoded alterations were assessed in 10 cancer types (Figure 2;
Table S2). In general, all SCF complex members exhibit alterations that span the length
of the encoded protein, an overall distribution that is consistent with a tumor suppressor
mutational load [38]. Interestingly, however, several alteration hot-spots were observed in
FBXW7, a feature that is more commonly associated with oncogenes [38] (Figure 2). For
example, encoded alterations involving R465C/H/G occur in 58 cancer patient samples
(bladder, breast, colorectal, head and neck, stomach and uterine). Similarly, the encoded
alterations R479Q/G/L/P occur in 22 patient samples (bladder, breast, colorectal, head and
neck, pancreatic, stomach and uterine cancers). R505G/C/H/L substitutions account for
39 of the encoded alterations, in colorectal, head and neck, ovarian, stomach and uterine
cancers, whereas D520N/Y/H/E occurs in 22 bladder, colorectal, head and neck and
ovarian patient cases. Notably, the alteration hotspots detailed above reside within the
WD-40 domain of FBXW7, which in some cases may adversely impact protein structure
(e.g., D520; discussed further below). Taken together, these data suggest that FBXW7 (and
perhaps other SCF complex members) may exhibit tumor suppressor and/or oncogene-like
functions in a context/tissue-dependent manner.

2.3. Encoded Alterations in SCF Complex Members May Adversely Impact Protein Structure

Having described the frequency and location of encoded alterations in the preceding
sections, we next sought to explore the potential impact these changes have on the structure
and function by analyzing crystallographic data extracted from The Protein Data Bank
(PDB) [31,39]. Mutations deemed “deleterious” or “possibly/probably damaging” by SIFT
and Polyphen-2 (Table S2), respectively, are presented in Figures 3 and 4. SIFT deems an
alteration “deleterious” based on conserved amino acid positions, where alterations at
strongly conserved positions are expected to be intolerant to most substitutions [40]. By
contrast, PolyPhen-2 predictions are based on the stability and function of human proteins
using functional annotation of SNPs, maps coding SNPs to gene transcripts, extracts protein
sequence annotations and structural attributes [41]. Importantly, these specific amino acid
substitutions could critically impact SCF complex formation and function by disrupting
secondary structure, tertiary structure and protein–protein interactions.
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with the total number of each mutational subtype presented within brackets in the associated 
bounding box. Key protein motifs of SCF complex members are denoted in green and red. Note that 
light colors correspond to mutations of unknown significance and dark colors correspond to puta-
tive driver mutations (* indicates a premature stop codon). 

  

Figure 2. Distribution of the encoded alterations of six SCF complex members. Schematics depicting
the amino acid position (x-axis) and frequency (y-axis) of encoded alterations from 10 cancer types,
with the total number of each mutational subtype presented within brackets in the associated
bounding box. Key protein motifs of SCF complex members are denoted in green and red. Note that
light colors correspond to mutations of unknown significance and dark colors correspond to putative
driver mutations (* indicates a premature stop codon).
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Figure 3. Missense mutations underlie potentially damaging alterations in core SCF complex mem-
bers. (A) Partial crystal structure (missing amino acids 1-14; ribbon model) of the SKP1 (brown)-SKP2
(green) complex shows predicted detrimental alterations. Indicated amino acid substitutions are
deemed deleterious, possibly damaging or probably damaging by SIFT and PolyPhen-2 databases
(Table S2) and are predicted to impact protein–protein interactions between SKP1 and CUL1 or SKP1
and SKP2. Amino acids are denoted by their single letter code, numbers indicate amino acid position
in the SKP1 protein. Colored arrows identify cancer type in which the underlying mutation was
identified (see key). (B) Partial crystal structure (missing amino acids 1-16; ribbon model) of the CUL1
(green)-RBX1 (brown) complex presents predicted detrimental alterations. Indicated alterations are
deemed deleterious, possibly/probably damaging by SIFT and PolyPhen-2 and are predicted to
impact protein–protein interactions between CUL1-RBX1 or CUL1-SKP1. (C) Partial crystal structure
(missing amino acids 1-18; ribbon model) of the CUL1 (green)-RBX1 (brown) complex presents
predicted detrimental alterations. Indicated alterations are deemed deleterious, possibly/probably
deleterious by SIFT and PolyPhen-2 and are predicted to impact protein–protein interactions between
RBX1-CUL1 or RBX1-E2 conjugase.
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FBXW7 is an F-box protein with a WD-40 protein domain that is critical for substrate 
specificity and whose target proteins includes cell cycle regulators and oncoproteins such 
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Figure 4. Missense mutations encode potentially detrimental amino acid substitutions in SKP2 and
FBXW7. (A) Partial crystal structure (missing amino acids 1-88; ribbon model) of the SKP1 (brown)-
SKP2 (green) complex presenting predicted damaging alterations. Indicated amino acid substitutions
are deemed deleterious, possibly/probably damaging by SIFT and PolyPhen-2 (Table S2) and are
predicted to impact protein–protein interactions between SKP1 and SKP2 or SKP2 and its target
proteins. Amino acids are denoted by their single letter code, numbers indicate amino acid position
in the SKP2 protein. Colored arrows identify cancer type in which the underlying mutation was
identified (see key). (B) Partial crystal structure (missing amino acids 1-262; ribbon model) of the
SKP1 (green)-FBXW7 (brown) complex presents predicted damaging alterations. Indicated alterations
are deemed deleterious, possibly/probably damaging by SIFT and PolyPhen-2 and are predicted to
impact protein–protein interactions between SKP1 and FBXW7 or FBXW7 and its substrate proteins.

Recall that SKP1 is an invariable member of the SCF complex that recruits the variable
F-box proteins and their protein ligands [31]. Although SKP1 alterations occur most
frequently in uterine and lung cancers, most substitutions only occur in a single cancer
type, except for E133K/Q (bladder, breast; Figure 3A). Notably, ~50% of the encoded
alterations deemed “deleterious” and “probably/possibly damaging” occur within the
F-box protein recognition domain and affect net charge or alpha helicity including E133K/Q
(bladder; breast), K128Q (uterine), R126C (colorectal) and A106G (uterine). CUL1 is the
scaffolding member of the SCF complex [29] and alterations that potentially affect its ability
to bind with either SKP1 or RBX1 could critically impact SCF complex formation and
function. As with SKP1, most CUL1 alterations only occur within a given cancer type
with the exceptions of E485K (bladder; head and neck; pancreatic; uterine) and Q607H/K
(bladder; skin) (Figure 3B). Strikingly, ~50% of alterations involve glutamate residues that
are frequently converted to lysine residues, resulting in a change in net charge and include
E420K (bladder), E485K (uterine), E493K (head and neck), E733K (colorectal) and E457Q
(lung). Only five RBX1 alterations were identified as “deleterious” or “possibly/probably
damaging” across all patient samples including S62F (uterine), F81V (bladder), R86H
(colorectal), L88F (skin) and T90I (head and neck) (Figure 3C). These alterations occur
within the RBX1 zinc finger binding domain, which may impact interactions between
RBX1 and the E2 enzyme or CUL1. Finally, FBXO5 is an F-box protein whose substrates
remain largely unknown and has many “deleterious” and “possibly/probably damaging”
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alterations identified within colorectal and uterine cancers. Approximately half of the
substitutions in colorectal cancer convert a leucine residue to a larger residue such as L205F,
L220R and L259F. Conversely, there is a wide range of FBXO5 alterations in uterine cancer
that includes a serine to glycine conversion within the F-box motif (S278G), which could
potentially impact protein–protein interactions with SKP1 and the rest of the SCF complex.
Unfortunately, there is no available crystal structure of SKP1-FBXO5 to date, therefore it is
difficult to speculate how these alterations may impact either substrate interactions or SCF
complex formation and function.

SKP2 is an F-box protein that has been primarily classified as an oncoprotein and
targets the products of proto-oncogenes such as Cyclin E1 and c-MYC for proteolytic
degradation [7,26,42,43]. SKP2 mutations occur most frequently in bladder, colorectal, skin
and uterine cancers and result in key amino acid substitutions, including L105F (uterine)
and S135C (bladder; Figure 4A), that are located within the F-box motif, which is critical
for interactions between SKP2 and the SCF complex [44]. Another important SKP2 protein
domain is the leucine-rich repeat, consisting of a hydrophilic cap and a hydrophobic
concave surface that are essential for ligand interaction [45]. Therefore, non-conservative
alterations within this region may impact the ability of SKP2 to recognize and ubiquitinate
protein targets. Substitutions in the leucine-rich repeat include the elimination of arginine
residues (positively charged aliphatic chain) and consist of R164C (lung), R182C (colorectal;
skin; uterine) and R234Q (colorectal). Other alterations in this domain include S203F
(bladder), P166Q and G239W (uterine). Importantly, amino acid substitutions within SKP2
have the potential to impede normal function which can result in the aberrant accumulation
of its substrate proteins.

FBXW7 is an F-box protein with a WD-40 protein domain that is critical for sub-
strate specificity and whose target proteins includes cell cycle regulators and oncoproteins
such as Cyclin E1 and c-MYC [26,46,47]. Unlike SKP2, there are “deleterious” and “pos-
sibly/probably damaging” substitutions in all 10 cancer types assessed, with the highest
incidences occurring in breast, head and neck and uterine cancers. Substitutions within
the FBXW7 F-box motif include E287V/K (colorectal; lung; stomach), which induces a
change in net charge from negative to positive and L301P (breast), which is predicted to
disrupt alpha helicity (Figure 4B). As with SKP2, there is a trend for arginine substitutions
to occur across a diverse array of cancer types (bladder; colorectal; head and neck; stomach;
uterine). These positively charged hydrophilic residues often protrude from the protein
surface to participate in hydrogen bonding Van der Waals interactions in addition to aiding
in salt bridge formation [48,49]. Therefore, arginine substitutions could critically impact
the ability of the SCF complex to recognize substrates and regulate the abundance of tar-
get proteins. Notably, three of the four arginine substitutions are conversions to glycine
residues, all occurring in close spatial proximity of one another (40 residues), at the exterior
of the WD-40 ligand binding domain, which effectively eliminates a net positive charge
by replacing it with a small hydrophobic residue. Additional substitutions in the WD-40
domain include changes in net charge (E693K; ovarian), gain of a hydrogen bonding group
(G411S; pancreatic), or both (D520N/Y/H/E; bladder; colorectal; head and neck; ovarian).
Collectively, these encoded amino acid substitutions are predicted to adversely impact
the F-box proteins from interacting with the SCF complex and/or their protein substrates,
which is expected to promote the aberrant accumulation of substrates and contribute to
early disease development in certain instances.

2.4. SCF Complex Members Exhibit Frequent Copy Number Alterations in Cancer

While the preceding sections focused on specific mutations and their encoded amino
acid substitutions within the six SCF complex members, we sought to investigate the
prevalence of gene CNAs, which are expected to impact their overall expression levels.
Like the previous sections, TCGA data [35–37] from 10 cancer types were scrutinized for
CNAs including deep deletions, shallow deletions, gains and amplifications as described
within Materials and Methods, with the full list of CNAs provided in Table S3. In general,
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CNAs occur frequently in all 10 cancer types and collectively range from ~19% (pancreatic)
to ~85% (ovarian) (Figure 5A). More specifically, SKP1 and RBX1 predominantly exhibit
shallow deletions that range from ~12% (pancreatic) to ~46% (bladder) and ~7% (skin)
to ~79% (ovarian), respectively. In contrast, copy number gains occur most frequently
with CUL1 and range from ~13% (uterine) to ~50% (colorectal), whereas amplifications
are rare, ranging from ~1.5% (lung) to ~7% (ovarian). SKP2 also exhibits amplifications
ranging from ~0.5% (colorectal) to ~8% (lung) and a prevalence of gains ranging from
~12% (uterine) to ~46% (lung). Conversely, FBXW7 and FBXO5 typically harbor shallow
deletions ranging from ~15% (pancreatic) to ~66% (ovarian) and ~7% (uterine) to ~59%
(ovarian), respectively. Collectively, these data show that CUL1 and SKP2 predominantly
exhibit copy number gains (gains and amplifications), whereas SKP1, RBX1, FBXW7 and
FBXO5 tend to exhibit more copy number losses (shallow and deep deletions). Importantly,
these data lend further support to the possibility that aberrant expression of SCF complex
member genes adversely impacts complex function and may contribute to the development
and/or progression of many cancer types.

It should also be noted that there is a compounding effect when the individual frequen-
cies of shallow deletions and gains are concurrently assessed for the six genes. That is, the
combined frequencies are >50% for losses and gains in breast, colorectal and lung cancers,
the three most prevalent cancer types (Figure 5B). More specifically, the combined frequen-
cies of shallow deletions are 54% (colorectal), 74% (breast) and 84% (lung), while combined
frequencies of gains are 55% (breast), 61% (colorectal) and 72% (lung), which suggests that
aberrant SCF complex expression (i.e., decreases or increases) may be a significant, yet
underappreciated contributor to disease pathology in these cancer types. In support of this
possibility, mRNA expression levels are significantly altered (reduced or increased) in a
manner consistent with the specific CNA (i.e., loss or gain). For example, reduced mRNA
expression is typically associated with copy number losses (deep and shallow deletions)
for SKP2, FBXW7 and FBXO5 relative to the diploid state, while increased expression
typically occurs with copy number gains (gains and amplifications) (Figure 6). Consistent
with these findings, CNAs involving SKP1, CUL1 and RBX1 also correspond with overall
changes in mRNA expression levels. Collectively, these data show that CNAs and corre-
sponding changes in mRNA expression occur frequently for SCF complex member genes,
highlighting how CNAs likely adversely affect SCF complex expression and/or function.

2.5. SCF Complex Members Are Differentially Methylated in Cancer

To assess the methylation status of SCF complex member genes, β-values and cor-
responding CNA data were exported from the TCGA Firehose Legacy dataset (https:
//gdac.broadinstitute.org/, accessed on 20 October 2021) using cBioPortal [35,36] (Figure 7;
Tables S4–S9). Samples were characterized as hypomethylated (β < 0.2), partially methy-
lated (0.2 ≤ β ≤ 0.7), or hypermethylated (β > 0.7) as described within Materials and
Methods. Overall, SCF complex members exhibit diverse methylation profiles across the
10 cancer types. As expected, the methylation status of SKP1 varies by cancer type, with
SKP1 being hypomethylated (i.e., expressed) in the majority of colorectal, head and neck,
ovarian, stomach and uterine cases, whereas it tends to be partially or hypermethylated
(i.e., repressed) in bladder, breast, lung and pancreatic cancers. Note that for all cancer
types investigated, samples exhibiting SKP1 copy number losses also tend to correspond
with hypermethylated states (i.e., greater β-values) relative to diploid samples or those
harboring copy number gains (Figure 7, Table S4). Overall, the methylation status of CUL1
is very similar to that of SKP1, as tumor samples with copy number losses also tend to be
hypermethylated; however, CUL1 is generally partially methylated or hypermethylated in
all uterine cancer cases (Figure 7, Table S5). Interestingly, RBX1 (Figure 7, Table S6) and
SKP2 (Figure 7, Table S7) tend to be hypomethylated across all cancer types, irrespective
of copy number status, whereas FBXW7 is differentially methylated across cancer types
(Figure 7, Table S8). Briefly, FBXW7 is hypomethylated in colorectal, head and neck, ovarian,
stomach and uterine patient samples and partially or hypermethylated in bladder, breast,
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lung, pancreatic and skin cancers. Finally, FBXO5 is partially methylated in bladder and
lung cancers, but is predominantly hypomethylated in all remaining cancer types (Figure 7,
Table S9). As methylation is a negative regulator of gene expression [50], increases in
methylation status may phenotypically mimic copy number losses and/or result in loss
of heterozygosity, whereas aberrant decreases in methylation status are expected to corre-
spond with increases in gene expression, which may phenocopy, to a limited extent, copy
number gains. Thus, aberrant increases or decreases in methylation status may adversely
impact SCF complex members harboring tumor suppressor [9,10,51,52] or oncogene-like
functions [53,54], respectively. Collectively, these data show that SCF complex member
genes are differentially methylated across a variety of cancer types and supports the possi-
bility that changes in methylation status may induce aberrant SCF complex function and
contribute to cancer pathogenesis.
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Figure 5. The frequency of gene copy number alterations of SCF complex members in 10 cancer
types. (A) Bar graphs depicting the frequency of CNAs (deep deletions; shallow deletions; gains;
amplifications) for six SCF complex member genes in 10 cancer types (Table S3). Cancer types are
listed along the x-axis with the number of cases of each indicated in brackets. (B) OncoPrint data
for breast, colorectal and lung cancer depicting the individual and cumulative frequencies for only
shallow deletions (left) and gains (right) of six SCF complex member genes. Vertical alignments
within a given cancer type identify samples from the same patient; patient-specific comparisons
cannot be made between categories (i.e., shallow deletions versus gains).
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Figure 6. SCF complex copy number alterations correspond with changes in mRNA expression
levels. Violin plots of mRNA expression data [35–37] from the three commonly diagnosed cancers
(i.e., breast [top row], colorectal [middle] and lung [bottom]). SKP1, CUL1, RBX1, SKP2, FBXW7,
and FBXO5 CNAs (deep deletions; shallow deletions; gains, amplifications) and diploid cases are
presented along the x-axis with total case numbers indicated within brackets. Note that categories
with ≤ 2 cases are identified by dots and that in general, deep deletions, and amplifications are rare.
Note that some of the y-axes are differentially scaled to better present the data.
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Figure 7. The SCF complex is differentially methylated in human cancers. Box-and-whisker plots
presenting the methylation status of cancer samples derived from TCGA Firehose Legacy data
(https://gdac.broadinstitute.org/, accessed on 18 November 2021) (see Tables S4–S9). Associated
β-values of SCF complex members are presented along the y-axis. Note that the y-axis scale for
RBX1 and SKP2 (0.4 and 0.8, respectively) differ relative to the remaining genes (1.0) for better data
visualization. Methylation data are grouped according to gene CNAs (deep deletion; shallow deletion;
gain; amplification) or diploid status (x-axis).
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3. Discussion

In this study, we examined the genetic and epigenetic changes associated with six
prototypic SCF complex member genes across 10 common cancer types. First, we deter-
mined that each member is somatically mutated across multiple cancer types, with FBXW7
exhibiting the most frequent number of mutations. Additionally, we determined that the
mutations are typically distributed across the entirety of their respective coding regions,
which is consistent with the mutational distribution of a tumor suppressor gene [38]; how-
ever, FBXW7 also harbored focal hot-spots that are consistent with the mutational profile
of an oncogene [38]. Interestingly, in silico analyses determined that many of the encoded
amino acid substitutions are predicted to adversely impact protein structure and/or func-
tion of the SCF complex, supporting a potential role in cancer pathogenesis. Next, CNA
analyses revealed that each gene is frequently altered in 10 common cancer types, and that
SKP1, RBX1, FBXW7 and FBXO5 tend to exhibit more losses, while CUL1 and SKP2 exhibit
more gains. It is also important to note that the specific categories of CNAs corresponded
with similar changes in gene expression at the mRNA levels. That is, cancers with deep
or shallow deletions exhibited reduced mRNA expression levels relative to diploid cases,
while those harboring gains or amplifications exhibited increases. Finally, examination of
their DNA methylation profiles revealed a large range of patterns for each gene. In general,
samples harboring copy number losses (particularly shallow deletions) were frequently
hypermethylated relative to the diploid cases or those with copy number gains (gains or
amplifications). In summary, these findings determined that the six SCF complex member
genes exhibit frequent mutations, CNAs and/or aberrant methylation profiles that collec-
tively are predicted to adversely impact complex member expression and/or function that
is consistent with an etiological role in cancer development and progression.

When assessing the amino acid substitutions in conjunction with available crystal
structure data, our results highlight the potential functional impact that encoded alterations
may have on the SCF complex and identifies a possible mechanism by which aberrant
SCF complex structure and function may contribute to cancer pathogenesis. Importantly,
additional functional studies are highly warranted as not every mutation (and encoded
alteration) will have pathogenic implications in cancer; however, it is well established that
specific amino acid substitutions can adversely impact protein structure and function, and
thus have the potential to contribute to disease pathogenesis. For example, the mutations
we identified that alter key amino acid characteristics, including net charge, hydrogen
bonding ability and steric interactions (i.e., protein–protein interactions) within the leucine-
rich repeat domain of SKP2 or the WD-40 domain of FBXW7 can decrease the affinity and
specificity of these binding sites for their protein substrates, including the oncoproteins
Cyclin E1 and c-MYC [26,47,55]. SKP2 also targets P27 (CDKN1B) for proteolytic degra-
dation, a cell cycle regulating protein that inhibits Cyclin Dependent Kinase activity [56].
Importantly, aberrant P27 accumulation is associated with chromosome instability (CIN;
ongoing changes in chromosome numbers) and mitotic defects [2,53,57], whereas aberrant
Cyclin E1 and c-MYC turnover lead to cell cycle and apoptotic defects that promote can-
cer development and progression [9,10,12,58–61]. In fact, increased c-Myc expression in
mouse embryonic fibroblasts increases growth rate, enhances clonogenic growth, decreases
in contact inhibition and spontaneously forms tumors in mice within 10 days [62], pro-
viding strong evidence that deregulated c-MYC expression exhibits a significant role in
tumorigenesis. Importantly, while the c-MYC protein is overexpressed in ∼70% of human
cancers, typically only ~20% of tumors harbor c-MYC gene amplifications or translocations
and thus it remains possible that aberrant c-MYC turnover/degradation may account for
this discrepancy [63]. Thus, these findings highlight the importance of c-MYC regulation
at the protein level and the possible malignant consequences of abnormal SCF complex
function. Moreover, the detrimental impact encoded alterations have on protein structure
and function is perhaps best exemplified by Wang and colleagues [55], who determined
that D331 within the leucine-rich repeat domain of SKP2 is essential for its interaction with
CKS1 (Cyclin-dependent Kinases regulatory protein 1) and the subsequent ubiquitination
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of P27. More specifically, they noted that a D331A substitution converted the normally
negative surface potential to a positive potential, which ablated the SKP2-CKS1 interaction,
while a conserved substitution, D331E, maintained the interaction. Similarly, amino acid
substitutions involving R417 and R457 within the WD40 domain of FBXW7 abolish Cyclin
E binding, while R495 substitutions reduce binding affinity [47,64]. While none of these
alterations were detected within the current study, their results highlight the need and value
of downstream genetic and functional studies aimed at assessing the plethora of individual
substitutions to accurately determine their impacts on protein–protein interactions and
overall SCF complex function. This is particularly important as the SCF complex regulates
numerous biological processes required for genome stability, including cell cycle progres-
sion, centrosome biology and DNA repair [9,10,12,19,20,65]. Thus, it is conceivable that
specific amino acid substitutions occurring in key protein motifs may adversely impact SCF
complex function and underlie the accumulation of protein substrates, especially (proto-)
oncogenes whose increase in abundance promotes genome instability and contributes to
cancer pathogenesis [9,10,12,19,20]. For example, CCNE1 (Cyclin E1) is an established
oncogene [58,66,67] that is genomically amplified in many cancer types [35–37] and whose
overexpression induces CIN, which is associated with cell cycle misregulation, genome
instability, cellular transformation and tumor formation in mice [59]. More specifically,
Karst and colleagues [67] determined that increased abundance of Cyclin E1 leads to inap-
propriate cell growth including accelerated growth, loss of contact-inhibition, clonogenic
growth and anchorage independent growth. Moreover, we recently demonstrated that
reduced expression of SKP1, CUL1 and RBX1 prevents Cyclin E1 degradation leading
to an increase in abundance that induces CIN and promotes cellular transformation in
colorectal and ovarian cancer contexts [9,10,12]. As the three core SCF complex mem-
bers interact in an epistatic manner, it is reasonable to assume that specific alterations to
any of these proteins will adversely impact complex formation and lead to abnormal in-
creases in Cyclin E1 abundance. Additionally, it was also shown through the use of genetic
rescue experiments that the aberrant increases in Cyclin E1 observed following FBXW7
inactivation in colorectal cancer cells were an underlying mechanism driving increases in
CIN [68]. Importantly, SKP2 and FBXW7 regulate Cyclin E1 turnover [2,18,25,46] and thus
specific SKP2 and FBXW7 mutations, CNAs or altered methylation (i.e., hypermethylation)
status are predicted to adversely impact Cyclin E1 abundance and contribute to disease
pathogenesis. Thus, it is the collective lack of Cyclin E1 turnover arising from defects in
the expression and/or function of SCF complex members that is expected to phenocopy
genomic amplification of CCNE1 and contribute to cancer pathogenesis. Given estimates
that the SCF complex targets hundreds to thousands of proteins, it is possible that the
aberrant regulation (i.e., turnover) of additional protein substrates, such as P27, RAD51,
c-MYC may also contribute to cancer pathogenesis [3–5,7,43,69].

While TCGA data reveal that CNAs of the six SCF complex member genes are common
in cancer and are either predominantly gained or lost, it is important to highlight the pheno-
typic consequences that these CNAs may have in cancer irrespective of their traditionally
established oncogenic or tumor suppressive roles. Previous genetic studies have shown
that heterozygous knockout of SKP1, CUL1, RBX1 and FBXO7 induces CIN [9–11], an
enabling hallmark of cancer [70] frequently associated with cellular transformation, drug
resistance, metastasis and poor patient prognosis in many cancer types [71–75]. Indeed,
CIN is a dynamic form of genome instability that drives ongoing changes in genetic and
cell-to-cell heterogeneity that is proposed to contribute to cancer development by increasing
the rate at which oncogenes, tumor suppressor genes and cell cycle regulators are gained,
lost, or altered [76–78]. Importantly, the phenotypic consequences corresponding with
cancer development (e.g., CIN) following aberrant expression of SCF complex members
may vary and are likely to arise via the misregulation of protein substrates in a context-
dependent manner. For example, overexpression of SCF complex members may result in
excess degradation of protein substrates with tumor suppressor functions, and has been
associated with cancer cell stemness, tumor progression and worse patient survival [79–86].
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Similarly, amplification and overexpression of SKP2 promotes the increased degradation of
P27 and disease progression [56] and is associated with worse survival outcomes and poor
response to therapy in numerous cancer types [87–89], contributing to SKP2 being tradi-
tionally classified as an oncogene. Conversely, other studies have shown that reduced SKP2
expression leads to aberrant increases in P27 abundance that is suggested to prevent mitotic
entry and result in increased nuclear areas [2], a CIN-associated phenotype [70,90–92]
suggestive of large increases in DNA/chromosome content (i.e., polyploidy) [69]. In con-
trast, FBXW7 has been primarily classified as a tumor suppressor gene [51,52] and loss
of SCFFBXW7 activity corresponds with aneuploidy, micronucleus formation (extranuclear
bodies found outside the primary nucleus and a hallmark of CIN), sister chromatid co-
hesion defects and chromosome segregation defects (i.e., CIN) [68,93]. However, our
data support the possibility that FBXW7 may also exhibit oncogene-like roles as gains,
amplifications and mutational hot-spots were observed [38]. Indeed, Galindo-Moreno
and colleagues [94] determined that FBXW7 amplification in tumors harboring wild-type
TP53 expression reduced breast cancer patient survival but did not impact survival of
patients with skin or bladder cancers. Accordingly, these collective data highlight that
losses or gains of FBXW7 (and perhaps other SCF complex member genes), may adversely
contribute to cancer pathogenesis in a context-dependent manner [95]. With respect to
FBXO5, Marzio et al. [3] recently determined that reduced FBXO5 expression corresponds
with a DNA re-replication phenotype (i.e., endoreduplication) in a breast cancer model
and that loss of its F-box dependent function leads to increases in RAD51 abundance (a
homologous recombination repair protein). In contrast, Vaidyanathan and co-workers [96]
determined that FBXO5 overexpression corresponds with increases in mitotic defects (e.g.,
lagging and incorrect segregation of chromosomes) and aneuploidy that promotes CIN
in transgenic mouse models. Additionally, it is important to note that while each F-box
protein targets a distinct array of protein substrates, there is some functional redundancy
between F-box proteins, in that multiple F-box proteins can share specific substrates. For
example, while SKP2 and FBXW7 exhibit distinct substrate profiles, both target Cyclin E1
and c-MYC for proteolytic degradation [2,7,26,43]. Thus, this inherent functional redun-
dancy may serve as a compensatory mechanism to limit the functional outcomes associated
with the aberrant expression and/or function of a given F-box protein. Therefore, with the
knowledge that 69 distinct SCF complexes are predicted to target hundreds to thousands
of protein substrates, aberrant expression of the core SCF complex members are expected
to evoke greater phenotypic consequences than alterations involving the individual F-box
proteins. In this regard, future functional studies are required to determine the impacts
aberrant expression and function of each individual SCF complex member have on protein
substrates, genome instability and disease pathogenesis are now highly warranted.

In summary, this study revealed that the six SCF complex member genes predomi-
nantly exhibit missense damaging mutations, a subset of which likely impact SCF complex
function by disrupting protein–protein interactions between SCF complex members and
their protein substrates. Further, the distribution of the encoded amino acid substitutions
and CNA data support the possibility that SCF complex members may exhibit both tu-
mor suppressive or oncogenic roles that will likely be disease and context dependent.
Finally, we determined that SCF complex members tend to be differentially methylated
across multiple cancer types, which may phenotypically mimic certain CNAs (e.g., shallow
deletions) and contribute to cancer pathogenesis but in an epigenetic manner. Ultimately,
these alterations may underlie the aberrant accumulation of protein substrates that are
implicated in CIN [2,9,10,12,59] and cancer pathogenesis [3,7,26,67,97,98]. Unfortunately
however, the complete spectrum of target specificities of all 69 F-box proteins and their
implications for disease development remain largely unknown or poorly characterized.
Accordingly, functional studies are now required to determine the specific outcomes driven
by aberrant expression and/or function of each SCF complex member gene and its impact
on substrate accumulation to better understand the molecular determinants giving rise
to cancer development, which will be critical to develop innovative precision medicine
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strategies to better combat the disease. For instance, as aberrant SCF complex function
is associated with CIN [9,10,12], developing biomarkers to detect abnormal SCF complex
expression could aid early diagnosis in cancers that exhibit high levels of CIN, including
colorectal [99] and ovarian cancers [100,101], where early disease detection will be critical
to ultimately improve patient outcomes [102,103]. Thus, future studies need to be designed
that compile and analyze patient sample datasets for mutations, CNAs and methylation
changes with matched normal samples and patient outcomes to gain a comprehensive
understanding of how genetic alterations are associated with disease and their impact on
patient outcomes. In addition, studies aimed at investigating the pathogenic implications
of SCF complex alterations are needed to gain a greater understanding of the etiological
events contributing to oncogenesis.

4. Materials and Methods
4.1. Genomic Datasets and Data Collection

Two publicly available TCGA patient-based datasets were utilized for this study,
including TCGA Pan-Cancer Atlas [37] (mutation data and gene CNAs) and TCGA Firehose
Legacy (methylation data; https://gdac.broadinstitute.org/, accessed on 20 October 2021).
Genetic analyses were performed in cBioPortal (https://www.cbioportal.org, accessed on
20 October 2021) [35,36] for SCF complex members SKP1, CUL1, RBX1, SKP2, FBXW7 and
FBXO5. Patient datasets included bladder urothelial carcinoma, breast invasive carcinoma,
colorectal adenocarcinoma, head and neck squamous cell carcinoma, lung adenocarcinoma,
ovarian serous cystadenocarcinoma, pancreatic adenocarcinoma, skin cutaneous melanoma,
stomach adenocarcinoma and uterine corpus endometrial carcinoma patient samples. All
TCGA datasets were accessed no later than 10 November 2021.

4.2. Assessing the Frequency, Distribution and Predicted Functional Impact of Encoded SCF
Complex Mutations

SCF complex member SNPs were evaluated to assess the frequency and the predicted
functional impact of encoded alterations. Mutational frequencies were calculated as follows:
total mutations within a given mutation class (n)/total number of mutations (N) for each
gene × 100%. SNPs were assessed using SIFT (https://sift.bii.a-star.edu.sg/, accessed on 9
November 2021) [104] and PolyPhen-2 (http://genetics.bwh.harvard.edu/pph2/) [105];
Note that only single amino acid substitutions can be assessed using PolyPhen-2 and SIFT,
where the remaining alterations (e.g., fusions, splice sites) are denoted with not applica-
ble (N/A). For reference purposes, SIFT classifies SNPs as tolerated or deleterious [104],
whereas PolyPhen-2 classifies SNPs as benign, possibly damaging or probably damag-
ing [105]. Conceptually, SIFT assesses the conservation of an amino acid position (i.e.,
sequence identity/similarity) across species, where substitutions occurring at highly con-
served positions that are deemed “deleterious” [40]. By contrast, PolyPhen-2 predicts the
impact of substitutions on the stability and function of proteins using functional annotation
of SNPs, maps coding SNPs to gene transcripts, extracts protein sequence annotations
and structural attributes to create a score ranging from 0.0 (benign) to 1.0 (damaging) to
ultimately assign it as “benign”, “possibly damaging” or “probably damaging”. A predic-
tion of “possibly damaging” means that the substitution is predicted to be damaging, but
with low confidence [41]. To display the spatial distribution and category of the encoded
alterations (e.g., missense, truncating, splice or fusion), lollipop diagrams were extracted
from cBioPortal [35–37] and alterations were classified as: (1) missense (unknown signifi-
cance); (2) missense (putative driver); (3) truncating (unknown significance); (4) truncating
(putative driver); (5) splice (unknown significance); or (6) or splice (putative diver). Figures
presenting mutational data were generated with Prism v9 (GraphPad, San Diego, CA, USA)
and assembled in Photoshop 2022 (Adobe, Toronto, ON, Canada).
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4.3. Assessing the Predicted Structural Impact of Encoded SCF Complex Alterations

Crystal structures for SCF complex members were retrieved and visualized using
the PDB (https://www.rcsb.org/, accessed on 9 November 2021) [39]: (1) SKP1 (PDB ID:
1FQV [31,39]); (2) CUL1 (PDB ID: ILDJ [39,106]); (3) RBX1 (PDB ID: ILDJ [39,106]); (4) SKP2
(PDB ID: 1FQV [31,39]); and (5) FBXW7 (PDB ID: 2OVP [39,107]). No crystal structure is
available for FBXO5 (EMI1). All datasets were accessed no later than 10 November 2021.
Figures were assembled in Photoshop.

4.4. Gene Copy Number Alteration and mRNA Expression Analyses

Gene CNA data were extracted from TCGA Pan-Cancer Atlas [37] with CNAs iden-
tified using the following Onco Query Language commands in cBioPortal [35,36]: (1)
HOMDEL, deep deletion (i.e., loss of 2 alleles); (2) HETLOSS, shallow deletion (i.e., loss of
1 allele); (3) GAIN, small gain (i.e., gain of 1 allele); and (4) AMP, large amplification (i.e.,
gain of ≥ 2 alleles). OncoPrint and mRNA expression data were retrieved using cBioPortal
(no later than 10 November 2021) to identify the individual and cumulative frequencies of
CNAs (shallow deletions and gains) which were compared with their respective mRNA
expression z-scores (z = expression in tumor sample-mean expression in reference sam-
ple[diploid])/standard deviation of expression in reference sample[diploid]) for breast,
colorectal and lung cancers. Figures presenting CNA data were generated in Prism and
assembled in Photoshop.

4.5. Assessing the Methylation Status of SCF Complex Members

The methylation status of each gene was assessed using beta (β) values and correspond-
ing CNA data and extracted from TCGA Firehose Legacy (https://gdac.broadinstitute.
org/) for each cancer type. Briefly, β-values were calculated as follows: β = M/M + U,
where M > 0 and U > 0 represent the methylated and unmethylated signal intensities mea-
sured by the Illumina 27k (ovarian serous cystadenocarcinoma) or 450k BeadChip arrays
(all other cancer types), respectively [108]. For each gene, samples were characterized as
being hypomethylated (β < 0.2), partially methylated (0.2 ≤ β ≤ 0.7), or hypermethylated
(β > 0.7). All data were accessed no later than 10 November 2021. Figures presenting
methylation data were generated in Prism and assembled in Photoshop.
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Abstract: Resistin and soluble suppression of tumorigenicity 2 (sST2) are useful predictors in patients
with coronary artery disease (CAD). Their serum levels are significantly attributed to variations in
RETN and IL1RL1 loci. We investigated candidate variants in the RETN locus for resistin levels and
those in the IL1RL1 locus for sST2 levels and evaluated the prognostication of these two biomarkers
and the corresponding variants for long-term outcomes in the patients with CAD. We included 4652,
557, and 512 Chinese participants from the Taiwan Biobank (TWB), cardiovascular health examination
(CH), and CAD cohorts, respectively. Candidate variants in RETN and IL1RL1 were investigated
using whole-genome sequence (WGS) and genome-wide association study (GWAS) data in the TWB
cohort. The weighted genetic risk scores (WGRS) of RETN and IL1RL1 with resistin and sST2 levels
were calculated. Kaplan–Meier curves were used to analyze the prognostication of resistin and
sST2 levels, WGRS of RETN and IL1RL1, and their combinations. Three RETN variants (rs3219175,
rs370006313, and rs3745368) and two IL1RL1 variants (rs10183388 and rs4142132) were independently
associated with resistin and sST2 levels as per the WGS and GWAS data in the TWB cohort and were
further validated in the CH and CAD cohorts. In combination, these variants explained 53.7% and
28.0% of the variation in resistin and sST2 levels, respectively. In the CAD cohort, higher resistin and
sST2 levels predicted higher rates of all-cause mortality and major adverse cardiac events (MACEs)
during long-term follow-up, but WGRS of RETN and IL1RL1 variants had no impact on these out-
comes. A synergistic effect of certain combinations of biomarkers with RETN and IL1RL1 variants
was found on the prognostication of long-term outcomes: Patients with high resistin levels/low
RETN WGRS and those with high sST2 levels/low IL1RL1 WGRS had significantly higher all-cause
mortality and MACEs rates, and those with both these combinations had the poorest outcomes. Both
higher resistin and sST2 levels, but not RETN and IL1RL1 variants, predict poor long-term outcomes
in patients with CAD. Furthermore, combining resistin and sST2 levels with the WGRS of RETN
and IL1RL1 genotyping exerts a synergistic effect on the prognostication of CAD outcomes. Future
studies including a large sample size of participants with different ethnic populations are needed to
verify this finding.
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1. Introduction

Despite advancements in guideline-directed medical therapy, cardiovascular diseases
remain the leading cause of disease burden and mortality worldwide. The global preva-
lence of cardiovascular disease nearly doubled from 271 million in 1990 to 523 million in
2019, and the number of cardiovascular deaths steadily increased from 12.1 million in 1990
to 18.6 million in 2019, half of which were due to ischemic heart disease [1]. To provide
new insights into cardiovascular disease pathophysiology and to improve patient prog-
nosis, investigators in the past two decades have focused on the association of numerous
adipokines/cytokines with cardiovascular disease. Among these, resistin and suppression
of tumorigenicity 2 (ST2) have attracted increasing interest in the past 10 years.

Resistin, belonging to a family of cysteine-rich proteins known as resistin-like molecules,
was originally shown to be synthesized only by adipocytes and was demonstrated to induce
insulin resistance in mice [2]. In humans, however, this protein appears to be expressed
mainly by monocyte-derived macrophages [3]. As a proinflammatory adipokine in hu-
mans, resistin markedly upregulates the expression of inflammatory cytokines and cellular
adhesive molecules [4,5]. Resistin appears to mediate the pathogenesis of atherosclerosis
by promoting endothelial dysfunction, vascular smooth muscle cell proliferation, arterial
inflammation, and foam cell formation [6,7]. It is predictive of atherosclerosis and poor
clinical outcomes in patients with coronary artery disease (CAD), ischemic stroke, and
congestive heart failure [7,8].

Approximately 70% of the observed variation in circulating resistin levels may be
attributable to genetic factors [9], and several candidate genetic loci for resistin levels have
been identified in different ethnic populations [9–12]. Genetic polymorphisms around
the RETN locus are also related to resistin levels and various metabolic phenotypes, with
discrepant results [11–16].

The ST2 receptor, a member of the interleukin (IL)-1 receptor family encoded by the
IL-1 receptor-like 1 (IL1RL1) gene, is expressed as a membrane-bound receptor variant form
(ST2L) and a truncated soluble form (sST2) [17]. IL-33, a biomechanically induced protein
predominantly synthesized by cardiac fibroblasts, is the functional ligand of ST2L [18,19].
The IL-33/ST2 signaling pathway is upregulated in cardiomyocytes and fibroblasts in
response to mechanical stimulation or injury and is cardioprotective in terms of reduc-
ing myocardial fibrosis, preventing cardiomyocyte hypertrophy, reducing apoptosis, and
improving myocardial function [19,20]. By contrast, sST2 binds to IL-33 and acts as a
“decoy” receptor for IL-33 to inhibit IL-33/ST2L signaling [19]. An elevated sST2 level
is an independent predictor of subsequent mortality in patients with heart failure, acute
myocardial infarction, and stable CAD [21–25].

IL1RL1 variations can affect sST2 levels. In the genome-wide association study (GWAS)
of the Framingham offspring cohort, up to 45% of the variation in sST2 levels not explained
by clinical variables was attributed to genetic factors [26]. The most significant single
nucleotide polymorphism (SNP) is rs950880, accounting for 12% of the individual variability
in circulating sST2 levels. SNPs in the IL1RL1 gene have also been linked to the severity
of several immune and inflammatory diseases [27]. However, the effects of IL1RL1 on
predicting the outcome of cardiovascular disease remain unclear.

Our recent study indicated that individuals with the rs950880 AA genotype tended
to have lower sST2 levels [28]; this genotype was an independent predictor of all-cause
mortality in patients with CAD and lower-extremity arterial disease, and patients with
high sST2 levels and the rs950880 AA genotype had the lowest survival rate. However,
whether other biomarker levels can predict long-term outcomes in patients with CAD
when combined with level-determining genotypes remains unknown. The Taiwan Biobank

78



Int. J. Mol. Sci. 2022, 23, 4292

(TWB) conducted a large-scale population-based cohort study on 30–70-year-old volunteers
with no history of cancer [29]. The genetic determinants of resistin and sST2 levels were
derived from a regional association plot analysis using whole-genome sequence (WGS)
data in a subgroup of 859 participants from the TWB cohort and from GWAS in 5000 par-
ticipants from the TWB cohort. The weighted genetic risk scores (WGRS) of RETN and
IL1RL1 with resistin and sST2 levels were calculated using the data of independent level-
determining genotypes. We hypothesized that WGRS of RETN and IL1RL1 combined with
both biomarker levels may better predict the long-term outcomes of patients with CAD.

2. Results
2.1. WGS Revealed Candidate SNPs in RETN and IL1RL1 Gene Loci

Given the previously reported RETN gene as the candidate locus for resistin levels, we
first performed a regional association plot study with conditional analysis using data from
859 participants from the TWB cohort and the significance of resistin levels with 509 SNPs
at positions between 7.715 and 7.755 Mb on chromosome 19p13.2 around the RETN gene
region was assessed. Our data revealed that 17 SNPs exceeded the genome-wide sig-
nificance threshold (p < 5 × 10−8), with rs3219175 being the lead SNP (p = 4.24 × 10−72)
(Supplementary Figure S1A). To clarify whether the association of other RETN SNPs was in-
dependent of the lead SNP, we performed a stepwise conditional analysis. With adjustment
for rs3219175, rs370006313 in the regional plot at the RETN locus became more significant
with resistin levels (p = 6.56 × 10−68, Supplementary Figure S1B). Furthermore, with adjust-
ment for both rs3219175 and rs370006313, rs3745368 remained significant (p = 1.24 × 10−27,
Supplementary Figure S1C). With adjustment for all the three SNPs, none of the SNPs in
the regional plot near the RETN locus exhibited significance at p < 0.01 (Supplementary
Figure S1D), indicating that in this chromosomal region, variation in resistin concentrations
was mainly explained by at least three signals.

We further evaluated the candidate gene variants for sST2 levels in the IL1RL1 gene
region using a regional association plot study with conditional analysis. In brief, 307 SNPs at
positions between 102.915 and 102.985 Mb on chromosome 2q12.1 around the IL1RL1 gene
region were analyzed, and 242 SNPs exceeded the genome-wide significance threshold
(p < 5 × 10−8), with rs6543115 being the lead SNP (p = 2.35 × 10−85) (Supplementary
Figure S2A). With adjustment for rs6543115, rs1420091 in the regional plot at the IL1RL1
locus became more significant with sST2 levels (p = 3.57 × 10−15, Supplementary Figure
S2B). With adjustment for the two aforementioned SNPs, none of the SNPs initially showed
genome-wide significance in the regional plot near the IL1RL1 locus exhibited significance
at p < 0.01 (Supplementary Figure S2C).

2.2. GWAS and Replication Genotyping Results for Resistin and sST2 Levels

We then performed GWAS using the data of 4652 participants from the TWB cohort
on a TWB genotype array for resistin levels. Because of the absence of the three lead
aforementioned RETN SNPs (i.e., rs3219175, rs370006313, and rs3745368) in the TWB
genotype array, we performed genotyping of the three RETN SNPs using TaqMan SNP
Genotyping Assays. GWAS with conditional analysis indicated that the genome-wide
significance threshold was exceeded only on chromosome 19p13.2, where RETN is located,
and serial conditional analysis revealed the lead SNPs to be rs3219175, rs370006313, and
rs3745368 (p < 1.00 × 10−307, p = 2.99 × 10−241, and p = 1.21 × 10−126, respectively)
(Figure 1).

We then performed GWAS using the data of 4652 participants from the TWB cohort
on a TWB genotype array for sST2 levels. GWAS with conditional analysis indicated
that the genome-wide significance threshold was exceeded only on chromosome 2q12.1,
where IL1RL1 is located, and serial conditional analysis revealed that the lead SNPs were
rs10183388 and rs4142132 (p < 1.00 × 10−307 and p = 8.12 × 10−51, respectively) (Figure 2).
Further analysis revealed that rs10183388 and rs4142132 were in nearly complete linkage
disequilibrium with the IL1RL1 lead SNPs rs6543115 and rs1420091, respectively, in the
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WGS study (r2 = 0.98 and 0.96, respectively) (Supplementary Figure S3). The three lead
RETN SNPs explained 53.7% of the variation in resistin levels, and the two lead IL1RL1
SNPs explained 28.0% of the variation in sST2 levels (Supplementary Table S1). The SNP
table of RETN and IL1RL1 is provided in Supplementary Table S2.
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Figure 1. Conditional analysis of RETN candidate SNPs using GWAS data in the TWB cohort.
(A) Manhattan plots for resistin levels from the genome-wide association study of 4652 Taiwan
Biobank participants depict the only one peak above genome-wide significance on chromosome
19p13.2, where the RETN gene is located (arrow). (B) Before conditional analysis, regional association
plots for resistin level surrounding the RETN locus show rs3219175 as the lead SNP. (C) After the first
conditional analysis adjusting the rs3219175 genotypes, rs370006313 in the regional plot at the RETN
locus becomes a significant association with resistin levels. (D) After the second conditional analysis
adjusting for both rs3219175 and rs370006313 genotypes, rs3745368 is significantly associated with
resistin levels. (E) After the third conditional analysis adjusting for the aforementioned SNPs, no
more single SNP is found to be genome-wide significantly associated with resistin levels.
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Figure 2. Conditional analysis of IL1RL1 candidate SNPs using GWAS data in the TWB cohort.
(A) Manhattan plots for sST2 levels from the genome-wide association study of 4652 Taiwan Biobank
participants depict the only one peak above genome-wide significance on chromosome 2q12.1, where
the IL1RL1 gene is located (arrow). (B) Before conditional analysis, regional association plots for
sST2 levels around the IL1RL1 locus show rs10183388 as the lead SNP. (C) After the first conditional
analysis adjusting for rs10183388 genotype, rs4142131 in the regional plot at the IL1RL1 locus becomes
a significant association with sST2 levels. (D) After the second conditional analysis adjusting for both
rs10183388 and rs4142131, no more single SNP is found to be associated with sST2 levels significantly.

For the validation study, we analyzed the three lead RETN SNPs for resistin levels
and two lead IL1RL1 SNPs for sST2 levels in the cardiovascular health examination cohort
(CH cohort). As shown in Table 1, the three RETN SNPs were significantly associated
with resistin levels (rs3219175, rs370006313, and rs3745368 genotypes, p = 6.77 × 10−41,
p = 1.36 × 10−12, and p = 2.70 × 10−5, respectively), and the two IL1RL1 SNPs were signifi-
cantly associated with sST2 levels (rs10183388 and rs4142132 genotypes, p = 9.11 × 10−16

and p = 2.73 × 10−8, respectively).
We evaluated the association of the RETN and IL1RL1 SNPs with resistin and sST2 levels

in the patients with CAD (Table 1), and the results revealed significant associations, except for
rs370006313 genotypes for resistin levels (rs3219175, rs370006313, and rs3745368 genotypes
for resistin levels, p = 4.89 × 10−15, p = 0.055, and p = 0.001, respectively, and rs10183388 and
rs4142132 genotypes for sST2 levels, p = 4.49 × 10−8 and p = 8.00 × 10−6, respectively).

2.3. Baseline Characteristics of TWB, CH, and CAD Cohorts

The baseline characteristics of the participants in the TWB, CH, and CAD cohorts are
provided in Table 2. The participants in the CAD cohort were older, with male predom-
inance, and they tended to have a higher prevalence of smoking, obesity, hypertension,
diabetes mellitus, and dyslipidemia. Compared with the TWB and CH cohorts, the CAD
cohort had higher fasting glucose, triglyceride, aspartate aminotransferase (AST), and
uric acid levels; higher leukocyte counts; lower total cholesterol, high-density lipoprotein
(HDL)-cholesterol, and low-density lipoprotein (LDL)-cholesterol levels; and lower hemat-
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ocrit, platelet counts, and estimated glomerular filtration rate (eGFR). The patients with
CAD also had higher resistin levels but lower sST2 levels.

Table 1. Associations of RETN SNPs with resistin levels and IL1RL1 SNPs with sST2 levels in the
study populations.

Population Genotypes MAF MM Mm mm β p1 Value p2 Value

RETN SNPs and resistin levels

TWB cohort
(N = 4652)

rs3219175 0.188 10.1 (7.7–13.0) (3058) 19.6 (15.8–24.6) (1442) 32.4 (27.2–41.1) (152) 0.274 <1.00 × 10−307 <1.00 × 10−307

rs370006313 0.009 12.3 (8.8 –18.5) (4570) 65.3 (49.5–89.0) (81) 43.1 (1) 0.676 2.70 × 10−135 8.04 × 10−136

rs3745368 0.150 13.4 (9.7–19.8) (3377) 10.3 (7.3–16.3) (1151) 6.4 (4.5–10.1) (124) −0.099 5.90 × 10−42 8.69 × 10−42

RETN WGRS 1.062 <1.00 × 10−307 <1.00 × 10−307

CH cohort
(N = 557)

rs3219175 0.203 12.40 (9.15–15.95) (361) 22.50 (17.48–29.75) (166) 39.30 (29.10–49.08) (30) 0.234 3.36 × 10−41 6.77 × 10−41

rs370006313 0.006 14.8 (10.3–22.6) (550) 58.3 (54.7–86.5) (7) – 0.685 2.42 × 10−12 1.36 × 10−12

rs3745368 0.129 16.0 (11.20 –24.0) (413) 12.10 (8.2–18.8) (134) 7.90 (7.1–36.6) (5) −0.100 2.80 × 10−5 2.70 × 10−5

RETN WGRS 1.034 2.61 × 10−65 1.98 × 10−65

CAD
cohort

(N = 512)

rs3219175 0.194 11.1 (7.5–21.7) (333) 21.5 (13.1–39.4) (159) 27.0 (18.4–42.3) (20) 0.211 4.44 × 10−15 4.89 × 10−15

rs370006313 0.008 15.2 (8.7–26.7) (504) 40.9 (16.7–52.9) (8) – 0.263 0.035 0.055
rs3745368 0.159 16.3 (9.3–30.3) (365) 12.4 (7.2–22.5) (131) 13.4 (6.4–24.3) (16) −0.093 0.001 0.001

RETN WGRS 1.041 1.69 × 10−19 1.84 × 10−19

IL1RL1 SNPs and sST2 level

TWB cohort
(N = 4652)

rs10183388 0.456 4.9 (3.6–6.5) (1370) 7.6 (5.9–10.0) (2352) 9.9 (7.5–12.9) (957) 0.157 6.16 × 10−294 <1.00 × 10−307

rs4142132 0.491 5.2 (3.9–6.8) (1180) 7.4 (5.6–9.8) (2375) 9.3 (7.1–12.5) (1097) 0.125 1.23 × 10−176 1.92 × 10−212

IL1RL1-WGRS 0.520 1.15 × 10−246 3.71 × 10−296

CH cohort
(N = 557)

rs10183388 0.435 7.4 (5.3–9.5) (179) 10.2 (8.0–13.2) (271) 13.2 (8.8–18.3) (107) 0.130 2.93 × 10−14 9.11 × 10−16

rs4142132 0.480 7.6 (5.8–9.5) (154) 9.9 (7.5–13.2) (271) 11.7 (8.2–16.6) (132) 0.090 1.48 × 10−7 2.73 × 10−8

IL1RL1-WGRS 0.547 7.67 × 10−12 4.56 × 10−13

CAD
cohort

(N = 512)

rs10183388 0.457 6.1 (3.4–8.7) (162) 6.4 (4.6–9.3) (234) 8.6 (6.0–12.4) (116) 0.092 2.64 × 10−8 4.49 × 10−8

rs4142132 0.496 6.0 (3.7–8.8) (133) 6.4 (4.4–9.3) (250) 8.3 (5.9–12.2) (129) 0.077 5.00 × 10−6 8.00 × 10−6

IL1RL1-WGRS 0.533 1.83 × 10−7 3.01 × 10−7

TWB, Taiwan Biobank; CH, cardiovascular healthy examination; CAD, cardiovascular disease; MAF, minor allele
frequency; M, major allele; m, minor allele; sST2, soluble suppression of tumorigenicity 2; WGRS, weighted
genetic risk score. p1: unadjusted, p2: adjusted for age, sex, body mass index, and current smoking status.

Table 2. Baseline characteristics between TWB, CH, and CAD groups.

TWB (N = 4652) CH (N = 557) CAD (N = 512)

Age 48.6 ± 11.0 46.0 ± 9.9 b 65.5 ± 11.1 b,c

Male sex § 2067 (44.4%) 290 (52.1%) 413 (80.7%)
Smoking § 861 (18.5%) 107 (9.2%) 126 (24.6%)
Obesity § 1692 (36.4%) 225 (40.4%) 301 (58.8%)

Hypertension § 826 (17.8%) 110 (19.7%) 400 (78.1%)
Diabetes mellitus § 264 (5.7%) 28 (5.0%) 228 (44.5%)

Dyslipidemia § 2197 (47.2%) 297 (53.3%) 329 (64.3%)
BMI (kgw/m2) § 24.2 ± 3.6 24.4 ± 3.4 26.1 ± 4.0 b,c

Fasting glucose (mmol/L) 5.29 ± 1.04 5.41 ± 1.35 6.30 ± 2.04 b,c

Cholesterol (mmol/L) 5.03 ± 0.93 5.14 ± 0.94 a 4.63 ± 1.01 b,c

Triglyceride (mmol/L) * 1.05 (0.73–1.54) 1.32 (0.89–1.88) b 1.40 (1.01–2.04) b

HDL-C (mmol/L) 1.41 ± 0.34 1.42 ± 0.36 1.02 ± 0.40 b,c

LDL-C (mmol/L) 3.14 ± 0.82 3.00 ± 0.84 b 2.61 ± 0.81 b,c

AST (µkat/L) 0.41 ± 0.25 - 0.43 ± 0.27 a

Uric acid (µmol/L) 331.9 ± 87.4 379.0 ± 95.8 b 387.2 ± 105.7 b

Creatinin (µmol/L) 65.4 ± 17.7 87.5 ± 42.4 b 122.9 ± 125.5 b,c

eGFR (mL/min/1.73 m2) 95.0 ± 20.3 84.2 ± 20.6 b 65.7 ± 22.9 b,c

Leukocyte count (103/uL) 6.02 ± 1.57 - 6.67 ± 2.12 b

Hematocrit (%) 43.3 ± 4.58 - 40.8 ± 5.38 b

Platelet counts (103/uL) 239.8 ± 56.6 - 214.5 ± 62.9 b

Resistin (ng/mL) * 12.44 (8.86–18.95) 14.90 (10.35–22.9) b 15.39 (8.68–26.98) b

sST2 (ng/mL) * 7.12 (5.14–9.84) 9.33 (7.09–12.94) b 6.76 (4.49–9.63) c

Continuous data are presented as the mean ± SD or median (interquartile range), and categorical data are
presented as numbers (%). Abbreviations: AST, aspartate aminotransferase; BMI, body mass index; CAD,
cardiovascular disease; CH, cardiovascular healthy examination; eGFR, estimated glomerular filtration rate; HDL,
high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein cholesterol; TWB, Taiwan Biobank. AST,
leukocyte count, hematocrit, and platelet counts were not available in the CH cohort. * Data with skew distribution
are logarithmically transformed before statistical testing to meet the assumption of normal distribution. § p < 0.01
for χ2 test. a p < 0.05 vs. Q1 by the Bonferroni method. b p < 0.001 vs. Q1 by Bonferroni method. c p < 0.001 vs. Q2
by the Bonferroni method.
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2.4. Correlations of Resistin and sST2 Levels with Clinical, Metabolic, Biochemical, Hematological
Parameters, and WGRS of SNPs in All Cohorts

The correlations of resistin and sST2 levels with clinical, metabolic, biochemical,
and hematological parameters and WGRS of SNPs are summarized in Supplementary
Tables S3–S5. Resistin levels were strongly correlated with RETN WGRS in all three cohorts.
Resistin levels were also significantly correlated with the lipid profile, eGFR, leukocyte
count, and platelet count in the TWB cohort and with eGFR, leukocyte count, and hematocrit
in the CAD cohort. Similarly, sST2 levels were strongly correlated with IL1RL1 WGRS in all
three cohorts. sST2 levels were significantly correlated with fasting glucose, lipid profile,
AST, uric acid, eGFR, and leukocyte count in the TWB cohort and with eGFR and leukocyte
count in the CAD cohort.

2.5. Association of Resistin Levels and RETN SNPs with Long-Term Outcomes for the Patients
with CAD

In the CAD cohort, the follow-up duration was 1017 ± 324 days; 32 patients died
and 58 patients developed major adverse cardiac events (MACEs). Kaplan–Meier survival
analysis indicated that the patients with higher resistin levels had significantly higher rates
of all-cause mortality and MACEs (Figure 3A,D, p = 3.10 × 10−4 and p = 0.007, respectively).
The patients with lower RETN WGSR also had a higher rate of all-cause mortality, but RETN
WGRS did not predict the MACEs rate (Figure 3B,E, p = 0.042 and p = 0.228, respectively).
When the patients with CAD were further divided into four subgroups according to the
resistin levels and RETN WGRS, the combination of high resistin levels and low RETN
WGRS was a strong predictor of all-cause mortality and MACEs (Figure 3C,F, p = 4.0 × 10−6

and p = 0.001, respectively). The results of Cox regression analysis of all-cause mortality and
MACEs between the groups stratified by the resistin levels and RETN WGRS are presented
in Supplementary Table S6.
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Figure 3. Kaplan–Meier curve analysis of resistin levels and RETN WGRS with long-term outcome in
the patients with CAD. (A–C) Freedom from all-cause mortality in patients stratified by resistin levels,
RETN WGRS, and combination of resistin levels and RETN WGRS. (D–F) Freedom from MACEs
in patients stratified by resistin levels, RETN WGRS, and combination of resistin levels and RETN
WGRS. WGRS, weighted genetic risk scores; MACEs, major adverse cardiac events. Group 1: low
resistin levels/low RETN WGRS; Group 2: low resistin levels/high RETN WGRS; Group 3: high
resistin levels/high RETN WGRS; Group 4: high resistin levels/low RETN WGRS.
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2.6. Associations of sST2 Levels and IL1RL1 SNPs with Long-Term Outcome for the Patients
with CAD

The associations of sST2 levels and IL1RL1 SNPs with long-term outcomes for the
patients with CAD are provided in Figure 4. The patients with higher sST2 levels had
significantly higher rates of all-cause mortality and MACEs (Figure 4A,D, p = 0.008 and
0.009, respectively). However, the IL1RL1 WGRS did not predict all-cause mortality and
MACEs (Figure 4B,E, p = 0.331 and 0.971, respectively). When these patients were further
divided into four subgroups according to the sST2 levels and IL1RL1 WGRS, the combina-
tion of high sST2 levels and low IL1RL1 WGRS was a strong predictor of all-cause mortality
and MACEs (Figure 4C,F, p = 0.001 and 0.005, respectively). The results of Cox regression
analysis of all-cause mortality and MACEs between the groups stratified by the sST2 levels
and IL1RL1 WGRS are provided in Supplementary Table S7.
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the patients with CAD. (A–C) Freedom from all-cause mortality in patients stratified by sST2 levels,
IL1RL1 WGRS, and combination of sST2 levels and IL1RL1 WGRS. (D–F) Freedom from MACEs
in patients stratified by sST2 levels, IL1RL1 WGRS, and combination of sST2 levels and IL1RL1
WGRS. WGRS, weighted genetic risk scores; MACEs, major adverse cardiac events. Group 1: low
sST2 levels/low IL1RL1 WGRS; Group 2: low sST2 levels/high IL1RL1 WGRS; Group 3: high sST2
levels/high IL1RL1 WGRS; Group 4: high sST2 levels/low IL1RL1 WGRS.

2.7. Synergistic Effects of WGRS with Resistin and sST2 on Predicting Long-Term Outcomes of the
Patients with CAD

The patients with CAD were further divided into three subgroups according to the
presence of high resistin levels/low RETN WGRS or high sST2 levels/low IL1RL1 WGRS
(Figure 5). The patients with either high resistin levels/low RETN WGRS or high sST2
levels/low IL1RL1 WGRS had significantly higher rates of all-cause mortality and MACEs,
and the patients with both high resistin levels/low RETN WGRS and high sST2 levels/low
IL1RL1 WGRS had the worst outcomes (Figure 5A,B, p = 3.12 × 10−11 for all-cause mortality
and p = 4.00 × 10−6 for MACEs). The results of Cox regression analysis of all-cause mortality
and MACEs between the groups stratified by the presence of high resistin levels/low
RETN WGRS and high sST2 levels/low IL1RL1 WGRS are provided in Table 3. The
patients with either high resistin levels/low RETN WGRS or high sST2 levels/low IL1RL1
WGRS and the patients with both high resistin levels/low RETN WGRS and high sST2
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levels/low IL1RL1 WGRS had significantly higher rates of all-cause mortality and MACEs
after adjustment for baseline characteristics and diseases such as hypertension, diabetes
mellitus, or hyperlipidemia. However, predictive power was attenuated after further
adjustment for uric acid level, eGFR, and inflammatory markers, including C-reactive
protein (CRP), chemerin, and growth differentiation factor (GDF)-15 levels. Furthermore,
significantly higher levels of inflammatory biomarkers and lower eGFR were observed in
the patients with high resistin levels/low RETN WGRS or high sST2 levels/low IL1RL1
WGRS (Supplementary Table S8).
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Model 3 Reference 5.14 (2.10–12.55) 3.29 × 10−4 11.59 (3.82–35.17) 1.50 × 10−5 
Model 4 Reference 3.78 (1.08–13.23) 0.037 21.76 (4.50–105.11) 1.27 × 10−4 

MACEs 
Patient numbers 334 158 20 

Number of events 23 28 7 
  HR (95% CI) p-value HR (95% CI) p-value 

Model 1 Reference 2.62 (1.51–4.55) 0.001 5.88 (2.52–13.71) 4.1 × 10−5 
Model 2 Reference 2.70 (1.55–4.69) 4.50 × 10−4 5.42 (2.30–12.78) 1.11 × 10−4 
Model 3 Reference 2.74 (1.57–4.78) 4.10 × 10−4 4.87 (2.06–11.56) 3.24 × 10−4 
Model 4 Reference 1.72 (0.82–3.64) 0.153 4.03 (1.29–12.59) 0.017 

* Group 1, patients without high resistin levels/low RETN WGRS and high sST2 levels/low IL1RL1 
WGRS; Group 2, patients with either high resistin levels/low RETN WGRS or high sST2 levels/low 
IL1RL1 WGRS; Group 3, patients with both high resistin levels/low RETN WGRS and high sST2 
levels/low IL1RL1 WGRS. Abbreviations: HR, hazard ratio; CI, confidence interval. Model 1, Unad-
justed. Model 2, Adjusted for age, sex, BMI, and smoking status. Model 3: Adjusted for age, sex, 
BMI, smoking status, diabetes mellitus, hypertension, and dyslipidemia. Model 4: Adjusted for age, 
sex, BMI, smoking status, diabetes mellitus, hypertension, dyslipidemia, uric acid level, estimated 
glomerular filtration rate, CRP levels, chemerin levels, and GDF-15 levels. 

  

Figure 5. Kaplan–Meier curve analysis of combining resistin and sST2 levels with corresponding
WGRS in predicting freedom from all-cause mortality (A) and freedom from MACEs (B) in the
patients with CAD. WGRS, weighted genetic risk scores; MACEs, major adverse cardiac events.
Group 1: patients without high resistin levels/low RETN WGRS and high sST2 levels/low IL1RL1
WGRS; Group 2: patients with either high resistin levels/low RETN WGRS or high sST2 levels/low
IL1RL1 WGRS; Group 3, patients with both high resistin levels/low RETN WGRS and high sST2
levels/low IL1RL1 WGRS.

Table 3. Cox regression analysis of all-cause mortality and MACEs rate between the groups stratified
by the presence of high resistin level/low RETN WGRS and high sST2 levels/low IL1RL1 WGRS.

Group 1 * Group 2 * Group 3 *

All-cause mortality

Patient numbers 334 158 20

Number of
events 7 17 7

HR (95% CI) p-value HR (95% CI) p-value
Model 1 Reference 5.04 (2.09–12.15) 3.22 × 10−4 19.59 (6.86–55.91) 2.71 × 10−8

Model 2 Reference 5.04 (2.08–12.22) 3.48 × 10−4 15.21 (5.24–44.13) 5.48 × 10−7

Model 3 Reference 5.14 (2.10–12.55) 3.29 × 10−4 11.59 (3.82–35.17) 1.50 × 10−5

Model 4 Reference 3.78 (1.08–13.23) 0.037 21.76 (4.50–105.11) 1.27 × 10−4

MACEs

Patient numbers 334 158 20

Number of
events 23 28 7

HR (95% CI) p-value HR (95% CI) p-value
Model 1 Reference 2.62 (1.51–4.55) 0.001 5.88 (2.52–13.71) 4.1 × 10−5

Model 2 Reference 2.70 (1.55–4.69) 4.50 × 10−4 5.42 (2.30–12.78) 1.11 × 10−4

Model 3 Reference 2.74 (1.57–4.78) 4.10 × 10−4 4.87 (2.06–11.56) 3.24 × 10−4

Model 4 Reference 1.72 (0.82–3.64) 0.153 4.03 (1.29–12.59) 0.017

* Group 1, patients without high resistin levels/low RETN WGRS and high sST2 levels/low IL1RL1 WGRS; Group
2, patients with either high resistin levels/low RETN WGRS or high sST2 levels/low IL1RL1 WGRS; Group 3,
patients with both high resistin levels/low RETN WGRS and high sST2 levels/low IL1RL1 WGRS. Abbreviations:
HR, hazard ratio; CI, confidence interval. Model 1, Unadjusted. Model 2, Adjusted for age, sex, BMI, and smoking
status. Model 3: Adjusted for age, sex, BMI, smoking status, diabetes mellitus, hypertension, and dyslipidemia.
Model 4: Adjusted for age, sex, BMI, smoking status, diabetes mellitus, hypertension, dyslipidemia, uric acid
level, estimated glomerular filtration rate, CRP levels, chemerin levels, and GDF-15 levels.
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3. Discussion

In this study, we performed two GWAS analyses for 4652 participants in the TWB
cohort as well as regional association plot analyses for a subgroup of 859 participants
with WGS data, aiming to elucidate the genetic basis of resistin and sST2 levels in the
Chinese population. Three RETN variants (rs3219175, rs370006313, and rs3745368) and two
IL1RL1 variants (rs10183388 and rs4142132) were found to be independently associated
with resistin and sST2 levels. In combination, these variants explained 53.7% and 28.0%
of the variation in resistin and sST2 levels, respectively. These results were confirmed in
validation studies in the CH and CAD cohorts. To the best of our knowledge, the three
RETN variants were the strongest genetic determinants of resistin levels compared with
the results of other GWAS analyses in ethnic population studies [13–15,30]. We further
evaluated the effect of the combination of biomarker levels and genetic variants on predicting
long-term outcomes in the patients with CAD. Both higher resistin and sST2 levels predicted
higher rates of all-cause mortality and MACEs in the patients with CAD during long-term
follow-up, but not WGRS of RETN and IL1RL1 variants, except a borderline significance
of low RENT WGRS on all-cause mortality. Notably, we observed a synergistic effect of
the combination of biomarkers with WGRS of RETN and IL1RL1 on the prediction of the
long-term outcomes in the patients with CAD. The patients with high resistin levels/low
RETN WGRS and the patients with high sST2 levels/low IL1RL1 WGRS had significantly
higher rates of all-cause mortality and MACEs. Furthermore, the patients with both high
resistin levels/low RETN WGRS and high sST2 levels/low IL1RL1 WGRS had the poorest
outcomes over long-term follow-up.

3.1. Novel Variants Associated with Resistin Levels

GWAS of the data of 4652 participants in the TWB cohort revealed the RETN gene
region as the only locus associated with resistin levels, with rs3219175 as the lead SNP
(p < 1.00 × 10−307). This result confirmed the data from East Asian [11,12,16,30] and
African populations [14] but was different from those reported in Caucasian populations,
in which TYW3/CRYZ and NDST4 loci, but not RETN variants, showed a genome-wide
significant association with circulating resistin levels [10]. We used the GWAS data to
analyze the RETN gene locus and found three RETN SNPs, namely rs3219175, rs370006313,
and rs3745368, to be independently associated with resistin levels, which contributed to
53.7% of the variation in resistin levels in the TWB cohort. The data were replicated in the
CH cohort (41.1% of variations). Notably, minor allele frequencies (MAFs) of two SNPs,
rs3219175 and rs3745368, were significantly lower in the Caucasian population than that
in East Asian and African populations [11–15]. By contrast, the MAF of the rs370006313
variant was 0.9% in our cohorts. According to the pubmed.gov website, the MAF of
rs370006313 was 0% for 1006 European participants and 1322 African participants from the
1000-Genome project. Furthermore, the RETN –420C > G (rs1862513) genotypes, initially
considered candidate SNPs for resistin levels [9,11,12,16], were not found to be independent
determinants of resistin levels in our study population.

These results indicate ethnic heterogeneity not only at the level of gene loci but also
at the level of each gene variant. rs370006313 is a novel SNP that is localized within the
minimal promoter of human RETN, and it has not been previously reported to be associated
with resistin levels. Although rs370006313 is a rare variant in the Taiwanese population, the
resistin level increased by 4.7 times in the heterozygous state; thus, this SNP contributed to
a 13.8% variation in resistin level in the relatively healthy population. Further research is
warranted to elucidate the functional significance of this variant.

3.2. Genetic Determinants of sST2 Levels in Taiwan

In the GWAS analysis, our data revealed that chromosome 2q12.1, where the IL1RL1
gene is located, was the only gene locus associated with sST2 levels. Further GWAS analysis
revealed that the two lead IL1RL1 SNPs, rs10183388 and rs4142131, were independently
associated with sST2 levels and contributed to 28% of the variation; thus, these SNPs are
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strong genetic determinants of sST2 levels in the Chinese population. Consistently, the
Framingham offspring cohort study reported that all candidate SNPs associated with the
sST2 concentration were on chromosome 2q12.1 and that the 11 “independent” genome-
wide significant SNPs across the IL1RL1 locus accounted for 36% of the heritability of sST2
levels, with rs950880 as the lead SNP [26]. In the TWB cohort, GWAS analysis also revealed
a significant association of rs950880 with sST2 levels (p = 1.73 × 10−216). Notably, this
association disappeared after serial conditional analysis with rs10183388 and rs4142131,
suggesting ethnic heterogeneity in IL1RL1 variants.

3.3. Association of Resistin Levels with Cardiometabolic Phenotypes and Long-Term Outcomes in
the Patients with CAD

As a proinflammatory adipokine, resistin is associated with several cardiometabolic
phenotypes, including obesity, diabetes, and hyperlipidemia [31,32]. Elevated resistin
levels are also associated with impaired renal function and several inflammatory biomark-
ers [33,34]. Resistin may also contribute to cholesterol and triglyceride accumulation in
macrophages, arterial inflammation, endothelial dysfunction, and angiogenesis [31], lead-
ing to accelerated atherogenesis and CAD. In line with these findings, our study also found
a strong association of resistin levels with BMI, diabetes mellitus, dyslipidemia, impaired
renal function, and elevated leukocyte counts in the TWB cohort. Furthermore, elevated
resistin levels were a strong predictor of poor long-term outcomes in the patients with CAD,
and the participants with higher resistin levels had significantly higher rates of all-cause
mortality and MACEs.

3.4. Association of sST2 Levels with Cardiometabolic Phenotypes and Long-Term Outcome in the
Patients with CAD

sST2, a protein secreted by cultured myocytes subjected to mechanical strain, is a
well-known biomarker of severe heart failure and a strong predictor of mortality [21,22].
IL-33, the ligand of sST2, is also induced and released by stretched myocytes. In patients
presenting to the emergency department with myocardial infarction with ST elevation
and dyspnea, sST2 levels are strongly predictive of heart failure and mortality [23]. In
patients with stable CAD, increased sST2 levels also predict long-term MACEs and all-
cause mortality [24,25]. Recently, sST2 levels have also been found to be a novel biomarker
and clinical predictor of metabolic syndrome. In patients without CAD or heart failure,
Zong et al. reported that increased sST2 levels were significantly associated with a higher
prevalence of hypertension, diabetes mellitus, hypertriglyceridemia, and lower HDL choles-
terol levels [35]. Consistently, in the present study, elevated sST2 levels were associated
with a higher prevalence of diabetes mellitus, higher BMI, total cholesterol, and lower HDL
cholesterol levels in the TWB cohort. Furthermore, elevated sST2 levels were significantly
associated with higher AST, uric acid, leukocyte counts, and lower eGFR. For the patients
with CAD, elevated sST2 levels predicted poor long-term clinical outcomes. The patients
with higher sST2 levels had higher rates of all-cause mortality and MACEs during the
follow-up period.

3.5. RENT and IL1RL1 Variants on Long-Term Outcomes in the Patients with CAD

The results of the association between RENT variants and CAD risk were inconsistent
in previous studies. The association of RETN –420C > G with the risk of CAD was not
significant in the Caucasian population [36,37]. By contrast, Tang et al. evaluated the
association of RETN –420C > G with the presence of CAD and reported a 62% increased risk
of CAD in participants with variant genotypes (CG and GG) [38]. Together, these findings
suggest the ethnic heterogeneity of RETN variants with the risk of CAD. Importantly, none
of these studies evaluated the prognostication ability of RETN variants for CAD outcomes.
In the present study, the patients with CAD with low RETN WGRS had an increased
all-cause mortality rate during the 4-year follow-up, but low RETN WGRS did not predict
a high MACEs rate.
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The evidence of the association between IL1RL1 variants and the risk of CAD re-
mains limited. In a case-control association analysis of 4521 individuals with CAD and
4809 controls in the Chinese Han population, Tu et al. reported a strong association of
the IL1RL1 SNP rs11685424 with the risk of CAD and disease severity [39]. Our previous
study reported that among patients with CAD and lower-extremity arterial disease, those
with the IL1RL1 SNP rs950880 AA genotype tended to have lower sST2 levels and a lower
survival rate [28]. The present study further evaluated the effect of IL1RL1 variants on the
prediction of long-term outcomes in the patients with CAD using the WGS and GWAS data
from the TWB cohort. However, the WGRS of the two IL1RL1 lead SNPs did not predict
the outcomes of the patients with CAD, including all-cause mortality and MACEs.

3.6. Synergistic Effects of Genetic Variants and Resistin and sST2 Levels on Predicting Long-Term
Outcomes in the Patients with CAD

When we combined the biomarkers with the WGRS of RETN and IL1RL1, we observed
a synergistic effect on predicting long-term outcomes in the patients with CAD. The patients
with high resistin levels/low RETN WGRS had the highest all-cause mortality and MACEs
rates during the follow-up period (6.2 times for all-cause mortality and 3.1 times for
MACEs compared with patients with low resistin levels/low RETN WGRS, Figure 3 and
Supplementary Table S6). In agreement with this finding, the patients with high sST2
levels/low IL1RL1 WGRS also had the poorest prognosis during the follow-up period
(14.1 times for all-cause mortality and 6.0 times for MACEs compared with the patients
with low sST2 level/low IL1RL1 WGRS, Figure 4 and Supplementary Table S7).

We further analyzed the synergistic effects of combining resistin levels with RETN
WGRS and sST2 levels with IL1RL1 WGRS in the prognostication of long-term outcomes
in the patients with CAD. The patients with high resistin levels/low RETN WGRS or
high sST2 levels/low IL1RL1 WGRS had 5.0 times higher all-cause mortality and 2.6 times
higher MACEs rates than those without these presentations (Table 3). Furthermore, the
patients with both high resistin levels/low RETN WGRS and high sST2 levels/low IL1RL1
WGRS had the poorest outcomes (19.6 times for all-cause mortality and 5.9 times for the
MACEs). These results were further adjusted for traditional cardiovascular risk factors,
including age, sex, BMI, smoking status, diabetes mellitus, hypertension, and dyslipidemia,
and adjusted for known predictors of poorer cardiovascular outcomes, such as uric acid
levels [40], eGFR [41], and inflammatory biomarkers. These findings remained unchanged
after adjustment for traditional cardiovascular risk factors but were attenuated after further
adjustment of uric acid levels, eGFR, and inflammatory markers such as CRP, chemerin,
and GDF-15 levels. Furthermore, significantly higher levels of CRP, chemerin, and GDF-
15 and lower eGFR were observed in the patients with high resistin levels/low RETN
WGRS and/or high sST2 levels/low IL1RL1 WGRS (Supplementary Table S8). These
findings indicate that inflammation and impaired renal function may explain the poorer
outcomes in the patients with high biomarker levels and low WGRS for the corresponding
genetic variants.

3.7. Study Limitations

Although we had enrolled a large sample size with available WGS and GWAS data
in the TWB cohort, the sample sizes in the validation group (CH cohort) and study group
(CAD cohort) were relatively small. However, the candidate SNPs in the RETN and IL1RL1
genes were consistent in the three groups, providing strong evidence of the lead SNPs for
RETN and IL1RL1 in the Chinese population. Second, the event rates of all-cause mortality
and MACEs were low in the CAD cohort. Nevertheless, we found a significant prediction
power of resistin and sST2 levels for outcomes in patients with CAD, as well as a synergistic
effect when the resistin and sST2 levels were combined with the WGRS of RETN and
IL1RL1. Future studies should include a large sample size of patients with CAD to verify
this finding. Finally, because we only included individuals of Han Chinese ethnicity, our
results cannot be extended to other ethnic groups.
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4. Materials and Methods
4.1. Study Populations
4.1.1. TWB Cohort

The study cohort for the GWAS comprised 5000 participants from the TWB cohort,
and WGS data were available for 859 of them. The data were collected from recruitment
centers across Taiwan between 2008 and 2015. The inclusion criteria were participants
without a history of cancer, stroke, CAD, or systemic disease. All participants self-reported
having Han Chinese ethnicity. After participants were excluded based on the exclusion
criteria, 4652 participants remained and were included in the GWAS (Supplementary Figure
S4). Supplementary Table S9 shows the definitions of hypertension, diabetes mellitus,
hyperlipidemia, and current smoking status. The Research Ethics Committee of Taipei Tzu
Chi Hospital (approval number: 05-X04-007), Buddhist Tzu Chi Medical Foundation, and
Ethics and Governance Council of the Taiwan Biobank (approval number: TWBR10507-02
and TWBR10611-03) approved our study. Written informed consent was obtained from all
participants before participation.

4.1.2. CH Cohort

The validation group was recruited during routine cardiovascular health examinations
from October 2003 to September 2005 at Chang Gung Memorial Hospital and comprised
617 Han Chinese participants (327 men with a mean age of 45.2 ± 10.5 years and 290 women
with a mean age of 46.8 ± 10.1 years), who responded to a questionnaire on their medical
history and lifestyle characteristics. A total of 60 participants were excluded from the
current study, and 557 participants were enrolled in the analysis (Supplementary Figure S4).
All of the participants provided written informed consent, and the study was approved
by the Ethics Committee of Chang Gung Memorial Hospital and the Ethics Committee of
Taipei Tzu Chi Hospital, Buddhist Tzu Chi Medical Foundation.

4.1.3. CAD Cohort

In the CAD cohort, 565 patients who received coronary angiography, had at least
50% stenosis of one major coronary artery, and had available blood samples for DNA and
biomarker analyses were recruited between July 2010 and September 2013 from National
Taiwan University Hospital. Among these, 53 patients were excluded from the current
study, and 512 patients were included in the analysis (Supplementary Figure S4). All clinical
data were obtained from the patients’ medical records. The primary enpoint was all-cause
mortality. The secondary endpoint was MACEs, including the composite endpoints of
all-cause mortality, hospitalization for heart failure, nonfatal myocardial infarction, or
nonfatal stroke. Seven patients who were lost to follow-up after enrollment were contacted
by telephone before the end of the study. Three of these patients had died, and the cause
of death was provided by the relatives. All of the participants provided written informed
consent, and the study was approved by the Research Ethics Committee of National Taiwan
University Hospital.

4.2. Laboratory Examination

We examined the following clinical phenotypes: body height, body weight, body mass
index (BMI), and systolic, mean, and diastolic blood pressure. In addition, we collected the
following biochemical data: lipid profile, including total cholesterol, HDL cholesterol, LDL
cholesterol, and triglyceride levels; fasting plasma glucose; and liver and renal functional
test-related parameters such as serum creatinine, eGFR, uric acid, and AST. Hematological
parameters included white and red blood cell counts, platelet counts, and hematocrit.
Circulating levels of resistin, sST2, and inflammatory markers such as chemerin and GDF-
15 were measured using commercially available enzyme-linked immunosorbent assay kits
(R&D, Minneapolis, MN, USA). Circulating plasma levels of CRP were measured using the
particle-enhanced turbidimetric immunoassay technique (Siemens Healthcare Diagnostics,
Camberley, UK). The increase in turbidity that accompanies aggregation is proportional
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to the CRP concentration. Overall, the intra- and interassay coefficients of variation were
1.2–9.5% (Supplementary Table S10).

4.3. Genomic DNA Extraction and Genotyping

DNA of the participants was isolated from blood samples using a QIAamp DNA blood
kit following the manufacturer’s instructions (Qiagen, Valencia, CA, USA). SNP genotyp-
ing was conducted using custom TWB chips and was run on the Axiom Genome-Wide
Array Plate System (Affymetrix, Santa Clara, CA, USA). Genotyping for RETN rs3219175,
rs370006313, and rs3745368 genotypes in the participants from the TWB cohort, the partici-
pants from the CH cohort, and the patients with CAD as well as for IL1RL1 rs10183388 and
rs4142132 genotypes were performed using TaqMan SNP Genotyping Assays (Applied
Biosystems, Foster City, CA, USA). For quality control purposes, approximately 10% of the
samples were re-genotyped blindly, and identical results were obtained.

4.4. TWB Whole-Genome Sequencing: RETN and IL1RL1 Gene Region

The WGS data of 859 participants from the TWB cohort were evaluated using an ultra-
fast whole-genome secondary analysis on Illumina sequencing platforms [42] (Illumina
HiSeq 2500/4000). The resulting reads were aligned to the hg19 reference genome with
iSAAC 01.13.10.21. iSAAC Variant Caller 2.0.17 was used to perform SNP and insertion-
deletion variant discovery and genotyping [42]. An in-house protocol written in shell script
was performed to combine 880 vcf files. A union table of all detected variants in 880 vcf files
was used for further analysis. Two gene loci linked to resistin and sST2 levels, according
to the GWAS results, were included in the analysis, namely 20 Kb around the RETN and
IL1RL1 gene regions. The association between SNPs and resistin and sST2 levels was then
analyzed using the GWAS method.

4.5. GWAS Analysis

The Axiom Genome-Wide CHB 1 Array Plate (Affymetrix) designed by the Taiwan
Biomarker Study Group is a TWB genotype array used for GWAS analysis. In this geno-
typing platform, SNPs with minor allele frequencies of ≥5% in a set of 1950 samples were
selected from Taiwan Han Chinese populations previously genotyped at the National
Center of Genome Medicine of the Academia Sinica, Taipei, Taiwan [43]. Each genomic
DNA was genotyped on the Axiom TWB genome-wide array comprising 642,832 SNPs
with assistance from the National Center of Genome Medicine of Academia Sinica. All
the samples in the analysis had a call rate of ≥97%. For SNP quality control, SNP call
rate < 97%, minor allele frequency <0.01, and violation of Hardy–Weinberg equilibrium
(p < 10−6) were criteria for exclusion from subsequent analyses. In total, 4652 participants
and 614,821 SNPs were included in the GWAS analysis after quality control.

4.6. Statistical Analysis

Before analysis, resistin and sST2 levels were logarithmically transformed to adhere
to a normality assumption. A generalized linear model was used to analyze resistin and
sST2 levels in relation to the investigated genotypes and confounders. We assumed the
genetic effect to be additive after adjustment for age, sex, BMI, and current smoking status.
The software package PLINK was used to conduct genome-wide scans, and p < 5 × 10−8

was considered genome-wide significant. For GWAS, a conditional analysis was con-
ducted to assess the residual association with all remaining SNPs after adjustment for
the most strongly associated SNP at a locus by adding the SNP as a covariate into the
regression model.

The baseline characteristics of all participants were evaluated using analysis of vari-
ance. Continuous variables are expressed as mean ± standard deviation or median and
interquartile ranges when the distribution is strongly skewed. Differences in categorical
data distribution were examined using a chi-square test or a chi-square test for trends. The
Bonferroni method was used for post-hoc analysis after ANOVA. The genetic risk score
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was calculated using the weighted method, which assumed each SNP to be independently
associated with resistin or sST2 levels (i.e., no interaction between each SNP) [44]. We
assumed an additive effect of risk alleles for each SNP and applied linear weighting of 0, 1,
or 2 to genotypes containing a corresponding number of risk alleles. WGRS were calculated
by multiplying the estimated beta-coefficient of each SNP by the number of corresponding
risk alleles (0, 1, or 2). Pearson’s correlation coefficients were used to examine the relation-
ship of resistin and sST2 levels with clinical and biochemical factors in addition to WGRS.
Each variable with a significant association with resistin and sST2 was entered into the
multivariate linear regression model with the stepwise method to identify the independent
correlates of resistin and sST2.

The rates of freedom from primary and secondary endpoints in the patients with
CAD, stratified by the levels and resistin and sST2 and the WGRS of RETN and IL1RL1
genotyping, were assessed using Kaplan–Meier curves and compared using the long-
rank test. The outcomes were further analyzed by combining WGRS according to RETN
and IL1RL1 genotyping with both biomarker levels. Cox regression analysis was used to
determine the hazard ratio of primary and secondary endpoints in each group. IBM SPSS
Statistics version 24.0 (IBM Corp., Armonk, NY, USA) was used to perform all calculations,
with two-sided p < 0.05 set as the statistically significant level.

5. Conclusions

In the GWAS of the TWB cohort, we found that three RETN lead SNPs (rs3219175,
rs370006313, and rs3745368) were strongly associated with resistin levels and that two
IL1RL1 lead SNPs (rs10183388 and rs4142132) were significantly associated with sST2 levels
in the Chinese population. These results were validated in the CH cohort and CAD cohort.
Serum resistin and sST2 levels were significantly associated with cardiometabolic risk
factors in the TWB and CAD cohorts and were strong predictors of poor clinical outcomes
in patients with CAD. Furthermore, a synergistic effect was noted when combining resistin
and sST2 levels with the WGRS of RETN and IL1RL1 in the prognostication of CAD
outcomes. Patients with high resistin levels/low RETN WGRS and high sST2 levels/low
IL1RL1 WGRS had the poorest outcome during long-term follow-up. This study provides
insights into the effects of biomarkers and corresponding genetic variants on the prognosis
of long-term clinical outcomes in patients with CAD.
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Abstract: The KLF14 gene is a key metabolic transcriptional transregulator with monoallelic maternal
expression. KLF14 variants are only associated with adipose tissue gene expression, and KLF14
promoter methylation is strongly associated with age. This study investigated whether age, sex, and
obesity mediate the effects of KLF14 variants and DNA methylation status on body shape indices
and metabolic traits. In total, the data of 78,742 and 1636 participants from the Taiwan Biobank were
included in the regional plot association analysis for KLF14 variants and KLF14 methylation, respec-
tively. Regional plot association studies revealed that the KLF14 rs4731702 variant and the nearby
strong linkage disequilibrium polymorphisms were the lead variants for lipid profiles, blood pressure
status, insulin resistance surrogate markers, and metabolic syndrome mainly in female participants
and for body shape indices mainly in obese women. Significant age-dependent associations between
KLF14 promoter methylation levels and body shape indices, and metabolic traits were also noted
predominantly in female participants. KLF14 variants and KLF14 hypermethylation status were
associated with metabolically healthy and unhealthy phenotypes, respectively, in obese individuals,
and only the KLF14 variants demonstrated a significant association with both higher adiposity and
lower cardiometabolic risk in the same allele, revealing uncoupled excessive adiposity from its
cardiometabolic comorbidities, especially in obese women. Variations of KLF14 are associated with
body shape indices, metabolic traits, insulin resistance, and metabolically healthy status. Differential
genetic and epigenetic effects of KLF14 are age-, sex- and obesity-dependent. These results provided
a personalized reference for the management of cardiometabolic diseases in precision medicine.

Keywords: KLF14; body shape indices; metabolic traits; differential effect; genetic variants;
DNA methylation

1. Introduction

Krüpple-like factors (KLFs), belonging to the SP/KLF family, are a group of evolution-
arily conserved transcription factors with C-terminal zinc finger domains that are crucial
for the recognition of and binding to the GT/GC-rich or CACCC box cis-regulatory sites in
gene promoters and enhancers [1,2]. KLFs play a critical role in homeostasis maintenance
by regulating the gene expression in many organ systems, such as cardiovascular, renal,
digestive, respiratory, immunological, and hematopoietic systems [3–6]. KLFs also regulate
cell signaling pathways controlling cell proliferation, apoptosis, migration, differentiation,
and other physiological activities [4]. As a member of the KLF family, KLF14 is induced by
TGF-β in intraembryonic and ectodermal tissues [4,6] and forms a corepressor transcription
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complex with Sin3A and HDAC2 to inhibit the expression of TGF-II receptors. KLF14 is
only expressed in mammalian tissues, including the muscle, brain, fat, and liver, and it
has monoallelic maternal expression in all tissues of both humans and mice [7]. In the
livers of high-fat-diet–fed mice and db/db obese mice, KLF14 activates the PI3K/Akt
signaling pathway to increase insulin sensitivity [8]. It also mediates lipid signaling, and
KLF14-mediated metabolic phenotypes are attributed to the regulation of lipid signaling
through the dysregulation of sphingokinase 1, a critical lipid signaling molecule [5,9,10].
With the lack of Klf14-mediated apoA-I promoter activation, hepatic-specific Klf14 dele-
tions in Apoe−/− mice cause marked acceleration of atherosclerotic lesion development
in combination with decreased high-density lipoprotein (HDL) cholesterol levels, and
cholesterol efflux, whereas Klf14 activation reduces atherosclerosis [11]. Together, these
findings indicate that epigenetic regulation–induced KLF14 loss-of-function may trigger
the onset of metabolic diseases. Furthermore, KLF14 is a master metabolic transcriptional
regulator that mediates adipogenesis, insulin signaling, lipid metabolism, inflammatory
and immune responses, and cell proliferation and differentiation, thus acting as a potential
novel therapeutic target to reduce the risk of atherosclerotic cardiovascular disease [12].

The KLF14 gene is a single exon imprinted gene localized in the human chromosome
7q32.2, with a total length of 1059 bp; it encodes 323 amino acids, and only the allele
inherited from the mother is expressed [13]. Using chromatin-state maps, a 1.6-kb enhancer
region approximately 5 kb upstream of the KLF14 transcription start site has been iden-
tified in adipose tissue [14]. Genome-wide association studies (GWASs) have identified
KLF14 variants to be associated with a multitude of metabolic pathologies, such as insulin
resistance (IR), diabetes mellitus, coronary artery disease, ischemic stroke, and myocardial
infarction [14–17]. Lead single-nucleotide polymorphisms (SNPs) in GWASs map to a
3–48-kb region upstream of KLF14, and these mapped genetic variants are also associated
with the abundance of the KLF14 transcript only in adipose tissue [14,18]. The associations
are usually stronger in women than in men. Thus, the potential interactive effect of sex
and obesity on the association between KLF14 variants and cardiometabolic phenotypes
required further elucidation.

Aging is an important risk factor for chronic metabolic and inflammatory disorders
such as atherosclerosis, cancer, and type 2 diabetes mellitus [19–21]. CpG sites located in
KLF14 are associated with aging-related alteration of hypermethylation in whole blood
samples, thus providing an accurate estimate of chronological age and serving as age-
related epigenetic biomarkers [22–24]. In addition, the age-related DNA methylation level
of KLF14 may be a risk marker for diabetes mellitus [25]. Recently, extensive studies have
also focused on the genetic loci of metabolically healthy phenotype in obese individuals
and of genetic loci that uncouple excessive adiposity from its cardiometabolic comorbidi-
ties [26,27]. The Taiwan Biobank (TWB) population-based cohort study enrolled >100,000
volunteers aged 30–70 years with no history of cancer [28,29]. In the current study, we
included participants from the TWB cohort study to elucidate the effects of age, sex, and
obesity on the association of KLF14 variants and methylation status with conventional and
allometric body shape indices, IR surrogate marker levels, various metabolic traits, and
metabolic syndrome. We also assessed whether KLF14 variants and methylation levels are
markers of metabolically healthy obese phenotype and whether these variations uncouple
excessive adiposity from the adverse metabolic traits in Taiwan.

2. Results
2.1. Regional Plot Association Studies for Genetic Variants at Positions between 130.3 and
130.5 Mb on Chromosome 7q32.2 and Study Phenotypes

The flowchart of participant enrollment is presented in Figure 1. We performed
regional plot association studies in 78,742 TWB participants to examine the association
between genetic variants at positions between 130.3 and 130.5 Mb on chromosome 7q32.2
and the studied phenotypes. Lead SNPs with genome-wide significance were noted for
the HDL cholesterol level (rs4731702, p = 6.69 × 10−14), triglyceride level (rs13240528,
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p = 1.46 × 10−16), metabolic syndrome (rs3996352, p = 1.30 × 10−13), mean blood pres-
sure (BP) (rs1364422, p = 3.59 × 10−8), and hip index (HI) (rs35057928, p = 3.48 × 10−14),
whereas associations with p < 1.41 × 10−4 were noted for body mass index (BMI) (rs3996352,
p = 1.58 × 10−6), a body shape index (ABSI) (rs34072724, p = 2.14 × 10−6), hip circumfer-
ence (rs35057928, p = 3.54 × 10−7), and waist circumference (rs34072724, p = 1.41 × 10−5)
(Table 1 and Supplementary Figures S1–S10). Except for rs1364422, which is the lead SNP
for mean BP, all other lead SNPs were in nearly complete LD with rs4731702 (r2 > 0.95)
(Supplementary Figure S11). Our data revealed that the lead SNP for each phenotype was
located upstream of the KLF14 gene region, revealing pleiotropic effects on this gene locus.
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Figure 1. Study inclusion and exclusion criteria flowchart. This flowchart presents the inclusion
and exclusion criteria used to screen for Taiwan Biobank (TWB) participants. GWAS—genome-wide
association study; QC—quality control; HL—hyperlipidemia, HTN—hypertension; DM—diabetes
mellitus; FPG—fasting plasma glucose; HbA1c—glycated hemoglobin; SBP—systolic blood pressure;
DBP—diastolic blood pressure; MBP—mean blood pressure; LDL-C:—low-density lipoprotein choles-
terol; HDL-C—high-density lipoprotein cholesterol; TG—triglyceride; T-CHO—total cholesterol.
Other phenotypes include age, body mass index (BMI), waist circumference, hip circumference,
waist–hip ratio, a body shape index (ABSI), waist–hip index (WHI), hip index (HI), the product of
triglyceride and fasting plasma glucose (the TyG index), TyG with adiposity status (TyG-BMI), and
TyG with waist circumference (TyG-WC), current smoking status, and metabolic syndrome.
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Table 1. Lead single nucleotide polymorphisms (SNPs) for various phenotypes at the KLF14
gene region.

Phenotypes Lead SNPs Position Ref/Alt MAF LD * p Value

HDL cholesterol (mmol/L) rs4731702 130748625 T/C 0.3117 1.0 6.69 × 10−14

Triglyceride (mmol/L) rs13240528 130760369 A/C 0.3097 0.955 1.46 × 10−16

Mean blood pressure (mmHg) rs1364422 130761222 T/C 0.4218 0.283 3.59 × 10−8

Metabolic syndrome (%) rs3996352 130760175 G/A 0.3098 0.955 1.3 × 10−13

Body mass index (kg/m2) rs3996352 130760175 G/A 0.3098 0.955 1.58 × 10−6

Waist circumference (cm) rs34072724 130747710 A/G 0.3118 1.0 1.41 × 10−5

A body shape index rs34072724 130747710 A/G 0.3118 1.0 2.14 × 10−6

Hip circumference (cm) rs35057928 130749767 C/T 0.3104 0.978 3.54 × 10−7

Hip index rs35057928 130749767 C/T 0.3104 0.978 3.48 × 10−14

Body fat percentage (%) rs34084575 130751643 A/- 0.3123 1.0 0.0002

HDL—high-density lipoprotein; Ref—Reference allele; Alt—Alternate allele; MAF—Minor allele frequency;
* LD—Linkage disequilibrium between rs4731702 and lead SNPs.

2.2. Association of the KLF14 rs4731702 Genotype with Parameters of Body Shape Indices, IR
Surrogate Markers, and Metabolic Traits

Because of nearly complete LD between lead KLF14 polymorphisms, we selected
rs4731702, a polymorphism associated with adipocyte size and body composition traits on
KLF14 [14], for further genotype–phenotype analysis of the various clinical phenotypes and
laboratory parameters of 78,742 participants. By using an additive model, after adjustment
for age, sex, BMI, and smoking status, we observed genome-wide significant associations
of rs4731702 with HI, HDL cholesterol, and triglyceride levels and metabolic syndrome,
whereas associations with p < 2.65 × 10−4 were noted for hip circumference, waist cir-
cumference, body fat percentage (BFP), BMI, ABSI, systolic BP, diastolic BP, and mean BP.
The products of triglyceride (TG) and fasting plasma glucose (the TyG index), TyG and
body mass index (TyG-BMI), TyG and waist circumference (TyG-WC), and hypertension
(Supplementary Table S1) influence type 2 diabetes risk via a female-specific effect on
adipocyte size and body composition.

2.3. Interactive Effects of Sex and Obesity on the Association between the KLF14 rs4731702
Genotype and Various Phenotypes

We investigated whether sex and obesity affect the association between the rs4731702
genotype and the studied phenotypes. As presented in Table 2, for female participants,
genome-wide significant associations were found between the rs4731702 genotype and
hip circumference, HI, HDL cholesterol and triglyceride levels, TyG index, TyG-BMI, and
metabolic syndrome. Significant associations with p < 2.65 × 10−4 were found between the
rs4731702 genotype and waist circumference, BMI, ABSI, diastolic and mean BP, TyG-WC,
and diabetes mellitus in women. However, no significant associations were found between
the rs4731702 genotype and the studied phenotypes in men. The results of the two-sample
t tests revealed that sex affected the association between the KLF14 rs4731702 genotype
and waist circumference, hip circumference, ABSI, HI, HDL cholesterol, and triglyceride
levels (Table 2). These results suggest that the association between the rs4731702 genotype
and several phenotypes is sex dependent. We further evaluated the genotype–phenotype
associations of rs4731702 in obese and nonobese participants. Differential associations
according to adiposity status were noted only in body shape indices, including waist
and hip circumferences and ABSI, with significant associations occurring only in obese
participants but not in nonobese participants (Supplementary Table S2). We then divided
the participants into four groups according to sex and obesity. No obvious associations
were noted between the rs4731702 genotype and various phenotypes in men, whether
obese or nonobese (Supplementary Table S3). In women, differential associations with
adiposity status were noted between the rs4731702 genotype and body shape indices but
not between the rs4731702 genotype and metabolic traits (Table 3).
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2.4. Association between KLF14 Promoter Methylation Status and KLF14 Variants and Age

We examined whether KLF14 variants are associated with the DNA methylation
status of the KLF14 promoter region. We observed no significant association between
KLF14 variants and methylation levels in 32 KLF14 methylation sites (Supplementary Table
S4). By contrast, after adjustment for sex, BMI, and smoking, genome-wide significant
associations were observed between age and 15 KLF14 promoter DNA methylation sites,
with hypermethylation associated with increasing age and with the minimum p value
of 3.83 × 10−253 for KLF14 cg08097417 (Figure 2). Both male and female participants
exhibited a highly significant association between age and KLF14 promoter methylation
status (Supplementary Table S4).
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2.5. Associations between KLF14 Methylation Status at the Promoter Region and Various
Phenotypes Are Mediated by Chronologic Age

We evaluated the association between a KLF14 promoter methylation site, cg08097417,
which displayed the strongest association with age and various phenotypes. After ad-
justment for sex, BMI, and current smoking, our data revealed genome-wide significant
positive associations between cg08097417 methylation and various body shape indices and
metabolic traits, such as waist circumference, waist–hip ratio, ABSI, waist–hip index (WHI),
systolic and mean BP, total cholesterol levels, and hypertension. Negative associations
were observed in cg08097417 methylation with body height, body weight, and hip circum-
ference, and positive associations with p < 2.65 × 10−4 between cg08097417 methylation
and diastolic BP, low-density lipoprotein (LDL) cholesterol, triglyceride, and hemoglobin
A1c (HbA1c) levels and diabetes mellitus, which are in the same direction with age-related
adiposity and metabolic changes (Table 4). In addition, after further adjustment for age,
significance levels markedly decreased, and all the associations became nonsignificant,
suggesting that the associations are predominantly mediated by chronologic age (Table 4).
We further extended the analysis to other KLF14 promoter methylation sites with regional
plot association studies. The results revealed similar association trends between the KLF14
promoter methylation levels and body shape indices and metabolic traits, with subsidence
of significant associations after adjustment for age (Figure 3).

2.6. Associations between KLF14 Methylation Status at the Promoter Region and Various
Phenotypes: Subgroup Analysis with Sex and Obesity

Subgroup analysis revealed an interactive effect of sex on the associations between
cg08097417 methylation levels and several metabolic traits, including systolic BP, total
and LDL cholesterol and triglyceride levels, and HbA1c, with the association occurring
predominantly in the female sex (Supplementary Table S5 and Figure 4). By contrast, no
interactive effect was noted on the associations between cg08097417 methylation levels and
all study phenotypes according to adiposity status (Supplementary Table S6).
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Figure 3. Regional plot association analysis betweenKLF14 methylation status and the studied phe-
notypes (A) Age, (B) Body height, (C) Body weight, (D) Hip circumference, (E) Waist circumference,
(F) Waist hip ratio, (G) ABSI, (H) WHI, (I) Systolic BP, (J) Mean BP, (K) Total cholesterol, (L) LDL-
cholesterol, (M) Triglyceride, (N) HbA1c, (O) Diabetes mellitus, (P) Hypertension, (Q) Metabolic
syndrome, with (blue circle) or without (red circle) adjustment for age. The results showed subsidence
of significant associations after adjustment for age.
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Figure 4. Regional plot association analysis between the studied phenotypes (A) Systolic BP, (B) Total
cholesterol, (C) LDL cholesterol, (D) Triglyceride, (E) HbA1c, (F) Metabolic syndrome, and DNA
methylation status according to sex, with red circles representing female participants and blue circles
representing male participants.

2.7. KLF14 rs4731702 Variant as a Marker of Metabolically Healthy Obese Phenotype with the
Adiposity-Increasing Allele Associated with a Favorable Cardiometabolic Risk Profile

We further evaluated whether the KLF14 rs4731702 genotypes and KLF14 promoter
methylation levels are involved in the uncoupling of adiposity from its adverse metabolic
risk profiles using the standardized effect size analysis in the Radar plot. From the Radar
plots of different subgroups of participants, the KLF14 rs4731702 C allele was the most
strongly and positively associated with HI, ABSI, hip and waist circumferences, BMI, and
BFP, but no association with waist–hip ratio and WHI was found (Figure 5A–C). By con-
trast, the KLF14 rs4731702 C allele was negatively associated with nearly all metabolic
traits, positively associated with HDL cholesterol levels, and had no association with
total and LDL cholesterol levels. These results were provided by analyses for total par-
ticipants, female participants, and obese female participants (Figure 5A–C). By contrast,
cg08097417 hypermethylation showed a positive association with both body shape indices
and metabolic traits, except for body height, hip circumference, and HI (Figure 5D). In the
analysis conducted using the criteria of Park et al. [27], our data indicated that the rs4731702
C allele has a lower risk of metabolically unhealthy status compared with metabolically
healthy status in obese participants (odds ratio: 0.88, 95% confidence interval [CI]: 0.85–0.92,
p = 1.92 × 10−11), whereas hypermethylation of the cg08097417 methylation site was asso-
ciated with a higher risk of metabolically unhealthy status in obese participants (odds ratio
4.04, 95% CI 1.95–8.41, p = 1.81 × 10−4) (Supplementary Table S7).
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Figure 5. KLF14 rs4731702 genotype (A–C) and KLF14 promoter methylation site cg08097417 (D)
and their associations with body shape indices (left panel) and metabolic traits (right panel) in the
Taiwan Biobank population. Standardized coefficients (beta) are shown in Radar plots for total
participants (A), female participants (B,D), and obese female participants (C). The middle of the
three concentric circles is labeled “0,” representing no association between the KLF14 variant and
methylation status and trait. Points falling outside the middle octagon or dodecagon represent
positive variant–trait or methylation–trait associations, whereas those inside it represent negative
variant–trait or methylation–trait associations.
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3. Discussion

This study investigated the differential genetic and epigenetic effects of KLF14 on
the association between body shape indices and metabolic traits. Several novel results
were identified. First, we observed an independent association of genetic and epigenetic
effects of KLF14 on both multiple body shape indices and metabolic traits. Second, the
association of KLF14 variants with body shape indices and metabolic traits occurred
predominantly in the female sex, and the association of KLF14 variants with body shape
indices occurred predominantly in obese participants. Thus, obese women were the only
subgroup associated with both body shape indices and metabolic traits. Third, KLF14
methylation is a marker of age in forensic medicine for both sexes. In addition to dia-
betes mellitus, KLF14 promoter methylation status showed a significant age-dependent
association with various body shape indices and metabolic traits, and the associations
with lipid profiles, HbA1c, and metabolic syndrome occurred predominantly in female
participants. Finally, differential genetic and epigenetic effects were noted in cross-
phenotype associations using the adiposity–cardiometabolic trait pairs. KLF14 rs4731702
variant, but not methylation status, served as a marker involved in the uncoupling of
adiposity from its adverse metabolic risk profiles predominantly in subgroups of obese
female participants. To the best of our knowledge, this is the first report investigating the
mediated and interactive effects of age, sex, and obesity on the association of genetic and
epigenetic KLF14 variations with body shape indices and metabolic traits. These results
support the critical role of KLF14 as an age-, sex-, and obesity-specific key transcriptional
regulator affecting a large transregulatory network of metabolic traits and adiposity
status, and the results also provided evidence for the differential genetic and epigenetic
effects of KLF14 on the risk of cardiometabolic disorders.

3.1. Association between KLF14 Variants and Metabolic Traits: The Role of Sex and Obesity

By including the KLF14 rs4731702 genotypes in the analysis, Small et al. [14] demon-
strated colocalization of the GWAS signal for metabolic disorders and the expression
quantitative trait locus (eQTL) for nearly 400 genes in trans to the KLF14 locus. The results
revealed KLF14 to be one of the largest trans-eQTL hotspots in the human genome [30].
Despite the nearly ubiquitous expression of KLF14 in many tissues [31], KLF14 variants
regulate gene expression only in adipose tissue [14]. KLF14 is also an imprinted gene with
monoallelic maternal expression [14]. Our data indicated a significant association of KLF14
variants with various metabolic traits, such as lipid profiles, BP status, IR surrogate marker
levels, and metabolic syndrome, but only in female participants. By contrast, no interactive
effect for such associations according to adiposity status was noted in our study population.

3.2. Association of KLF14 Variants with Adiposity Indices, including Body Shape and Body
Fat Distribution

Body shape plays a critical role in influencing cardiometabolic complications of obesity,
with the abdominal size showing positive associations and gluteofemoral size showing
inverse associations with complications [32]. Conventional body shape indices, such as
WHR and waist and hip circumferences, are strongly associated with BMI, and even after
adjustment for BMI, waist and hip circumferences are strongly associated with height [14].
Allometric body shape indices, such as ABSI and HI, are alternatives to body shape indices
and are independent of body size and general obesity [33,34]. In analogy to ABSI as
an allometric index of waist circumference, WHI was created as an allometric index of
WHR [35]. ABSI has been shown to be significantly associated with cardiometabolic risk
factors and mortality [33,36]. ABSI also achieves better mortality risk stratification than
other body shape indices, which are correlated with BMI [37]. Similar to our results
with sexual dimorphism, GWAS of allometric body shape indices in the UK Biobank
Resources of 406,697 participants with British ancestry indicated a genome-wide significant
association of KLF14 variants with HI in women but not in men [35]. We further revealed
the interactive effect of obesity on the association between KLF14 variants and body shape
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indices. In subgroup analysis, the association between KLF14 variants and body shape
indices occurred only in obese women, showing the critical role of both sex and obesity in
associations between KLF14 variants and body shape indices.

3.3. Epigenetic Effects of KLF14 on Adiposity Indices and Metabolic Traits Occur Only in the
Female Sex and Are Dependent on Age

Aging generally induces global hypomethylation with a genome-wide decrease in
the average DNA methylation level. By contrast, aging-related hypermethylation events
occurred in 13% of the CpG sites among the millions of sites in the genome [38]. KLF14
has a large CpG island that spans almost its entire open reading frame. By analyzing
KLF14 in offspring from a DNA methyltransferase 3a conditional knockout mouse,
KLF14 expression was detected within the hypermethylated region inherited from the
mother, which is a typical feature of the KLF family [7]. Using pathway analyses of
adipose tissue from 190 individuals, altered DNA methylation in 1050 genes, including
KLF14, has been reported as epigenetic markers of chronological age in blood [39]. DNA
methylation in KLF14 is linearly correlated with human age with an increase in the
methylation level of the KLF14 promoter region in multiple tissues in mice, such as
the whole blood, adipose tissue, kidney, spleen, lung, and colon, which is significantly
associated with inflammatory marker levels and with decreased KLF14 downstream
gene methylation in the whole blood, the adipose tissue, and the spleen [40]. More
importantly, DNA methylation loci in KLF14 is an age-related epigenetic biomarker;
it can be used as an age prediction model to predict chronological age and may be
considered an important factor in the development of aging-associated diseases, such as
cancer, diabetes mellitus, and cardiovascular diseases [38,41].

Our data revealed the hypermethylation of the KLF14 promoter region with age
in both sexes. We further demonstrated significant associations of KLF14 promoter
methylation with body shape indices and metabolic traits, and the association occurred
predominantly in the female sex, which was similar to the results of KLF14 variants.
However, no significant association between KLF14 variants and KLF14 promoter methy-
lation was noted. These results are consistent with those of a previous study reporting
a significant association between the KLF14 rs4731702 genotype and KLF14 gene ex-
pression and DNA methylation in adipose tissue, but not in whole blood. The finding
suggested that as a blood biomarker, KLF14 exerts both genetic and epigenetic effects on
body shape indices and metabolic traits independently [14]. The association of KLF14
methylation with various phenotypes was abolished after adjustment for age, revealing
an age-dependent effect. Thus, KLF14 methylation can serve not only as an epigenetic
biomarker of age but also as an epigenetic biomarker of age-related changes in adiposity
status, body shape indices, and metabolic phenotypes.

3.4. KLF14 rs4731702 Variant as a Marker of Metabolically Healthy Obese Phenotype That
Uncouples Excessive Adiposity from Its Comorbidities

Obesity is typically associated with chronic, low-grade inflammation and a constella-
tion of metabolic abnormalities, which are important risk factors for type 2 diabetes and
cardiovascular diseases [42,43]. For a given fat mass, individuals who are obese may not
develop metabolic comorbidities, which was termed metabolically healthy obesity (MHO).
The mechanism of the discrepancy has been suggested to be related to disproportionate
adipose tissue distribution in metabolically unhealthy obesity (MUO) with visceral adi-
posity [44,45] or an impaired ability to expand subcutaneous fat in the lower part of the
body. Pathway analyses have suggested that pathophysiological mechanisms for the differ-
ential status of metabolically healthy or unhealthy individuals may involve adipogenesis,
angiogenesis, transcriptional regulation, and IR [46]. Cumulative evidence from several
large-scale prospective studies suggests that MHO individuals have higher risks than
healthy normal-weight individuals of many cardiometabolic outcomes and cardiovascular
diseases, such as hypertension, IR, diabetes mellitus, and cerebrovascular disease [47–56];
yet, their risk is lower than that of MUO individuals [46].
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Recently, GWASs have identified genetic variants that are associated with increased
adiposity in conjunction with a healthy metabolic profile [46]. GWAS investigating genetic
determinants of insulin concentrations in individuals without diabetes highlighted that
many identified loci showed associations with markers suggestive of clinical IR, such as
high triglyceride and low HDL concentrations [57]. Favorable adiposity alleles were also
associated with a higher subcutaneous fat mass and lower liver fat content, supporting the
hypothesis that storing excess triglycerides in metabolically low-risk depots has beneficial
effects on metabolism [57]. Waist-specific and hip-specific polygenic risk scores, which
are related to visceral and subcutaneous abdominal fat and gluteofemoral and leg fat,
respectively, increased the risks of an adverse metabolic profile, type 2 diabetes, and
coronary artery disease [58]. In a genome-wide discovery of genetic loci that uncouple
excess adiposity from its comorbidities, Huang et al. [26] identified 62 loci with the same
allele significantly associated with both higher adiposity and lower cardiometabolic risk.
These loci are enriched for genes expressed in adipose tissue and for regulatory variants
influencing nearby genes affecting adipocyte differentiation. In a Korean study examining
the genetic determinants of MHO and metabolically unhealthy normal weight phenotypes,
the genes common to both models are related to lipid metabolism, and those associated
with MHO are related to insulin or glucose metabolism [27]. Our data indicated an inverse
association between the rs4731702 genotypes and multiple body shape indices when
compared with the association with metabolic traits and IR surrogate markers. These
results supported KLF14 variants as a marker for uncoupling excessive adiposity from its
cardiometabolic risk profiles, which occurred predominantly in obese women. By contrast,
KLF14 hypermethylation is associated with a metabolically unhealthy obese phenotype
coupling of adiposity with its comorbidities. Interestingly, Cannataro et al. [59] found
that microRNAs may modify promoter by methylation on targeted genes and regulate
their expression, which affect body shape under Ketogenic Diet. Therefore, we definitely
consider investigating the microRNA candidates that regulate KLF14 associated body
shape in the near future.

3.5. Limitation

This study has limitations. First, ethnic genetic heterogeneity has been noted in the
genetic association studies, and our data may not be applied to other ethnic populations.
Second, several regional plot association studies did not reach genome-wide significance
for the associations. Further studies with larger sample size and using different ethnic
populations may help to strengthen the validity of our analysis.

4. Participants and Methods
4.1. TWB Participants

We included 107,494 TWB participants with no history of cancer who had under-
gone genotyping from Axiom Genome-Wide CHB 1 or 2 Array (Affymetrix, Santa Clara,
CA, USA). Of them, 28,752 were excluded because of the absence of imputation data
(12,289 participants) and after quality control (QC) for the GWAS with identity by descent
(IBD) > 0.187 revealing relative pairs of second-degree relatives or closer (10,956 partici-
pants). Participants with fasting <6 h (2862 participants) and the absence of any of the
study phenotypes (2645 participants) were also excluded. When examining the lipid profile,
blood pressure status, and glucose metabolism parameters, the participants with a history
of hyperlipidemia, hypertension, and diabetes mellitus were also excluded. The flowchart
of participant enrollment is presented in Figure 1. The definitions of hypertension, diabetes
mellitus, obesity, current smoking, and metabolic syndrome are provided in Supplementary
Methods. Ethical approval was received from the Research Ethics Committee of Taipei Tzu
Chi Hospital, Buddhist Tzu Chi Medical Foundation (approval number: 05-X04-007), and
Ethics and Governance Council of the Taiwan Biobank (approval number: TWBR10507-02
and TWBR10611-03). All participants signed an informed consent form before participating
in the study.
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4.2. Clinical Phenotypes and Laboratory Examinations

We measured the following clinical parameters: body height, body weight, and
conventional body shape indices such as waist circumference, hip circumference, waist–hip
ratio, and BMI, mean heart rate, and systolic, mean, and diastolic BP. We also collected
the following biochemistry data: lipid profiles and glucose metabolism parameters such
as total HDL and LDL cholesterol and triglyceride levels, fasting plasma glucose levels,
and HbA1c. TyG index, TyG-BMI, and TyG-WC were used as IR surrogate markers [60].
BFP was measured using the Body Composition Analyzer BC-420MA (TANITA, TANITA
Corporation, Sportlife Tokyo, Japan), a device that sends a weak electric current through the
body to measure the impedance (electrical resistance) of the body. ABSI, WHI, and HI were
calculated as parameters of allometric body shape indices [35]. The measurement details of
BFP and the calculation of conventional and allometric body shape indices and TyG-related
parameters are provided in Supplementary Methods. We also performed cross-phenotype
analysis for KLF14 variants and KLF14 methylation levels and subsequently calculated the
standard deviation effect sizes (β) of their effects on the body shape indices and metabolic
traits to elucidate whether KLF14 variations may uncouple excessive adiposity from its
comorbidities [26]. The resulting effect sizes are on the same scale, making them comparable
across all variants, methylation levels, and traits. By using the criteria of Park et al. [27],
we further examined the association of KLF14 variants and KLF14 methylation status with
metabolically healthy and unhealthy obese phenotypes in TWB participants.

4.3. DNA Isolation and Genotyping of KLF14 Variants

DNA was isolated from blood samples using a PerkinElmer Chemagic 360 instrument
(PerkinElmer, Waltham, MA, USA). SNP genotyping was conducted using custom TWB
chips and was performed on the Axiom genome-wide array plate system (Affymetrix,
Santa Clara, CA, USA).

4.4. Regional Plot Association Studies

To determine the lead SNPs around the KLF14 region for various studied pheno-
types, we performed a QC for regional plot association analysis by including TWB
participants enrolled after applying the exclusion criteria (Figure 1). The Axiom genome-
wide CHB 1 and 2 array plates, each with 27,720 and 79,774 participants and comprising
611,656 and 640,160 SNPs, respectively, were used for imputation analysis. Genome-
wide genotype imputation was performed using SHAPEIT and IMPUTE2, with the
data of the East Asian population from the 1000 Genome Project Phase study used as
the reference panel. After imputation, indels were removed using VCFtools, and the
QC was performed by filtering SNPs with an IMPUTE2 imputation quality score of
>0.3. All samples enrolled for the analysis had the identity by descent PI_HAT > 0.1875.
For SNP QC, three criteria were used for exclusion from subsequent analyses: (1) an
SNP call rate of <3%, (2) a minor allele frequency of <0.01, and (3) the violation of the
Hardy–Weinberg equilibrium with p < 10−6. After QC, the data of 85,508 participants
and 131 SNPs at positions between 130.3 and 130.5 Mb on chromosome 7q32.2 were
included in the regional plot association analysis.

4.5. DNA Methylation Analysis

DNA methylation was assessed using sodium-bisulfite-treated DNA from whole
blood using the Infinium MethylationEPIC BeadChipEPIC array (Illumina, San Diego,
CA, USA). Four criteria were used to perform the QC for DNA methylation analysis:
(1) normalization across batches for correction of dye bias, (2) background signal
removal, (3) using the median absolute deviation method to eliminate outliers, and
(4) elimination of probes with poor detection (p > 0.05) and those whose bead counts
were <3. Finally, the data of 1702 participants were included in the KLF14 methylation
analysis. Sixty-six participants were further excluded due to fasting for <6 h (n = 16) or
the absence of any study phenotype (n = 50).

110



Int. J. Mol. Sci. 2022, 23, 4165

4.6. Statistical Analysis

Continuous variables were expressed as median and interquartile ranges when the
distribution was strongly skewed. Categorical data distributions were expressed as a
percentage. Before analysis, all study parameters with a skew distribution were loga-
rithmically transformed to adhere to the normality assumption. To test for significant
differences in the association between different subgroups of sex and obesity, we used
a two-sample t test [32]. We assumed the genetic effect to be additive, and a general
linear model was used to analyze the studied phenotypes in relation to the predictors
of investigated genotypes and confounders. Multivariable logistic regression analysis
was used to evaluate the independent effect of genotypes on the risk of hypertension,
diabetes mellitus, and metabolic syndrome. The Radar plots were presented with the
standardized coefficients (beta) in the linear regression. Genome-wide scans were per-
formed, and the beta coefficient, standard error, and p values by general linear model
or logistic regression for genome-wide data were analyzed using the analysis software
package PLINK. Genome-wide significance was defined as a p value of <5 × 10−8. For
Bonferroni correction of regional plot association studies, the significant value was de-
fined as p < 1.41 × 10−5 calculated as 0.05/(131 × 27) according to a total of 131 variants
and 27 traits analyzed. For Bonferroni correction of each genotype–phenotype and
methylation–phenotype analysis, the significant value was defined as p < 2.65 × 10−4,
calculated as 0.05/(27 × 7) according to 27 traits and 7 subgroups analyzed. Link-
age disequilibrium (LD) between each SNP was analyzed using LDmatrix software
(https://analysistools.nci.nih.gov/LDlink/?tab=ldmatrix, accessed on 19 July 2021). All
statistical analyses were performed using SPSS (version 22; SPSS, IBM Corp., Armonk,
NY, USA) or PLINK. Missing data were approached with listwise deletion.

5. Conclusions

Taken together, our data revealed that variations of the KLF14 gene, including gene
variants and methylation levels for body shape indices, IR status, and metabolic traits,
are highly dependent on age, sex, or obesity. These results support the critical role of
KLF14 as a key age-, sex-, and obesity-specific transcriptional regulator affecting a large
adipose-specific transregulatory network of metabolic traits and adiposity status, which
provide further evidence for the differential genetic and epigenetic effects of KLF14 on the
risk of cardiometabolic disorders.
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Branicki, W. Development of a forensically useful age prediction method based on DNA methylation analysis. Forensic Sci. Int.
Genet. 2015, 17, 173–179. [CrossRef] [PubMed]

24. Kananen, L.; Marttila, S.; Nevalainen, T.; Jylhävä, J.; Mononen, N.; Kähönen, M.; Raitakari, O.T.; Lehtimäki, T.; Hurme, M.
Aging-associated DNA methylation changes in middle-aged individuals: The Young Finns study. BMC Genom. 2016, 17, 103.
[CrossRef]

25. Bacos, K.; Gillberg, L.; Volkov, P.; Olsson, A.H.; Hansen, T.; Pedersen, O.; Gjesing, A.P.; Eiberg, H.; Tuomi, T.; Almgren, P.; et al.
Blood-based biomarkers of age-associated epigenetic changes in human islets associate with insulin secretion and diabetes.
Nat. Commun. 2016, 7, 11089. [CrossRef]

26. Huang, L.O.; Rauch, A.; Mazzaferro, E.; Preuss, M.; Carobbio, S.; Bayrak, C.S.; Chami, N.; Wang, Z.; Schick, U.M.; Yang, N.; et al.
Genome-wide discovery of genetic loci that uncouple excess adiposity from its comorbidities. Nat. Metab. 2021, 3, 228–243.
[CrossRef]

27. Park, J.M.; Park, D.H.; Song, Y.; Kim, J.O.; Choi, J.E.; Kwon, Y.J.; Kim, S.J.; Lee, J.W.; Hong, K.W. Understanding the genetic
architecture of the metabolically unhealthy normal weight and metabolically healthy obese phenotypes in a Korean population.
Sci. Rep. 2021, 11, 2279. [CrossRef]

28. Fan, C.T.; Lin, J.C.; Lee, C.H. Taiwan Biobank: A project aiming to aid Taiwan’s transition into a biomedical island.
Pharmacogenomics 2008, 9, 235–246. [CrossRef]

29. Chen, C.H.; Yang, J.H.; Chiang, C.W.K.; Hsiung, C.N.; Wu, P.E.; Chang, L.C.; Chu, H.W.; Chang, J.; Song, I.W.; Yang, S.L.; et al.
Population structure of Han Chinese in the modern Taiwanese population based on 10,000 participants in the Taiwan Biobank
project. Hum. Mol. Genet. 2016, 25, 5321–5331. [CrossRef]

30. Civelek, M.; Lusis, A.J. Systems genetics approaches to understand complex traits. Nat. Rev. Genet. 2014, 15, 34–48. [CrossRef]
31. Consortium, G.T. The Genotype-Tissue Expression (GTEx) project. Nat. Genet. 2013, 45, 580–585. [CrossRef]
32. Hill, J.H.; Solt, C.; Foster, M.T. Obesity associated disease risk: The role of inherent differences and location of adipose depots.

Horm. Mol. Biol. Clin. Investig. 2018, 33. [CrossRef] [PubMed]
33. Krakauer, N.Y.; Krakauer, J.C. A new body shape index predicts mortality hazard independently of body mass index. PLoS ONE

2012, 7, e39504. [CrossRef] [PubMed]
34. Krakauer, N.Y.; Krakauer, J.C. An Anthropometric Risk Index Based on Combining Height, Weight, Waist, and Hip Measurements.

J. Obes. 2016, 2016, 8094275. [CrossRef]
35. Christakoudi, S.; Evangelou, E.; Riboli, E.; Tsilidis, K.K. GWAS of allometric body-shape indices in UK Biobank identifies loci

suggesting associations with morphogenesis, organogenesis, adrenal cell renewal and cancer. Sci. Rep. 2021, 11, 10688. [CrossRef]
36. Bertoli, S.; Leone, A.; Krakauer, N.Y.; Bedogni, G.; Vanzulli, A.; Redaelli, V.I.; de Amicis, R.; Vignati, L.; Krakauer, J.C.; Battezzati,

A. Association of Body Shape Index (ABSI) with cardio-metabolic risk factors: A cross-sectional study of 6081 Caucasian adults.
PLoS ONE 2017, 12, e0185013. [CrossRef]

113



Int. J. Mol. Sci. 2022, 23, 4165

37. Christakoudi, S.; Tsilidis, K.K.; Muller, D.C.; Freisling, H.; Weiderpass, E.; Overvad, K.; Söderberg, S.; Häggström, C.; Pischon, T.;
Dahm, C.C.; et al. A Body Shape Index (ABSI) achieves better mortality risk stratification than alternative indices of abdominal
obesity: Results from a large European cohort. Sci. Rep. 2020, 10, 14541. [CrossRef]

38. Heyn, H.; Li, N.; Ferreira, H.J.; Moran, S.; Pisano, D.G.; Gomez, A.; Diez, J.; Sanchez-Mut, J.V.; Setien, F.; Carmona, F.J.; et al.
Distinct DNA methylomes of newborns and centenarians. Proc. Natl. Acad. Sci. USA 2012, 109, 10522–10527. [CrossRef]

39. Rönn, T.; Volkov, P.; Gillberg, L.; Kokosar, M.; Perfilyev, A.; Jacobsen, A.L.; Jørgensen, S.W.; Brøns, C.; Jansson, P.A.;
Eriksson, K.F.; et al. Impact of age, BMI and HbA1c levels on the genome-wide DNA methylation and mRNA expression patterns
in human adipose tissue and identification of epigenetic biomarkers in blood. Hum. Mol. Genet. 2015, 24, 3792–3813. [CrossRef]

40. Iwaya, C.; Kitajima, H.; Yamamoto, K.; Maeda, Y.; Sonoda, N.; Shibata, H.; Inoguchi, T. DNA methylation of the Klf14 gene region
in whole blood cells provides prediction for the chronic inflammation in the adipose tissue. Biochem. Biophys. Res. Commun. 2018,
497, 908–915. [CrossRef]

41. Zampieri, M.; Ciccarone, F.; Calabrese, R.; Franceschi, C.; Bürkle, A.; Caiafa, P. Reconfiguration of DNA methylation in aging.
Mech. Ageing Dev. 2015, 151, 60–70. [CrossRef] [PubMed]

42. Fabbrini, E.; Sullivan, S.; Klein, S. Obesity and nonalcoholic fatty liver disease: Biochemical, metabolic, and clinical implications.
Hepatology 2010, 51, 679–689. [CrossRef] [PubMed]

43. Klein, S.; Wadden, T.; Sugerman, H.J. AGA technical review on obesity. Gastroenterology 2002, 123, 882–932. [CrossRef] [PubMed]
44. Neeland, I.J.; Ross, R.; Després, J.P.; Matsuzawa, Y.; Yamashita, S.; Shai, I.; Seidell, J.; Magni, P.; Santos, R.D.; Arsenault, B.; et al.

Visceral and ectopic fat, atherosclerosis, and cardiometabolic disease: A position statement. Lancet Diabetes Endocrinol. 2019, 7,
715–725. [CrossRef]

45. Stefan, N.; Häring, H.U.; Hu, F.B.; Schulze, M.B. Metabolically healthy obesity: Epidemiology, mechanisms, and clinical
implications. Lancet Diabetes Endocrinol. 2013, 1, 152–162. [CrossRef]

46. Loos, R.J. The genetics of adiposity. Curr. Opin. Genet. Dev. 2018, 50, 86–95. [CrossRef]
47. Appleton, S.L.; Seaborn, C.J.; Visvanathan, R.; Hill, C.L.; Gill, T.K.; Taylor, A.W.; Adams, R.J. Diabetes and cardiovascular disease

outcomes in the metabolically healthy obese phenotype: A cohort study. Diabetes Care 2013, 36, 2388–2394. [CrossRef]
48. Arnlöv, J.; Ingelsson, E.; Sundström, J.; Lind, L. Impact of body mass index and the metabolic syndrome on the risk of

cardiovascular disease and death in middle-aged men. Circulation 2010, 121, 230–236. [CrossRef]
49. Aung, K.; Lorenzo, C.; Hinojosa, M.A.; Haffner, S.M. Risk of developing diabetes and cardiovascular disease in metabolically

unhealthy normal-weight and metabolically healthy obese individuals. J. Clin. Endocrinol. Metab. 2014, 99, 462–468. [CrossRef]
50. Caleyachetty, R.; Thomas, G.N.; Toulis, K.A.; Mohammed, N.; Gokhale, K.M.; Balachandran, K.; Nirantharakumar, K. Metaboli-

cally Healthy Obese and Incident Cardiovascular Disease Events Among 3.5 Million Men and Women. J. Am. Coll. Cardiol. 2017,
70, 1429–1437. [CrossRef]

51. Eckel, N.; Meidtner, K.; Kalle-Uhlmann, T.; Stefan, N.; Schulze, M.B. Metabolically healthy obesity and cardiovascular events: A
systematic review and meta-analysis. Eur. J. Prev. Cardiol. 2016, 23, 956–966. [CrossRef] [PubMed]

52. Hinnouho, G.M.; Czernichow, S.; Dugravot, A.; Nabi, H.; Brunner, E.J.; Kivimaki, M.; Singh-Manoux, A. Metabolically healthy
obesity and the risk of cardiovascular disease and type 2 diabetes: The Whitehall II cohort study. Eur. Heart J. 2015, 36, 551–559.
[CrossRef] [PubMed]

53. Lassale, C.; Tzoulaki, I.; Moons, K.G.M.; Sweeting, M.; Boer, J.; Johnson, L.; Huerta, J.M.; Agnoli, C.; Freisling, H.;
Weiderpass, E.; et al. Separate and combined associations of obesity and metabolic health with coronary heart disease: A
pan-European case-cohort analysis. Eur. Heart J. 2018, 39, 397–406. [CrossRef] [PubMed]

54. Mørkedal, B.; Vatten, L.J.; Romundstad, P.R.; Laugsand, L.E.; Janszky, I. Risk of myocardial infarction and heart failure among
metabolically healthy but obese individuals: HUNT (Nord-Trøndelag Health Study), Norway. J. Am. Coll. Cardiol. 2014, 63,
1071–1078. [CrossRef] [PubMed]

55. Song, Y.; Manson, J.E.; Meigs, J.B.; Ridker, P.M.; Buring, J.E.; Liu, S. Comparison of usefulness of body mass index versus
metabolic risk factors in predicting 10-year risk of cardiovascular events in women. Am. J. Cardiol. 2007, 100, 1654–1658.
[CrossRef] [PubMed]

56. Thomsen, M.; Nordestgaard, B.G. Myocardial infarction and ischemic heart disease in overweight and obesity with and without
metabolic syndrome. JAMA Intern. Med. 2014, 174, 15–22. [CrossRef] [PubMed]

57. Stefan, N. Causes, consequences, and treatment of metabolically unhealthy fat distribution. Lancet Diabetes Endocrinol. 2020, 8,
616–627. [CrossRef]

58. Lotta, L.A.; Wittemans, L.B.L.; Zuber, V.; Stewart, I.D.; Sharp, S.J.; Luan, J.; Day, F.R.; Li, C.; Bowker, N.; Cai, L.; et al. Association
of Genetic Variants Related to Gluteofemoral vs Abdominal Fat Distribution with Type 2 Diabetes, Coronary Disease, and
Cardiovascular Risk Factors. Jama 2018, 320, 2553–2563. [CrossRef]

59. Cannataro, R.; Perri, M.; Luca, G.; Caroleo, M.C.; de Sarro, G.; Cione, E. Ketogenic Diet Acts on Body Remodeling and MicroRNAs
Expression Profile. MicroRNA 2019, 8, 116–126. [CrossRef]

60. Er, L.K.; Wu, S.; Chou, H.H.; Hsu, L.A.; Teng, M.S.; Sun, Y.C.; Ko, Y.L. Triglyceride Glucose-Body Mass Index Is a Simple and
Clinically Useful Surrogate Marker for Insulin Resistance in Nondiabetic Individuals. PLoS ONE 2016, 11, e0149731. [CrossRef]

114



Citation: Tortora, F.; Rendina, A.;

Angiolillo, A.; Di Costanzo, A.;

Aniello, F.; Donizetti, A.; Febbraio, F.;

Vitale, E. CD33 rs2455069 SNP:

Correlation with Alzheimer’s Disease

and Hypothesis of Functional Role.

Int. J. Mol. Sci. 2022, 23, 3629.

https://doi.org/10.3390/

ijms23073629

Academic Editor: Elixabet

Lopez-Lopez

Received: 25 February 2022

Accepted: 22 March 2022

Published: 26 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

 International Journal of 

Molecular Sciences

Article

CD33 rs2455069 SNP: Correlation with Alzheimer’s Disease and
Hypothesis of Functional Role
Fabiana Tortora 1,† , Antonella Rendina 1,† , Antonella Angiolillo 2 , Alfonso Di Costanzo 2 ,
Francesco Aniello 3 , Aldo Donizetti 1,3,* , Ferdinando Febbraio 1,‡ and Emilia Vitale 1,*,‡

1 Institute of Biochemistry and Cell Biology, National Research Council (CNR), Via Pietro Castellino 111,
80131 Naples, Italy; fabiana.tortora@ibbc.cnr.it (F.T.); antonella.rendina@ibbc.cnr.it (A.R.);
ferdinando.febbraio@cnr.it (F.F.)

2 Centre for Research and Training in Medicine of Aging, Department of Medicine and Health Science
“V. Tiberio”, University of Molise, 86100 Campobasso, Italy; angiolillo@unimol.it (A.A.);
alfonso.dicostanzo@unimol.it (A.D.C.)

3 Department of Biology, University of Naples Federico II, 80126 Naples, Italy; faniello@unina.it
* Correspondence: aldo.donizetti@unina.it (A.D.); emilia.vitale@cnr.it (E.V.)
† These authors contributed equally to this work.
‡ These authors contributed equally to this work.

Abstract: The CD33 gene encodes for a member of the sialic-acid-binding immunoglobulin-type
lectin (Siglec) family, and is one of the top-ranked Alzheimer’s disease (AD) risk genes identified
by genome-wide association studies (GWAS). Many CD33 polymorphisms are associated with an
increased risk of AD, but the function and potential mechanism of many CD33 single-nucleotide
polymorphisms (SNPs) in promoting AD have yet to be elucidated. We recently identified the CD33
SNP rs2455069-A>G (R69G) in a familial form of dementia. Here, we demonstrate an association
between the G allele of the rs2455069 gene variant and the presence of AD in a cohort of 195 patients
from southern Italy. We carried out in silico analysis of the 3D structures of CD33 carrying the
identified SNP to provide insights into its functional effect. Structural models of the CD33 variant
carrying the R69G amino acid change were compared to the CD33 wild type, and used for the docking
analysis using sialic acid as the ligand. Our analysis demonstrated that the CD33-R69G variant may
bind sialic acid at additional binding sites compared to the wild type, thus potentially increasing its
affinity/specificity for this molecule. Our results led to a new hypothesis of rs2455069-A>G SNP
as a risk factor for AD, suggesting that a long-term cumulative effect of the CD33-R69G variant
results from the binding of sialic acid, acting as an enhancer of the CD33 inhibitory effects on amyloid
plaque degradation.

Keywords: CD33; Alzheimer’s disease; sialic acid; phagocytosis

1. Introduction

According to recent reports, it is estimated that the number of cases of dementia in
the world is expected to rise to 152 million by 2050 as the population ages [1,2], with AD
being the most common form of dementia currently [3,4]. Most AD cases are sporadic,
with late-onset AD (LOAD) occurring at the age of 65 years or older. Approximately 5%
of cases are classified as early-onset AD (EOAD), as reported in a systematic review and
meta-analysis [5], where the age of onset is before 65 years and a percentage is considered
as familial [6,7]. Except for a small number of early-onset cases who are afflicted due to
highly penetrant single-gene mutations, AD, especially in the late-onset form, is genetically
heterogeneous, with a polygenic or oligogenic risk inheritance [7]. Genome-wide associa-
tion studies (GWAS) identified several genetic loci associated with increased susceptibility
to LOAD affecting lipid metabolism, tau binding proteins, amyloid precursor protein (APP)
metabolism [8], protein catabolism, immune cells, and microglia [9]. Of these, microglial
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cells are a key participant in LOAD pathogenesis, with many susceptibility loci, including
CD33, playing a role [10–15]. CD33 belongs to a subfamily of the Ig superfamily comprising
a single N-terminal V-set Ig domain that binds sialic-acid-containing glycans through a con-
served positively charged arginine that interacts with the negatively charged C-1 carboxyl
group on the sialic acid [16]. CD33 may be activated continuously by sialic-acid-containing
glycoproteins and glycolipids, which are structural elements of amyloid plaques in the
brains of Alzheimer’s disease patients, resulting in an inhibition of microglia-mediated
immune activation [17,18]. CD33 can affect microglial phagocytosis through crosstalk with
the transmembrane receptor TREM2. Knockout of CD33 resulted in improved cognition
and decreased amyloid β pathology in 5xFAD mice, whereas these effects were completely
abrogated by additional knockout of TREM2 [19]. TREM2, through an interaction with
DAP12/TYROBP, stimulates the tyrosine–protein kinase SYK, which in turn triggers the
activation of microglial cell phagocytosis [20,21]. This activation could be counteracted by
sialic-acid-activated CD33, which stimulates SHP1/SHP2 tyrosine phosphatases, thereby
inhibiting microglial phagocytosis [13,21,22].

In accordance with the effect of CD33 on the inhibition of microglial phagocytosis,
primary microglial cells from CD33 knockout mice [12] or deletion of CD33 in human
macrophages and microglia resulted in an increased phagocytosis of amyloid β1-42 [23].
This was further supported by targeting CD33 in a mouse model of AD using an adeno-
associated virus (AAV) vector encoding a CD33 microRNA (miRCD33), which demon-
strated a reduction in amyloid β40 and β42 levels in brain extracts [24].

Different CD33 polymorphisms have been positively or negatively correlated with AD
susceptibility. These SNPs can affect the expression level, the structure, and the function of
CD33, leading to changes in microglia-mediated clearance of amyloid β, likely contributing
to the accumulation of senile plaques in the brain [12,25–27]. The CD33 variant rs3865444(A)
negatively correlates with AD, has a reduced CD33 expression [12], and is coinherited with
rs12459419(T), which modulates the splicing efficiency of the IgV domain exon involved in
sialic acid binding [13,28].

We recently identified the SNP rs2455069 in exon 2 of the human CD33 gene on
chromosome 19, which is involved in an unusual familial form of dementia [29]. This SNP
has been previously identified in a block of eight correlated SNPs in CD33 significantly
associated with cognitive decline in univariate analysis in the all-female cohort, with highly
significant effects on hyaluronan synthase-1 (HAS1) expression in the temporal cortex [30].
The presence of the minor allele at rs2455069 leads to a change from an arginine to a glycine
in the position 69 (R69G). Here, we demonstrate a positive correlation between the CD33
SNP rs2455069 and Alzheimer’s disease in a cohort of patients from a region of southern
Italy, and secondly, that the R69G amino acid change affects the CD33 structure in a way
that alters its binding affinity for sialic acid residues. We propose that the mechanism of the
long-term cumulative effects of the CD33-R69G variant are mediated through an increased
binding of sialic acid, which then acts as a more effective enhancer of the CD33 inhibitory
effects on amyloid plaque degradation.

2. Results
2.1. Genetic Analysis

Based on the evidence of the possible involvement in an unusual form of dementia of
the SNP rs2455069-A>G in exon 2 of CD33 gene [29], leading to a change from arginine to
glycine in position 69, we widened the analysis of this SNP to a cohort of AD patients from
southern Italy. We found that the genotype frequency for the rs2455069 polymorphism
in the control group was 11.1% (n = 15) for the GG, 53.0% (n = 77) for the AG, and 31.8%
(n = 43) for the AA genotypes. In AD patients, the frequency of GG, AG, and AA genotypes
were 17.9% (n = 35), 65.1% (n = 127), and 16.9% (n = 33), respectively. While genotypes
in the LOAD sample were not in Hardy–Weinberg equilibrium (HWE, p = 0.00013), the
genotype frequencies in controls did not deviate significantly from the Hardy–Weinberg
equilibrium (HWE) (p = 0.08301). The G allele frequency was 39.6% in controls and 50.5%
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in AD patients (p = 0.00582). A significant association between AD and the GG or AG
genotype was found (Table 1), particular in the dominant model (AG + GG vs. AA), leading
to the hypothesis that the R69G change may have had an impact on the increased risk of
LOAD in the analyzed cohort.

Table 1. Association between the genetic polymorphism CD33-rs2455069 and the risk of AD.

CD33 Genotype OR a (95% C.I. b) Chi2 p

AA Ref

AG 2.149 (1.259–3.668) 8.02 p = 0.00463

GG 3.040 (1.428–6.476) 8.58 p = 0.00341

AG + GG 2.294 (1.363–3.862) 10.03 p = 0.00154

A Ref

G 1.555 (1.135–2.130) 7.61 p = 0.00582
a OR = odds ratio; b C.I. = confidence interval.

2.2. In Silico Structural Analysis

To evaluate the impact of the R69G change on the CD33 protein function, we carried
out a series of in silico analyses. Six human CD33 partial structures (Siglec-3) were available
in the RCSB Protein Data Bank [31] (Supplementary Table S1, Supplementary Figure S1).
We prepared the monomeric form of each CD33 structure, summarized in Supplementary
Table S1, using the web-based platform CHARMM-GUI. To reduce possible artifacts due to
binding with mimetic substrates, we used a protein model based on the CD33 structure
PDB-ID 5IHB, representing the protein region interacting with NAG as a nonspecific ligand.
We compared the two structures obtained after CHARMM minimization carrying either
arginine or glycine at position 69 of the CD33 protein. We did not observe significant
changes in the protein backbone after basic energy minimization, but small rearrangements,
both in the α-helix containing the glycine residue (red arrow in Figure 1A) and in a β-sheet
of the repeated structural type C2 Ig domain (black arrow in Figure 1A) were evident. Most
importantly, few differences were observed in the structures of sidechains, which showed
small changes in the connecting region between the two domains (Figure 1B).
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Figure 1. Structural representation of CD33 variants. (A) Ribbon representation of the backbone of
superimposed CD33 monomers (PDB ID 5IHB) with Arg69 (cyan) and Gly69 (orange) after minimization
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by CHARMM. (B) Stick representation of backbone and sidechains of structures in (A). The arrows
indicate the area with major changes in the structure of sidechains after basic energy minimization.

These predictions led us to hypothesize that the effect of the arginine-to-glycine change
at position 69 could predominantly affect the reorganization of polar sidechains, and only
locally, the rearrangement of the backbone. In agreement with these observations, the
analysis carried out on 200 structural models of CD33 (PDB ID 5IHB), 100 with the Arg69
residue and 100 with the Gly69 residue, indicated the presence of few changes in the
boundary spatial coordinates (min and max) of the entire CD33 structure (Figure 2). These
differences were hypothesized to be due to the increased length of the sidechain consisting
of a three-carbon aliphatic straight chain ending in a guanidino group as a consequence of
the change from a glycine to an arginine residue in position 69.
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Figure 2. Variations of the maximum and minimum dimensional values in the XYZ axes of the two
CD33 variants (PDB ID 5IHB). The variations were obtained after minimization by CHARMM. Blue
dots refer to the structures with the arginine residue, whereas the orange dots refer to the structures
with a glycine residue in position 69.

118



Int. J. Mol. Sci. 2022, 23, 3629

2.3. Docking Analysis

The predicted binding sites for sialic acid in the N-terminal domain (aa19-135) of
the monomeric form of CD33 (PDB ID 5IHB) carrying either an arginine or a glycine
residue in position 69 are reported in Figure 3. The affinity of each binding site toward
the ligand is expressed as the binding energy (kcal/mol), with lower values indicating a
greater bond affinity. In the Arg69 variant, the values were −4.8 kcal/mol near Arg119 and
−5.3 kcal/mol near Arg91, while the values were slightly increased in the form with Gly69,
with values of −5.2 kcal/mol near Arg119 and −5.7 kcal/mol near Arg91 (Figure 3).
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Figure 3. Sialic acid interactions with the two SNPs of CD33 structures. (A) Surface representation of
functional domain of the CD33 predominant form with Arg in position 69, colored in red (PDB ID
5IHB). (B) Surface representation of functional domain of the CD33 variant form with Gly in position
69, colored in red (PDB ID 5IHB). The areas in orange indicate the binding sites of sialic acid, in
stick representation, in correspondence with the positively charged arginine residues with which the
ligand establishes saline bridges. The values of the binding energy in kcal/mol are reported for each
binding site of sialic acid.

We found similar results when we performed docking analyses on the other two struc-
tures: the N-terminal domain (aa19-135) (PDB ID 5J06, 5J0B), which carried a glycine residue
in position 69; and the repeated structural type C2 Ig domain (aa145-228). In the PDB-ID
5J06 structure, the values were −4.7 kcal/mol in Arg119 proximity and −5.2 kcal/mol
in Arg91 proximity; while in the PDB-ID 5J0B structure, the predicted binding affinity
values were −4.7 kcal/mol in Arg119 proximity and −5.3 kcal/mol in Arg91 proximity
(Supplementary Figure S2). We confirmed these results through the docking analyses
carried out on the other three CD33 structures having only the N-terminal domain (PDB ID
6D48, 6D49, and 6D4A). In fact, we always observed a greater binding affinity in the Arg91
residue part than in the Arg119 part of the functional domain (Supplementary Figure S3),
suggesting a better chance of binding at this site. This result was in contrast with the
evidence from the binding of a sialic acid mimetic ligand FVP in the proximity of Arg119,
as found by others [32]. However, by analyzing the asymmetric unit assembly of each
resolved structure in that study, we observed the formation of dimers and tetramers in-
volving interfaces near Arg91, which likely prevented the binding of ligands near this
residue. Considering that the most reactive side of the D2:IgV domain is represented by
the positively charged patch comprising arginine residues 89 and 91, the oligomerization
trend involving this surface could be explained easily. Notwithstanding the site of binding,
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our results suggested a general increase in the binding affinity and specificity of the glycine
variant of CD33 toward ligands.

2.4. Virtual Screening Analysis

Plotting the carbon 1 atomic coordinate of the best sialic acid poses against the affinity
values (kcal/mol) predicted by the docking analysis, we obtained a conceptual under-
standing of the ligand distributions on the protein surface with respect to the arginine or
glycine variants in position 69 of the CD33 protein. The results highlighted a noteworthy
increase in the affinity of several binding sites for sialic acid in the glycine 69 variant of
CD33 (Supplementary Figure S4). Indeed, the analysis of the distributions of the best
ligands on the D2:IgV domain of CD33, obtained by plotting the XYZ coordinates of the C1
atom of sialic acid structures (Supplementary Figure S5), showed binding in specific sites of
CD33 receptors for both variants with arginine and glycine residues in position 69. When
comparing the position of arginine residues in the D2:IgV domain of the PDB-ID 5IHB
structure with the best ligand poses by overlaying the YZ coordinates of the Cζ atom of
arginine sidechains with the coordinates of C1 atom of sialic acid poses (Supplementary Fig-
ure S6), we observed a number of sialic-acid-binding molecules close to arginine residues
91, 98, and 119. However, the C1 atom of sialic acid near the approximate Z coordinate
70,000, included in the range of Y coordinates 85,000–95,000 and 110,000–115,000, were
instead close to the arginine 62 and 89 residues in the 3D representation, respectively. It
was apparent that ligands basically spread out on the surface of the Arg69 structure of
CD33, with most of the sialic acid binding near arginine residues 91, 119, 89, 98, and 62,
ordered by the number of bonded ligands (Supplementary Figure S6A). In contrast, an
increased affinity and number of sialic acid molecules was predicted near the position of
arginine 91 in the Gly69 variant of CD33 (Supplementary Figure S6B).

These data suggested the possibility of the presence of more than one binding site
for sialic acid derivatives with a similar specificity. In fact, it was not surprising that
the more reactive domain near arginine 91 was involved in the binding at the interfaces
between the CD33 structures (single and double domains) in the crystallographic unit
cell, preventing the recognition of this other sialic-acid-binding site in the crystallographic
structures resolved in presence of ligands [32].

The 3D representations in Figure 4 illustrate the best orientations of sialic acid molecules
in the CD33 binding sites obtained by virtual screening analysis. In the CD33 structure
presenting an arginine residue in position 69, we observed the prevalent distribution of the
ligands in the two already identified binding sites involving arginine 91 and 119 (Figure 4A).
However, two additional binding sites were predicted near arginine 62 and 89. The number
of ligands in these two secondary sites increased in the representation of the second-best
poses (Figure 4B), having a lower affinity with respect to the previous ones. In contrast,
the best poses of sialic acid molecules were located exclusively near arginine 91 and 119 in
the Gly69 variant of CD33 (Figure 4C), and only a few ligand poses were predicted near
arginine 62 and 89 (Figure 4D). In addition, when observing the manner the sialic acid
binds to the sites on the CD33 surface, we can point out that the orientation of sialic acid
molecules was very often preferentially maintained in the binding sites of the Gly69 variant
of CD33 (Figure 4). Thus, in addition to the increase in affinity, it was likely that the Gly69
variant of CD33 bound to the sialic acid with a higher specificity than the Arg69 variant.
These results supported the idea that the balance of the binding equilibrium constant for
CD33–sialic acid interaction changed slightly in a positive direction in the Gly69 variants.
This suggested a more efficient binding of sialic acid at a lower concentration by this
CD33 variant.
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Figure 4. Detail of the binding sites in the D2:IgV domain for sialic acid molecules, as derived from
docking analyses. Surface representation, in light gray, of the N-terminal D2:IgV functional domain
of arginine 69 models of CD33, in which the docked poses of sialic acid molecules with the best
(A) and the second best (B) ligand mode rmsd are shown in stick figures. Surface representation, in
light gray, of the N-terminal D2:IgV functional domain of glycine 69 models of CD33, in which the
docked poses of sialic acid molecules with the best (C) and the second best (D) ligand mode rmsd
are shown in stick figures. The surfaces of arginine residues 62, 69, 89, 91, and 119 are presented in
light blue.

3. Discussion

Although the association of CD33 with Alzheimer’s diseases has not been thoroughly
elucidated, literature data supports the hypothesis that through the modulation of immune
cell functions (such as phagocytosis, cytokine release, apoptosis, etc.), CD33 could be
implicated in the suppression of amyloid fragment uptake [12,18,23,25–27]. Here, we
demonstrated a correlation between an SNP variant of the CD33 gene (SNP rs2455069-
A>G) and Alzheimer’s disease risk, and proposed a new hypothesis for its functional
role. Using different in silico approaches, we demonstrated that the binding site for sialic
acid could involve additional regions of the protein to the previously documented Arg119
residue. This residue was demonstrated to be essential for the binding of the sialic acid
mimetic [32]. Indeed, it was assumed that the binding site for sialic acid was located at the
D2:IgV domain of the CD33 receptor, and contained the arginine 119 residue, which was
positively charged at physiological pH. Because sialic acid molecules are typically terminal
residues on glycoconjugates, the positively charged arginine forms salt bridges with the
sialic acid portion of sugar residues, enabling stable interactions [18,33–35]. Due to the
presence of FVP (a subtype-selective sialic acid mimetic ligand) in the 6D49 and 6D4A
structures (recently also demonstrated in the 7AW6 structure), the putative binding site was
located near the Arg69 and Arg119 positions (Supplementary Figure S7). In agreement with
those results, we confirmed the binding of sialic acid to Arg119, but also demonstrated the
possibility that the ligand may bind to other regions of the protein with higher affinity that
include Arg91. The presence of an additional binding site was recently reported for another
Siglec family member [36], pointing out the need to further explore the binding properties
of CD33 toward sialic-acid-containing molecules. A mutation of arginine 119 to alanine did
not affect phagocytosis of U937 cells [27], raising a question on the role of this residue in
sialic-acid-containing glycan binding, and supporting a hypothesis of additional binding
sites for sialic acid. Our in-silico analyses indeed supported the possibility of additional
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binding sites for sialic acid. In addition, our studies also supported a hypothesis that the
CD33-R69G variant may bind sialic acid with greater specificity and affinity, and results
in a more efficient binding of the variant to sialic acid, at lower concentrations than that
of the wild type. Interestingly, the dependence of binding on sialic acid concentrations
was consistent with observations that sialic acid content increases in old-age females [37],
who have an increased risk of LOAD compared to males of the same age [38]. In the
light of these observations, new perspectives have opened up in the study of CD33, with
novel and interesting understandings of the interactions leading to late-onset Alzheimer’s
disease. Several polymorphisms in the CD33 gene could affect the structure of this receptor,
and in turn, the binding affinity for sialic-acid-containing gangliosides. We hypothesized
that the microglial phagocytosis, and in turn, the efficient removal of neurotoxic protein
aggregates, might also depend on a variety of factors, including dietary habits, sex-specific
accumulation of sialic acid, and aging, among others, affecting ganglioside expression in
the brain. This may establish a complex inter-relationship between genetic risk factors and
additional predictors in the progression of LOAD. Overall, our results led us to hypothesize
that the rs2455069-A>G SNP is a risk factor for LOAD, and that the mechanism of the
long-term cumulative effects of the CD33-R69G variant are mediated through an increased
binding of sialic acid, which then acts as a more effective enhancer of the CD33 inhibitory
effects on amyloid plaque degradation (Figure 5).
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Figure 5. Model describing the plaque accumulation during aging. The increased effect of the
CD33-R69G variant in inhibiting the microglial phagocytosis results in a lower extent of clearance of
amyloid plaques, supporting late-onset AD.

4. Conclusions

We analyzed the functional role of the SNP rs2455069-A>G, which we found to be
associated with Alzheimer’s disease (AD) in a cohort of patients from southern Italy. The
SNP changed a single amino acid in the sequence of CD33, and resulted in a local change
in its protein structure, which we derived by in silico analysis. Our data demonstrated that
this small change resulted in a slight increase in the binding affinity and specificity of CD33
toward sialylated molecules, its natural ligands. We propose that this change in binding
enhanced the inhibitory effects of CD33 on amyloid plaque degradation, and together with
other genetic, epigenetic, and environmental factors, could predispose to the accumulation
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of amyloid plaques and the onset of AD pathology. These observations support a new
approach to the investigation of protein polymorphisms involved in AD, and propose a
need for structural analyses to complements genetic studies.

5. Materials and Methods
5.1. Participant Recruitment and Analysis

The participants in the study (n = 330) were recruited at the Centre for Research and
Training in Medicine of Aging (CeRMA) at the University of Molise (Italy). The AD patients
(n = 195) fulfilled the National Institute of Aging and Alzheimer’s Association (NIA-AA)
diagnostic criteria for “probable AD with documented decline” [39]. They scored <24 on the
Mini Mental State Examination (MMSE) and >0.5 on the Clinical Dementia Rating (CDR).
To rule out other potential causes of cognitive impairment, all patients underwent blood
tests (including full blood count, erythrocyte sedimentation rate, blood urea nitrogen and
electrolytes, thyroid function, vitamin B12, and folate) and brain imaging. One hundred and
thirty-five sex/age-matched cognitively healthy subjects (HS) were recruited as a control
group. DNA from all participants was analyzed for the presence of the rs2455069 SNP by
high-resolution melting analysis (HRM). Genomic DNA was extracted from whole blood
with a QIAamp DNA Blood Mini Kit (QIAGEN). PCR amplifications were performed
on a SureCycler 8800 Thermal Cycler (Agilent, Santa Clara, CA, USA). The study was
conducted in accordance with ethical principles stated in the Declaration of Helsinki, and
with approved national and international guidelines for human research. The Institutional
Review Board (IRB) of the University of Molise approved the study (IRB Prot. n. 16/2020).
Written informed consent was obtained from each participant or caregiver.

5.2. High-Resolution Melting Analysis (HRM)

The high-resolution melting analysis (HRM) was performed as previously described [29]
on a LightCycler 480 Instrument II (Roche, Basel, Switzerland) and analyzed using LightCycler®

480 Gene Scanning Software 1.5.1. High-resolution melting Mastermix (Roche) was used.
Specific primers used for amplification and sequencing by the Sanger method and the
electropherograms were analyzed with Chromas 2.22 software and aligned according to
reference sequences present in GenBank (http://www.ncbi.nlm.nih.gov/GenBank/index.
html; accessed on 1 September 2019). Templates were amplified in 96-well plates and
~30 ng analyzed in a 20 µL final volume reaction as previously specified [29].

5.3. CD33 Structure Editing and Minimization

Computer simulations were carried out on the 3D crystallographic structures avail-
able in the Protein Data Bank [31] with ID numbers 5IHB, 5J06, 5J0B, 6D48, 6D49, 6D4A,
and 7AW6. The first four included the N-terminal domain (aa19-135) and the repeated
structural domain Ig of type C2 (aa145-228), while the last three structures included
only the N-terminal domain. All PDB structures of CD33 (excluding 6D48) incorpo-
rated ligands. Characteristics of the seven human CD33 structures (Siglec-3) are sum-
marized in Supplementary Table S1. The PDB files were edited by using Pymol [40]. Any
molecules bound in the protein catalytic sites and water molecules bound to the protein
during the crystallization process were removed. The CHARMM-GUI web-based plat-
form (http://www.charmm-gui.org; accessed on 15 February 2022) was used to extract
a single monomer from each of the CD33 structures contained in the PDB files, and to
generate the two single-nucleotide polymorphisms (SNPs) at position 69 for each monomer.
All generated structures were optimized offline using the CHARMM program [41] by
performing a basic energy minimization with the steepest descent (SD) algorithm of the
initial 25–50 steps to remove bad van der Waals contact. A more precise minimization was
carried out subsequently with the Newton–Raphson method (ABNR) of 1,000,000 steps
to remove potential problems, such as incorrect contacts, collisions, and nonphysical con-
tacts/interactions. When the step-to-step energy change was less than 0.001 kcal/mol, the
structure was considered sufficiently minimized.
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5.4. Ligand Structure Editing and Minimization

The sialic acid and similar ligand (3′-sialyllactose, 6′-sialyllactose) 3D structures were
generated using Avogadro software (http://avogadro.cc; accessed on 15 February 2022),
and the structures were optimized through the MMFF94 force field with the steepest
descent algorithm until the ∆E reach a value approaching 0 (<10–10).

5.5. Docking Analysis

The minimized monomeric structures of CD33 were used for the docking analysis
of sialic acid and similar ligand structures. The docking analysis was carried out using
Autodock Vina [42]. The ADT software package was used to determine the grid sizes,
visualize the ligand poses, and add hydrogen atoms to the templates [43]. We superimposed
the different CD33 structures and generated a single grid box that included all the CD33
structures. The coordinates of the grid box were put in a configuration file (config file
in Supplementary Materials) used to perform both the docking and the virtual screening
analysis. During the docking procedure, both the proteins and ligands were considered as
rigid, and the only torsion that was allowed was for the carboxylic and alcoholic groups
of the ligand. A bash shell command was used to pass receptors, ligands, and grid
box parameters to Autodock Vina, producing an output file containing the predicted
models (ligand poses) and a log file for each analysis. The structures were analyzed
and the images were produced by using the PyMOL [40] and the UCSF Chimera 1.13.1
(http://www.cgl.ucsf.edu/chimera; accessed on 15 February 2022) [44] molecular graphics
software programs.

5.6. Virtual Screening Analysis

We prepared two datasets of 100 models each of the Arg69 and Gly69 variants of
the CD33 structure (PDB ID 5IHB). We performed a basic energy minimization using
the CHARMM program [41], as previously described, to make them more relaxed for
subsequent analysis. Using an ad hoc script (see Supplementary Materials) to transfer
receptors and grid box parameters for automating the docking process, we submitted the
two structure datasets (200 structures total) for analysis by Autodock Vina against the sialic
acid as ligand, retrieving at least eight poses for each CD33 structure.

5.7. Statistical Analysis

Data were analyzed using the SPSS (v. 17.0) statistical software package (SPSS Inc.,
Chicago, IL, USA). The frequencies of genotypes and allelotypes of the CD33 gene polymor-
phism were calculated and determined for deviation from the Hardy–Weinberg equilibrium
(HWE). The Chi-squared test and odds ratio (OR) were used to evaluate the association of
AD risk with different genotypes and alleles. A p-value of <0.05 was considered statisti-
cally significant.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/ijms23073629/s1.
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Abstract: The purpose of the study was to investigate the role of vitamin D binding protein (VDBP,
DBP) and its polymorphism in the vitamin D pathway and human health. This narrative review
shows the latest literature on the most popular diseases that have previously been linked to VDBP.
Vitamin D plays a crucial role in human metabolism, controlling phosphorus and calcium homeostasis.
Vitamin D binding protein bonds vitamin D and its metabolites and transports them to target tissues.
The most common polymorphisms in the VDBP gene are rs4588 and rs7041, which are located in
exon 11 in domain III of the VDBP gene. rs4588 and rs7041 may be correlated with differences not
only in vitamin D status in serum but also with vitamin D metabolites. This review supports the role
of single nucleotide polymorphisms (SNPs) in the VDBP gene and presents the latest data showing
correlations between VDBP variants with important human diseases such as obesity, diabetes mellitus,
tuberculosis, chronic obstructive pulmonary disease, and others. In this review, we aim to systematize
the knowledge regarding the occurrence of diseases and their relationship with vitamin D deficiencies,
which may be caused by polymorphisms in the VDBP gene. Further research is required on the
possible influence of SNPs, modifications in the structure of the binding protein, and their influence
on the organism. It is also important to mention that most studies do not have a specific time of year
to measure accurate vitamin D metabolite levels, which can be misleading in conclusions due to the
seasonal nature of vitamin D.

Keywords: VDBP; vitamin D binding protein; rs7041; rs4588; bone density; diabetes; obesity; COPD;
pulmonary tuberculosis; SNP; MD; PD

1. Introduction

Recent data suggest that vitamin D deficiency is widespread across Europe. Analysis
of 14 population studies revealed that 13% of the 55,844 European individuals had average
yearly serum 25(OH)D concentrations <30 nmol/L, regardless of age group, ethnic mix,
and the latitude of study populations [1]. According to the US Endocrine Society definition
of vitamin D deficiency (<50 nmol/L), the prevalence was 40.4% and dark-skinned ethnic
subgroups were more likely to be vitamin D deficient [2]. Due to the darker skin color,
melanin blocks the UVB radiation, which is necessary for vitamin D synthesis. Hypovi-
taminosis D was highly prevalent among pregnant Bangladeshi women, and parity and
gestational age were common risk factors of vitamin D deficiency [3].

1,25(OH)2D is considered to be the most powerful physiological agent. It stimulates
the active transport of calcium, phosphorus, and magnesium. Disorders in vitamin D
action can lead to a decrease in the net flux of minerals to the extracellular compartment,
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which can lead to hypocalcemia and secondary hyperparathyroidism [4]. In addition, low
concentrations of calcium and phosphorus will lead to defective mineralization of the bone
matrix and rickets [5,6]. Vitamin D is also a regulator of the immune system, where the
expression of CYP27B1 in macrophages leads to local production of 1,25-dihydroxyvitamin
D ((1,25[OH]2D)), which induces the expression of genes encoding antimicrobial pep-
tides [7]. (1,25[OH]2D) induces and stimulates autophagy resulting in enhanced bacterial
killing, suppresses production of pro-inflammatory cytokines, and prevents overstimulated
immune response [8].

The purpose of the study is to investigate and systematize the current knowledge
regarding the impact of VDBP polymorphisms on the risk of incidence of various dis-
eases and human health. The “Vitamin D” (calciferol) term refers to two secosteroids:
vitamin D2 (ergocalciferol) and vitamin D3 (cholecalciferol). They are both produced
from sterol precursors with light in the UVB spectrum of 280 to 320 nm. In fungi and
plants, ergosterol is the vitamins’ D2 precursor, while the vitamins’ D3 precursor is 7-
dehydrocholesterol (7-DHC), and its high concentration was found in the skin [9]. Vitamin
D2 and D3 differ in side chains, but both are converted to 25-hydroxyvitamin D 25(OH)D
and 1,25-dihydroxyvitamin D [9,10]. 25OHD is considered to be the best reflection of
the vitamin D level in serum [10]. Vitamin D3 can be synthesized endogenously under
ultraviolet (UV) light [11].

Vitamin D photoproduction starts with 7-dehydrocholesterol (7-DHC), which is syn-
thesized and built into the membranes of the epidermis and dermis [12]. During sunlight
exposure, the epidermal 7-DHC is converted into pre-vitamin D3 [12,13]. Pre-D3 is thermo-
isomerized to the vitamin D3 in the cell membrane. The produced cholecalciferol is removed
into extracellular space and reaches the skin’s capillary by diffusion [12]. Prolonged ex-
posure to solar ultraviolet radiation while pre-vitamin D3 synthesis reaches a plateau of
10 to 15 percent of the original 7-DHC has an increasing effect only on lumisterol and
tachysterol, two biologically inactive photoisomers [13]. Lumisterol can revert back to
pre-D3 in the dark, but maximum levels of pre-D3 lead to the accumulation of inactive
luminsterol with continued UV exposure. The production of lumisterol and tachysterol
has a protective effect against the production of toxic amounts of D3 [9]. During activation
and inactivation processes, cytochrome P450 (CYP) enzymes are involved throughout the
vitamin D3 pathway [14,15]. The pathway is presented in Figure 1 (based on [12,15–18].

The first step is the conversion of vitamin D to 25OHD in the liver by 25-hydroxylase
enzymes. Enzymes with this activity are identified as: CYP3A4, CYP2R1, CYP27A1,
CYP2J1, CYP2C11, CYP2D25 [19]. The production of the hormonally active form: 1α,24-
dixydroxyvitamin D (1α,25(OH)2D3) is catalyzed by CYP27B1: 25-hydroxyvitamin D-1
α-hydroxylase. An active form acts with the vitamin D receptor (VDR) [19]. There is also an
alternative pathway that starts with the action of CYP11A1 on D3 and produces 20(OH)D3,
22(OH)D3, 20,23(OH)2D3, 20,22(OH)2D3, and 17,20,23(OH)3D3. Hydroxylation of some of
these metabolites can occur through the activity of CYP27B1 at C1α, by CYP24A1 at C24
and C25, and by CYP27A1 at C25 and C26 [16,20]. Possible pathways are shown in Figure 2
based on SNPedia base [21]. Mitochondrial CYP24A1 catalyzes the first step of 25(OH)D3
and 1,25(OH)2D3 degradation by 24- or 23-hydroxylation [22]. CYP11A1 was also found to
be expressed in extrarenal and extragonadal tissues [23] and also in the immune system [17].
CYP11A1 vitamin D metabolites are also detectable in the serum [16].

Vitamin D receptor is a member of the nuclear receptor superfamily and plays a
crucial role in the actions of vitamin D [24]. VDR mediates many genomic and non-
genomic effects of vitamin D. Many biological pathways and networks are influenced by
VDR, for example metabolism [25], including bone metabolism and remodeling [26,27],
immunity and immune response [24,28], cell proliferation and differentiation [24], and
cell health [29]. VDR regulates the expression of numerous genes and is involved in
calcium/phosphate homeostasis [24]. Many genes are up-regulated (CYP24A1, osteocalcin
or RankI) or down-regulated (parathormone—PTH, CYP27B1) due to VDR activation [24].
Slominski et al. reported the alternatives to VDR nuclear receptors that are involved in
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vitamin D metabolite signaling pathways: retinoic acid-related orphan receptors (RORα–γ;
NR1F1–3) [30], AhR [31], and LXR [32].
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Vitamin D binding protein was initially named the ‘group-specific component’ (Gc)
by Hirschfield in 1959 after isolation from the α2-globulin portion of plasma [33]. As a
result of the binding and transport of vitamin D analogs, the DBP name was adopted. After
discovering macrophage-stimulating activities, VDBP was renamed as the macrophage-
activating factor (GcMAF/DBP-MAF) [34]. The name has been changed several times, as
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many different biological functions of VDBP have been discovered [34,35]. VDBP binds to
fatty acids and actin monomers and also has immune functions independent of vitamin D
transport [35], such as binding to leukocyte membrane proteoglycans and the activation
of the complement C5 system [18]. VDBP is well known for its single nucleotide poly-
morphisms (SNP), and the most common are rs7041 and rs4588, located in exon 11 of the
VDBP gene [18,36]. SNPs are the most abundant genetic variants in genomes [37]. SNPs
may affect protein stability, folding, flexibility, and aggregation; functional sites, reaction
kinetics, and dependence on environmental parameters, such as pH, salt concentration, and
temperature; protein expression and subcellular localization; and protein–small molecule,
protein–protein, protein–DNA, and protein–membrane interactions [38]. Many studies
have shown associations between SNPs and the concentration of protein as well as sub-
stance protein transport via VDBP in this particular case [18,39,40]. The effects of vitamin D
supplementation according to the most common polymorphisms of the vitamin D binding
protein was studied by Al-Daghri et al., and it was shown that 25[OH]D concentrations
were significantly higher among people with the major homozygous rs7041 genotype.
Post supplementation 25[OH]D was higher in participants carrying homozygous major
genotypes in rs4588 and rs7041 compared to other genotypes [41].

The vitamin D binding protein has a single binding site for all vitamin D metabolites
and has a high affinity for 25OHD and 1,25(OH)2D [42], but has no affinity for lumisterol
and minimum affinity to tachysterol [13].

Possible haplotypes are as follows: Gc1f(1f): rs7041(T) + rs4588(C); Gc1s(1s): rs7041(G)
+ rs4588(C); Gc2(2): rs7041(T) + rs4588(A). According to some publications, in which
rs2282679 is used as a proxy for rs4588, rs2282679(A) is typically coinherited with rs4588(C)
and vice versa. Since human have two copies of each gene, it leads to six possible VDBP
phenotypes [21] presented in Table 1. Table 2 present SNPs of VDBP, and chromosome
location. Table 3 present the frequency of rs7041 and rs4588 among populations and
geographic regions. Figure 2 show the location of the most common SNPs of the VDBP
gene, and their loci in exons and introns are pointed out with arrows.

Table 1. Characteristics of vitamin D binding protein polymorphisms in most common variants
(based on Rozmus et al. 2020 with modifications [18,21]).

Variant Version

GC1S/1S rs7041(G;G)

GC1S/1F rs7041(G;T) AND rs4588(C;C), or, rs7041(G;T) AND rs2282679(A;A)

GC1S/2 rs7041(G;T) AND rs4588(A;C), or, rs7041(G;T) AND rs2282679(A;C)

GC1F/1F rs7041(T;T) AND rs4588(C;C), or, rs7041(T;T) AND rs2282679(A;A)

GC1F/2 rs7041(T;T) AND rs4588(A;C), or, rs7041(T;T) AND rs2282679(A;C)

GC2/2 rs4588(A;A) or rs2282679(C;C)

Table 2. SNPs alleles and chromosome location (based on SNPedia [21]).

SNP Location Major Allele Minor Allele

rs7041 exon 11 G T
rs4588 exon 11 C A

rs1155563 intron 1 T C
rs1352844 intron 1 C T
rs1352845 intron 1 A G
rs222016 intron 2 A G

rs2282679 intron 11 A C
rs705119 intron 11 C A

rs12512631 3′ downstream T C
rs222049 3′ downstream C G

rs3733359 5′ UTR G A
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Table 3. Frequencies of alleles in rs4588 and rs7041 among different populations and geographic
regions based on [43,44].

Geographic
Region/Population

Sample Size (n) Allele Frequencies Allele Frequencies
References

rs4588 * rs7041 ** rs4588-T rs7041-A

Estonian 4480 4480 0.3036 0.4125

[41,42]

Korean 2930 nd. *** 0.2843 nd. ***

Northern Sweden 600 600 0.242 0.375

Daghestan 1136 1134 0.2764 0.4462

Vietnamese 614 nd. 0.22 nd. ***

Finland 304 304 0.188 0.355

Quatari 216 216 0.199 0.486

Siberian nd. *** 34 nd. *** 0.26

European 263394 285118 0.281206 0.433

African 10488 11716 0.09392 0.8182

African American 10118 11306 0.09567 0.81523

Asian 6536 6908 0.2852 0.7351

East Asian 4624 4946 0.2885 0.7351

Other Asian 1912 1962 0.2772 0.7243

Latin American individuals
with Afro-Caribbean ancestry 1252 1488 0.2236 0.541

Latin American individuals
with mostly European and
Native American Ancestry

2188 7238 0.1846 0.4823

South Asian 314 5226 0.226 0.4351

Other 21820 18956 0.26801 0.49625

* [42]. ** [43]. *** nd means no data.

Our review focuses on the most important correlations between VDBP polymorphisms
and selected diseases described in the latest scientific reports garding obesity, polycystic
ovary syndrome, metabolic syndrome, diabetes mellitus, asthma, pulmonary tuberculosis,
chronic obstructive pulmonary disease, coronary artery disease, multiple sclerosis, and
Parkinson’s Disease. This study is supplementation of our previous review concerning the
role of VDBP on malignant tumors [18].

2. Diseases
2.1. Bone Density

Osteoporosis is a skeletal disease that affects women older than 50 years of age.
During the past few years, it has been a serious public health problem because of the
high socioeconomic burden. Patients suffer from deterioration of bone microarchitecture,
low bone mineral density (BMD), and increased risk of fragility fractures [45]. The first
studies on the effect of vitamin D supplementation on bone density showed that vitamin
D (with calcium) reduced bone loss measured in the femoral neck, spine, and total body
during the 3-year study and reduced the incidence of non-vertebral fractures [46]. The
study by Martinez-Aguilar et al. supports the correlation of low serum VDBP levels with
low BMD (osteopenic and osteoporotic). VDBP could be considered a novel, potential,
and non-invasive biomarker for the early detection of osteoporosis [45]. The study by
Rivera-Paredez et al. supports the association of VDBP and bone health. The article showed
that the rs7041 G allele is associated with a higher level of VDBP and BMD compared
to homozygous TT. The A allele of rs4588 was associated with a lower VDBP and BMD
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compared to homozygous CC. Among men, no association was found between these
polymorphisms and VDBP, but GC variants were associated with VDBP levels. In both the
women and men subgroup, no association was observed between free and bioavailable
25(OH)D and BMD [47]. Among women and adolescents, the GC genotype was associated
with susceptibility to low 25(OH)D levels. The study included 198 healthy girls aged
10–18 years. The AA genotype of rs4588, TT genotype of rs7041, and CT-AT/AT-AT (GC
1f-2/2-2) genotypes were significantly associated with lower 25(OH)D levels, even after
adjustment for age and season at the time of blood collection [48]. Studies of Lauridsen
et al. also support the VDBP role in premenopausal bone fracture risk among white women
aged 45–58, as Gc2-2 is considered to increase the risk of bone fracture compared to Gc1-
1 [49]. The results of Ezura et al. indicated a complex combined effect of VDBP SNPs
that underlie susceptibility to low BMD and osteoporosis. The genotyping of 13 SNPs
among 384 participants and the analysis of results showed that not only a single SNP, but
also a combination of them could act as a risk factor of osteoporosis. Five SNPs (39C > T,
IVS1 + 827C > T, IVS1 + 1916C > T, IVS1 − 1154A > G, and IVS11 + 1097G > C) had a
significant correlation with radial BMD, and IVS11 + 1097G > C located in intron 11 was
the most correlated [50].

2.2. Obesity

Obesity contributes to reduced life expectancy, poor quality of life, cardiovascular
diseases, type 2 diabetes, osteoarthritis, and cancer [51]. Serum vitamin D was found to
be lower in obese people [52]. Obesity increases the risk of vitamin D deficiency among
different population groups. Higher body mass index (BMI), waist circumference, and the
sum of skinfolds were statistically significantly associated with lower 25[OH]D levels and
with higher levels of PTH [53]. According to genetic studies, higher adiposity also causes
an increased concentration of 25-hydroxyvitamin D, which is used as a vitamin D status
indicator [54]. Another study showed that among the haplotypes rs7041 and rs4588, GC2-2
(rs7041 AA and rs4588 TT) has the lowest 25[OH]D levels compared to other haplotypes
that contained at least one copy of the Gc1 allele (p < 0.0001) [55]. Interestingly, it was
also observed that VDBP gene rs7041 polymorphism might be associated with the risk
of obesity. In obese patients, a difference was found in the gene type TG + GG and TT
frequency of rs7041 between obesity and control groups (p = 0.020). The G allele frequency
was higher compared to the control group (p = 0.023). The TG and TG + GG of VDBP gene
rs7041 polymorphism increased the risk of obesity after including age and gender [39]. The
study of Almesri et al. showed that rs7041-G and the rare GG genotype were associated
with an increase in BMI (p = 0.007 and p = 0.012, respectively) and had no influence on
25OHD3 levels. On the other hand, rs2282679 (A) and rs4588 (C) were associated with low
25[OH]D3 plasma levels (p = 0.039 and p = 0.021, respectively). There was no association
between rs2282679 (A), rs4588 (C), and BMI in general, but after categorizing patients into
subgroups based on their sex, it was shown that rs7041 GG was associated with high BMI
in females (p = 0.003), and rs4588 CC was associated with high BMI in females (p = 0.034)
and low levels of 25OHD3 in males (p = 0.009). Furthermore, rs12721377 AA was associated
with low 25[OH]D3 levels in females (p = 0.039) [56].

2.3. Polycystic Ovarian Syndrome (PCOS) and Metabolic Syndrome (MetS)

All participants from Santos et al. were genotyped for polymorphisms rs2282679,
rs4588, and rs7041, and serum 25(OH)D levels were determined. Women with PCOS were
at a younger age and had significantly higher body mass index, blood pressure, and insulin
resistance than the control group (p < 0.05). The 25(OH)D levels were lower among PCOS
women with MetS, but no association was observed between PCOS and polymorphisms
of VDBP. Above that, PCOS participants with MetS had a higher frequency of the TT
genotype in rs7041 [57]. The study by Haldar et al. did not show significant differences in
the frequency of rs7041, rs4588, and rs2060793 genotypes in PCOS and control women. The
GT allele of rs7041, as well as the allelic combination of Gc1F/1F (T allele of rs4588 and C
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allele of rs7041; p value = 0.03), were associated with an increased risk of developing PCOS
in vitamin D deficient women [36].

2.4. Postmenopausal Women

Postmenopausal women can exhibit biochemical signs of vitamin D insufficiency.
Vitamin D is related to bone integrity, and 25-hydroxyvitamin D is a reliable clinical in-
dicator of vitamin D status. Low levels of vitamin D have been linked to secondary
hyperparathyroidism, increased bone turnover, reduced BMD, and increased risk of os-
teoporotic fractures [58]. As VDBP plays a crucial role in vitamin D transport, the study
of Pop et al. showed that lower estradiol levels are associated with lowering VDBP lev-
els [59]. Studies by Sinotte et al. showed that 25(OH)D concentrations in premenopausal
women are strongly associated with higher VDBP polymorphisms. Rs7041 and rs4588 were
associated with lower 25[OH]D concentrations. Rare alleles of rs7041 (TT genotype) and
rs4588 (AA genotype) were associated with the lowest levels of vitamin D3 in a period
of low (November to April) and high (May to October) vitamin D load [60]. The study
by Alharazy et al. shows that rs7041 among postmenopausal women in Saudi Arabia was
associated with total 25(OH)D, and rs4588 did not show an association with total or free
levels of 25(OH)D [40]. The results presented by Santos et al. suggest that rs2282679 and
the DBP GC2 isoform are related to lower serum levels of DBP and with susceptibility to
25(OH)D deficiency in adults and postmenopausal women [57]. Lauridsen et al. showed
that the DBP-phenotype is linked with premenopausal bone fracture risk in perimenopausal
white women (595 subjects, age 45–58). There was a significant difference in bone fracture
risk among women with different DBP-phenotypes (relative risk of 0.32 in Gc2-2, compared
with Gc1-1) [49].

2.5. Diabetes Mellitus (DB)

Diabetes mellitus is a group of dysfunctions as a result of hyperglycemia characterized
by insulin resistance (IR) and secretion or excessive secretion of glucagon. Of the two types
of diabetes, type 2 (T2D) is more common and connects a problem of impaired glucose
regulation with a combination of dysfunctional pancreatic beta cells and insulin resistance.
However, the main risk is obesity (where abdominal is the highest risk of all types). Type 1
(T1D) is an autoimmune disorder that leads to the destruction of pancreatic beta-cells [61].

2.5.1. Diabetes Type 1 (T1D)

The meta-analysis of the five studies presented showed no association between rs7041
and rs4588 polymorphisms with the risk of T1D [62].

2.5.2. Diabetes Type 2 (T2DM)

The study by Zhao et al. showed that there was a significant multiplicative interaction
between rs7041 and body mass index (BMI) associated with elevated blood glucose levels
and a higher BMI (>28.47), and the carrying allele G was given a stronger effect than
the genotype of TT. In conclusion, the interactions between GC rs7041–CYP2R1 (enzyme
in the vitamin D metabolic pathway), rs1993116, and GC rs7041-BMI may explain the
mechanisms by which these may increase the risk of developing T2DM [63]. Another
study by Fawzy et al. examined the frequency distribution of GC-rs7041 and showed
no difference between patients and healthy controls, while GC-rs4588 showed an asso-
ciation with T2DM in all genetic models. The rs4588 AA variant was correlated with
higher serum GC globulin, albuminuria, and poor glycemic control. On the other hand,
a higher frequency of rs7041*TT and rs4588*AA was noticed in the macroalbuminuria vs.
normoalbuminuric group. Patients with the GC-2 haplotype were approximately 2.5 times
more likely to develop diabetes and had higher levels of albuminuria [64]. Other results
were obtained in the experiment by Klahold et al. during a case-control cohort study that
was conducted to investigate an association of SNPs in the vitamin D metabolic pathway
with T2D. Up to 464 T2D patients and 292 healthy controls were genotyped. Patients with
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genotypes CYP27B1 rs10877012 “CC” (pc = 4 × 10−5), VDBP rs7041 “GG” (pc = 0.003),
rs4588 “CC” (pc = 3 × 10−4), CYP24A1 rs2585426 “CG” (pc = 0.006), and rs2248137 “CG”
(pc = 0.001) showed lower 25(OH)D3 and VDBP rs4588 “CC” lower 1,25(OH)2D3 levels
(pc = 0.005). This study supports that vitamin D deficiency is highly prevalent in type
2 diabetes and most patients are also functionally affected by low levels of the active
metabolite 1,25(OH)2D3. Furthermore, vitamin D system genes can affect the risk of type 2
diabetes and 25(OH)D3 concentration when compared to the healthy group. Despite this,
the underlying mechanism has not been clarified, and trials, as well as functional studies,
appear to be necessary to identify mechanisms by which the vitamin D system affects the
pathophysiology of T2DM [65].

2.6. Asthma

Asthma is a chronic disease affecting inflammation in the lungs and airways. Common
symptoms of the disease are a cough, chest tightness, and shortness of breath. Inflammation
causes an overabundance of eosinophils, mast cells, activated T helper lymphocytes, and
aids in identifying inflammatory mediators [66,67]. Vitamin D has been studied in asthma
progression. Levels of vitamin D were significantly decreased in asthmatic patients in
comparison to control patients. Results of genotyping the rs7041 among Kurdish patients
showed that the GG genotype, as well as VDBP levels, was increased among the asthmatic
group compared to the healthy controls (p = 0.003). Asthma progression was increased
among patients carrying the rs7041 GG genotype [68]. A study by Fawzy et al. on s
group of Egyptian patients showed that the rs7041 GG genotype is correlated significantly
with asthma disease, while rs4588CA and AA genotypes were found as protective [69].
Another study supported the importance of rs7041 with the GC1S haplotype, especially
among children diagnosed with asthma. The GC1S haplotype was considered to increase
the risk of respiratory syncytial virus bronchiolitis in childhood and subsequent asthma
development. The GC1s haplotype is associated with higher VDBP levels, which results
in less free available vitamin D [70]. A study by Paraskakis et al. on a group of children
with asthma showed a higher frequency of the rs7041 G allele and the A allele in rs4588 as
a lower frequency allele in children with controlled asthma [71].

2.7. Pulmonary Tuberculosis (PTB, TB)

Tuberculosis is most often acquired through mycobacterial inhalation. It starts as an
infection focus in the lung parenchyma (primary tuberculosis). It begins with necrotizing
bronchopneumonia and progresses rapidly to necrotizing granuloma. Mycobacteria from
the lungs spread only through the lymphatic system to the lymph nodes of the hilum
drainage, where they cause necrotizing granulomatous inflammation [72]. As innate
immunity plays an important role in the pathophysiology of tuberculosis, vitamin D with
its transporter protein VDBP and its nuclear receptor vitamin D receptor can play a potential
role in altering host defense against Mycobacterium tuberculosis. Decreased serum levels
of vitamin D were observed in active TB patients as compared to healthy controls (p < 0.001)
209 [73]. The study by Zhang et al. showed [74] two less common VDBP polymorphisms,
rs3733359 GA and rs16847024 CT, that were significantly associated with a reduced risk of
PTB, as well as alleles rs3733359 A and rs16847024 T that were associated with a decreased
susceptibility to PTB. In one of the most common polymorphisms, rs4588, the GT genotype
was significantly higher in patients with PTB when compared to controls. The findings of
Harishankar et al. [75] support those mentioned above, as the CA genotype rs4588 was
associated with susceptibility to TB [OR: 1.47 (0.85–2.55); p = 0.049] and associated with
47.4% deficiency of 25(OH)D in patients with PTB, but the AA genotype was significantly
associated with protection from TB [OR: 0.14 (0.02–1.29); p = 0.042]. No association was
found with rs7041 polymorphism. Gene variants with 25(OH)D deficiency did not reveal a
significant association due to the limited sample size, but the results showed a tendency
towards 25(OH)D deficiency in rs7041 TG and rs4588 CA [75].
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2.8. Chronic Obstructive Pulmonary Disease

Vitamin D deficiency was associated with increased risks of chronic obstructive pul-
monary disease (COPD). However, the mechanism remains unknown. The vitamin D
metabolite 1,25(OH)2D3 reinforced physical interactions between the vitamin D receptor
with NF-κB p65 and c-Jun. The results of Fu et al. show that vitamin D is inversely corre-
lated with inflammatory signaling in patients with COPD, and vitamin D may be a vital
mediator of the progress of COPD in patients with low vitamin D levels [76]. The study of
Li et al. also shows that COPD patients are at high risk of vitamin D deficiency, and the
severity of COPD is inversely correlated with vitamin D levels. Furthermore, the homozy-
gous carrier of the rs7041 T allele influences serum levels of 25OHD and is related to the
susceptibility of COPD, which could be a potential candidate gene for screening COPD [77].
Among COPD smokers, high frequencies of rs7041/rs4588 haplotypes were homozygous
GC1S/1S (42.5%), and higher levels of VDBP in the sputum were observed in stage I and II
of COPD, only in the genotype GC1S/1S compared to non-smokers (p = 0.034 and p = 0.002,
respectively) [78]. The studies of Horita et al. included 1712 patients and 1181 non COPD
controls among Asians and Caucasians. The prevalence of each allele among the control
group was: GC-1F 14.0%, GC-1S 53.8%, and GC-2 31.9%. Compared to GC-1S, the GC-1F
allele and the GC-2 allele were associated with the risk of COPD with pooled odds ratios
of 1.44 (95% CI 1.14–1.83, p = 0.002) and 0.83 (95% CI 0.69–0.996, p = 0.045), respectively.
In comparison to the 1S-1S genotype, the 1F-1F genotype was a risk factor of COPD with
a pooled odds ratio of 2.64 (95% CI 1.29–5.39, p = 0.008). The VDBP GC-1F allele was a
risk for COPD in the recessive model [79]. Another study showed that patients carrying C
allele at rs4588 exhibited a higher frequency of exacerbations (p = 0.0048), and a greater
susceptibility to chronic obstructive pulmonary disease (p = 0.0003), as well as emphysema
(p = 0.0029), and a tendency for rapid decline of airflow obstruction (p = 0.0927) [80]. The
meta-analysis of Khanna et al. proves that VDBP is a major determinant of vitamin-D
metabolism and transport, showing that alleles GC1F and GC1F/1F posed a risk of COPD.
GC1S-1S was found to be a risk only among European participants in these studies [81].

2.9. Coronary Artery Disease

Cardiovascular diseases (CVDs) are the leading cause of death worldwide, and among
CVD coronary artery disease (CAD), they are almost half of all cardiovascular deaths
and the most common cause of death [82]. VDBP and its genetic polymorphisms have
been linked as susceptible components for CAD [83]. The study by Peri et al. showed
evidence of the association of rs4588 and rs7051 with CAD cases among patients after
acute myocardial infarction and correlations of these polymorphisms with serum levels
of 25-hydroxyvitamin D 25(OH)D. Rs4588 T/T was determined as a susceptibility factor
for anteroseptal myocardial infarction, where the same genotype was generally more
prevalent in smokers [82]. A study by Tarighi et al. among the Iranian population showed
a significant association between the GG genotype (rs7041) and CAD (p = 0.02, OR = 0.5737
95% CI = 0.304–0.944) [83]. Daffara et al., in a group of 1080 patients, proved that 57%
carried the mutated G allele of rs7041, while 22% carried the A allele of rs4588. In addition,
higher C-reactive protein levels were observed in the carriers of the G allele of rs7041
(p = 0.02), and 25-hydroxyvitamin D levels were similar between the groups. The rs4588
A allele was associated with a higher prevalence of lesions in the left anterior descending
artery and a longer lesion length (p = 0.04 and p = 0.03, respectively). Rs7041 and rs4588
did not affect the prevalence of CAD [84].

2.10. Multiple Sclerosis (MS)

Numerous studies suggest that vitamin D levels affect the risk of multiple sclerosis
development and modify disease activity [85–89]. Munger et al. found an inverse rela-
tionship between serum 25(OH)D level and risk of MS among Caucasians. No similar
association was found among those with darker skin or Hispanics [88]. According to the
research, these groups have lower 25-hydroxyvitamin D levels with no significant health
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consequences [90,91]. There are racial/ethnical differences in the polymorphism of the
vitamin D-binding protein-SNPs at rs7041 and rs4588. The dominant allele in rs7041 in
Caucasians is the minor allele in those with African heritage. The VDBP isoform most
commonly found in individuals with darker skin is the most efficient transporter of 25-
hydroxyvitamin D and its metabolites. The MS Sunshine study found that there is a strong
association between higher lifetime sun exposure and MS risk across racial/ethnic groups.
Low ultraviolet radiation from the sun should lead to low vitamin D status and can ex-
plain the geographic distribution of the disease. There is a lack of association between
25-hydroxyvitamin D and MS risk among those with African heritage and Hispanics [92].
Langer-Gould et al. suggested that these differences cannot be explained by racial/ethnic
variations in bioavailable vitamin D [92]. Xin Zhang et al. provide evidence that VDBP
rs7041 and 4588 polymorphism may not be associated with an increased risk of multiple
sclerosis in the meta-analysis [62].

2.11. Parkinson’s Disease

Low vitamin D status is suggested to be associated with Parkinson’s Disease [93–95].
Knekt et al. found that individuals with a serum vitamin D concentration of at least
50 nmol/L had a 65% lower risk than those with values below 25 nmol/L, after the adjust-
ment of several potential cofounders, in the follow-up for Parkinson’s disease occurrence of
the Mini-Finland Health survey [96]. Zheng Lv et al. suggested that patients with 25(OH)D
level <50 nmol/L experienced a twofold increased risk of PD in the meta-analysis [97].
In the prospective cohort study of 137 patients with Parkinson’s disease, circulating 25-
hydroxivitamin D levels were deficient in one-half of the patients [98]. GC polymorphism
was associated with 25(OH)D levels-TT carriers for GC1, and AA carriers for GC2 had
lower vitamin D status. There was no significant association between GC polymorphism
and 1,25(OH)D levels. SNPs of VDBP showed no significant association with the severity
of PD. In another study of 382 patients and 242 controls in a Turkish cohort, only rs7041
was associated with PD risk [94]. Significantly higher levels of serum 25-hydroxyvitamin D
was observed in the group of homozygous major allele carriers for rs2282679, rs3755967,
and rs2298850 with slower progression of the disease. In the proteomic studies, a decreased
level of VDBP in the CSF has been suggested to be a biomarker of disease [99].

All the information above in the Section 2 is gathered into summary table—Table 4.

Table 4. Summary of mentioned diseases in the Section 2. Most common VDBP polymorphisms
with effects.

Polymorphisms Effects Group Characteristics References

Bone density

rs7041 “G”

Low VDBP = low BMD; women, aged ≥ 45 years old,
446 participants [45]

Higher VDBP and
higher BMDlevels; 1853 adults, aged ≥ 18 [47]

rs7041 “T” Lower 25(OH)D levels; 198 girls, aged 10–18 years old [48]

rs4588 “A”

Lower VDBP and lower BMD levels; 1853 adults, aged ≥18 [47]

Lower 25(OH)D levels; 198 girls, aged 10–18 years old [48]

Increasing bone fracture risk; 595 women [49]
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Table 4. Cont.

Polymorphisms Effects Group Characteristics References

Obesity

rs7041 “G”

G and GG associated with higher
BMI in females; low 25OHD
in males

406 adults [56]

Increasing BMI; no effect on
25(OH)D levels;

rs2282679 “A”
Lower 25[OH]D3

rs4588 “C”
High BMI in females

rs12721377 “A” Low 25[OH]D3 levels in females

PCOS

rs7041 “T”

PCOS + metabolic syndrome:
significantly higher body mass
index, blood pressure, and
insulin resistance

443 healthy women aged
20–62 years, 359 of them
were postmenopausal

[57]

rs4588 “T” and
rs7041 “C”

Increased risk of developing PCOS
in vitamin D deficient women

100 women, 50 healthy and 50
with PCOS [36]

Diabetes mellitus T2

rs7041 “G” Elevated blood glucose levels;
higher BMI 2271 adults [63]

rs7041 “G”
lower 25(OH)D3 and VDBP levels

553 patients, 916 controls [65]rs4588 “C”

rs4588 “CC” lower 1,25(OH)2D3 levels

rs4588 “A”

Higher serum GC globulin,
albuminuria, and poor glycemic
control (Patients
more likely to develop diabetes)

200 participants. 120 with
DMT2, 80 controls [64]

Asthma

rs7041 “G”

Increasing VDBP levels; increasing
asthma progression

110 patients with asthma, 110
healthy controls [68]

Correlated significantly with asthma
192 children and adolescents
(96 with asthma and 96 healthy
controls)

[69]

Increasing the risk of respiratory
syncytial virus bronchiolitis in
infancy and subsequent asthma
development

198 healthy children with
families [70]

rs4588 CA
and AA Protective effect

192 children and adolescents
(96 with asthma and 96 healthy
controls)

[69]

Tuberculosis

rs3733359 “A”
Decreased susceptibility to PTB 490 PTB cases and 489 healthy

controls)
[74]

rs16847024 “T”

rs4588 CA

Associated with susceptibility to TB

125 PTB cases and 125 healthy
controls

[75]
Associated with 47.4% deficiency of
25(OH)D in patients with
PTB

rs4588 CA Protective effect
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Table 4. Cont.

Polymorphisms Effects Group Characteristics References

COPD
rs7041 “T”

Related to susceptibility of COPD
250 participants: 116 COPD
patients with smoking history
and 134 healthy smokers

[77]

Associated with the risk of COPD 1712 subjects: 531 COPD cases
and 1181 controls. [79]

Rs4588 “C” Susceptibility to COPD, emphysema 361 COPD patients and 219
control [80]

CAD

rs7041 “G” Significant association with CAD 143 men with CAD and 145
healthy [83]

Rs4588 “A”
Higher prevalence of lesions in the
left anterior descending artery and a
longer lesion length

1080 patients [84]

PD

rs7041, rs4588 No significant association with the
severity of disease 137 patients [98]

rs7041 Rs7041 associated with PD risk
(p < 0.05)

N = 382 PD patients and 242
healthy controls in a Turkish
cohort

[94]
rs2282679 higher levels of serum

25-hydroxyvitamin D in slower
progression of disease

rs3755967

rs2298850

MS Rs7041
Rs4588

No significant association of
polymorphism with the risk of MS Meta-analysis of six studies [62]

3. Research Limitations on Vitamin D

Vitamin D and its metabolites have some measurement limitations. Even if both serum
and plasma can be used for vitamin D metabolite measurements, serum is preferred due
to the fact that it is free from anticoagulants (heparin, EDTA, citrate). EDTA, heparin, and
citrate may interfere with measurements [100]. The second problem in measuring is the
stability of vitamin D metabolites because metabolites are only stable due to the binding to
VDBP and proper storing: room temperature, 4 ◦C, or frozen. In case of separation from
VDBP, storing at −70 ◦C is required [101]. Seasonal variation of vitamin D also needs to
be considered as vitamin D biosynthesis is sun-dependent and depends on geographical
locations and seasons (highest levels of vitamin D during the summer, lowest during
the winter) [102]. This information may provide many significant differences in studies
concerning vitamin D and its metabolites and its connection to polymorphisms occurring
in the vitamin D pathway. Genetic variants of VDBP [103], DHCR7 [103], CYP2R1 [104],
CYP24A1 [104], VDR [104], CYP3A4 [105], CYP2R1 [105], CYP27B [105], and LRP2 [105]
were found to be associated with 25(OH)D levels. There are still many polymorphisms that
have not yet been included in any studies.

Other important factors are age, sex, BMI, and lifestyle. Age can play a role, mostly in
the group of elderly people >75 years old, due to reduced calcium absorption, intestinal
resistance of calcium absorption to circulating 1,25(OH)2D, decreased ability of skin in vita-
min D producing, deficiency of vitamin D substrate [106], and less sunshine exposure [107].
BMI is also considered to increase with age. Vitamin D deficiency is prevalent in a group of
obese people which suggests the correlation of higher levels of adipose tissue and lower
levels of vitamin D status [108]. Skin color also plays a role in vitamin D levels, as darker
skin tones protect from UVB irradiation and, consequently, increase the risk of vitamin D
deficiency. In addition, darker-skinned individuals have slower vitamin D synthesis [100].

The liver and kidneys are the two most important organs in the metabolism of vitamin
D. Decreased kidney and liver functions may provide calcitriol deficiency and disruptions
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in overall vitamin D catabolism [100]. Diseases associated with these organs and their
relationship with vitamin D and its metabolic pathway still require more research.

We suggest that all experiments that include vitamin D and its metabolism should
contain more specific information concerning the studied group, age, sex, and geographical
location. Articles without such information may lead to misleading conclusions.

4. Conclusions

Vitamin D and vitamin D binding protein have an undeniable impact on human health.
Polymorphisms occurring in the VDBP gene can be a significant risk factor or prevalence
factor in many diseases associated with obesity, diabetes, PCOS, MD, or PD. Many studies
have shown VDBP and vitamin D level as a biomarker in many diseases, and if that is so,
knowing the role of SNPs in proteins may contribute to finding new approaches for many
syndromes and diseases associated with the vitamin D metabolic pathway.

In bone density, low levels of VDBP were associated with lowering BMD in the rs7041
“G” allele., while rs4588 “A” was linked to lower 25(OH)D levels and increased bone
fracture risk. In obesity, the rs4588 “C” allele was linked to lower 25(OH)D levels and
higher BMI scores among females. Rs4588 “T” and rs7041 “C” alleles increased risk in
developing PCOS among women who had vitamin D deficiency. In COPD, the rs7041 “T”
allele was associated with a higher risk of disease.

We believe that VDBP polymorphisms may affect the levels of vitamin D metabolites
and thus contribute to the development of certain diseases. However, we are aware
that most studies do not have a specific time of the year to measure vitamin D accurate
metabolite levels, which can be misleading due to its seasonal nature. Research to date,
although linking some diseases with vitamin D deficiency or VDBP polymorphisms, is not
sufficient if the underlying mechanism is not elucidated. For this purpose, further research
is required regarding the possible influence of SNP polymorphisms, their modifications in
the structure of the binding protein, and their influence on the organism.
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Abstract: Psoriasis is a multifactorial genetic disease for which the genetic factors explain about
70% of disease susceptibility. Up to 30–40% of psoriasis patients develop psoriatic arthritis (PsA).
However, PsA can be considered as a “disease within a disease”, since in most cases psoriasis is
already present when joint complaints begin. This has made studies that attempt to unravel the
genetic basis for both components of psoriatic disease enormously difficult. Psoriatic disease is also
accompanied by a high burden of comorbid conditions, mainly of the cardiometabolic type. It is
currently unclear whether these comorbidities and psoriatic disease have a shared genetic basis or not.
The nuclear factor of kappa light chain enhancer of activated B cells (NF-κB) is a transcription factor
that regulates a plethora of genes in response to infection, inflammation, and a wide variety of stimuli
on several cell types. This mini-review is focused on recent findings that highlight the importance
of this pathway both in the susceptibility and in the determinism of some features of psoriatic
disease. We also briefly review the importance of genetic variants of this pathway as biomarkers of
pharmacological response. All the above may help to better understand the etiopathogenesis of this
complex entity.

Keywords: psoriasis; psoriatic arthritis; NF-κB; comorbidities; genetic architecture

1. Introduction

Psoriasis is a chronic immune-mediated inflammatory dermopathy that affects 2–3%
of the general population. Its most common companion is psoriatic arthritis (PsA), a chronic
arthritis included under the spondyloarthritis concept that affects one-third of psoriasis
patients [1]. According to recent estimates, PsA can affect almost 0.6% of the adult popula-
tion [2]. Both psoriasis and PsA are the main poles of what is now regarded as psoriatic
disease, a systemic nature entity, where apart from the skin and musculoskeletal condition,
there are a wide variety of comorbidities, the most relevant being those of cardiometabolic
type [1,3]. In fact, we know of the tight connections between the inflammatory burden of
psoriatic disease and higher cardiovascular risk [1,4].

Psoriatic disease itself, as well as its pleomorphic clinical manifestations, result from
complex stochastic interactions between elements of genetic predisposition, immunopatho-
logical alterations, and environmental factors [1]. In the case of PsA, it is currently thought
that the genetic substrate of the disease favors certain alterations of the gut microbiome of
these patients, which gives rise to an IL17-type immune response, which have the potential
capacity to migrate to distant sites such as entheses and joints, where the activation of
certain lineages of innate cellularity (ILC-3 and γδ T cells), responsible for the beginning
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of the manifestations of the disease, would prevail (gut–joint axis theory) [1,5]. Adaptive
immunity would act, in this case, as positive feedback for the primal responses of innate
immunity [1,5].

Psoriasis is a multifactorial genetic disease for which the genetic factors explain about
70% of disease susceptibility [1,6,7]. However, PsA can be considered as a “disease within
a disease”, since in most cases psoriasis is already present when arthritis begins [1]. This
has made studies that attempt to unravel the genetic basis for both components of psoriatic
disease enormously difficult. Moreover, this information is essential as it would help
predict which psoriasis patients are at increased risk of developing arthritis over time.
Genetic factors are evident from the high prevalence of PsA among first-degree relatives
of PsA probands, and a recurrence risk ratio of 30–35 [1,6,7]. Also, the psoriatic disease
concordance rate for monozygotic twins is higher compared to that of dizygotic twins [1].
Like psoriasis, both dominant and recessive inheritance, as well as an excessive paternal
transmission pattern, has been proposed for PsA but neither apply, thus PsA has also been
considered a multifactorial polygenetic disease [1].

Genome wide association studies (GWAS) have revealed more than 80 risk loci as-
sociated with psoriatic disease that are basically incorporated into three fundamental
networks: (i) genes involved in the maintenance of the cutaneous barrier function, (ii)
genes that control innate immune responses mediated by NF-κB and interferon signaling,
(iii) genes that control adaptive immune responses that involves CD8 lymphocytes and
Th17 signaling [1,7]. However, most of them are related to psoriasis risk, while only a
few seem specific to PsA. Genes with genome-wide significance for PsA include HLA-B/C,
HLA-B, IL12B, IL23R, TNP1, TRAF3IP3, and REL [1,7]. Although recent GWAS studies
have identified numerous risk loci of psoriatic disease, almost 50% of the heritability of
the disease remains unknown, and most of the genes identified so far have a small weight
in the genetic etiology of the disease. This “lost” heritability can be attributed, among
others, to common variants that have a very small weight in risk, copy number variants,
epigenetic or epistatic interactions, or lack of power of current detection tools [1,7].

As we have commented so far, the concept of psoriatic disease not only refers to the
skin or musculoskeletal domains of the disease, but also to the wide variety of comorbidi-
ties that accompany it [1,3]. Therefore, it would be interesting to know if this complex
network of manifestations presents common or different genetic restriction elements. This
knowledge could be key in the future to lay the foundations of truly personalized medicine
for these patients.

This mini-review will focus on the importance of the NF-κB pathway, both in the
predisposition to psoriatic disease, as well as in the differentiation of the genetic architecture
of its different components, including the determinism of some of its comorbidities.

2. The NF-κB Signaling Pathway

The nuclear factor of kappa light chain enhancer of activated B cells (NF-κB) is a
transcription factor that regulates a plethora of genes in response to infection, inflammation,
and a wide variety of stimuli on immune cells [8,9]. This transcription factor represents
a family of structurally related proteins (p100 or NFκB2, p105 or NFκB1, p65 or RelA,
RelB, or c-Rel), which exist as homo- or heterodimers [8,9]. Effects of NF-κB are mediated
through three pathways. In the canonical pathway, (i) phosphorylation of inhibitory
IκB proteins (IkBα) leads to release of NF-κB and its nuclear translocation to promote
inflammation and cell survival. The p105 pathway (ii) is dependent on phosphorylation of
p105 proteins, leading to nuclear translocation of p52 heterodimer complexes to promote
inflammation. Different to the above two pathways, the alternate p100 pathway (iii) does
not depend on the NF-κB essential modulator (NEMO)-IKKa-IKKb (NEMO-IKK) complex
for phosphorylation, but rather on NF-κB inducing kinase (NIK), and IKKa heterodimers
phosphorylate p100 and allows nuclear translocation of p52/RelB heterodimers [8,9].

The pathogenetic role of NF-κB has been demonstrated in many diseases includ-
ing cancer, immune-mediated inflammatory diseases (IMIDs), as well as cardiovascular
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diseases [9]. Genome-wide association studies have revealed several psoriatic disease
susceptibility genes associated with the NF-κB pathway [10]. In addition, the role of NF-κB
in psoriasis is supported by studies that reported its differential expression in normal vs.
affected skin, but also by studies that showed that the inhibition of this transcriptional
factor by several compounds ameliorated skin inflammation [11,12].

Due to its relevance to this review, we will refer in detail to a specific pathway, which
involves TNF-α and the NF-κB transcription complex (Figure 1) with special focus on
genetic variations in CARD14, TNFSRF1B, NFKB1, NFKBIA, and NFKBIZ.
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Figure 1. The TNF-α/TNFRSF1A,B/NF-KB signaling pathway. TNF-α is a pro-inflammatory
cytokine synthesized by various cell lineages, mainly macrophages, dendritic cells, keratinocytes
as well as various T cell types. It exerts its functions through binding to type 1 (TNFR1) and 2
(TNFR2) cell membrane receptors. TNFR2 (TNFRSF1B) shows higher affinity for TNF-α. NF-κB
is a dimer made up of Rel family proteins (p50, p52, Rel A/p65, cRel, and Rel B), the p50/p65
heterodimer being the most common. In the absence of TNF-α stimulation, the activity of NF-κB
is regulated at cytoplasmic level by an inhibitory complex of proteins called IKB or Kappa Beta
inhibitors (IkB alpha, beta, and epsilon) that regulate its function by blocking its translocation to the
nucleus. The binding of TNF-α to its receptors triggers the activation of the inhibitor kinases of NF-κB
or “IKK complex” consisting of IKK-alpha, IKK-beta and IKK-gamma or NEMO. The characteristic
event is the phosphorylation of IKB-alpha by the IKKa/b complex, inducing its ubiquitination and
degradation by the proteasome; and thus, allowing the release of NF-κB. Once in the nucleus, NF-
κB meets another inhibitory protein called IKBZ. Likewise, IKBZ can act as a transcription factor
regulated by IL-17A, IL-1beta, and to a lesser extent, by TNF-α. In turn, IKBZ plays an important role
in the development and expansion of Th17 lineages. Finally, CARD14 activates NF-κB by partially
known mechanisms (see text for more details), although some authors suggest that CARD14 would
activate the IKK complex, consequently regulating the activity of NF-κB, leading to an increase in
its transcriptional activity. TNF-α: tumor necrosis factor-alpha. TNFR1 (TNFRSF1A): TNF-α type
1 receptor. TNFR2 (TNFRSF1B): TNF-α type 2 receptor. NF-κB: nuclear factor of kappa light chain
enhancer of activated B cells. IKB: kappa-beta inhibitors. IKK: inhibitor kinases of NF-κB. IKBZ:
z-inhibitor protein of NF-κB. IL: interleukin. Th: T-helper. CARD14: caspase recruitment domain
family member 14.

Activation of the NF-κB pathway leads to increased transcription of numerous genes
including proinflammatory cytokines, chemokines, and growth factors, all of which are
involved in the onset and perpetuation of the inflammatory response in psoriatic dis-
ease [11,12]. Interestingly, the activation of NF-κB induces the production of TNF-α, which
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in turn can stimulate this pathway, thus resulting in positive proinflammatory feedback,
and playing a key role in the chronicity of the skin/joint inflammatory response [11,12].
Moreover, an association between high levels of TNF-α and the activation of NF-κB has
been found in the skin of patients with psoriasis; and therefore, a possible mechanism of
action of anti-TNFα drugs would be, at least in part, the inhibition of the transcriptional
activity of NF-κB [13], as we will see later.

3. Role in the Etiology of Psoriatic Disease

The caspase recruitment domain family member 14 (CARD14) is an intracellular scaf-
fold protein that is prominently expressed in keratinocytes and mediates NF-κB activation
through the formation of a CBM (CARD14-BCL10-MALT1) signaling complex [14]. It has
been shown that gain-of-function mutations of CARD14 enhance CBM complex forma-
tion in keratinocytes driving hyperactivation of the NF-κB pathway [15]. This leads to
transcription of several chemokines (CCL20, CXCL1, and CXCL2), cytokines (IL-36 and
IL-19), and antimicrobial peptides, followed by recruitment and activation of neutrophils,
dendritic cells, and T cells [15]. Activated dendritic cells in turn release IL-23, which drives
the downstream expression of IL-17 and IL-22, two central cytokines in the pathogenesis of
the disease [15]. Variations in the CARD14 gene have been associated with psoriatic disease.
Jordan et al. identified 15 nucleotide variants in the CARD14 gene significantly associated
with the risk of psoriasis [16]. In a meta-analysis, they confirmed the association between
rsll652075 (p. Arg820Trp) and psoriasis [17]. This association was later confirmed by two
large meta-analysis [18,19]. We also found a statistically significant association between
rsll652075 (CC genotype) and the risk of developing psoriasis (OR 1.59), regardless of the
Cw6 genotype. However, we did not find genotypic differences related to psoriasis severity,
age at disease onset (above or below 40 years), PsA, or family history of psoriasis [20].

The TNFSRF1B gene encodes the type 2 membrane receptor for TNF-α. The SNP TN-
FRSF1B rs1061622 (p. Met196Arg) has been implicated in the risk of several IMIDs [21,22].
This variant has hardly been studied in psoriatic disease. In our population, we did not find
differences in allelic and genotypic frequencies between patients and controls for the SNP
rs1061622. Neither were differences found in psoriasis severity, nor between the presence
or absence of PsA. However, we did find an increased frequency of the G allele in the Cw6
+ patients (OR 1.69), which suggests an increased risk of developing psoriasis conditioned
by the HLA-Cw6 allele [23].

The NFKB1 gene encodes the p50 protein, responsible for binding to the consensus
sequence of the promotor region of many genes [8,9]. The most studied and best character-
ized polymorphism of this gene is a 4 nucleotide indel in the promoter region (rs28362491;
-94 of the ATTG). The copies of the gene with the deletion would have less promoter
activity and, therefore, translate into lower protein levels, which could explain the genetic
associations described for this variant [24]. Other variants located at the chromosomal
region where NFKB1 is found have been investigated and related to the risk of psoriasis,
specifically rs1020760 and rs1609798 [25]. A study in a Han Chinese population has recently
established the association between the SNP rs1020760, psoriasis, and a positive family
history of psoriasis [26]. We studied the SNP rs230526 A/G in the NFKB1 gene, which is
in complete linkage disequilibrium (LD) with rs28362491 (-94 of ATTG). Therefore, the
genotypes of rs230526 would allow us to infer those of rs28362491. Despite this, we did not
find any difference between allelic or genotypic frequencies in patients and controls. We
also did not see a significant effect on its severity, PsA, or the age of onset of psoriasis; nor
differences in relation to the presence of HLA-Cw6 [27].

NFKBIA gene encodes IκBα, a cytoplasmic inhibitor of the NF-κB transcriptional
complex. That is, its binding to the complex keeps it inactive in the cytoplasm by blocking
its ability to move to the cell nucleus. In response to certain stimuli, IκBα is phosphorylated,
and this releases it from the complex, which can now migrate to the nucleus and act as a
multigenic transcription factor [8,9]. Variants in this gene have been associated with the
risk of myocardial infarction and several IMIDs [28,29]. In 2010, two GWAS established
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the association of two NFKBIA SNPs and the risk of psoriasis, while in 2015 a third GWAS
confirmed the association of an additional SNP with psoriasis [30–32]. We have studied the
rs7152376 SNP, which is in complete LD with rs12883343, a SNP related in the literature
with both psoriasis and PsA. We did not find any association between rs7152376 and the
risk of psoriasis, psoriasis severity, or the age at disease onset. However, we did find a
statistically significant association between the rare G allele and the risk of PsA, with a
dominant effect (AG + GG vs. AA). The rare NFKBIA rs7152376 C was significantly more
frequent in PsA vs. controls (OR 2.03). The difference was even higher between PsA vs.
“pure” psoriasis (OR 3.2) [33]. These findings are in line with the results of a meta-analysis
that described the association of rs12883343, in complete LD with rs7152376, and the risk
of PsA [34]. In this meta-analysis, the rare allele was also more frequent in PsA than in
controls (meta-OR 1.22). Therefore, this variation in NFKBIA could be a true risk marker
for PsA within the psoriatic complex.

The NFKBIZ gene encodes the IKBζ protein. The activity of NF-κB is regulated by
nuclear inhibitors, such as IKBζ, which block its binding to DNA [8,9]. On the other hand,
these peptides have a dual effect since by themselves they can act as transcription factors
activating the expression of genes regulated by IL-17 or TNFα [35]. In 2015, Tsoi et al.
described the genetic association between the NFKBIZ SNP rs7637230 and psoriasis [36].
This SNP is located outside the gene at the 3 ‘end, so it could be an indirect marker of some
variant in NFKBIZ associated with its expression and/or function. The best candidate
described so far would be an indel-type polymorphism in intron 10, rs3217713. Given
its proximity to the 5 ‘end, it could influence the processing of total RNA into messenger
RNA, an aspect that should be further investigated in vitro. We have investigated this indel
SNP in psoriatic disease. When studying rs3217713, we did not find significant differences
between patients and controls, and between the different clinical groups of patients, except
for Cw6. Interestingly, the risk of developing psoriasis conferred by the combination of
Cw6 + and rs3217713 ins/ins was statistically higher (OR 3.61) than the risk conferred
by each genotype separately, which suggests some mechanism of genetic interaction or
epistasis between both loci [37].

4. NF-κB Pathway Variants and Drug Response

Due to the various levels of regulation, the NF-κB signaling pathway can be potentially
targeted at various levels including kinases, phosphatases, ubiquitination, nuclear translo-
cation, DNA binding, protein acetyl transferases, and methyl transferases [38]. Currently
available drugs for the treatment of psoriasis and PsA interact in some way with these
targets within the NF-kB signaling pathway. For example, NSAIDs are commonly used
in the treatment of PsA and have been shown to inhibit the activity of IKKβ, preventing
the degradation of IκB and blocking NF-κB nuclear translocation. Glucocorticoids are
highly effective in the topical treatment of active psoriatic lesions but also as systemic
agents in PsA and have been shown to inhibit NF-κB through both indirect and direct
mechanisms. Indirectly, glucocorticoids induce the transcription and synthesis of IκBα,
enhancing the retention of NF-κB in the cytoplasm and effectively inhibiting its activation.
However, under certain conditions, glucocorticoids can directly inhibit activated NF-κB
via competition between p65 and the glucocorticoid receptor for limited nuclear supplies
of coactivator proteins. Both receptors require these coactivators for maximal activity, and
by sequestering the available stores, glucocorticoids interfere with p65-dependent gene
activation. Stimulation of human synovial cells with TNFα results in NF-κB activation
and subsequent cell proliferation, with NF-κB blockade able to activity inhibit this TNFα-
induced proliferation. Anti-TNFα biologics effectively remove these upstream activator
stimuli, and as such, the inhibition of NF-κB activation can be considered part of their
mechanism of action [38]. Secukinumab, an anti–IL-17A antibody, mediates some of its
antipsoriatic effects by rapidly inhibiting IκBζ and subsequently IκBζ signature genes,
which highly suggests that IL-17A/IκBζ signaling is a key driver of the complex psoriatic
phenotype. These data strongly indicate that an important and very early mechanism of
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action of anti–IL-17A therapy in patients with psoriasis is a reduction in IκBζ expression
and a concomitant reduction in expression of IκBζ signature genes. It is possible that the
IL-17A/IκBζ signaling axis also plays a role in the pathogenesis of psoriatic arthritis [39].

The search for genetic markers of good/bad response to drugs is a booming field,
but still in its infancy. In this case, we will focus on the associations between NF-κB
pathway variants and the response to anti-TNFα drugs. Anti-TNFα blocking agents could
negatively modulate the signaling of the NF-κB pathway [13]. Genetic variations in the
components of this pathway, particularly those that are related to the risk of psoriatic
disease, could serve as pharmacogenetic markers. With respect to CARD14 gene, we
did find a significant association between rsll652075 (CC genotype) and the response to
anti-TNFα drugs measured as PASI 75 at 24 weeks (OR 3.71) [40]. In our study cohorts,
carriers of the G allele (GT + GG genotypes) of rs1061622 TNFRSF1B were associated with a
worse response to anti-TNFα drugs (OR 2.34) [23]. However, the literature shows disparate
results both in psoriatic disease and in other IMIDs, in this regard [41]. In our experience
with anti-TNFα drugs, we did not observe any association between the genetic variants in
NFKB1, NFKBIA, and drug response. However, in the case of NFKBIZ, the insertion allele
was found more frequently in the group of non-responders, with a recessive effect (II vs.
ID + DD p = 0.02), and OR for the negative drug response of 3.01 (95%CI: 1.15–7.88) [42].
However, the results of the literature in this regard are also disparate [43]. Anyway, it must
be considered that this insertion allele is associated with the risk of psoriasis conditioned
by the presence of HLA-Cw6, and the latter has also been linked to drug response in this
disease [44].

5. NF-κB Genetic Variants and Cardiometabolic Comorbidity

Psoriatic disease is accompanied by extracutaneous and extra-articular manifestations,
as well as by a wide range of comorbidities. Compared with controls, patients with pso-
riatic disease have a higher incidence rate of other autoimmune diseases, cardiovascular
disease, obesity/overweight, depression, anxiety, smoking, cancer, diabetes, alcohol abuse,
osteoporosis, uveitis, and fatty liver disease [45]. One of the common connectors between
the disease and its comorbidities is inflammation. For example, chronic inflammation in
both psoriatic disease and atherosclerosis promotes increased production of adipokines and
pro-inflammatory cytokines (e.g., TNF) with consequent insulin resistance and endothelial
dysfunction. Also, data from animal models and human studies highlight the proathero-
genic role of IL-17 on vascular inflammation, acting in synergy with TNF and IL-6. IL-17 is
involved in endothelial dysfunction, hypertension, plaque progression and destabilization,
stroke, and myocardial infarction. IL-17 also links inflammation with insulin resistance and
adipocytes dysfunction (two common aspects of the so-called psoriatic metainflammation).
In mice models with systemic inflammation and insulin resistance, there is accumulation of
IL-6/IL-17 co-expressing T cells in the adipose tissue; these cells enhance leptin production,
which eventually acts in synergy with IL-6 and IL-17 to promote Th17 differentiation.
This complex network drives local and systemic insulin resistance, and, in fact, IL-17
neutralization improves glucose uptake. Another example of these relationships is seen
in osteoporosis (OP), another common comorbidity among psoriatic patients. Cytokines
involved in PsA pathogenesis have an effect on bone cell activity with possible inhibitory
or stimulatory stimuli on osteoclasts and osteoblasts. TNF, IL-6, and IL-1, for example,
exert stimulatory activity toward osteoclasts and inhibitory activity toward osteoblasts.
IL-12 and IL-23 are also critical to inflammation-induced bone resorption. Specifically, IL-23
upregulates the receptor activator of nuclear factor kappa- B (RANK) on preosteoclasts and
induces Th17 cells to produce IL-17. IL-17, one of PsA signature cytokines, promotes bone
resorption via RANK ligand upregulation. Indeed, Th17 cells have been found to be highly
increased in blood and tissues of patients with OP [45].

In any case, for the purposes of this review, we will focus on the most important
comorbidity in these patients, such as cardiovascular disease. Although psoriatic disease is
frequently accompanied by cardiovascular comorbidity, the potential genetic connections
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between this comorbidity and psoriatic disease have received little attention. Furthermore,
we do not know whether the genetic pathways to both cardiovascular comorbidity and pso-
riatic disease are common or differ. Although some studies suggest shared genes between
psoriasis and cardiometabolic comorbidity, others suggest that the genetic architecture of
psoriatic disease and cardiometabolic traits are largely distinct [46,47]. The NF-κB pathway
might play a role in the pathogenesis of renal disease and type 2 diabetes mellitus (T2DM).
In that sense, we studied 487 individuals, all Caucasian and aged 65–85 years. A total of
104 (21%) had impaired renal function and 30% were diabetics. The NFKB1 variants were
significantly associated with T2DM: rs7667496 (OR 1.68) and rs28362491 (OR 1.67). There
was a trend toward the association of these variants with impaired renal function. The
two NFKB1 variants were in LD, and homozygous for the two non-risk alleles (rs7667496
CC + rs28362491 II), were significantly more common in the non-diabetics [48]. Therefore,
NFKB1 gene variations may be related to T2DM and an impaired renal function, both
aspects clearly present in psoriatic patients [1,3].

Several reports show that the transcription factor NF-κB also activates genes involved
in various cardiovascular diseases, in the pathogenesis of cardiac remodeling, and heart
failure [49]. NF-κB is activated in the heart in many conditions: during acute ischemia and
reperfusion, during unstable angina or in response to preconditioning [49]. An association
between inflammation and cardiovascular risk has been suggested by the evidence that
inflammatory cytokines, including IL-1β, IL-6, IL-18, and TNF-α, are increased in patients
with heart failure, and increased inflammatory markers, such as C-reactive protein, predict
a worse survival during acute coronary syndromes [49]. The association between psoriatic
disease and cardiovascular risk has been clearly established over the last decade [1,3,4].
We determined whether common variants in three NF-κB genes were associated with
early-onset coronary artery disease (CAD). Allele and genotype frequencies for the NFKB1
rs28362491 (-94 delATTG) and NFKBIA rs8904 were not significantly different between
patients and controls. For the NFKBIZ rs3217713, the deletion allele was significantly more
frequent in early-onset CAD patients. Deletion-carriers were more frequent in CAD (OR
1.48). Therefore, NFKBIZ variant was an independent risk factor for developing early-onset
CAD [50]. However, in a recent meta-analysis of 13 case-control studies with 17 individual
cohorts containing 9378 cases and 10,738 controls, the mutant D allele in NFKB1 rs28362491
locus increased the risk of CAD [51].

Table 1 summarizes the main results of this review.

Table 1. Genetic variants within the TNF-α/NF-κB pathway and psoriatic disease features.

Genetic Variant Disease Feature

CARD14 rsll652075 (p. Arg820Trp)

- Increased risk of developing psoriasis [16–20]. Good
anti-TNFα drug response among CC genotype
carriers [40].

TNFSRF1B rs1061622
(p. Met196Arg)

- Increased risk of developing psoriasis conditioned
by HLA-Cw6 positivity [23]. Worse response to
anti-TNFα drugs among G genotype carriers [23].

NFKB1 * rs28362491 (−94 of ATTG)

NFKB1 rs7667496/rs28362491

- No apparent association with disease risk and/or
disease phenotypes [27]. Increased risk for coronary
artery disease [51].

- Type 2 diabetes. Impaired renal function [48].
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Table 1. Cont.

Genetic Variant Disease Feature

NFKBIA rs7152376 C
(complete LD with rs12883343)

- Significant association with PsA [33,34]
- Risk of myocardial infarction and several

IMIDs [28,29].
- Increased psoriasis risk [30–32]. Increased psoriasis

risk [30–32].

NFKBIZ rs7637230
NFKBIZ rs3217713 ins/ins

NFKBIZ rs3217713 del/del

- Increased risk of developing psoriasis [36].
- Increased risk of developing psoriasis conditioned

by HLA-Cw6 positivity [37]. Insertion allele more
frequent among anti-TNFα non-responders, with a
recessive effect [42].

- Early-onset coronary artery disease [50].

* Other variants located at the chromosomal region where NFKB1 is found have been investigated and related to
psoriasis risk, specifically rs1020760 (also associated with a positive family history) and rs1609798 [25,26]. LD:
linkage disequilibrium. IMIDs: immune-mediated inflammatory diseases. CARD14: caspase recruitment domain
family member 14 gene. TNFSRF1B: Type 2-TNFα receptor gene. NFKB1: NFκB subunit 1 gene. NFKBIA: NFκB
alpha-inhibitor gene. NFKBIZ: NFκB zeta-inhibitor gene.

Obesity, the core element of metabolic syndrome (MetS), is common among patients
with psoriatic disease [1,3]. The NF-κB pathway is involved in the low-grade chronic
inflammation associated with obesity. The noncanonical IkB kinase ε and TBK1 are up-
regulated by overnutrition and may therefore be suitable potential therapeutic targets for
MetS [52]. Also, NF-κB modulates apical components of metabolic processes including
metabolic hormones such as insulin and glucagon, and therefore this pathway is also
involved in both insulin resistance and sensitivity, another key component of psoriatic
disease-associated MetS [3,49]. The importance between metabolic derangements and
NFκB-mediated inflammation associated with psoriatic disease is already moving to the
practical realm. Thus, it has recently been set that obese, diabetic, and hypertensive patients
with PsA tend to present a better response and persistence to secukinumab, an anti-IL17A
therapy [53].

6. Conclusions

The NF-κB is an essential regulator of inflammatory and metabolic processes associ-
ated with psoriatic disease. Genetic variants of this pathway are associated not only with
the risk of suffering the condition but may also be at the base of the comorbidities that fre-
quently accompany it. These variants can also help improve treatment selection. In recent
years, genetic variant analysis of the NF-κB pathway has contributed to a finer dissection of
the genetic architecture of psoriatic disease. However, we still need further analysis of these
genetic variants, especially with an emphasis on non-canonical regulators of this pathway,
which currently have a direct implication in the appearance of important comorbidities of
psoriatic disease such as diabetes and obesity. Thus, for example, an IKK/TBK1 inhibitor
has been tested in obese individuals with type 2 diabetes showing encouraging results [52].
These findings may have future implications for a disease approach focused on the needs
of each psoriatic patient.
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Abstract: Syncope, defined as a transient loss of consciousness caused by transient global cerebral
hypoperfusion, affects 30–40% of humans during their lifetime. Vasovagal syncope (VVS) is the most
common cause of syncope, the etiology of which is still unclear. This review summarizes data on
the genetics of VVS, describing the inheritance pattern of the disorder, candidate gene association
studies and genome-wide studies. According to this evidence, VVS is a complex disorder, which
can be caused by the interplay between genetic factors, whose contribution varies from monogenic
Mendelian inheritance to polygenic inherited predisposition, and external factors affecting the
monogenic (resulting in incomplete penetrance) and polygenic syncope types.

Keywords: syncope; vasovagal syncope; genetics; complex disorders; susceptibility; twin studies;
family studies; candidate gene association studies; genome-wide studies

1. Introduction

Syncope, or fainting, is characterized by global cerebral hypoperfusion, transient
loss of consciousness with disturbed postural tone, disturbance of the cardiovascular and
respiratory systems, and spontaneous recovery back to the normal state [1].

A reduction in systemic blood pressure (BP) causing a decrease in cerebral blood flow
plays a major role in the pathogenesis of syncope [2]. In turn, systemic BP depends on
cardiac output and systemic peripheral vascular resistance [2,3]. The cardiac output and
peripheral vascular resistance are affected by many factors such, as autonomic dysfunction,
various cardiovascular (CV) diseases, decreased venous return, etc. The classification
of syncope is based on these and other factors. According to the European Society of
Cardiology Guidelines for the diagnosis and management of syncope [1], the following
subtypes of syncope are distinguished: reflex syncope, cardiac syncope, and syncope due
to orthostatic hypotension.

Approximately 40% of humans during their lifetime have transient loss of conscious-
ness [4]; two-thirds of them are reflex syncope (also known as neurally mediated syn-
cope) [5]. Vasovagal syncope (VVS) is the most common type of fainting in this group.
A person develops VVS due to abnormal autonomic control of blood circulation, when
sympathetic tone is decreased and the parasympathetic nervous system temporarily be-
comes overactive, thus resulting in arterial hypotension and cerebral hypoperfusion. VVS
is often accompanied by bradycardia, and in some cases, by prolonged asystole [6]. VVS
can be induced by various triggers such as orthostatic stress, exposure to emotional stress,
medical manipulations, etc., and has such autonomic symptoms as hot flushes and nausea
followed by dizziness and transient loss of consciousness. Although the outcome of VVS is
favorable, this condition significantly worsens quality of life and can cause physical and
mental injury. VVS more likely occurs at a young age, although cases when it first occurs
in middle-aged and elderly patients have also been reported [7]. There are sex-specific
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differences in the prevalence and clinical manifestations of VVS: females are 50% more
likely to have premonitory signs and symptoms of VVS than males [8].

A surrogate marker, the head-up tilt test (or prolonged passive head up tilt testing)
has been used to diagnose VVS since the late 1980s. In this test, the patient is moved
from the horizontal to vertical position using a special tilting table in order to simulate
the neurally mediated reflex and induce syncope. The probability that VVS is induced
during the head-up tilt test is 40–60%. The positive head-up tilt test response is associated
with frequent VVS episodes and may be indicative of significant severity of orthostatic
disorders [9]. Meanwhile, a negative head-up tilt test does not always mean that an
individual cannot be diagnosed with neurally mediated syncope. This diagnosis should
be suspected in individuals with typical clinical manifestations once all other reasons for
transient loss of consciousness have been eliminated. The causes and the mechanism of
VVS development have not been fully elucidated yet. This review describes and analyzes
the publications focusing on the contribution of genetic components to the development of
VVS. Having identified the genetic risk factors, one obtains efficient tools for performing a
personalized prognosis of susceptibility to VVS. Furthermore, the molecular foundations
of VVS pathogenesis can be revealed to develop new strategies for its prevention and
management.

2. The Inheritance Pattern of VVS

The first step in studying hereditary diseases is often to perform a familial aggregation
analysis. If familial aggregation is revealed, the patient’s relatives have a higher risk of
developing the disease compared to the average risk within a population, which is inversely
proportional to the genetic distance from the proband. The earliest studies focused on
the inheritance of VVS have identified familial aggregation of syncope. Kleinknecht and
Lenz [10] reported that 66% of students that faint as a result of seeing blood or injuries on
themselves or on others had at least one parent with VVS, while 41% of non-fainters had
parents with VVS (p < 0.01). Among individuals with VVS unrelated to medical triggers,
94% of subjects had a family history of syncope [11].

In an early study, the family history of 30 children with VVS was examined [12]. For
24 of these children, their family histories were compared to those of their best friends (the
control group). In these two groups, 90% of children with VVS and only 33% of children in
the control group (p < 0.01) had at least one first degree relative also suffering from VVS.
Furthermore, 37% of children with VVS had both a sibling and a parent with syncope vs.
4% of controls (p < 0.05). It was inferred that VVS is a complex disorder with both inherited
genetic and external factors involved in its development.

In a study [13] involving 441 patients with VVS confirmed by the head-up tilt test,
19% of patients were found to have a familial history of this condition. It turned out
that 37.2% of relatives of these patients also had VVS episodes. The researchers drew the
conclusion that VVS undoubtedly has a genetic component and suggested that VVS either
is an autosomal recessive disorder or its inheritance pattern is complex (does not strictly
obey the Mendelian inheritance pattern).

Studying family history records identified families in which several generations suf-
fered from VVS [14,15]. Thus, the study [15] presented a case report of a family consisting
of three generations where all nine family members suffered from syncope. In this family,
the inheritance pattern of VVS coincided with that expected in cases of autosomal dominant
inheritance with incomplete penetrance.

Therefore, family aggregation studies of VVS inevitably demonstrated that probands
with VVS were more likely to have a positive family history compared to the control group.
A number of researchers have put forward a skeptical hypothesis that family aggregation
might be observed randomly due to the high syncope rate among the population [16,17];
other scholars, however, do not support this point of view [18].

Twin studies allow one to examine the contribution of genetics to the development
of a disease/phenotype by comparing the concordance in monozygotic and dizygotic
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twins. The first twin study focusing on syncope was conducted in 659 twin pairs from the
Australian Twin Registry with respect to syncope related to blood/injury/injection fear [19].
A significant family aggregation of this type of syncope was observed; however, statistical
methods could not discern contributions of the genetic component and overall external
factors as the reason for fainting. In another study conducted on 51 monozygotic twin pairs
from the Australian Twin Registry where at least one twin experienced syncope, a higher
concordance among monozygotic twins compared to dizygotic ones was observed [20].
Significant effects were revealed both for syncope unrelated to external factors (p = 0.018)
and for syncope related to typical vasovagal triggers (sight of blood, injuries, medical
manipulations, standing too long in one place, or pain) (p < 0.001). The results of this study
are also consistent with the assumption that VVS is a complex disorder, with both genetic
and environmental factors contributing to its development. According to [20], the number
of close relatives suffering from VVS complies with an autosomal dominant inheritance
pattern in 7 out of 19 pairs of concordant monozygotic twins.

A total of 2,694,442 subjects from several Swedish nationwide registries were enrolled
in a recent large-scale study [21], including 1,570,128 siblings, out of whom 24,020 subjects
were twins; 264,244 subjects were half-siblings; and 1,044,546 subjects were cousins. The risk
of syncope among relatives with VVS was maximal in twins and decreased systematically
depending on the genetic distance from the proband.

The reported data are indicative of the role played by the genetic component in the
development of VVS. However, as mentioned in the review by Sheldon and Sandhu [17],
a significant number of cited studies have drawbacks such as the lack of clearly defined
diagnostic criteria for the formation of initial study groups and/or control groups and the
use of approaches based on self-assessment of patients whose recollections can be biased
(especially with respect to the family history of syncope).

The effect of sex and age on the risk of VVS can be another reason for erroneous results.
Indeed, a study enrolling 62 medical students and their families reported that females
were more likely to experience syncope than males [22]. By the age of 30 years, the risk
of syncope for females and males was 34% and 10%, respectively, if both their parents
had no VVS episodes. This parameter increased to 48% and 28% for females and males,
respectively, if one of the subjects’ parents had VVS, and was as high as 78% (females) or
55% (males) if both parents had VVS. A positive maternal history of VVS increased the risk
of syncope threefold in both male and female descendants, while a positive paternal history
of VVS increased the risk only for male descendants. Similar data were obtained using the
proportional hazards model [14]. It was shown that both male and female descendants
with maternal history of VVS were more likely to experience syncope than those whose
mother was a non-fainter, while the paternal history of syncopal episodes significantly
increased the risk of VVS in sons but not in daughters. Interesting observations were made
regarding the family history of three concordant monozygotic twin pairs with recurrent
VVS [14,23]. The mother of a pair of twin girls also suffered from syncope [14], while both
parents of the two pairs of twin boys were non-fainters [14,23]. The risk of VVS increases
with age: the first syncopal episode occurs in most patients by age 30 years, followed by
syncope recurrence over the next decades [7].

Hence, the individual susceptibility to VVS largely depends on one’s sex and age,
as well as on the sex of the parent who suffers from VVS. These data are consistent with
the theory of a potential contribution of epigenetic factors to the development of VVS.
Epigenetic regulation is not related to nucleotide sequence changes in the genome, but
affects the transcriptional level of the genes important for phenotype development via
covalent modification of DNA or histone proteins. Since sex hormones can modulate gene
expression, the differences in prevalence of VVS in males and females can be attributed to
the sex-hormone-dependent epigenetic mechanisms.

Overall, the observed complex inheritance pattern demonstrates that VVS has complex
(multifactorial) origins: its development can be regulated by interplay between the genetic
and epigenetic, as well as environmental factors. Importantly, environmental factors
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can modulate epigenetic processes [24], and these two mechanisms are not alternative
in real practice. Meanwhile, taking into account the clinical heterogeneity of VVS and
data variation in selected publications on family history, pedigrees, and results of twin
studies, it is quite likely that the contribution of environmental factors and the inherited
genetic component varies within a broad range. In turn, the genetic component can vary
from monogenic Mendelian inheritance (with autosomal recessive or autosomal dominant
patterns) to polygenic inherited predisposition.

What is the ratio between the different inheritance patterns of VVS? The findings
reported in [25] provide a rough idea of this. Among the 44 multiplex families with VVS
examined in [25], an autosomal dominant inheritance pattern was revealed in 6 families.
The largest of these families included 30 subjects suffering from VVS in 3 generations; in
the remaining 5 families, the number of subjects with VVS ranged from 4 to 14.

3. Candidate Gene Association Studies

The conventional approach to searching for genes involved in disease/phenotype
development still remains relevant and is based on analyzing the association of individual
candidate genes with the phenotype. An assumption that a gene is possibly associated
with the phenotype is made based on the function of the gene product (the “phenotype-
to-gene” approach). According to views on pathogenesis of VVS, one can expect that the
genes whose products regulate the functioning of the autonomic nervous system and the
cardiovascular system are mainly involved in syncope development. It is worth mentioning
that genes are ascribed to either of these categories rather tentatively, since the autonomic
nervous system regulates the function of all internal organs, including the heart and blood
vessels, while variations in functioning of the cardiovascular system trigger a response
from the nervous system. In most cases, researchers analyze polymorphic variants of genes,
represented by single nucleotide polymorphisms (SNPs).

Data obtained from case-control studies on the association between carriership of
polymorphic variants of a certain candidate gene and susceptibility to VVS are summarized
in Table 1. The genotype frequencies in patients with VVS and non-fainting controls were
compared in almost 50% of the studies. In the remaining studies, a surrogate marker was
used instead of controls: patients susceptible and not susceptible to induction of VVS by
the head-up tilt test were employed. Undoubtedly, this comparison can be reasonably
performed, but it is not equivalent to direct comparison of the presence or absence of
VVS. Indeed, as one can see in Table 1, the identified associations between a gene and
the head-up tilt test response often mismatch the data obtained by comparing patients
and controls.

Before we discuss the results obtained by assessing the involvement of individual
genes in the development of VVS, we would like to point out the methodological flaws
that some of the cited studies have. In a conventional association study, the groups being
compared need to be characterized according to the ESC Guidelines for the diagnosis
and management of syncope [4]. However, in actual practice, the study groups (and
especially the control one) were often formed using questionnaire data only. The study
group could include individuals with suspected VVS rather than those with a definitive
diagnosis [26], or include patients with a history of both typical and atypical VVS [27]. In
individual studies, patients and controls in the groups being compared were members
of the same families, which does not meet the sample independence criterion [28]. Fi-
nally, the sample size was often insufficient: the number of probands with VVS ranged
from 50 [29] to 347 individuals [30], while the number of controls ranged from 32 [31] to
150 individuals [32]. The publication that stands apart is study [33], where population-
wide data from an earlier study [34] was used as the control group. Although a study
containing large control groups is certainly appealing, this method generates doubts when
taking into account the high population-wide frequency of VVS.
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Table 1. Data on the association of polymorphic loci of candidate genes with vasovagal syncope (VVS).

Gene
Symbol
(Protein)

Rs Number
(Amino Acid
Substitution)

Ref.

Probands with VVS, N Controls
(without VVS,

Ctrl), N

p Value
(Compared

Groups)
Note

Total Tilt
+

Tilt
−

Genes of the adrenergic receptors

ADRA1A
(Alpha 1—
adrenergic
receptor)

rs1048101
(Arg347Cys)

[35] 89 89 0 40 <0.001
(VVS vs. Ctrl)

All controls were
with a negative

tilt test

[28] 82 * * 78 NS
(VVS vs. Ctrl)

[36] 129 73 56 0 NS
(Tilt+ vs. Tilt−)

[37] 134 88 46 0 NS
(Tilt+ vs. Tilt−)

rs1383914
rs574584
rs573542

[37] 134 88 46 0 NS
(Tilt+ vs. Tilt−)

ADRB1
(Beta 1

adrenergic
receptor)

rs1801253
(Arg389Gly)

[29] 50 33 17 0 0.012
(Tilt+ vs. Tilt−)

[38] 70 48 22 0 0.001
(Tilt+ vs. Tilt−)

[36] 129 73 56 0 NS
(Tilt+ vs. Tilt−)

Also no association
with the number of

new syncope

[39] 205 95 110 143 NS
(VVS vs. C)

[28] 82 * * 78 NS
(VVS vs. C)

[37] 134 88 46 0 NS
(Tilt+ vs. Tilt−)

[40] 123 123 0 0
0.012

(Arg389Arg vs.
Arg389Gly)

Association with
the number of

syncope

rs1801252
(Ser49Gly)

[36] 129 73 56 0 NS
(Tilt+ vs. Tilt−)

Also no association
with the number of

new syncope
episodes

[28] 82 * * 78 NS
(VVS vs. Ctrl)

[37] 134 88 46 0 0.02
(Tilt+ vs. Tilt−)

ADRB2
(Beta 2

adrenergic
receptor)

rs1042713
(Gly16Arg)

[36] 129 73 56 0 NS
(Tilt+ vs. Tilt−)

[37] 134 88 46 0 0.04
(Tilt+ vs. Tilt−)

rs1042714
(Gln27Glu)

[36] 129 73 56 0 NS
(Tilt+ vs. Tilt−)

[37] 134 88 46 0 NS
(Tilt+ vs. Tilt−)
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Table 1. Cont.

Gene
Symbol
(Protein)

Rs Number
(Amino Acid
Substitution)

Ref.

Probands with VVS, N Controls
(without VVS,

Ctrl), N

p Value
(Compared

Groups)
Note

Total Tilt
+

Tilt
−

ADRB3
(Beta 3

adrenergic
receptor)

rs4994 [37] 134 88 46 0 NS
(Tilt+ vs. Tilt−)

Genes of the serotonin signaling

SLC6A4
(Serotonin

transporter)

rs25531 [41] 191 117 74 0 NS
(Tilt+ vs. Tilt−)

rs4795541 [36] 129 73 56 0 NS
(Tilt+ vs. Tilt−)

no rs;
43-bp inser-

tion/deletion
in the

promoter
region

[28] 82 * * 78 NS
(VVS vs. Ctrl)

There was a trend
towards

gender-specific
differences in the

effect of alleles
(p > 0.05)

HTR1A
(Serotonin

5-HT1A
receptor)

rs6295 [28] 82 * * 78
0.005

(VVS vs. Ctrl,
only males)

COMT
(Catechol
O-methyl-

transferase)

rs4680 [28] 82 * * 78

0.017
(VVS vs. Ctrl,

with
gender-specific

allele effect)

Genes of the adenosine receptors

ADORA2A
(Adenosine

A2A
receptor)

rs5751876
(Tyr361Tyr)

[42] 105 52 53 121

< 0.0001
(Tilt+ vs. Tilt−)

NS
(VVS vs. Ctrl)

There was also an
association with

the
frequency of

syncope episodes

[30] 347 207 140 83

NS
(VVS vs. Ctrl)

NS
(Tilt+ vs. Tilt−)

An association was
observed with

heart rate in the
early phase of tilt

and during
syncope

[28] 82 * * 78 NS
(VVS vs. Ctrl)

G protein signaling genes

GNAS1
(G protein

alpha
subunit)

rs7121
C393T (silent

mutation
Ile131)

[43] 137 96 41 0 <0.001
(Tilt+ vs. Tilt−)

[44] 307 207 100 74

NS
(VVS vs. Ctrl)

NS
(mild vs.

malignant
syncope)

[28] 82 * * 78 NS
(VVS vs. Ctrl)
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Table 1. Cont.

Gene
Symbol
(Protein)

Rs Number
(Amino Acid
Substitution)

Ref.

Probands with VVS, N Controls
(without VVS,

Ctrl), N

p Value
(Compared

Groups)
Note

Total Tilt
+

Tilt
−

GNB1
(G protein

beta 1
subunit)

rs17363334
rs77354509
rs79516120

[45] 74 74 0 208 NS
(VVS vs. Ctrl)

GNB3
(G protein

beta 3
subunit)

rs5443
C825T

leads to
alternative

splicing with
a loss of 41

amino acids

[27] 68 68 0 0

<0.001
(typical vs.
non-typical
vasovagal
history)

56 patients with
typical VVS
history and
12—with

non-typical VVS
history

[31] 213 * * 32 NS
(VVS vs. Ctrl)

All controls were
with a negative tilt

test

[44] 307 207 100 74

NS
(VVS vs. Ctrl)

NS
(mild vs.

malignant
syncope)

[46] 217 152 65 0 NS
(Tilt+ vs. Tilt−)

[36] 129 73 56 0 NS
(Tilt+ vs. Tilt−)

[26] 157 91 66 109

NS
(VVS vs. Ctrl)

NS
(Tilt+ vs. Tilt−)

Patients with
suspected VVS

GNG2
(G protein
gamma 2
subunit)

no rs;
c.87 + 34G

> A
[45] 74 74 0 208 NS

(VVS vs. Ctrl)

RGS2
(G protein
signaling
regulator)

rs4606
C1114G

[46] 217 152 65 0 NS
(Tilt+ vs. Tilt−)

[44] 307 207 100 74

NS
(VVS vs. Ctrl)

NS
(syncope
severity)

[47] 214 145 69 40

0.04
(different
number of

syncope
episodes)

[32] 300 150 150 150

NS
(VVS vs. Ctrl)

NS
(Tilt+ vs. Tilt−)
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Table 1. Cont.

Gene
Symbol
(Protein)

Rs Number
(Amino Acid
Substitution)

Ref.

Probands with VVS, N Controls
(without VVS,

Ctrl), N

p Value
(Compared

Groups)
Note

Total Tilt
+

Tilt
−

Genes of the potassium channels

KCNJ5
(Inwardly
rectifying
potassium

channel,
subfamily J,
member 5)

rs45516097 [45] 74 74 0 208 0.001
(VVS vs. Ctrl)

Minor allele T
is less common

in patients
with VVS

rs6590357
rs7118824
rs7118833
rs7102584
rs4937391

[45] 74 74 0 208 NS
(VVS vs. Ctrl)

KCNJ3
(Inwardly
rectifying
potassium

channel,
subfamily J,
member 3)

rs16838016
rs3111033
rs17642086
rs80085601

[45] 74 74 0 208 NS
(VVS vs. Ctrl)

KCNH2
(Voltage-

gated
potassium

channel
subfamily H
member 2)

rs1805123 [28] 82 * * 78 NS
(VVS vs. Ctrl)

KCNE1
(Voltage-

gated
potassium

channel
subfamily E
member 1)

rs1805127 [28] 82 * * 78 NS
(VVS vs. Ctrl)

Genes encoding vasoactive proteins

ACE
(Angiotensin-

converting
enzyme)

rs4646994
insertion/

deletion of the
Alu repeat

[33] 165 165 0 >6000 NS
(VVS vs. Ctrl)

Control data
according to

[34]

[41] 191 117 74 0 NS
(Tilt+ vs. Tilt−)

AGT
(Angiotensi-

nogen)
rs699 [41] 191 117 74 0 NS

(Tilt+ vs. Tilt−)

AGTR1
(Angiotensin

II receptor
Type 1)

rs5186 [41] 191 117 74 0 NS
(Tilt+ vs. Tilt−)

eNOS
(Endothelial

NO
synthase 3)

rs2070744
rs1799983 [28] 82 * * 78 NS

(VVS vs. Ctrl)
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Table 1. Cont.

Gene
Symbol
(Protein)

Rs Number
(Amino Acid
Substitution)

Ref.

Probands with VVS, N Controls
(without VVS,

Ctrl), N

p Value
(Compared

Groups)
Note

Total Tilt
+

Tilt
−

EDNRA
(Endothelin

type A
receptor)

rs5333 [48] 107 58 49 208

NS
(VVS vs. Ctrl)

NS
(Tilt+ vs. Tilt−)

EDN1
(Endothelin 1)

rs1800997
insertion/
deletion
3A/4A

[48] 107 58 49 208

NS
(VVS vs. Ctrl)

0.048
(Tilt+ vs. Tilt−)

Allele 4A is
associated with a
positive tilt test

Other genes

DBH
(Dopamine

beta
hydroxylase)

rs1611115 [36] 129 73 56 0 NS
(Tilt+ vs. Tilt−)

CHRM2
(Muscarinic
M2 receptor)

rs138806839
c.1114C > G [45] 74 74 0 208 NS

(VVS vs. Ctrl)

Tilt+: VVS patients with a positive tilt test. Tilt−: VVS patients with a negative tilt test. Associations are considered significant at p < 0.05
and highlighted in bold. NS—non-significant. * Data not provided.

Since such neurotransmitters as norepinephrine, epinephrine, and serotonin are be-
lieved to play a major role in the development of syncope, genetic factors of susceptibility
to VVS are primarily searched for among genes encoding receptors, carrier proteins, and
enzymes partaking in the synthesis of these mediators.

The genes encoding adrenergic receptors are the most interesting candidate genes
for VVS; the contribution of polymorphic variants of these genes was studied both to the
development of VVS and head-up tilt test response. In the ADRA1A gene encoding the
alpha-1A adrenergic receptor, the SNP rs1048101 (1039T > C) is responsible for a Cys347Arg
substitution at the C-terminal end of alpha-1 adrenergic receptor; this substitution can
affect receptor–protein interactions and, therefore, signal transduction from the receptor to
the cell. Hernández-Pacheco et al. compared groups consisting of 89 tilt-positive patients
and 40 healthy tilt-negative subjects without a history of VVS, heart or lung disease, and
revealed a positive association between VVS and carriership of the C allele and the CC
genotype (i.e., the presence of Arg347 in the protein) (p < 0.001) [35]. The authors suggest
that Arg347 accelerates receptor internalization and therefore reduces the intracellular
concentration of calcium ions, causing vasodilation and reducing venous return, thus
increasing the risk of BP reduction and the development of VVS. In another study, a
comparison of 82 patients with VVS with 79 healthy controls without structural or ECG
cardiac abnormalities originating from one of nine families did not identify this association
(this sample was used to analyze another 11 polymorphisms) [28]. The researchers put
forward a hypothesis that rs1048101 (Arg347Cys) is associated with a positive head-up tilt
test response rather than with VVS, although their samples were not characterized using
the head-up tilt test. However, this assumption is not consistent with data obtained in
studies where the polymorphic variants of the ADRA1A gene were compared in tilt-positive
and tilt-negative patients with VVS. Thus, Sorrentino et al. [36] revealed no association
between ADRA1A rs1048101 and head-up tilt response in 129 patients suffering from VVS
without a history of cardiovascular disease or carotid sinus syndrome who were not taking
medications affecting the cardiovascular system. A recent study observed differences in
allele/genotype frequencies for neither rs1048101 nor other SNPs of the ADRA1A gene
(rs1383914, rs574584, and rs573542) when comparing 88 tilt-positive and 46 tilt-negative
patients with VVS [37].
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Most of the studies listed in Table 1 focus on the contribution of variants of the beta 1
adrenergic receptor gene ADRB1 to the development of VVS. This gene mediates positive
chronotropic and inotropic effects in the cardiac muscle tissue and acts as a target for
beta blockers. Researchers focused on two SNPs in the coding region of the ADRB1 gene,
rs1801253 (Arg389Gly) and rs1801252 (Ser49Gly), which affect the receptor function and
its response to adrenoblockers. The Arg389Gly polymorphism resides in the C-terminal
region of the beta 1 adrenergic receptor, affects its binding to G protein and, thereby, activa-
tion of adenylate cyclase. The Arg389 variant was shown to stimulate adenylate cyclase
more efficiently and enhances signal transduction from adrenergic receptors compared to
Gly389 [49]. The Ser49Gly polymorphism resides in the extracellular domain of the protein;
the Gly49 variant enhances receptor desensitization after exposure to agonist and reduces
receptor activity [50]. Comparison of patients suffering from VVS and the controls without
previous history of fainting revealed no association between the SNP rs1801253 or SNP
rs1801252 and VVS [28,39]. However, associations have been detected when comparing
tilt-positive and tilt-negative patients. Thus, an association between the rs1801253(G) allele
and positive head-up tilt test response (p = 0.012) [29] and, showing a good agreement with
these data, an association between the CC genotype and negative head-up tilt test response
(p < 0.001) were revealed [38]. However, a more recent study employing a larger sample
replicated the data on association only between the SNP rs1801253 (but not SNP rs1801252)
and the positive head-up tilt test response (p = 0.02) [37]. Sorrentino et al. [36] found no
association between both of these polymorphic regions and head-up tilt test response.
Special mention should be made of the study where the association of genotypic and
phenotypic traits in 123 tilt-positive patients who had at least three syncopal episodes over
one year was assessed [40]. Patients with the CC genotype (Arg389Arg) had a much higher
number of syncopal episodes (p = 0.012); these patients also showed a better response to
beta blocker therapy compared to those with the CG genotype (Arg389Gly) (p < 0.001).

For variants of the beta 2 adrenergic receptor gene, ADRB2, a comparison was per-
formed only between tilt-positive and tilt-negative patients with VVS. No association of
ADRB2 rs1042713 or ADRB2 rs1042714 with head-up tilt test response was found [36].
Márquez et al. [37] also found no association between rs1042714 and head-up tilt test
response but observed this association for rs1042713 (p = 0.04). They also found an asso-
ciation between rs4994 in the ADRB3 gene encoding beta 3 adrenergic receptor and the
head-up tilt test response (p = 0.03).

Therefore, data on contribution of polymorphic variants of genes encoding alpha and
beta adrenergic receptors to genetic susceptibility to VVS are rather controversial. When pa-
tients with VVS were compared to healthy controls, only an association between ADRA1A
rs1048101 and VVS was observed [35], whereas no associations were detected when making
other similar comparisons (including one more study for rs1048101 [28]). When analyzing
the association between polymorphic variants of the adrenergic receptor genes and head-up
tilt test response, an association was observed for 4 out of 13 comparisons.

The previously mentioned study [36] focused not only on SNPs of the adrenergic
receptor genes, but also on the rs1611115 variant of the DBH gene encoding dopamine beta-
hydroxylase, which catalyzes conversion of dopamine to norepinephrine. Comparison of
tilt-positive and tilt-negative patients with VVS found no association between this SNP and
head-up tilt test response (the data are provided in the “Other genes” section of Table 1).

There currently is no agreement regarding the role of serotonin in VVS development.
An assumption was made that since serotonin is related to BP regulation and is found in the
brain regions involved in the development of VVS, this neurotransmitter may contribute
due to the antisympathetic effects mediated by the central nervous system [51]. Table 1
summarizes data on the association of head-up tilt test response and the SLC6A4, HTR1A,
and COMT genes, whose products participate in the serotoninergic system. No differences
in the carriership of polymorphic variants of rs25531 [41] and rs4795541 [36] in the serotonin
transporter gene SLC6A4 between tilt-positive and tilt-negative patients with VVS were
found. Negative results were also received for the insertion/deletion polymorphism L/S
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(43 bp Ins/Del) within the promoter of this gene for patients with VVS compared to healthy
controls [28].

A study [28] conducted using familial data reported interesting findings on sex-related
differences in the contribution of the genes of the serotoninergic system to the development
of VVS. Association of the G allele of the SNP rs6295 (1019G > C) of the serotonin 1a
receptor gene (HTR1A) with VVS was revealed only in males (p = 0.005). This polymorphic
variant resides in the promoter region of the gene directly within the binding site of the
transcription factor NUDR, which can affect the receptor expression level [52]. As reported
in the study [28], the A allele of the SNP rs4680 (472G > A, Val158Met) of the COMT gene
encoding catechol-O-methyl transferase related to a reduction in the enzyme level was
associated with a lower risk of VVS in males and higher risk in females (p = 0.017). The
COMT gene is known to have different effects on cerebral function and dysfunction in
males and females, and is involved in sex-specific dimorphism of susceptibility to mental
disorders [53]. It should be mentioned here that catechol-O-methyl transferase catalyzes
the degradation of dopamine, as well as epinephrine, norepinephrine, and catechol estro-
gens; it is not directly related to the serotoninergic system. However, the reduced level of
this enzyme increases the concentration of dopamine, which competes with serotonin for
transport proteins capable of carrying monoamines, and disrupts serotoninergic regulation.
Sheldon et al. [28] observed a similar trend of sex specificity for the L allele of the inser-
tion/deletion polymorphism L/S in the SLC6A4 gene; however, the differences did not
reach statistical significance (p = 0.059). A conclusion has been drawn that males carrying
any of the aforementioned three allelic variants of the genes involved in serotoninergic
regulation are protected against VVS compared to females and to other males not carrying
these allelic variants. Undoubtedly, these results need to be reproduced using independent
samples.

A large group of candidate genes refers to the genes whose products are involved
in functioning of the cardiovascular system (regulation of cardiac rhythm and vascular
tone, as well as BP maintenance). Special focus is placed on the genes whose products
participate in purinergic signal transduction (adenosine receptors), nitric oxide metabolism,
functioning of potassium channels, and of the renin–angiotensin–aldosterone system.

The association of the SNP rs5751876 in the ADORA2A gene encoding adenosine A2A
receptor with susceptibility to VVS, as well as to induction of VSS during the head-up tilt
test, was investigated in three publications. The study [42], which included 105 patients
with a history of at least two syncopal or presyncopal episodes over the preceding year
and 121 healthy controls, identified an association of the CC genotype of rs5751876 with
a positive head-up tilt test response in VVS patients (p < 0.0001), as well as with a high
frequency of syncopal episodes (p = 0.004), however, no association with susceptibility to
VVS has been found. The SNP rs5751876 is responsible for the synonymous substitution
Tyr361Tyr. The researchers suggested that this polymorphism may affect gene expression
level and protein folding. In a more recent study, analyzing a much greater number of
patients (n = 347) with a history of at least one syncopal episode of unknown etiology and
85 controls without a history of syncopal episodes, no association of this SNP with head-up
tilt test response or VVS was detected [30]. Sheldon et al. [28] also observed no association
of the SNP rs5751876 with susceptibility to VVS.

Many receptors involved in signal transduction in patients suffering from VVS belong
to the group of G protein-coupled receptors. The potential role of genes encoding G
proteins in the formation of genetic predisposition to VVS has mainly been investigated by
Lelonek et al. In the series of studies, they analyzed the SNP rs7121 of the GNAS1 gene
encoding protein G subunit alpha, the SNP rs5443 of the GNB3 gene encoding protein G
subunit beta 3, and the SNP rs4606 of the RGS2 gene encoding the G protein signaling
regulator 2; these SNPs have also been analyzed by other researchers. A comparison of
VVS patients with healthy controls revealed that none of these genes are associated with
VVS [31,46,47]. Other researchers obtained similar results for the GNAS1 [28], GNB3 [26],
and RGS2 genes [32]; the sample size of the group analyzed in [32] was rather large (300
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children with VVS and 150 healthy children). Furthermore, no association of the SNPs
rs17363334, rs77354509, or rs79516120 of the GNB1 gene encoding G protein subunit beta
1 and c.87 + 34G > A of the GNG2 gene encoding G protein subunit gamma 2 with VVS
was detected [45]. No association between polymorphisms of the GNAS1 and GNB3 genes
and syncope severity was revealed in patients with a history of more than three syncopal
episodes over the preceding two years [44]. Meanwhile, polymorphisms in the GNB3
gene were found to be associated with a history of VVS (typical VVS vs. atypical VVS)
(p < 0.001) [27]; polymorphisms in the RGS2 gene were found to be associated with the
number of syncopal episodes (p = 0.04) [47]. Out of five studies focusing on the association
between the G protein genes (GNAS1, GNB3 or RGS2) and head-up tilt test response,
such an association was found only in study [43] for the SNP rs7121 of the GNAS1 gene
(p < 0.001).

Hence, the best reproducibility of findings has been achieved by analyzing the associ-
ation between G protein genes and VVS. These data allow one to infer that the analyzed
polymorphic variants of the G protein genes have no significant contribution to VVS
susceptibility.

Potassium channels are involved in cardiac rhythm and vascular tone regulation. An
association between the SNP rs45516097 of KCNJ5 (a gene encoding one of the potassium
channel proteins) and VVS was identified when compared 74 tilt-positive patients without
cardiac, endocrine, or neurological disorders and 208 healthy blood donors (p = 0.001) [45].
No association with VVS was observed for the SNPs rs6590357, rs7118824, rs7118833,
rs7102584, and rs4937391 of the KCNJ3 gene. Negative results were also obtained in this
study for the SNP rs138806839 of the CHRM2 gene encoding acetylcholine receptors M2
(muscarinic receptors) capable of modulating muscarinic potassium channels (the data
are provided in the “Other genes” section of the Table 1). Furthermore, no association of
KCNH2 rs1805123 and KCNE1 rs1805127 with VVS was found [28].

Endothelial nitric oxide synthase (eNOS) plays a crucial role in the regulation of vascu-
lar tone, blood flow, and BP. However, there were no association between the polymorphic
regions of the eNOS gene and VVS [28].

Association of VVS with polymorphic variants of other candidate genes whose prod-
ucts are involved in regulation of vascular tone and BP (the SNPs rs4646994 of the ACE
gene encoding angiotensin-converting enzyme [33,41], rs699 of the angiotensin gene AGT,
rs5186 of the AGTR1 gene encoding angiotensin II [41], rs10478694 of the endothelin 1 gene
EDN1 [48], and rs5333 of the endothelin receptor type A gene EDNRA [48]) have also been
studied, but no association with VVS has been revealed. However, the 4A polymorphism
of the EDN1 gene (rs10478694) was shown to be associated with a positive head-up tilt
test response (p = 0.048). Carriers of this allele have increased endothelin-1 production.
Since endothelin-1 has a vasoconstrictive effect and is expected to prevent VVS, researchers
suggest that its involvement in the development of VVS is not confined to affecting vascular
tone and is possibly related to a different mechanism [48].

Therefore, studies focusing on the role of individual candidate genes in VVS patients
are rather controversial, which can be explained by small sample size and ethnic differences
in the groups being compared, as well as the fact that it is rather labor-intensive to diagnose
this condition. Furthermore, patients with VVS subdivided into tilt-positive or tilt-negative
were used as controls in a number of studies, or patients with typical and atypical syncope
were compared. A plausible reason for non-reproducibility of the results is that the control
groups were formed from conditionally healthy individuals without any prior diagnostics,
which is especially important because of the high frequency of VVS (up to 25%) in the
general population. Meanwhile, the association data for a number of genes (such as
serotoninergic system genes, potassium channel genes, most vascular-tone-regulating
genes, etc.) have been obtained in a single study and need to be reproduced. Taking into
account the complex pathogenesis and heterogeneous clinical course of VVS, it is fair to
assume that this disorder is polygenic. However, none of the studies analyzed the overall
contribution of candidate genes to its development.

168



Int. J. Mol. Sci. 2021, 22, 10316

4. Genome-Wide Studies

Unlike the “candidate gene” approach when a hypothesis regarding potential involve-
ment of a gene in phenotype is put forward according to its nature and function of the gene
product (the “phenotype-to-gene” approach), the genome-wide searching for genes in-
volved in disease/phenotype development employs panels of genetic markers with known
chromosomal localization. These panels can be used to identify the genomic regions where
these genes localize, and then search for the genes directly associated with the phenotype
within these genomic loci is performed. This approach can be defined as the “genome-to-
gene” approach. Polymorphic variants distributed over the entire genome more or less
uniformly serve as genetic markers. Most typically, those are SNPs. Insertions/deletions
(indels) and mini- or microsatellite repeats are also analyzed rather commonly. Microarrays
and other modern technologies allow one to simultaneously identify as many as several
dozen thousand to several million polymorphisms within a single sample.

Genome-wide studies were originally applied to analyze the linkage between a disease
and chromosomal loci in families where several members had this disease. Later, genome-
wide association studies (GWAS) were used as a more powerful tool for studying human
genetic architecture.

The first genome-wide study of VVS was conducted by linkage analysis in a large
family presumably with autosomal dominant inheritance (30 affected individuals with VVS
over three generations) using microarray-based SNP genotyping data [25]. In this family,
significant linkage to the locus on chromosome 15q26 was revealed for VVS; the logarithm
of odds score was 3.28. Sequencing of the SLCO3A1, ST8SIA2 and NR2F2 candidate genes
residing within the linkage interval detected no mutations. Linkage to the chromosome
15q26 region was excluded in two additional large families, suggesting that different genes
may be relevant in the development of VVS in these families.

Demir et al. [54] conducted the first GWAS of VVS based on comparing the copy
number variations (CNV) of repetitive genomic regions sized from one thousand to several
million base pairs. Due to the greater genome coverage ensured by CNV compared to SNP
markers, CNV is an important source of genetic variability and is regarded as an alternative
type of DNA marker. The small study involved 16 subjects from four families with familial
VVS; 13 of these subjects had a history of recurrent syncope and positive head-up tilt test
response, while 3 subjects had no history of syncope. Twenty-six CNV variants whose
presence in the genome differed significantly in patients with VVS compared to healthy
subjects (p < 0.05) was revealed. In patients with VVS, the CNV segments were longer
than those in healthy controls. However, the copy number presumably is not directly
related to the pathophysiology of syncope, since no identical CNVs specific for individuals
diagnosed with VVS have been identified.

The accuracy of assessments made in association studies directly depends on the
number of DNA samples being studied. It is noteworthy that both patients and controls
need to belong to the same ethnic group. A large-scale GWAS for syncope and collapse was
conducted in 2020 [55]. This study used UK Biobank metadata [56], containing detailed
information on the health status and genotyping results of more than 500,000 subjects. A
total of 805,426 SNPs were examined as potential genetic markers. A British population
was enrolled in the study: a group consisting of 9163 patients with syncope or collapse
according to the International Classification of Disease (ICD-9, code 780.2, and ICD-10,
code R55) and 399,798 healthy controls.

A new locus on chromosome 2q32.1 associated with VVS was identified at a signifi-
cance level complying with modern requirements of GWAS results (the Bonferroni-adjusted
p value for 1,000,000 comparisons needs to be <5 × 10−8). The p value for the lead SNP
rs12465214 was 5.8 × 10−15; for the other four SNPs in this locus (rs7593266, rs17582219,
rs12621296, and rs2219224), the p value ranged from 1.0 × 10−9 to 3.3 × 10−8. Carriership
of the rs12465214*C risk allele was characterized by a hazard ratio of 1.13 (95% confidence
interval 1.10–1.17) [55].
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Results of this study were validated using the Danish Neonatal Screenings Biobank
database [57]. Samples from 2352 subjects suffering from syncope and 51,929 controls were
selected for GWAS analysis, which confirmed the association of the rs12465214*C allele
with syncope (p = 8.82 × 10−6).

Functional annotation identified 26 genes in the locus associated with a risk of syn-
cope [55]; the researchers believe that the ZNF804A gene encoding zinc finger protein 804A
is the most plausible candidate gene associated with the risk of developing VVS. The SNP
rs12465214 resides at a distance of approximately 250 kb from this gene and affects its ex-
pression as shown by the transcriptome analysis also conducted in [55]. Using quantitative
polymerase chain reaction (q-PCR), the authors demonstrated that the ZNF804A gene was
preferentially expressed in the brain, cerebral arteries, and endocrine tissue rather than in
the cardiac muscle tissue [55].

The ZNF804A gene is known to be associated with schizophrenia and bipolar disor-
der [58,59]. Its protein product regulates processing of mRNA precursors and expression of
genes, associated with synaptic transmission and development of the nervous system [60].
Based on these data, the search for associations of the VVS-associated SNPs rs12465214,
rs7593266, rs17582219, rs12621296 and rs2219224 with schizophrenia was performed [55]
using the GWAS data for schizophrenia [61]. However, none of these SNPs were associated
with schizophrenia at a nominal significance level [55].

Enhanced expression in patients with VVS was shown for other genes encoding zinc
finger proteins (ZNF28, ZNF845 and ZNF146) in a study involving a Chinese cohort of
children with VVS- and age-matched controls [62].

Therefore, convincing findings on the association of the rs12465214*C risk allele
residing on chromosome 2 in close proximity to the ZNF804A gene encoding zinc finger
protein 804A have been obtained and validated using GWASs on two large ethnically
homogeneous cohorts [55]. This protein contains an N-terminal C2H2-type zinc finger
domain (Cys2-His2) [63]. Such domains are typical of classical transcription factors [64].

However, this study has serious limitations related to the fact that the definition of the
disease was given using the ICD-10 code “syncope and collapse,” without differentiating
between syncope subtypes. Since VVS is the most common type of syncope [65], there is
hope that the identified associations describe the genetic nature of this specific subtype.
However, this assumption needs to be verified experimentally.

5. Conclusions

The question regarding the genetic nature of VVS was raised in the late 1980s, and is
still far from being fully answered.

Data on the inheritance of VVS accumulated thus far are indicative of its familial
aggregation; the genetic component can vary from a monogenic Mendelian inheritance
pattern to polygenic inherited predisposition. The observed genetic heterogeneity can be
correlated with both the diversity of VVS triggers and its clinical heterogeneity.

Both genetic and external factors contribute to the development of VVS; they can
play a role in monogenic (resulting in incomplete penetrance) and polygenic syncope. The
effect of external and epigenetic factors makes polygenic VVS a conventional complex
(multifactorial) disorder. Interplay between these factors is responsible for the complex
inheritance pattern. Since the effect of external factors can modulate epigenetic processes,
these mechanisms cannot be fully delineated.

While the familial analysis data are rather convincing, the conventional approach to
searching for the genes involved in syncope development by analyzing the association
with individual candidate genes (selected according to VVS pathophysiology and function
of the gene product) has not yielded unambiguous results yet. Although the range of
candidate genes is rather broad, genes whose association with VVS that can be confirmed
using independent samples or at least obtained by comparing large cohorts of patients and
controls sufficient to perform robust statistical analysis are yet to be discovered.
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The “genome-to-gene” approach has been used to analyze genetic architecture in a
few studies and has yielded fundamentally important results. The genome-wide linkage
analysis of VVS in several multiplex families with autosomal dominant inheritance patterns
revealed the mutant locus 15q26 in only one family [25]. These data argue convincingly in
favor of the genetic heterogeneity of VVS. In 2020, a GWAS involving large heterogeneous
study groups (patients with syncope and collapse vs. healthy controls) revealed a single
polymorphic variant (rs12465214) associated with the disease at a genome-wide significance
level in the locus 2q32.1, which was later validated using an independent sample [55]. At
first glance, this finding is not consistent with the genetic heterogeneity of VVS, to say
nothing of the group of syncope and collapse patients that is more heterogeneous in terms
of clinical characteristics. Further research is needed to resolve this controversy. Today, it
is only fair to state with a high degree of probability that the phenomenon of observing a
single syncope-associated locus (while its genetic heterogeneity has been established) is
attributed to the key functions of the gene closely linked to the rs12465214.

Hadji-Turdeghal et al. [55] believe that the association of the SNP rs12465214 with
syncope is most likely due to the fact that it resides in close proximity to the ZNF804A
gene in locus 2q32.1. The C2H2 transcription factor containing zinc finger protein 804A
(ZNF804A) encoded by the ZNF804A gene can play a pivotal role in the protein–protein
interaction network by participating in various regulatory and signaling pathways involved
in syncope development.

We believe, however, that it is not the only possible interpretation of the results.
When discussing localization of the lead SNP associated with syncope, rs12465214, on
chromosome 2, Hadji-Turdeghal et al. [55] classified it as an intergenic variant. However,
the SNP rs12465214 actually resides in the shared intron of two non-coding RNA genes,
LOC105373776 and LOC102724340, in the positive and negative DNA strands, respectively.
Although the functions of these genes are unknown, we presume that these very genes
might be responsible for the role of the 2q32.1 region as a locus associated with the risk of
syncope development. As reported in the NCBI database [66], these genes produce several
transcript variants which are long non-coding RNAs (lncRNAs). Residing in the intron, the
SNP rs12465214 can affect splicing of the transcripts of these genes, thus altering the com-
position of lncRNAs. According to modern views, lncRNAs play a crucial role in regulating
of the expression of numerous genes in various biological and pathophysiological contexts
(in particular, in neuronal dysfunction and immune response) [67]. It is quite reasonable to
assume that lncRNAs are involved in the formation of the genetic architecture of syncope.

Identifying genetic and epigenetic factors involved in VVS has proven to be a promis-
ing field of research, not only to improve knowledge of risk factors for VVS, which could
be of help for prevention, but also to improve the understanding of the pathophysiology of
syncope subtypes, and to optimize and personalize the treatment of patients with syncope
in the future.
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Abstract: The tumor viruses human T-lymphotropic virus 1 (HTLV-1), hepatitis C virus (HCV),
Merkel cell polyomavirus (MCPyV), high-risk human papillomaviruses (HR-HPVs), Epstein-Barr
virus (EBV), Kaposi’s sarcoma-associated herpes virus (KSHV) and hepatitis B virus (HBV) account for
approximately 15% of all human cancers. Although the oncoproteins of these tumor viruses display
no sequence similarity to one another, they use the same mechanisms to convey cancer hallmarks on
the infected cell. Perturbed gene expression is one of the underlying mechanisms to induce cancer
hallmarks. Epigenetic processes, including DNA methylation, histone modification and chromatin
remodeling, microRNA, long noncoding RNA, and circular RNA affect gene expression without
introducing changes in the DNA sequence. Increasing evidence demonstrates that oncoviruses cause
epigenetic modifications, which play a pivotal role in carcinogenesis. In this review, recent advances
in the role of host cell epigenetic changes in virus-induced cancers are summarized.

Keywords: chromatin remodeling; circular RNA; DNA methylation; histone modification; non-
coding RNA; oncogenes; tumor suppressor genes; tumor virus

1. Introduction

Viruses are infectious agents that can cause malignant and non-malignant diseases.
Approximately 15% of all human cancers have a viral etiology and six human viruses are
firmly associated with cancer [1]. They include the RNA viruses human T-lymphotropic
virus 1 (HTLV-1) and hepatitis C virus (HCV), and the DNA viruses Merkel cell poly-
omavirus (MCPyV), high-risk human papillomaviruses (HR-HPVs), Epstein-Barr virus or
human herpes virus-4 (EBV/HHV-4), Kaposi’s sarcoma-associated herpes virus or human
herpesvirus-8 (KSHV/HHV-8) and hepatitis B virus (HBV) [2–4]. Despite their differences
in structure and genome, all human tumor viruses apply the same mechanisms to induce
oncogenesis. They convey the hallmarks of cancer on the host cell. Human viral oncopro-
teins will cause cells to evade growth suppression and apoptosis, to sustain proliferation
and immortalization, to induce mutations and genome instability, to promote chronic
inflammation, invasion/metastasis and angiogenesis, to escape immune destruction, and
to deregulate cellular energetics [5,6]. Many of these processes are brought about by virus-
mediated changes in gene expression because viral oncoproteins can directly modulate
gene expression by activating transcription factors, inhibiting transcriptional repressors,
and acting as transcription factors [5,6]. Oncoviruses can also affect cellular gene expres-
sion by epigenetic mechanisms, including modifying host DNA methylation, inducing
chromatin remodeling, expressing viral-encoded non-coding RNAs such as microRNAs,
long non-coding RNAs (lncRNAs) and circular RNAs (circRNAs), and changing cellular
non-coding RNAomics [7].

It is very difficult to study the epigenetic changes in virus-induced cancer cells for
several reasons. Tumors are usually not detected in an early stage and tumor cells represent
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end products rather than initiation products. Moreover, oncoviruses have often a very long
incubation time and virus-induced tumors often occur several decades after the original
infection [8–10]. It is challenging to differentiate between an epigenetic change that is
directly due to viral infection, due to the host antiviral response or due to a subsequent
downstream effect of the transformation process [11]. In vitro infection studies with human
oncoviruses may give an idea of the initial epigenetic changes triggered by viral infection,
but for oncoviruses such as HPV, MCPyV and HBV good cell systems are lacking.

Viruses also employ epigenetic changes to regulate their life cycle. This review focuses
predominantly on the role of virus-induced epigenetic modifications of the host cell in
carcinogenesis. The reader is referred to excellent reviews that expound how epigenetic
changes modulate the viral life cycle replication [12–15].

2. Oncoviruses and Host Cell DNA Methylation
2.1. The Cellular DNA Methylation Machinery

DNA methylation occurs at cytosine residues in CpG dinucleotides and is a funda-
mental mechanism in silencing gene transcription and is catalyzed by a family of DNA
methyltransferases (DNMTs). DNMT3A and DNMT3B are responsible for establishing
DNA methylation. DNMT3L is catalytically inactive but stimulates the enzymatic activity
of DNMT3A/3B. DNMT1 is responsible for maintaining the DNA methylation pattern.
Erasing DNA methylation is executed by the demethylating enzymes ten-eleven transloca-
tion (TET), activation-induced cytidine deaminase (AICDA) and thymine DNA glycosylase
(TDG). Methylation of DNA reduces gene expression, whereas demethylation has the
opposite effect. Methylation of DNA can prevent transcription regulatory proteins to
bind or allow proteins with high affinity for methylated CpG to bind. There are three
families of such proteins: methyl-CpG-binding domain (MBD), ubiquitin-like, contain-
ing PHD and RING finger domain (UHRF), and Zinc-finger domain. The MBD family
comprises MeCP2, MBD1, MBD2, MBD3, and MBD4. The UHRF family contains UHRF1
and UHRF2, and the last family includes Kaiso, Zinc finger and BTB domain containing
4 (ZBTB4) and ZBTB38 [16,17]. MeCP2 and MBD2 act as transcription repressors by recruit-
ing histone deacetylases (HDACs), the nucleosome remodeling complex (NuRD), and the
transcriptional repressor switch independent 3A (SIN3A) [18,19]. However, both MeCP2
and MBD2 were shown to function as transcriptional activators [20,21]. The other CpG
binding proteins have been less studied.

Aberrant methylation is associated with diseases, including cancer [22,23]. Induction
of de novo (de)methylation is one of the common mechanisms used by all human tumor
viruses to alter host cell gene expression. Remarkably, virus-induced (de)methylation is
non-random and occurs at CpG islands of specific genes, whose role in cancer has been
well-established. This will be discussed for each human tumor virus in Sections 2.2–2.8 and
the effects of viral oncoproteins on enzymes involved in CpG methylation are summarized
in Table 1.

Table 1. Effects of viral oncoproteins on DNA methylating/demethylating enzymes. See text for details.

Viral Oncoprotein DNA Methylation/Demethylation Enzymes References

HTLV-1
Tax MDB2 recruitment [24,25]

Unknown Increased DNMT1 and DNMT3B levels [26]

HCV
Core protein Increased DNMT1 and DNMT3B levels [27–30]

MCPyV Unknown

HR-HPV
E6 Increased DNMT1 level [31,32]
E7 Increased DNMT1 level and activity [31,32]

176



Int. J. Mol. Sci. 2021, 22, 8346

Table 1. Cont.

Viral Oncoprotein DNA Methylation/Demethylation Enzymes References

EBV
LMP1 Increased DNMT1, DNMT3A, and DNMT3B levels and activity [33–36]
LMP1 Increased recruitment of DNMT1 to promoters [37]
LMP1 Decreased DNMT1 level [38]

LMP2A Increased DNMT1 and DNMT3A levels [39,40]
LMP2A Decreased TET1 and TET2 levels [41]

EBNA3C Increased DNMT3A level [42]
Unknown Increased DNMT3A level [38]
Unknown Decreased DNMT3B level [38]

KSHV
LANA Increased recruitment of DNMT3A to promoters [43–45]
LANA Increased recruitment of MeCP2 to promoters [46]
vIRF1 Increased DNMT1 level [47,48]
vIL6 Increased DNMT1 level [49]

HBV
HBx Releasing DNMT3A from promoters [50]
HBx Increased DNMT1 level and recruitment [51]
HBx Increased DNMT3A level and recruitment [52–56]
HBx Decreased DNMT3B level [52,54–56]
HBx Recruitment of MeCP2 [52]
HBx Decreased DNMT3A level [52]
HBx Decreased DNMT3L level [50]
HBx Increased recruitment of MeCP2 [50]
HBx Increased recruitment of MBD1 [54]

2.2. HTLV-1 and Host Cell DNA Methylation

The retrovirus HTLV-1 infects 10–20 million people worldwide, but only 3–5% of
infected individuals will develop adult T-cell leukemia-lymphoma (ATL) 30–50 years after
initial infection [57,58]. HTLV-1 is also linked to a neurodegenerative disease called tropical
spasticparaparesis/HTLV-I–associated myelopathy [59]. The viral proteins Tax and basic
zipper (HBZ) are crucial for tumorigenesis [60–62]. However, not all ATL tumor cells
express Tax and during the late stage of leukemogenesis, Tax expression is frequently
inactivated through several mechanisms such as loss of or DNA hypermethylation of
the 5′ long terminal repeat (LTR) or nonsense, insertion or deletion mutations in the Tax
gene, suggesting that the Tax protein is not essential for the maintenance of ATL [63].
HBZ is transcribed as an antisense transcript of the HTLV-1 provirus and is constitutively
expressed in all ATL cases [64].

The integrated HTLV-1 genome is often hypermethylated. Tax was able to increase the
transcriptional activity of HLTLV-1 LTR even when heavily methylated [25]. Stimulation of
hypermethylated LTR by Tax required association with MDB2. Tax and MBD2 possibly
target other methylated sequences and activate transcription from methylated promoters.
Indeed, Tax:MBD2 could activate methylated cAMP-response element (CRE) containing
promoters [25], suggesting that Tax may induce expression of cellular CRE containing
promoters, even if they are hypermethylated. Genome-wide analysis has identified approx-
imately 4000 CRE-containing promoters in the human genome [65], whose expression may
be affected by Tax independently of their methylation state.

Methylation analysis of ATL genomes showed prominent CpG hypermethylation
and hypomethylation in comparison with controls [66–69]. This altered methylation
pattern was associated with transcriptional silencing and upregulation of cellular gene
expression. Kruppel-like factor 4 (KLF4) and early growth response 3 (EGR3) were among
the genes that were hypermethylated. Ectopic expression of KLF4 and EGR3 in ATL cell
induced apoptosis, indicating that hypermethylated-mediated silencing of these genes
enables ATL cell to escape from cell death [70]. Transcription factor-encoding genes
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and Major histocompatibility complex class I (MHC-I) genes were also hypermethylated.
This may result in altered gene expression and may help ATL cells to evade the immune
system [68,69]. Hypomethylated genes in ATL cells included PR/SET domain 16 (PRDM16),
resulting in elevated expression of the protein encoded by the PRSM16 gene, transcription
factor MEL1. Overexpression of this protein is associated with leukemogenesis [67]. The
FOX3P locus was found to be hypomethylated in cells from ATL patients and higher
FOX3P protein levels were observed [71]. Tax was previously shown to reduce, whereas
HBZ increased FOX3P expression [72,73]. However, Tax and HBZ levels did not relate
to hypomethylation status of the FOX3P locus, suggesting that hypomethylation was not
induced by HTLV-1 [71].

The mechanisms by which HTLV-1 enforces DNA methylation are incompletely un-
derstood. Although DNMT1 and DNMT3B were upregulated in HTLV-1 transformed
T cells, not all cells expressed Tax, suggesting a Tax-independent mechanism [26]. The
promoter of the tumor suppressor gene Src homology-2-containing protein tyrosine phos-
phatase (SHP-1) gene is hypomethylated in ATL cells and SHP-1 expression is lost. The
authors showed that Tax repressed SHP-1 expression by recruiting HDAC1, but whether
demethylation of the promoter depended on Tax was not investigated [24]. The tumor
suppressor gene N-myc downregulated gene 2 (NDRG2) is frequently downregulated in
ATL. Tax indirectly contributed to repression of this promoter by increasing the expression
of enhancer of zeste homolog 2 (EZH2), a histone methyltransferase. Overexpression of
EZH2 suppressed transcription of NDRG2 via DNA methylation and trimethylation of
histone 3 at lysine 27 (H3K27me3) [74]. Both examples suggest that Tax indirectly can
modulate DNA methylation. Tax may induce irreversible changes in DNA methylation
during the initial phase of HTLV-1 infection and this may explain why constitutive Tax
expression is not required in ATL. Tax was shown to interact with coactivator associated
arginine methyltransferase 1 (CARM1 or PRMT4), and this stimulated histone H3 methyla-
tion [75]. A possible role of HBZ in DNA methylation has not been divulged. Importantly,
aberrant DNA methylation in ATL cells may not only be caused by HTLV-1 because aging
and cancer are closely related to aberrant DNA methylation. The long incubation time of
ATL and the prolonged life span of these cells might be predisposing factors for perturbed
DNA methylation [76,77].

2.3. HCV and DNA Methylation

HCV is a (+) RNA virus belonging to the family Flaviviridae and is one of the leading
causes of hepatocellular carcinoma (HCC). The viral genome is translated into a polypep-
tide of approximately 3000 amino acids that is cleaved by viral-encoded and cellular
proteases to generate structural and non-structural proteins [78]. In vitro studies and trans-
genic animal models have shown that the viral proteins NS3, NS5A, and the core protein
have oncogenic properties [6,78–80].

The methylation landscape of HCV-positive HCC tissues differs from non-tumor
controls and a correlation between HCV infection and aberrant methylation of genes
such as CDKN2A (cyclin-dependent kinase inhibitor 2A), CDH1 (cadherin 1), SOCS1
(suppressor of cytokine signaling 1), RASSF1A (Ras associated domain family member
1), APC (adenomatous polyposis coli protein), GSTP1 (glutathione S-transferase Pi 1),
STAT1 (Signal transducer and activator of transcription 1), and PRDM2 (PR/SET domain
2) in HCV-positive HCC has been established. Hampered expression of these genes
contributes to cancer by promoting cell proliferation, mobility and invasion, and immune
evasion [27,29,81–84]. The core protein seems to be implicated in HCV-induced DNA
methylation because DNMT1 and DNMT3B levels were enhanced in HCV core protein
expressing HepG2 cells and in Huh-7 cells compared to control cells [27–30]. The exact
mechanisms by which the core protein induces expression of DNMT1 and DNMT3B is
unknown but required activation of the STAT pathways by this viral protein [30]. Another
possible mechanism, which is applied by the HBX protein of HBV (see Section 2.8), is
through the retinoblastoma (pRb)/E2F pathway [53]. The DNMT1 gene is an E2F1 target
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gene and the core protein has been shown to phosphorylate pRb, resulting in activation of
E2F1-dependent transcription.

2.4. MCPyV and Host Cell DNA Methylation

MCPyV is the most recently identified virus to be linked to a human cancer. It
is associated with about 80% of Merkel cell carcinoma (MCC), a rare, but aggressive
cutaneous malignancy. The MCPyV genome is always integrated in all virus-positive
MCCs examined [9,85]. MCPyV is a non-enveloped virus belonging to the Polyomaviridae
family [86]. The viral oncoproteins are large tumor antigen (LT) and small tumor antigen
(sT). In vitro and animal studies and the detection of sT in the absence of LT in some MCC
indicate that sT may be more involved in the oncogenic process, whereas LT is required to
sustain the tumor cell growth [85,87].

The DNA methylomes of MCPyV-negative and MCPyV-positve MCCs display sig-
nificant differences in several genes that are associated with cancer. Frequent occurrence
of RASSF1A promoter hypermethylation was observed in MCPyV-positive MCC [88].
DNA methylation examination of MCPyV-positive and MCPyV-negative MCC specimens
showed that 54% had hypermethylation of the RASSF1A promoter and 22% of the CDKN2A
promoter, whereas the promoters of the tumor suppressor genes fragile histidine triad
diadenosine triphosphate (FHIT), tumor promoter p73 (TP73), and protein tyrosine phos-
phatase receptor type G (PTPRG) had no or infrequent hypermethylation. However, no
significant correlation between viral infection and hypermethylation was observed, indicat-
ing that MCPyV infection may not induce DNA hypermethylation of these promoters [88].
Hypermethylation of the promoters of the RASSF2, RASSF5A, RASSF5C and RASSF10
and the TERT gene (encoding telomerase reverse transcriptase) was frequently detected
in MCCs compared to normal skin samples, but again no correlation with MCPyV infec-
tion was found [89,90]. The promoter of the RB1 gene (encoding retinoblastoma protein
pRb) was hypermethylated in MCCs compared to normal skin samples, but the pattern
of hypermethylation of the RB1 promoter was similar in all MCCs independent of the
MCPyV status [91]. MCPyV LT can inactivate pRb through interacting with the protein,
suggesting the hypermethylation of the RB1 gene to inactivate expression is superfluous.
However, the polyomavirus SV40 LT can both bind pRb and induced hypermethylation
of the RB1 promoter in diffuse large B-cell type lymphomas [92]. This illustrates that LT
of different polyomaviruses can possess distinct functions. The INK4A-ARF (CDNK2A)
locus and DUSP2 (dual specificity phosphatase 2) gene were found to be frequently hy-
permethylated in MCC tumors, but the viral status in these tumors was not specified,
so that a possible role for MCPyV in hypermethylation cannot be determined [93,94]. In
another study, no difference in INK4A-ARF methylation was found between virus-positive
and virus-negative MCC tumors [95]. Hypomethylation of the PTCH1 gene (encoding the
Patched 1) and the gene for Atonal BHLH transcription factor 1 (ATOH1) was detected
in both virus-negative and virus-positive MCC cell lines [96,97]. MCC is considered a
neuroendocrine tumor and repressor element 1 silencing transcription factor (REST) is a
key regulator in neuronal programs. Moreover, REST can act as an oncogene in neural
cells and a tumor suppressor in non-neural cells. Therefore, Chteinberg et al. investigated
the expression of REST in MCC. REST protein was not detected in any of the examined
MCPyV-negative and MCPyV-positive tumors and MCPyV-negative and MCPyV-positive
cell lines, but no hypermethylation of the REST promoter was observed in all tissues and
cell lines, indicating that silencing of REST is not caused by hypermethylation and occurred
independently of the virus status. The authors speculated that miR-9, which is upregu-
lated in MCCs and targets the 3′ untranslated region of REST mRNA, may prevent REST
synthesis [98]. The loss of O6-methylguanine-DNA methyltransferase expression has been
associated with a wide variety of cancers. The O6-methylguanine-DNA methyltransferase
promoter was hypermethylated in six MCPyV-positive MCC cell lines, but hypomethylated
in 18 MCC tissues with unknown viral status [99]. This finding emphasizes that caution is
warranted when comparing results from tumor cell lines and tumor tissue.
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In conclusion, aberrant DNA methylation of cancer-related genes is common in both
MCPyV-negative and MCPyV-positive MCCs and does not seem to be provoked by MCPyV
infection. Viral-independent modification of host DNA methylation was further confirmed
in a study that showed that DNA methylation in MCC tissues was significantly lower
as compared to the patients’ chronological age. The accelerated DNA methylation in
patients was irrespective of the viral presence [100]. Although SV40 LT can upregulate the
expression of DNMT3B, thereby contributing to the oncogenic phenotype in a lung cancer
model [101], it is not recognized whether MCPyV LT can affect the expression levels or
activity of specific DNMTs. A recent study demonstrated a correlation between MCPyV
and the methylation pattern in MCC. The authors found that the programmed cell death 1
(PDCD1) promoter was hypomethylated in 42 out of 69 MCCs tissues and hypomethylation
was significantly more frequent in virus-positive tumors. Virus-positive MCC patients with
hypomethylated PDCD1 promoter had a better prognosis than those with high PDCD1
methylation [102]. Further studies are required to establish whether MCPyV infection has
an effect on host DNA methylation.

2.5. High-Risk (HR) HPV and Host Cell DNA Methylation

Human papillomaviruses (HPV) are non-enveloped viruses with a circular dsDNA
genome of approximately 8000 base-pairs [103]. More than 200 different types of HPV have
been isolated and several of them, so called high risk HPV (HR-HPV) are associated with
anogenital and oropharyngeal cancers [104]. HR-HPV are responsible for >99% of cervical
cancer cases, with HPV16 (55% of all cases) and HPV18 (15% of all tumors) the two most
common types [105]. In the USA about 40–80% of oropharyngeal cancers are positive for
HR-HPV, whereas in Europe the incidence varies between 15% and 90%, with >90% of
the cases containing HPV16 [106]. The main oncoproteins are E5, E6 and E7 (for a recent
review see [107]).

Methylome analyses of HPV-positive cancers revealed differences in DNA methylation
compared to matching normal tissue or HPV-negative tumors and transfection studies have
confirmed that the E6 and E7 oncoproteins provoked hypermethylation tumor suppressor
genes and hypomethylation of proto-oncogenes [31,32,108–114]. Both these viral proteins
have been shown to upregulate the expression of DNMT1. E7 does so by derepressing E2F
through sequesting pRb, whereas E6 inactivates p53, which abrogates the interaction of p53
with transcription factor Sp1 on the DNMT1 promoter. As the p53:Sp1 complex represses
the DNMT promoter, E6 releases the repression by appropriating p53 [31,32]. Further-
more, E7 associates with DNMT1 and stimulates its activity [32]. Increased expression of
DNMT3B was reported in non-smoking female lung cancer patients with HPV16 or HPV18
positive tumors, but the role of E6 and E7 was not investigated [115]. The mechanism(s)
by which HR-HPV provoke hypomethylation of the host genome remain enigmatic. In
conclusion, HPV-mediated changes in DNA methylation affects the expression of several
cellular genes and has been proven to stimulate cell proliferation, cell survival, adhesion
and migration [32,114].

2.6. EBV and Host Cell DNA Methylation

EBV or HHV4 is an enveloped virus with a dsDNA genome of around 170 kilobase-
pairs. More than 90% of the world population have lifelong infection with this virus.
EBV is associated with Burkitt’s lymphoma, Hodgkin’s disease, primary effusion lym-
phoma (PEL), nasopharyngeal carcinoma lymphoma, gastric carcinoma, but also with
non-malignant diseases, including infectious mononucleosis [3,5,116]. EBV-induced cancer
has an incidence of about 1 in 200,000 per year. The major EBV oncoprotein is LMP1, but
other viral proteins including LMP2A, EBNA1, EBNA2, EBNA3 and EBNA-LP, and viral
RNA transcripts (see further) are implicated in EBV-induced tumorigenesis [3,6,117].

EBV-associated cancers such as gastric cancer, nasopharyngeal carcinoma and Burkitt’s
lymphoma are characterized by extensive hypermethylation of the host DNA compared
with non-infected tumors and cell culture studies have illustrated that EBV infection
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induces de novo methylation [45,111,118–122]. Many of the genes whose expression is
affected by EBV-induced methylation code for proteins involved in cell cycle control,
signaling pathways, apoptosis, invasion and migration [45,111,122,123]. Some of these
genes will be discussed, as well as the viral proteins involved in their methylation.

LMP1 induces hypermethylation of the CDH1 promoter and downregulation of cad-
herin 1 by augmenting the expression and activity of DNMT1, 3A and 3B [33]. Loss of
function of the CDH1 gene contributes to cancer progression by increasing proliferation,
invasion, and metastasis [124]. The gene for tumor suppressor RASSF10, which encodes
a protein that inhibits cell proliferation, invasion, and migration and induces apoptosis
was hypermethylated in EBV-positive gastric cancer compared to EBV-negative gastric
cancers. The authors demonstrated that LMP1 promoted DNMT1 expression, which was
responsible for hypermethylation of the RASSF10 gene. Overexpression of LMP1 in human
gastric adenocarcinoma AGS cells stimulated migration, invasion and cell colony formation
and this was counteracted when RASSF10 was co-expressed. Xenograft studies with LMP1
and LMP1 plus RASSF10 cells confirmed that RASSF10 thwarted the LMP1-malignant
phenotype. These results suggest that LMP1-mediated methylation and silencing of the
RASSF10 gene plays a role in EBV-induced oncogenesis [125]. Other studies confirmed
that LMP1 upregulates DNMT1, DNMT3A and DNTM3B. LMP1-induces DNMT1 ex-
pression dependent on activation of the c-Jun N-terminal kinase (JNK)/AP1 pathway,
whereas DNMT3A and DNMT3B were induced via the NFκB pathway [34,35]. LMP2A
increased expression of DNMT1 via STAT3 and DNMT3A via the mitogen-activated pro-
tein kinase (MAPK) pathway and downregulated the expression of the demethylating
enzymes TET1 and TET2 [39–41]. However, in germinal center B-cells, presumptive progen-
itors of Hodgkin’s lymphoma, EBV infection resulted in downregulation of DNMT1 and
DNMT3B and upregulation of DNMT3A and the authors found that LMP1 is responsible
for downregulation of DNMT1, while the mechanism for DNMT3A and DNMT3B remains
unknown as ectopic expression of LMP1 or of LMP2A had no effect on DNMT3A and
DNMT3B levels [38]. LMP2A caused hypermethylation of the phosphatase and tensin
homolog (PTEN) gene through stimulation of DNMT1 in a STAT3-dependent manner [39].
EBNA3C, another EBV protein, could induce hypermethylation of the RASSF1A promoter
by enhancing DNMT3A expression. This epigenetic modification results in decreased
RASSF1A expression, leading to increased cell proliferation [42]. Finally, EBV-mediated
methylation also affects genes whose products are involved in histone modification and
chromatin remodeling. LMP1 could recruit DNMT1 to the promoter of the lysine-specific
demethylase 2b (KDM2B) and trigger hypermethylation. KDM2B demethylates histone 3
at lysine 4 (H3K4me3). H3K4me3 is commonly associated with active transcription and
demethylation will result in transcriptional silencing [37]. Thus, EBV-provoked changes in
the host DNA methylation can contribute to virus-induced tumorigenesis.

2.7. KSHV and Host Cell DNA Methylation

KSHV or HHV8 is the causative agent of Kaposi sarcoma and associated with the
lymphoproliferative disorders, multicentric Castleman’s disease and PEL [126,127]. No
individual KSHV gene product appears to transform primary human cells by itself, but
several viral proteins and non-coding RNAs have been shown to play a pivotal role in
the pathogenesis of KSHV-associated tumors [6,128]. The viral proteins latency-associated
nuclear antigen (LANA), vCyclin, and viral FLICE inhibitory protein (vFLIP) drive cell
proliferation and prevent apoptosis, while viral interleukin 6 (vIL6), vGPCR, and ORFK1
contribute to angiogenesis and inflammation [127].

CpG methylation analysis of the human DNA in KSHV-infected cells and KSHV-
associated PELs revealed both hyper- and hypomethylated promoters compared with
KSHV-negative lymphoma BJAB cells. Genes encoding proteins involved in cell cycle con-
trol, signaling pathways and metastasis were differently methylated in the KSHV-positive
cells and tumors compared to control cells [111,129]. Some of the genes that were hyperme-
thylated in KSHV-infected PEL cell lines included CDNK2A, CDH1 and CDH13 (cadherin 1
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and 13), LDHB (lactate dehydrogenase B), HLTF (helicase like transcription factor, a member
of the chromatin remodeling SWI/SNF family), CCND2 (cyclin D2). The authors showed
that KHSV LANA recruited DNMT3A to chromatin, and induced hypermethylation and
transcriptional inactivation of these genes [43–45]. LANA may not only repress transcrip-
tion of cellular genes by inducing hypermethylation, but it may potentiate transcriptional
inhibition through recruiting the transcriptional repressor methyl CpG binding protein
2 (MeCP2), which interacts with LANA [46]. Moreover, LANA could inhibit the promoter
of the TGF-β type II receptor (TGFBR2) through inducing hypermethylation of Sp1 binding
sites, thereby preventing Sp1 binding. Epigenetic silencing of this promoter contributed
to the pathogenesis of KSHV-associated tumors [130]. Two other KSHV proteins interfere
with DNA methylation. vIRF1 could upregulate DNMT1 expression in a STAT3-dependent
manner and by inhibiting p53 [47,49]. vIL6-induced modifications in DNA methylation
promoted proliferation and migration of endothelial cells [47]. Another group showed
that the vIL6/STAT3/DNMT1 axis was involved in silencing expression of caveolin 1,
which promoted cell proliferation, invasion and angiogenesis of endothelial cells [49]. The
mechanism by which KSHV achieves hypomethylation of the host DNA is not known.
Taken together, these results indicate that KSHV-triggered DNA methylation play a role in
KSHV-associated cancers.

2.8. HBV and Host Cell DNA Methylation

It is estimated that more than 250 million people globally are chronically infected with
HBV, and each year around 800,000 patients died from HBV- and HCV-related HCC. Of
these, approximately 50% of are caused by HBV [131]. HBV-induced hepatocarcinogenesis
occurs due to viral genome integration causing mutations and through the actions of the
viral proteins, predominantly HBx (also referred to as pX), but the surface proteins preS
and S also contribute to tumor development as shown by in vitro and animal studies.
The mechanisms by which HBV induces HCC have been comprehensively reviewed by
others [3,5,6,78,132].

Comparing the DNA methylation profile of HBV-associated HCC and HBV-negative
tumors or healthy adjacent liver tissue, HBV-infected and non-infected cells, and HBx
transgenic mouse model and control mice disclosed differentially methylation. Several
cellular promoters were hypermethylated in the presence of HBV or HBx, including the
promoters of the genes encoding cyclin-dependent protein kinases inhibitors p21CIP1/WAF1

(CDKN1A), p14ARF (CDKN2A) and p14INK4B (CDKN2B), cadherin 1, RASSF1A, the spleen
associated tyrosine kinase SYK (SYK), GSTP1, the protein phosphatase 1 regulatory subunit
13B (PP1R13B), the tumor promotor p53 binding protein 2 (TP53BP2), and insulin like
growth factor binding protein 3 (IGFBP3) [52,53,82,84,133–138]. These proteins are involved
in cell cycle control, apoptosis, migration and invasion, indicating that HBV-induced
silencing of these genes play a role in HCC. Some CpG islands of genes associated with HBV-
induced tumorigenesis were significantly hypomethylated in transgenic mice with liver-
specific HBx-expression compared to wild-type animals, illustrating that HBV infection
can also upregulate gene expression by demethylating their DNA [50].

HBV seems to affect DNA methylation by several mechanisms. One study showed
that HBx could cause hypomethylation through releasing DNMT3A from promoters [51].
HBx also upregulated expression of DNMT1 and DNMT3A, but repressed DNMT3B
expression in liver cell lines [52]. HBx upregulated DNMT1 expression by repressing
p16INK14A, resulting in activation of the cyclin-dependent kinase 4/6-pRb-E2F1 pathway,
and ultimately in stimulation of DNMT1 expression [53]. Moreover, HBx was shown to
downregulate miR-152 and miR-101, which target DNMT1 mRNA and DNMT3A mRNA,
respectively, thereby increasing the levels of DNMT1 and DNMT3A [55,56]. Another study
demonstrated that HBx could recruit MeCP2, which repressed transcription [52]. HBx was
found to modestly suppress DNMT3A expression in mouse liver, and to cause a strong
decrease in DNMT3L levels. The latter has no methyltransferease activity but stimulates the
enzymatic activity of DNMT3A. The authors also showed that HBx stimulated recruitment
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of HDAC1 [50]. The reason for the antagonistic effect of HBx on DNMT3B expression in
liver cells and in liver is not known. Other studies demonstrated that HBx did not directly
influence the expression of DNMT1 and DNMT3A and of MeCP2 and MBD1, but increased
their recruitment to promoters, as was shown for the PP1R13B and TP53BP2 promoters [54].
Similar to the other human tumor viruses, HBV infection alters the methylation profile of
the host cell DNA, resulting in up- and downregulation of cancer-related genes, which can
contribute to HBV-induced hepatocarcinogenesis.

3. Oncoviruses and Chromatin Remodeling
3.1. Histone Modification and Chromatin Remodeling Machinery

Host cell DNA is packed and present in a highly organized structure called chromatin,
which is a complex of DNA, histones and other proteins. Chromatin is a dynamic structure
that regulates the accessibility of DNA for transcription, replication, DNA repair and
recombination. Nucleosomes are the basic units of chromatin and consist of two copies
of the canonical histones H2A, H2B, H3 and H4 around which DNA is twisted. The
linker histone H1 is interspersed between nucleosomes. Posttranslation modifications
(PTMs) of histones will affect the chromatin structure and hence the accessibility of the
DNA. The most studied and best understood histone PTMs are acetylation of lysine
(K) and methylation of lysine and arginine (R) residues, and phosphorylation of serine
(S), threonine (T) and tyrosine (Y) [139–141]. Acetylation is a reversible process and is
catalyzed by an histone acetylase (HAT), while an histone deacetylase (HDAC) will reverse
acetylation. Acetylation of histones will neutralize the positive charges of K residues,
thereby disrupting the interaction with e.g., the negative phosphate groups of the DNA.
Acetylation of histones is associated with transcriptional activity, and HDAC acts as a
transcriptional repressor. Multiple methylation events can occur at the same K or R
residue in histones. H3K4me3 is associated with transcriptional activity, whereas high
methylation levels of histone 3 at K9 and K27 and of histone 4 at K20 (H4K20me) are
typical for transcriptionally repressed chromatin. Lysine methyltransferases (KMTs) and
lysine demethyltransferases (KDMs) add or remove methyl groups. Phosphorylation of
histones adds negative charges that undoubtfully influence chromatin structure, but the
precise role of this PTM in transcription is less understood. Histone PTMs will affect
nucleosome–DNA interactions, as well as histone–histone interactions and interactions
with other proteins such as histone chaperones [141,142]. Histone modifying enzymes
often exist in multisubunit complexes. For example, the polycomb repressive complex
2 (PRC) includes either enhancer of zeste homolog 1 (EZH1) or EZH2, and the proteins
embryonic ectoderm development (EED), suppressor of zeste 12 homolog (SUZ12) and
retinoblastoma-binding protein RbAp46 or RbAp48. PRC2 catalyzes H3K27me3 by the
enzymatic activity of EZH1 or EZH2 [143].

Another mechanism to change the chromatin structure is by chromatin remodelers [143,144].
ATP-dependent remodelers use ATP to remodel the chromatin. Four major families of
ATP-dependent remodeling complexes exist: switching defective/sucrose nonfermenting
(SWI/SNF), imitation switch (ISWI), chromodomain helicase DNA-binding protein (CHD),
and inositol requiring 80 (INO80). All these complexes consist of multiple proteins [145].

Perturbed histone and modifications and remodeling of chromatin are pivotal events in
oncogenesis [146]. In the next section we will discuss how tumor viruses can induce histone
modifications and chromatin remodeling and how this may contribute to tumorigenesis.
The effects of viral oncoproteins on histone modifying enzymes and proteins of chromatin
remodeling complexes are summarized in Table 2.
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Table 2. Effects of viral oncoproteins on histone modifying enzymes and protein chromatin remodeling complexes. See text
for details.

Viral Oncoprotein Histone Modifying Enzyme and Chromatin Remodeling Protein References

HTLV-1
Tax Recruitment of p300/CBP [147,148]
Tax Recruitment of HDAC1 [149]
Tax Recruits SIRT1 [150]
Tax Increased EZH2 level and interaction with EZH2 [151]
Tax Recruitment of SWI/SNF components BRG1, BAF53, BAF57, BAF155 [152]
Tax Recruitment of CARM1/PRMT4 [75]

HBZ Sequestering of p300/CBP [147]
HBZ Inhibition of KAT7 activity [153]
HBZ Impaired recruitment of KMT1A [154]
HBZ Displacement of BRF1 [152]

Unknown Increased levels of the PRC2 complex proteins [151]
Unknown Recruitment of CTCF [155]

HCV
Core protein Increased HDAC1 level [156]
Core protein Degradation of the PRC1 component RNF2 [157]

Unknown Inactivation of PRMT1 [158]

MCPyV
sT Recruitment EP400 HAT and chromatin remodeling complex [159]
sT Increased expression KDMA1 gene [159]

HR-HPV
E6 Inhibition of p300/CBP activity [160]
E6 Stimulation proteasomal degradation of TIP60 [161]
E6 Increased EZH2 level [162]
E6 Stimulation proteasomal degradation of KDM5C [163]
E6 Inhibition of CARM1/PRMT4 activity [164]
E6 Inhibition of PRMT1 activity [164]
E6 Inhibition of KMT5A [164]

E6/E7 Decreased level of the PRC1 protein BMI1 [165]
E7 Stimulation of p300/CBP activity [166]
E7 Inhibition of PCAF/KAT2B activity [167]
E7 Sequestering the NuR complex components Mi2β, HDAC1, and HDAC2 [168]
E7 Increased activity of BRG1 [169]
E7 Increased EZH2 level [162]
E7 Increased KDM6A and KDM6B levels [170]

Unknown Increased HDAC1 and HDAC2 levels [171]

EBV
LMP1 Increased KDM6 levels [172]

EBNA2 Stimulation of p300/CBP and PCAF/KAT2B activities [173]
EBNA2 Recruitment of the chromatin remodeling complex INO80 [174]

EBNA3C Inhibition of p300/CBP activity [175]
EBNA3C Recruitment HDAC1 and HDAC2 [176]
EBNA-LP Recruitment of the chromatin remodeling complex INO80 [174]

BZLF1 Recruitment of p300/CBP [177]
BZLF1 Recruitment of chromatin remodeling proteins SNF2h and INO80 [178]
BRLF1 Recruitment of p300/CBP [179]

Unknown Increased level of the SNF2 member LSH [180]

KSHV
LANA SAP30 [181]
LANA KMT1A/SUV39H1 [182]
LANA Increased EZH2 level [183]
LANA Recruitment of KMT2F [184]
LANA Recruitment of BRD/BET [185]

184



Int. J. Mol. Sci. 2021, 22, 8346

Table 2. Cont.

Viral Oncoprotein Histone Modifying Enzyme and Chromatin Remodeling Protein References

vIRF Inhibits p300/CBP activity [186]
vIRF3 Prevents nuclear export HDAC5 [187]

Rta Recruitment of p300/CBP [188]
Rta Recruitment of BRG1 [188]

vIL6 Increased EZH2 level [183]
vFLIP Increased EZH2 level [183]

HBV
HBx Recruitment of p300/CBP [189,190]

Recruitment of HDAC1 [50]
Increased HDAC1, HDAC2, and HDAC3 levels and activities [191,192]

Increased SETDB1 level [193]
Increased EZH2 level [56,194,195]

Increased SMYD3 level [196]
Increased PRC2 activity [192]

Increased KDM1A activity [192]
Complex formation with RelA, EZH2, TET2, and DNMT3L [197]

Stabilization of WDR5 and recruitment to chromatin [198]

3.2. HTLV-1 and Histone Modification and Chromatin Remodeling

HTLV-1 infection can affect histone acetylation as demonstrated for the p21CIP1/WAF1

encoding gene. Expression of this cyclin-dependent kinase inhibitor was upregulated in
HTLV-1 infected cells and it was shown that histone H4, but not histone H3 was acety-
lated [199]. Both Tax and HBZ have been shown to be involved in the regulation of histone
acetylation. Tax could bind CREB-binding protein (CBP) and its paralog p300, as well
as HDAC1, whereas HBZ sequestered p300/CBP [147–149]. Competition between HBZ
and Tax for p300/CBP disrupted the interaction of Tax with p300/CBP and abrogated Tax-
induced stimulation the HTLV-1 promoter [147]. As not all ATLs express Tax, but do express
HBZ, HBZ may usurp p300/CBP, thereby reducing expression of cellular genes [200–202].
HBZ bound to and repressed activity of another HAT, lysine acetyltransferase 7 (KAT7
alias HBO1), which acetylates histones H3 and H4 [153]. Protein levels of the HDAC sirtuin
1 (SIRT1) were higher in ATL cells compared to healthy peripheral blood mononuclear
cells (PBMC). Interestingly, SIRT1 inhibitors induced apoptosis of ATL cells, suggesting
an anti-apoptotic action of SIRT1 [203]. The mechanism for upregulation of SIRT1 in ATL
cells is not known, but SIRT1 has been shown to interact with Tax and to suppress HTLV-1
gene expression [150]. These findings suggest that interfering with HDAC and HAT may
be important in the development of HTLV-1 associated ATL.

Altered histone methylation may also contribute to HTLV-1-induced cancer. The
H3K27me3 pattern in ATL cells was different from normal CD4+ T cells, indicating that
HTLV-1 reprograms the H3K27me3 profile. H3K27me-silenced genes included genes
whose products are involved in control of cell proliferation, cell migration, transcriptional
regulation, immune response and cellular metabolism [151,204]. Fujikawa and colleagues
reported that the expression of all proteins that constitute the PRC2 complex were up-
regulated in ATL cells compared to normal CD4+ T cells, whereas downregulated genes
included tumor suppressor genes, genes encoding transcription factors, histone demethy-
lases, and other epigenetic modifiers [151]. Tax-dependent immortalized cells showed
H3K27me3 reprogramming that was significantly similar to that of ATL cells, suggesting
that changes in the H3K27me3 landscape are at least partially dependent on Tax. Indeed,
Tax, but not HBZ, stimulated EZH2 promoter activity in a MAPK- and NFκB-dependent
manner, increased EZH2 protein levels and interacted with EZH2. Moreover, the authors
showed that inhibition of EZH2 prevented Tax-dependent growth and immortalization of
Tax-transfected PBMC [151]. Taken together, Tax/EZH2-dependent epigenetic modifica-
tions contribute to altered gene expression and to the survival of HTLV-1-infected cells. Tax
protein induced transcription of the Ellis Van Creveld 1 (EVC1) and EVC2 genes though
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stimulating histone H3 acetylation and H3K4me3 [205]. The EVC1 and EVC2 proteins are
positive modulators of the Hedgehog signaling pathway and aberrant activation of the
Hedgehog signaling is an oncogenic pathway in many types of cancer [206]. Mukai and
Ohshima demonstrated that HBZ interacted with centromere protein B (CENP-B), a protein
that enhances H3K9me3 by recruiting the histone methyltransferase KMT1A/SUV39H1.
The interaction between HBZ and CENP-B impaired recruitment of KMT1A and signifi-
cantly reduced the amount of H3K3me3 [154]. Transcription of the BCL2 like 11 (BCL2L11)
gene, which encodes the proapoptotic protein BCL2 interacting mediator of cell death
(BIM), was decreased in ATL cells compared to HTLV-negative T cell lines and normal
PBMC. Ectopic expression of HBZ in T cells inhibited transcription of the BCL2L11 gene.
The authors showed that HBZ-mediated repression of BCL2L11 transcription involved
inactivation of the transcription factor Forkhead box O3A (FOXO3A), hypermethylation,
upregulation of H3K9me2 and H3K27me3, and reduced acetylation of histone H3. HBZ-
mediated silencing of BIM expression led to decreased apoptosis and may thus contribute
to HTLV-1 induced oncogenesis [207].

Two studies demonstrated that HTLV-1 could induce chromatin remodeling. The
integrated HTLV-1 genome bound CCCTC-binding factor (CTCF), a chromatin remod-
eling protein and regulator of transcription. Recruitment of CTCF by HTLV-1 provirus
may spread abnormalities in the chromatin structure of host cells, thereby affecting gene
expression [155]. Mass spectrophotometry and immunoprecipitation studies showed that
Tax could interact with the SWI/SNF components BRM/SWI2-related gene (BRG1) and
the BRG-associated factors BAF53, BAF57, and BAF155. Tax recruited BRG1, the ATPase
subunit of the SWI/SNF chromatin remodeling complex, to the HTLV-1 promoter and
cellular promoters and induced acetylation of histone H4, thereby stimulating the HTLV-1
promoter activity [152]. Interestingly, HBZ displaced BRG1 from the HTLV-1 promoter.
Similar to p300/CBP, Tax and HBZ compete for BRG1, thereby activating or repressing
promoters. The opposite roles of Tax and HBZ in viral expression may be important for
maintaining viral latency and persistence, which may ultimately lead to the development
of ATL [208].

3.3. HCV and Histone Modification and Chromatin Remodeling

HCV can modulate histone acetylation as shown for secreted frizzled related protein 1
(SFRP1) promoter. The core protein was shown to downregulate SFRP1 expression by an
epigenetic mechanism. The core protein increased the levels of DNMT1 and HDAC1 and
stimulated their binding to the SFRP1 promoter. This resulted in hypermethylation and
reduction in histone H3 acetylation. Silencing of SRFP1 led to deregulated activation of the
Wnt signaling pathway and may thus contribute to HCC-induced HCC [156].

HCV infection is associated with changes in histone methylation. Ectopic expression
of the entire HCV polypeptide resulted in a significant loss of H4K16ac, H4R3me2, and
H4K20me3, and was correlated with the altered expression of genes important in hepato-
carcinogenesis such as avian myelocytomatosis viral oncogene homolog (c-MYC), PTEN,
CDH1, epidermal growth factor (EGF), CDKN2A, and IGFBP3 [158]. Increased protein phos-
phatase A catalytic subunit alpha (PPP2CA) levels and reduced H4R3me2 were observed
in HCV-positive HCC tumor samples compared to matching non-tumor liver tissue. The
authors showed that altered H4R3me2 was caused by PPP2CA-mediated inactivation of
protein arginine methyltransferase 1 (PRMT1) [158]. HCV infection of the Huh7.5 cell line
resulted in significant enrichment of the transcriptional active chromatin labels H3K9ac
and H3K4me, and of the transcriptional silent chromatin marker H3K9me3, but not of
H3K27me3. Infection of primary human hepatocytes or the Huh7.5 cell line was associated
with reprogrammed gene expression, which can be linked to HCV pathogenesis [209].
The authors also demonstrated that once epigenetic changes had occurred, this specific
gene expression pattern is maintained in cells cured for HCV infection by direct acting
antivirals treatment. Thus, the presence of the virus seems no longer required for its
oncogenic effects on the host cells, supporting a hit-and-run mechanism. HCV can also
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alter the ubiquitination pattern of histones and this may affect transcription as exemplified
for several homeobox (HOX) genes. Kasai et al. reported that the expression of several
HOX genes was induced in HCV infected or core protein expressing cells. HCV and core
protein stimulated HOX gene expression by impairing histone H2A monoubiquitination
via degradation of PRC1 component E3 ligase RNF2 (ring finger protein 2) [157]. As HOX
proteins are associated with tumorigenesis, HCV-regulated expression of these genes may
contribute to HCV-induced hepatocarcinogenesis.

3.4. MCPyV and Histone Modification and Chromatin Remodeling

The LTs of the murine and SV40 polyomaviruses were found to bind to, and to
upregulate the expression and the activity of p300/CBP [210–213]. Whether MCPyV LT
possesses similar properties has not been investigated. Busam and colleagues evidenced
a strong reduction of H3K27me3 staining in virus-positive MCCs compared with virus-
negative tumors. This observation suggests that epigenetic deregulation may play a role
in the pathogenesis of Merkel cell polyomavirus associated MCC, but the mechanism
for MCPyV-induced reduction in H3K27me and the biological significance remain to be
solved [214]. Cheng and coworkers showed that sT interacted with MYCL and together
they recruited the EP400 HAT and chromatin remodeling complex and bound to specific
cellular promoters to stimulate their activity. One of the upregulated genes was KDMA1,
indicating that sT may affect histone methylation. sT:MYCL:EP400 complex formation was
required to transform IMR90 human diploid fibroblasts, suggesting that complex formation
is important in the development of MCPyV-positive MCC [159].

3.5. HR-HPV and Histone Modification and Chromatin Remodeling

Several studies have shown that HATs and HDACs can play a role in HR-HPV
associated cancers. Expression levels of HDAC1 and HDAC1 were increased in invasive
HPV-positive cervical cancers compared normal epithelium and inversely correlated with
p21CIP1/WAFf1 levels. RNA interference-mediated silencing of HDAC2 in HPV18-positive
HeLa cells increased expression of the p21CIP1/WAFf1 tumor suppressor and stimulated
apoptosis [171]. It is not known whether HPV oncoproteins promote HDAC1/2 expression,
but it could be a strategy of the virus to prevent apoptosis. E6 of HR-HPV16, but not of LR
HPV6, binds and inhibits HAT activity of p300 and CBP, whereas binding of E7 to p300/CBP
stimulated their activity [160,166]. E7 also interacted with lysine acetyltransferase 2B
(KAT2B; also known as p300/CBP-associated factor PCAF) and reduced its ability to
acetylate histones in vitro [167]. The interaction of E6 and E7 with these HATs has been
demonstrated to downregulate expression of interleukin 8 (IL-8), which is a chemotactic
factor for immune cells. Hence, E6/E7-mediated downregulation of IL-8 may help HPV-
infected cells to evade the immune system. The HAT TIP60, which acetylates histone H4,
was targeted for proteasomal degradation by E6 and reduced acetylation of histone H4
was observed in HPV-positive cell lines compared to control cells [161]. TIP60 also helps to
recruit the transcriptional repressor bromodomain containing 4 (BRD4) and is involved
in DNA damage response and apoptosis. Hence, E6-induced TIP60 destabilization may
relieve gene expression, abrogate DNA repair, and prevent apoptotic pathways, thereby
contributing to HPV-induced carcinogenesis [215].

HR-HPV E7 was shown to interact with Mi2β, HDAC1 and HDCA2, which are
constituents of the NuRD complex, a CHD chromatin remodeling complex. HPV E7
could through this interaction downregulate expression of proteins involved in immune
responses and promote cell growth [168,216]. Furthermore, E7 binds BRG1, a component
of the chromatin remodeling SWI/SNF complex. This interaction overcomes repression of
the FBJ murine osteosarcoma viral oncogene homolog (c-FOS) gene transcription. Hence,
E7-mediated upregulation of c-FOS protein levels may contribute to deregulation of cell
cycle control [169].

HR-HPV can affect histone methylation by several mechanisms. The PRC2 com-
plex mediates H3K27me3, which is associated with transcriptional repression. Subse-
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quently, PRC1 binds to H3K27me-marked chromatin and further silences gene expression
by monoubiquitinating lysine 119 of histone H2A. PRC2 contains the histone methyltrans-
ferase EZH2, which catalyzes mono-, di-, and trimethylation of H3 [217,218]. Perturbed
H3K27me is a common histone modification in many different cancers, including HPV-
positive cancers [146,219]. HPV16 E6/E7 transformed primary human skin fibroblasts had
increased expression of EZH2 and reduced global H3K27me3 levels compared to normal
keratinocytes. Increased EZH2 levels and the loss of H3K27me3 was also observed in
HP16-positive high-grade cervical intraepithelial lesions compared to matched normal
tissue. E6 and E7 were shown to stimulate expression of EZH2. E6 enhanced the levels of
transcription factor FOXM1, whereas E7 activated E2F1 by binding pRb. FOXM1 and E2F1
bind the EZH2 promoter and enhance transcription [162]. Furthermore, it has been shown
that p53 represses expression of EZH2, suggesting that increased expression of EZH2 may
be mediated through E6-mediated loss of p53 [165]. It is somewhat paradoxical that the
HPV oncoproteins upregulate expression of EZH2, while a decrease in H3K27me is ob-
served. One explanation is that KDM6A and KDM6B, which demethylate H3K27me3, were
also upregulated in E6/E7 transformed primary human skin fibroblasts cells and these may
counteract the effect of EZH2. Reduced H3K27me3 and increased EZH2, KDM6A, KDM6B
levels were also observed in primary human foreskin keratinocytes expressing HPV16 E7
compared to control cells [170]. The PRC1 protein B lymphoma murine leukemia virus
insertion region 1 (BMI1), which recognizes H3K27me3 and stabilizes this repressive methy-
lation mark, was downregulated in E6/E7 transformed cells [165]. This may also explain the
diminished H3K27me3 levels, despite increased EZH2 levels. Moreover, phosphorylation
of EZH2 by AKT negatively regulates EZH2′s enzymatic activity and E6/E7 induces EZH2
phosphorylation by AKT [165], so that the levels of EZH2 may be high, but the protein is
inactive. E6/E7 modulation of EZH2, BMI1, and KDM6A levels resulted in significantly
reduced H3K27me3 levels of the promoters of HOX genes. In accordance with cervical can-
cer, expression of these genes was upregulated in the E6/E7 transformed fibroblasts and in
E7-expressing keratinocytes cells compared to control cells [165,170]. E6 stimulates hTERT
promoter activity by increasing H3K4me3 and H3K9ac, which are transcription activation
modifications, and decreasing methylation of the transcription repressive modification
H3K9me2 [163]. HPV16-positive CaSki cervical cancer cells had lower levels of KDMC5
than HPV-negative C33A cervical cancer cells. E6 was shown to interact with histone H3K4
demethylase KDM5C and promote proteasomal degradation. The authors demonstrated
that CaSki cells, which overexpressed KDMC5, grew slower and invasion and migration
were reduced compared to control cells. A mouse xenograft model showed that tumors
derived from CaSki-KDMC5 cells grew more slowly than CaSki-derived tumors [220]. E6
could inhibit the enzymatic activity of CARM1 (as known as PRMT4), PRMT1, and the
lysine methyl-transferase KMT5A. Inhibition of the methyltransferase activity of these
enzymes hampered histone methylation at p53-responsive promoters and prevented the
binding of p53, hence suppressing p53-mediated transcription [164].

In conclusion, changes in histone acetylation and methylation resulted in dysregula-
tion of cellular gene expression and may contribute to HPV-induced oncogenesis.

3.6. EBV and Histone Modification and Chromatin Remodeling

Increased histone acetylation and increased cellular gene expressed were observed in
EBV-transformed lymphoblastoid cell lines compared to control cells [175]. EBNA2 was
shown to interact with and stimulate the activity of the HATs p300, CBP, and KAT2B/PCAF,
suggesting a role for EBNA2 in regulating histone acetylation [173]. EBNA3C bound p300
but interacted with also HDAC1 and HDAC2 and downregulated EBNA2-induced HAT
activity [175,176]. This suggests that EBNA3C may counteract the EBNA2-induced histone
acetylation by sequestering p300 and recruiting HDAC. However, EBNA2 and EBNA3C
are not typically expressed in EBV-positive Burkitt’s lymphoma, gastric cancer and most
nasopharyngeal carcinomas, suggesting that their role in epigenetic changes in the cancer
cell may be limited. Two viral proteins that can interfere with histone acetylation are BRLF1
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and BZLF1, which were found to recruit CBP [177,179]. The human genome contains almost
200,000 putative BZLF1 binding sites, suggesting that appropriation of CBP by BZLF1
may repress transcription. Indeed, induced expression of BZLF1 in EBV-negative cells
caused only minor, whereas overexpression of BZLF1 in latently infected B cells provoked
profound reduction in gene expression and decreased open chromatin structure ([221] and
references therein).

EBV infection was also associated with changes in histone methylation. EBV in-
fection of nasopharyngeal epithelial cells reduced the transcriptional activation mark
H3K4me3 and enhanced the suppressive mark H3K27me3 at the promoter regions of
several genes, including 16 DNA damage repair genes. The reduced DNA repair ability in
EBV-infected nasopharyngeal epithelial cells may play an important role in nasopharyngeal
carcinoma [222]. Infection of B cells with EBV resulted in a loss of H3K9me3, H3K27me3,
and H4K20me3, histone markers that are associated with histone condensation. Reduction
of these markers was linked to increased chromatin accessibility and gene expression,
including genes involved in hallmarks of cancer such as cell cycle regulation and apoptosis,
and was associated with transformation. Similar decrease in H3K9me3, H3K27me3, and
H4K20me3 patterns was also obtained with LMP1 and EBNA2 deficient mutant viruses,
suggesting that these proteins are not required [223]. Histone modification and chro-
matin remodeling seems also involved in EBV-induced pathogenesis. Schaeffner and her
coworkers reported that the EBV transcription factor BZLF1 interacted with the chromatin
remodeling proteins SNF2h and INO80 and this led to increased chromatin accessibility
on the EBV genome [178]. EBNA-LP and EBNA2 could also associate with the INO80
complex [174]. Whether the interaction of these viral proteins with chromatin remodeling
complexes affects the chromatin structure of host cells was not investigated. Another
study showed that EBNA2:SNF complex was recruited to the cellular Fc fragment of IgE
receptor II (FCER2 or CD23) promoter [224]. It was previously demonstrated that EBNA2
stimulates CD23 expression [225], suggesting the EBNA2-mediated recruitment of SNF
may be involved. The SNF2 member lymphoid-specific helicase (LSH) is overexpressed in
EBV-positive nasopharyngeal tumor samples compared to EBV-negative samples, but the
biological relevance was not investigated [180].

Taken, together, EBV-induced histone modifications and chromatin remodeling may
be a potential cancer driver in EBV-related tumors.

3.7. KSHV and Histone Modification and Chromatin Remodeling

KSHV-infected cells displayed changes in the level of H3K27me3 at promoters of genes
encoding proteins relevant in KSHV-induced carcinogenesis such as vascular endothelial
growth factor (VEGF), p53, and toll-like receptors (TLRs) [226]. Several KSHV proteins
have been shown to interfere with histone modifying enzymes and proteins of chromatin
remodeling complexes. Viral interferon regulatory factor (vIRF) was shown to interact
with the HATs p300 and CBP and inhibited their activity. These interactions resulted in
altered chromatin structure and reduced gene expression [186]. HDAC5 lacks enzymatic
activity but can be phosphorylated and transported to the cytoplasm. This will ultimately
lead to anti-angiogenic gene expression [227]. It was demonstrated that vIRF3 interacted
with HDAC5 and prevented nuclear export, thereby contributing to virus-induced lym-
phoangiogenesis [187]. Another viral protein, Rta, could also recruit CBP, as well as the
SWI/SNF complex through interaction with the BRG1 subunit, and the transcriptional
regulatory complex TRAP/Mediator. However, the effect on cellular gene expression in
KSHV-induced oncogenesis remains to be determined [188]. LANA could interact with
SAP30 (Sin3-associated protein), a component of the HDAC complex and with histone
methyltransferase KMT1A/SUV39H1 and heterochromatin protein 1 to induce H3K9
methylation [181,182]. LANA, vIL6, and vFLIP stimulated EZH2 expression via the NFκB
pathway. KSHV induced expression of the H3K27-specific methyltransferase EZH2 of the
PRC2 complex promoted production of the proangiogenic factor ephrin-B2, indicating that
EZH2 is essential for KSHV-induced angiogenesis [183,186]. Moreover, LANA was found
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to associate with H3K4 methyltransferase KMT2F/SETD1A and to bind the members of
the chromatin modulator family BRD/BET [184,185], indicating that LANA can modify
chromatin structure. However, LANA chromatin-immunoprecipitation techniques showed
that LANA predominantly bound to sites that were already in an open chromatin formation
and most transcription of the genes located close to LANA binding sites did not change
significantly. However, LANA may induce gene-specific chromatin changes as demon-
strated for some interferon gamma (IFNγ)-responsive genes [128]. LANA was found to
induce sumoylation of Sp100, a component of ND10 nuclear bodies, resulting in release
from chromatin and this coincided with acquisition of H3K27me3 marks [228]. KDM6B
is overexpressed in several EBV-positive tumors and KDM6B expression was induced in
LMP1-transfected in germinal centre B cells [172]. In conclusion, several KSHV proteins
may induce histone modifications and chromatin rearrangements, thereby contributing
to oncogenesis.

3.8. HBV and Histone Modification and Chromatin Remodeling

HBx protein of HBV was shown to activate or repress cellular gene expression. This
opposite effect depended on whether HBx attracted HATS or HDACs to the promoter. HBx
stimulated CRE binding protein (CREB)-dependent transcription by recruiting p300/CBP.
Induction of CREB target genes may play a role in the development of HCC associated
with HBV infection [189]. HBx also increased histone acetylation on the DNMT1, DNMT3A
and DNMT3B promoters, thereby increasing their expression (see Section 2.8). This sug-
gests that HBx stimulated HAT binding to these promoters [52]. HBx was shown to bind
p300/CBP and to stimulate transcription of the IL-8 and proliferating cell nuclear antigen
(PCNA) genes. IL-8 possesses mitogenic, motogenic and angiogenic properties, whereas
PCNA is implicated in DNA synthesis. Increased expression of these proteins may rep-
resent key steps in neoplastic transformation by HBV [190]. On the other hand, HDAC1,
HDAC2, and HDAC3 expression was increased in HBV-positive HCCs, in HBx-expressing
cells, and in the liver of HBx transgenic mice compared to matching non-tumor tissue,
control liver cells, and wild-type mice, respectively [191]. HBx was shown to interact with
HDAC1 and HDAC2, and HBx-induced stabilization of hypoxia-inducible factor 1 alpha
(HIF-1α), a key regulator in tumor growth, angiogenesis and metastasis of HCC, involved
deacetylation by HDAC1 [191,229].

HBx-caused changes in histone methylation is mediated by different enzymes. HBx
stimulated the expression of the histone lysine 9-specific methyltransferase SETDB1, lead-
ing to the release of transcriptionally silenced HBV genome [193]. The effect on cellular
gene expression was not examined, but upregulated expression of SETDB1 was significantly
associated with HCC disease progression, cancer aggressiveness, and poorer prognosis
of HCC patients [230]. HBx upregulated EZH2 expression by reducing levels of miR-101,
which targets EZH2 transcripts, and by inhibiting pRb, resulting in E2F1 mediated tran-
scription of the EZH2 gene. Furthermore, HBx increased the half-life of EZH2 [56,194,195].
HBx augmented the expression of the H3K4-specific methyltransferase set and mynd
domain containing (SMYD3) and this resulted in increased transcription of the c-MYC
proto-oncogene [196]. HBx upregulated expression of the polo like kinase 1 (PLK1). This
serine/threonine kinase blocks the repressive effect of PRC2 and the transcription repres-
sion complex composed of lysine demethylase 1A (KDM1A), the co-repressor CoRest,
HDAC1, and HDAC1 [192]. The KDM1A/CoREST/HDAC1/2 complex enzymatically
removed histone acetylations and H3K4 methylations [231]. PLK1-mediated inhibition of
PRC2 and KDM1A/CoREST/HDAC1 has been shown to stimulate the Wnt signaling path-
way by increasing β-catenin expression and to promote the progression of hepatocellular
carcinoma [232]. HBx was found to form a complex with the p65 subunit of NFκB, EZH2,
TET2, and DNMT3L and to cause activation of the epithelial cell adhesion molecule (Ep-
CAM) promoter [197]. HBx was shown to promote H3K4me3 by preventing proteasomal
degradation of WD repeat domain 5 protein (WDR5), which is a core subunit of the H3K3
methyltransferase complex, and by recruiting this protein to chromatin. Silencing WDR5
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expression reduced tumor formation of HBx expressing cell implanted in nude mice. These
results suggest that HBx mediates its oncogenic effect in a WDR5-dependent manner [198].

Taken together, these findings emphasize an important role of HBV-induced histone
modifications in the development of HCC.

4. Oncoviruses and microRNA
4.1. microRNA Biogenesis and Functions

MicroRNAs are short, non-coding RNAs that are involved in the regulation of gene
expression. Most miRNA genes are transcribed by RNA polymerase II and generate an
immature precursor pri-miRNA, which is processed by the RNase III enzymes Drosha and
Dicer to produce mature microRNA of 21–23 bases. The mature miRNA is incorporated
into the RNA-inducing silencing complex (RISC), which binds to complementary or quasi
complementary sequences in the 3′ untranslated region of target mRNAs and induces
their degradation or prevents their translation [233]. MicroRNAs play a pivotal role in
developmental and cellular processes, but also in cancer [234]. Transcription of miRNA
encoding regions is regulated by additional transcription factors and repressors, but also
by DNA methylation and chromatin remodeling of their promoters. The role of some
microRNAs in virus-positive cancers is outlined below and summarized in Table 3.

Table 3. Some of the microRNAs affected by human tumor viruses. See text for details.

Virus miR Viral Protein Expression Target Effect References

HTLV-1

miR-150 Tax, HBZ Down STAT1 ↑ proliferation; evade immune clearance [235,236]
miR-223 Tax, HBZ Down STAT1 ↑ proliferation; evade immune clearance [235,236]
miR-17 HBZ Up HSSB2 ↑ proliferation; genome instability [237]
miR-21 HBZ Up HSSB2 ↑ proliferation; genome instability [237]

miR-23b HBZ Up HSSB2 ↑ proliferation; genome instability [237]
miR-27b HBZ Up HSSB2 ↑ proliferation; genome instability [237]

HCV

miR-30c Core Down SNAI1 ↑ EMT; ↓ apoptosis [238]
miR-122 Core Down HCV DNA ↑ viral replication [238]
miR-124 Core Down SMYD3, EZH2 ↑migration and invasion [238,239]

TERT Histone modification; ↑ proliferation
miR-138 Core Down WNT1 ↑ immortality [238]
miR-152 Core Down SNAI2 ↑ proliferation [238]
miR-203 Core Down PTEN ↑ EMT; ↓ apoptosis [238]
miR-21 Core Up IFNAR1 ↑ proliferation; ↑ invasion [238]
miR-93 Core Up MCL1 evade antiviral effect [238]

miR-193b Core Up FAS, TERT ↓ apoptosis [238]
miR-196b Core Up TLR3, TLR7 ↓ apoptosis; ↑ proliferation [238]
miR-758 Core Up ND * Immune evasion [238]

MCPyV

miR-M1 ND * Up LT, SP100 Immune evasion [240,241]
miR-30a-3p ND Up ATG7, SQSTM1 Suppression of autophagy [242]
miR-30a-5p ND Up ATG7, SQSTM1 Suppression of autophagy [242]

miR-34a ND Up ND ND [243]
miR-375 ND Up ATG7, SQSTM1, Suppression of autophagy; [242]

LDHB ↑ proliferation [244]

HR-HPV

miR-21 E6, E7 Up CCL20 ↑ proliferation; ↑migration; ↓ apoptosis [108]
miR34a E6 Down cyclinD, BCL2 ↑ proliferation; ↓ apoptosis [108,245]
miR-107 ND Down MCL1 Evade antiviral effect [114]
miR-124 ND Down IGFBP7 ↑ proliferation; ↑migration [246]
miR-155 ND Up LKB1 ↑ proliferation [245]

EBV

BART2-5p ND Up MCIB Immune evasion [247–249]
BART5-5p ND Up PUMA ↓ apoptosis [247–249]

BART9 ND Up BIM ↓ apoptosis [247–249]
BART11 ND Up BIM ↓ apoptosis [247–249]
BART11 ND Up BIM ↓ apoptosis [247–249]
BART15 ND Up NLRP3 ↑ inflammation [247–249]

miR-146-5p EBNA2 Up KDM2 Histone modification [222]
miR-155 LMP FOXO3a ↑ proliferation [248]
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Table 3. Cont.

Virus miR Viral Protein Expression Target Effect References

KSHV

miR-K12-1 ND Up p21CIP1/WAF1 ↑ proliferation [250–252]
miR-K10 ND Up BCLAF1 ↓ apoptosis [250–252]

miR-K12-5 ND Up BCLAF1 ↓ apoptosis [250–252]
miR-K12-9 ND Up BCLAF1 ↓ apoptosis [250–252]
miR-K12-1 ND Up Caspase 3 ↓ apoptosis [250–252]
miR-K12-3 ND Up Caspase 3 ↓ apoptosis [250–252]

miR-K12-4-3 ND Up Caspase 3 ↓ apoptosis [250–252]
miR-K12-4-5 ND Up Rbl2 ↓ DNA methylation [253]
miR-K12-11 ND Up Jarid Histone modification [253]

miR-21 K15 Up ND ↑migration; ↑ angiogenesis [248,252]
miR-31 K15 Up ND ↑migration; ↑ angiogenesis [248,252]

miR-221 LANA, kaposin Down ETS2 ↑migration [248,252]
LANA, kaposin

miR-222 vFLIP Down ETS1 ↑migration [248,252]
ND

miR-146a Up CXCR4 ↑ release KSHV-infected endothelial cells [248,252]
miR-132 Up p300 ↓ antiviral immunity [254]

HBV

HBV-miR-2 ND Up TRIM35, RAN ↑migration and invasion [255]
HBV-miR-3 ND Up PP1A, PTEN ↑ proliferation; ↑ invasion [256]

miR-10 HBx Up EPHA4 ↑ EMT [257]
miR-132 HBx Down AKT ↑ proliferation [257]
miR-143 HBx Up FNDC3B ↑migration, evasion, and metastasis [257]

miR-193b HBx Up MCL1 Evade antiviral effect [257]

↑ = increased; ↓ = decreased; * ND: not determined.

4.2. HTLV-1 and microRNA

No HTLV-1-encoded microRNA has been described so far, but HTLV-1 can alter the
expression levels of cellular microRNAs. HTLV-1-transformed cells and ATL-derived
cell lines had reduced levels of miR-150 and miR-223. STAT1, whose mRNA is a direct
target for these miRNAs, was upregulated in HTLV-1-transformed and ATL cells and was
required for the proliferation of these cells. MHC-I levels were also increased in these cells
and enhanced MHC-I expression helped the tumor cell to avoid immune clearance [235].
STAT1 has been found to play a role in chromatin decondensation of the MHC locus [236],
which may explain concomitant increased expression of both proteins. The mechanisms by
which HTLV-1 repressed miR-150 and miR-223 expression are incompletely understood,
but Tax, as well as HBZ could increase the expression and activity of E2F1, which is a
repressor of the miR-223 promoter [258–260]. The HTLV-1 HBZ protein was also shown
to affect microRNA levels. HBZ upregulated miR-17, miR-21, miR23b, and miR-27b by
a posttranscriptional maturation mechanism. These microRNAs target mRNA of the
nucleic acid binding protein 1 (NABP1) gene encoding the ssDNA binding protein HSSB2.
Silencing of this DNA repair factor stimulated cell proliferation and genomic instability,
indicating that HTLV-1 infection may trigger proliferation and genomic instability by the
HBZ/miR-17+miR-21/HSSB2 axis [237].

4.3. HCV and microRNA

HCV does not seem to encode viral microRNA probably because of its cytoplasmic
location, which deprives the virus from nuclear proteins, such as RNA polymerase II and
Drosha, required for microRNA biogenesis. However, comparative microRNAome profil-
ing of HBV-associated HCCs and HBV-negative HCCs, and of HepG2 hepatocytes stably
transfected and full-length HCV genome and control cells demonstrated that HCV elicited
changes in cellular miRNA expression [238,261–263]. MicroRNAs including miR-30c,
miR-122, miR-124, miR-138, miR-152, and miR-203 were downregulated, whereas miR-21,
miR-93, 193b, miR-196a, and miR-758 were upregulated. These microRNAs were shown
to regulate cell proliferation, invasion and migration, immune evasion, immortalization
and cell survival. The core protein was demonstrated to be responsible for modulating the
expression of these microRNA. One modus operandi of core protein-mediated microRNA
repression was by inducing methylation of microRNA genes such as the miR-124 gene.
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The transcript of the SMYD3 protein, a protein that stimulates migration and invasion, was
shown to be a direct target of miR-124. Hence, the core protein can stimulate tumor migra-
tion and invasion by DNMT1/methylation-mediated inhibition of miR-124 expression, and
consequently preventing miR-124-induced silencing of SMYD3 [262]. EZH2 was shown to
be also a direct target of miR-124 and a significant inverse correlation between miR-124 and
EZH2 mRNA levels was measured in HCC tissues [239]. This finding suggests that HCV
core protein can affect H3K27me3 through a miR-124/EZH2 pathway. Another mechanism
by which the core protein affected microRNA levels was by suppressing the activity of
Dicer, thereby interfering with the biogenesis of microRNAs [264]. The non-structural pro-
teins NS3, NS4A, NS4B, and NS5A also affected the expression of cellular microRNAs that
stimulate proliferation, cell survival, migration and invasion, and immune evasion [238].
The mechanisms by which these HCV proteins modify microRNA expression remains to
be determined.

4.4. MCPyV and microRNA

MCPyV encodes a microRNA, referred to as miR-M1, which negatively regulates the
expression of LT, a viral protein involved in transcription and replication of the MCPyV
genome [240,265]. This viral-encoded microRNA is predicted to regulate viral replication
and promote immune evasion [240,241]. Ectopic expression of miR-M1 resulted in sig-
nificant differentially expressed genes compared to control cells, especially genes whose
proteins are involved in the immune response, but also in cell motility [241]. One of
the confirmed miR-M1 targets was the transcript for SP100, a protein involved in an-
tiviral immunity. MiR-M1-mediated silencing of SP100 resulted in reduced secretion of
C-X-C- motif chemokine ligand 8 (CXCL8) and attenuated neutrophil migration in cell
culture. These in vitro data suggest a role for miR-M1 in aiding MCPyV-positive MCCs
to escape the immune system. However, deep sequencing analysis showed that very
low miR-M1 levels are detectable in less than 50% of MCPyV-positive MCC tumors and
undetectable in the majority of MCC tumors, jeopardizing miR-M1′s biological significance
in tumorigenesis [265,266]. Minimizing the levels of miR-M1 allows the infected cell to
produce more LT transcripts that can be translated into the LT oncoprotein.

Comparative microRNAome studies between virus-positive and virus-negative MCC
cell lines and tumors have identified several cellular microRNAs whose expression is
associated with the MCPyV status (for a recent review see [267]). These included miR-203,
miR-30a-3p, miR-769-5p, miR-34a, miR-30a-5p and miR-375 [267,268]. MiR-375 has been
most extensively studies and its serum level correlates with tumor burden, demonstrat-
ing that miR-375 serum levels can be considered a valid surrogate biomarker of tumor
burden in MCC patients [243,269]. However, the function of miR-375 in MCC is controver-
sial. Abraham and colleagues described the involvement of miR-375 in neuroendocrine
differentiation and knockdown of miR-375 in virus-positive cell lines did not alter their
growth properties [270]. Recently, Kumar and colleagues found that MCPyV T-antigens
and the MCPyV-regulated miRNAs miR-375, miR-30a-3p and miR-30a-5p suppressed
autophagy by targeting multiple autophagy genes, thereby protecting MCC cells from
autophagy-associated cell death [242]. LDHB is a target of miR-375. This enzyme catalyzes
the conversion of lactate to pyruvate and NAD+ to NADH and is known to play impor-
tant roles in cancer cell growth and progression [271,272]. In another paper, Kumar and
colleagues reported that LDHB expression was inversely correlated with miR-375 levels in
MCC cells and LDHB was found to have distinct roles in MCPyV positive and MCPyV neg-
ative MCC cells. In virus-associated MCC cells, inhibition of miR-375 expression reduced
cell growth and induced apoptosis, and silencing of LDHB restored cell growth caused by
miR-375 inhibition. An opposite effect was observed in MCPyV negative cell lines were
silencing of LDHB reduced cell growth [244]. MiR-375 expression seems to be activated
by transcription factor ATOH1 [96]. However, ATOH1 is downregulated during MCC
progression, whereas another study demonstrated that expression of ATOH1 was increased
in advanced MCCs MCPyV associated carcinogenesis [273,274]. Interestingly, ATOH1
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expression is induced by ectopic expression of truncated forms of LT (which are expressed
in MCPyV-positive MCCs) in fibroblasts [96]. Another study questioned the role of miR-375
in MCPyV-associated MCC. Highly effective miR-375 knockdown in virus-positive MCC
cell lines did not significantly modify the cell viability, morphology and oncogenic signal-
ing pathways [275]. Enrichment of miR-375 in extracellular vescicles has been described,
suggesting a role of this microRNA in intercellular communication of MCC. Becker and his
group showed that extracellular vesicle-mediated transmission of miR-375 to fibroblasts
caused phenotypic changes toward cancer-associated fibroblasts. This observation suggests
that miR-375 may contribute to generating a tumor microenvironment [276].

A subset of miRNAs associated with tumor metastasis and MCC-specific survival has
been identified. Functionally, overexpression of miR-203 was able to inhibit cell growth, to
induce cell cycle arrest, and to regulate survivin expression in MCPyV negative-MCC cells,
but not in MCPyV-positive MCC cells. These findings reveal a mechanism for survivin
expression regulation in MCC cells and offer insights into the role of miRNAs in MCC
tumorigenesis [268].

MCPyV has also been detected in other cancer types, including non-small cell lung
cancer [277]. Lasithiotaki et al. demonstrated overexpression of miR-21 and miR-376c in
MCPyV-positive compared MCPyV-negative non-small cell lung cancers, whereas miR-145
levels were higher in the virus-negative tumor samples [278].

In conclusion, the MCPyV-encoded microRNA miR-M1 does not seem to be involved
in MCC, but MCPyV infection modifies cellular microRNA expression, which may play a
role in tumorigenesis and the tumor microenvironment.

4.5. HR-HPV and microRNA

MicroRNA prediction algorithms have been used to forecast putative HPV16- and
HPV18-encoded miRNAs [279,280]. By using Northern blotting, a weak hybridization
signal corresponding to mature HPV18-miR-LCR3 was detected in the HPV16-positive
CaSki cell line [279]. This putative HPV miRNA has high sequence identity to cellular miR-
466. Possible targets are genes encoding proteins involved in proliferation, transcription,
signaling pathways. Whether HPV18-miR-LCR3 is a truly HPV-encoded miRNA remains to
be established. The group of Auvinen identified and validated the expression of 5 HPV16-
encoded microRNAs (HPV16-miR-H1, H2, H3, H5 and H6) in HPV-positive cell lines
and cervical cancers. In all cases, HPV16-miRs were expressed at low levels [280,281].
Among the putative targets were mRNAs encoding proteins involved in focal adhesion,
cell migration, cell proliferation and tumor suppressors [280].

Several studies have shown that HR-HPV positive tumors and cell lines expressing
the HR-HPV oncoproteins E5, E6 or E7 have altered cellular microRNAomics compared to
control tissue and cells. Upregulation and downregulation of cellular microRNAs have
been observed. The microRNAs dysregulated in HPV-positive cervical cancers are involved
in cell proliferation, cell survival, angiogenesis, invasion, and migration underscoring their
role in HR-HPV pathogenesis (Table 3; [108,109,114,245,282]).

One mechanism by which HPV affected microRNAs expression was by modifying
the promoter methylation pattern of the genes encoding microRNAs [246]. For exam-
ple, no methylation of miR-124 promoter was found in normal cervical cancer, whereas
hypermethylation level of the miR-124 promoter increased with the cancer grade [246].
Methylation of the miR-124 promoter was increased and levels of this microRNA were
decreased in human foreskin keratinocytes immortalized with either HPV16 or HPV18.
Concordantly, levels of insulin like growth factor binding protein 7 (IGFBP7), whose mRNA
is a target for miR-124, were increased. Furthermore, ectopic expression of miR-124 in
HPV16-positive SiHa and CaSki cervical cancer cell lines reduced their proliferation rate
and migration capacity. These results support a role for silencing miR-124 in HPV-mediated
cervical carcinogenesis. HPV-induced hypermethylation of miRNA promoters is mediated
by increased DNMT1 expression and activity by E6 and E7 as discussed in Section 2.4.
HR-HPV infection was also associated with reduced methylation of microRNA genes,
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but the mechanism by which HR-HPV decreases microRNA promoter methylation is not
known [108,109,114,245,282]. Another mechanism by which HR-HPV affected microRNA
expression is through targeting cellular proteins involved in the transcription of microRNA
genes. HR-HPV E6 induced degradation of p53 and E7 appropriated pRb, which altered
the transcription levels of microRNA-encoding genes [114]. A third mode of disturbing
microRNA levels is by interfering with the biogenesis of microRNAs. HR-HPV E6 and
E7 could altered the expression of microRNA processing proteins, including Drosha and
Dicer and different expression of these proteins was observed in HPV-induced cancers
compared to normal tissue. Dysregulation of microRNA processing proteins perturbed
miRNA biogenesis and affected translation of their target mRNAs [108,283,284].

4.6. EBV and microRNA

The EBV BHRF1 cluster and the BamHI-A rightward transcript (BART) clusters 1 and
2 encode >40 mature miRs, which can regulate host and viral gene expression. These viral
miRs are crucial for EBV-associated tumorigenesis by e.g., inhibiting apoptosis, immune
evasion, and cell growth [45,247–249]. For example, EBV miR-BART2-5p silences MHC
class I polypeptide-related sequence B (MCIB) expression to inhibit natural killer cell
recognition and activation, allowing immune evasion of the EBV-positive tumor cell. Other
EBV miRNAs that have a predicted role in immune evasion, include miR-BHRF1-3 (target
is CXCL11, a T cell attracting chemokine), miR-BART15 (target is the inducer of pro-
inflammatory cytokines NLR family pyrin domain containing 3; NLRP3 or cryopin), and
miR-BART5-5p (represses the expression of the pro-apoptotic protein p53 upregulated
modulator of apoptosis; PUMA). EBV miR-BART9, miR-BART 11 and miR-BART 12 inhibit
apoptosis by repressing expression of BIM [247–249].

EBV infection also altered the expression of host cell miRNAs. Comparison of the
microRNAomes from EBV-positive nasopharyngeal tissue and non-tumor tissue disclosed
several cellular miRNAs that were upregulated, but also many were downregulated. One
of the cellular miRNAs induced by EBV is miR-155, an oncomir crucial for B cell trans-
formation and proliferation [248]. The microRNA profile of EBV-positive gastric cancers
and EBV-positive lymphomas also displayed differentially expressed host cell microRNAs
compared with virus-negative tissue. Again, these microRNAs target transcripts of proteins
involved in apoptosis, immune evasion, cell proliferation, invasion and metastasis, hinting
to a crucial role in the carcinogenesis of these EBV associated tumors [248,249,285,286].
EBV induced chromatin changes can also be mediated by microRNA. The EBV protein
EBNA2 was found to induce miR-146-5p, which targets KDM2 mRNA [222].

The mechanisms by which EBV modulate microRNA expression have been less
studied but may include changes in DNA methylation and chromatin of the microRNA
genes induced by viral proteins as discussed in Sections 2.6 and 3.6. EBV can also affect
the biogenesis of microRNAs as shown for EBV miR-BART6-5p, which targets Dicer
mRNA [248].

4.7. KSHV and microRNA

KSHV produces 25 mature microRNAs and more than 2000 host transcripts that
encode proteins associated with KSHV pathogenesis can be directly targeted by these
viral microRNAs [250,287,288]. The functions of KSHV microRNAs have been exten-
sively studied and showed that they perturbed expression of host proteins, which are
involved in angiogenesis, proliferation, cell survival, migration and invasion, and immune
evasion [45,247,248,250,251,288]. A few examples are mentioned. KSHV miR-K12-1 helped
evading cell cycle arrest by silencing p21CIP1/WAF1 expression. KSHV miR-K12-5, miR-K12-
9 and miR-K10a/b targeted the pro-apoptotic protein Bcl-2-associated factor 1 (BCLAF1),
whereas miR-K12-1, miR-K12-3, and miR-K12-4-3p suppressed caspase 3 expression. These
microRNAs allowed the virus to avoid apoptosis. KSHV evaded the innate immune system
by miR-K12-5- and miR-K12-9-mediated reduction of myeloid differentiation primary
response 88 (MYD88) and interleukin-1 receptor-associated kinase 1 (IRAK1), respectively.
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Finally, KSHV microRNAs promoted angiogenesis by downregulating the levels of the anti-
angiogenic factor thrombospondin, SH3 domain binding glutamate-rich protein (SH3BGR)
and CD82 [247,248,252,288,289]. KSHV-encoded microRNAs were demonstrated to play a
role in DNA methylation because infection with a mutant virus unable to express KSHV
microRNAs resulted in almost complete loss of DNA methylation. Possible mechanisms
could be through miR-K12-4-5p, a KSHV microRNA that prevented synthesis of the DNMT
repressor Rbl2, and via miR-K12-11, which targets the PRC2 component Jarid2 [253]. Jarid
2 was also shown to function as a tumor suppressor and regulator of B-cell survival.
Hence, KSHV miR-K12-11-mediated inhibition of Jarid2 may contribute to KSHV-induced
malignant transformation [290].

The role of KSHV-provoked dysregulated expression of host cell microRNAs in cancer
has been extensively reviewed [248,251,252]. We will briefly mention some examples. The
viral protein K15 was shown to induce expression of cellular miR-21 and miR-31, which
promoted cell migration, angiogenesis, and lymphangiogenesis. The viral proteins LANA
and Kaposin B repressed expression of cellular miR-221 and miR-222, which resulted
in increased cell migration. vFLIP upregulated miR-146a levels in an NFκB-dependent
manner. This host cell microRNA silenced C-X-C motif chemokine receptor 4 (CXCR4),
which promoted the premature release of KSHV-infected endothelial cell progenitors into
the blood stream [248,252]. Similar to KSHV-encoded microRNAs, KSHV- induced host cell
microRNAs could exert an effect on chromatin structure. KSHV was found to upregulate
cellular miR-132, which targeted the HAT p300 mRNA [254]. These findings underscore a
role for viral and cellular microRNA in KSHV-associated cancer.

4.8. HBV and microRNA

HBV encodes two viral miRNAs: HBV-miR-2 and HBV-miR-3. HBV-miR-2 may act
as an oncomiR because it was found to promote cell growth, migration and invasion by
downregulating the expression of the E3 ubiquitin-protein ligase tripartite motif containing
35 (TRIM35) and upregulating protein levels the GTPase RAN. TRIM35 is a proapototic
protein and can inhibit the Warburg effect, whereas RAN is involved in nucleocytoplasmic
transport, but also in metastasis. HBV-miR-3 enhances cell invasion and proliferation by
e.g., silencing PP1A and PTEN [255,256].

Several studies showed a role for HBx in up- and downregulating the expression of
cellular microRNAs, including miR-10, miR-132, miR-143, and miR-193b. This has been the
topic of excellent reviews [190,255,257,263,291,292]. HBx modulates microRNA expression
by inducing epigenetic changes in microRNA-encoding genes or modulating expression of
genes whose products are involved in microRNA biogenesis. HBx can affect DNA methy-
lation, histone acetylation and histone methylation as discussed in Sections 2.7 and 2.8,
which will affect transcription of the microRNA-encoding region. HBx can also affect the
affinity of transcription factors involved in transcription of microRNA genes. For example,
HBx can interfere with p53 sequence-specific DNA binding of and inhibit p53′s transcrip-
tional activity [132], stabilize c-MYC [293], and activate NFκB-mediated transcription [294].
These three transcription factors have been shown to affect transcription of microRNA
genes [295–297]. Moreover, HBx can repress Drosha expression leading to dysregulation of
microRNA biogenesis [298]. MicroRNAs modulated by HBx were demonstrated to target
genes that encode proteins involved in cell cycle progression, cell survival, immune evasion,
invasiveness and migration, and angiogenesis [292]. Thus, dysregulation of microRNA
expression is a pivotal mechanism by which HBV promotes hepatocellular carcinogenesis.

5. Oncoviruses and Long Non-Coding RNAs
5.1. Long Non-Coding RNA Biogenesis and Functions

Long non-coding RNAs (lncRNAs) are a heterogeneous group of RNAs that are
more than 200 nucleotides long and are not translated into functional proteins. Most
lncRNAs are generated by RNA polymerase II and can contain a 5′ cap and 3′ polyA
tail. So far, ~18,000 lncRNA genes have been identified in the human genome, but their
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number is still increasing. The lncRNA genes produce almost 50,000 transcripts, but
many remain to be annotated [299]. LncRNAs can act as guides for proteins, including
chromatin-modifying complexes and transcriptional activators or repressors. They can also
sequester microRNAs and can by binding mRNA, regulate splicing and stability, editing
and subcellular localization. LncRNAs can also associate with DNA and regulate histone
modification and DNA methylation. Moreover, lncRNAs can induce structural changes
in proteins. Therefore, lncRNAs play crucial roles in gene expression, but they are also
important in maintaining chromosome integrity. LncRNAs are crucial for normal cellular
processes, but there is clear evidence that they are involved in cancer [300,301]. Some
examples of lcnRNA and their role in virus-positive cancers are discussed below and are
summarized in Table 4.

Table 4. Human tumor virus and lncRNAs with their targets and known functions in virus-induced cancer. See text
for details.

Virus lncRNA Expression Viral Protein Target Effect References

HTLV-1
HBZ antisense Up ND * CCR4, E2F1, and survivin genes ↑ proliferation; ↓ apoptosis [302]

ANRIL Up Tax, HBZ Recruits EZH2 and p65 ↑ proliferation; ↓ apoptosis [303]

HCV

UCA1 Up ND miR-203 sponge→ increased SNAI2 ↑ EMT [304]
PVT1 Up ND Recruits EZH2 ↑ proliferation [304,305]

AK021443 Up ND ND ↑ proliferation [304,305]
LINC01419 Up ND ND ↑ proliferation [304,305]

HULC Up ND ND ↑ proliferation [304,305]
AF070632 Down ND ND metabolism [304,305]

MCPyV HNGA1 Up ND miR-375 sponge ↑ proliferation; ↑ glycolysis [306]

HR-HPV

HOTAIR Up ND
miR-23b and miR-143-3p sponge; ↑ angiogenesis; ↑ invasion [245]Recruits EZH2; increased expression

VEGF and MMP9

TMPOP2 Up E6 miR-139 and miR-375 sponge→ ↑ E6
and ↑ E7; inhibition of E-cadherin

↑ proliferation;
↑ invasion; ↑ angiogenesis [307]

CCDST Down E6, E7 Increased DHX9 level ↑mobility; ↑ angiogenesis [308]
FANCI-2 Up E6, E7 ND ND [309]

EBV

EBER1 Up ND ND Immune evasion; ↓ apoptosis [45,310,311]
EBER2 Up ND Recruits PAX5 ↓ apoptosis [45,310,311]
BART Up ND ↓ IFNB1 and ↓ CXCL8 Immune evasion [312–315]
BHLF1 Up ND Viral replication and latency Persistent infection [312–315]

MALAT1 Up ND miR-124 and miR-195 sponge ↑ proliferation; ↑ invasion [313]

HOTAIR Up ND miR-34a, miR-217 and miR-618 sponge ↑ angiogenesis;
↑ invasion and migration [314]

H19 Up ND miR-141 and miR-630 sponge ↓ apoptosis;
↑ invasion and migration [314]

KSHV

PAN Up ND Binds IRF4, histone demethylases,
EZH2, and SUZ12

Immune evasion;
chromatin modification [316]

H19 Up ND miR23b, miR-34a, miR124 sponge Tumor progression
and metastasis [314]

MALAT1 Up ND miR-124 and miR-195 sponge ↑ proliferation; ↑ invasion [314]
KIKAT Up ND Interaction with KDM4A; ↑ ATOM ↑ angiogenesis; ↑migration [317]

HBV

HEIH Up HBx Recruits EZH2 ↑ proliferation; ↑ invasion;
↓ apoptosis [318–320]

UCA1 Up ND Recruits EZH2; miR-216b sponge ↑ proliferation; ↑ invasion;
↓ apoptosis [318–324]

HOTAIR Up ND Recruits EZH2 ↑ proliferation; ↑ invasion;
↓ apoptosis [318–321]

HULC Up HBx Recruits EZH2; miR-186 and miR-372
sponge

↑ proliferation; ↑ invasion;
↓ apoptosis [318–322]

LINC00152 Up HBx Recruits EZH2 ↑ proliferation; ↑ invasion;
↓ apoptosis [319,325]

ANRIL Up ND Recruits PRC2; miR-122-5p sponge ↑ proliferation; ↑ invasion;
↓ apoptosis [319]

HBx-LINE1 Up ND Activates WNT pathway ↑ proliferation; ↑ invasion [318,319,321,326]

↑ = increased; ↓ = decreased; * ND: not determined.

5.2. HTLV-1 and lncRNA

HTLV-1 produces the antisense mRNA HBZ that is inefficiently polyadenylated and
as a result the minor fraction of properly polyadenylated HBZ mRNA is transported
to the cytoplasm and translated into the HBZ protein, while the majority of aberrant
polyadenylated antisense mRNA is retained in the nucleus and acts as lncRNA. Nuclear
HBZ mRNA could bind to the promoters of the cellular genes, including the genes encoding
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C-C chemokine receptor type 4 (CCR4) and E2F1, and enhanced transcription of these genes,
resulting in stimulation of proliferation of HTLV-1-infected cells. HTLV-1 antisense mRNA
also promoted expression of survivin [302]. The exact mechanism by which HBZ mRNA
exerts its transcriptional regulatory functions are unknown but altered gene expression by
this lcnRNA can contribute to HTLV-1-induced oncogenesis.

Comparing the levels of cellular lncRNA in ATL cells, HTLV-1-infected cell lines and
control cells revealed upregulation of lncRNAs ANRIL (antisense noncoding RNA in the
INK4 locus), H19, and SAF (Fas-Antisense) and slight downregulation of HOTAIR (HOX
antisense intergenic RNA) and TUSC7 (tumor suppressor candidate 7) by HTLV-1 [303].
The authors showed that enhancement of ANRIL expression depended on transcription
factor E2F1. The exact mechanism by which HTLV-1 regulates ANRIL expression is not
known, but Tax has been shown to increase expression and activation of E2F1, whereas
HBZ abrogated the interaction between pRb and HDAC3, thereby activating E2F1 [260,327].
Knockdown of ANRIL in ATL cells impaired proliferation and provoked apoptosis. Tumor
growth of xenografted ANRIL knockout cells was reduced compared to wild-type cells in
mice. ANRIL could form a complex with EZH2 and p65 and enhanced the binding of p65
to NFκB-responsive promoters, whereas ANRIL also formed a complex with EZH2 and
repressed p21CIP1/WAF1 expression by increasing H3K27me of the CDKN1A promoter [303].
In conclusion, HTLV-1-encoded lncRNA and HTLV-1-induced cellular lncRNAs are in-
volved in processes controlling cell proliferation and cell survival and may contribute to
HTLV-1 associated leukemogenesis.

5.3. HCV and lncRNA

So far, no HCV-encoded lncRNAs have been identified. However, it was shown that
the 5′ untranslated region could be processed by the cellular endoribonuclease XRN1,
generating subgenomic viral RNAs that are not translated and therefore may act as viral
lncRNAs [328]. The functions of these subgenomic viral RNAs remain to be determined.

Results from several studies comparing HCV-positive HCC with healthy liver tissue
showed that several lncRNAs have significantly different expression levels [291,304,305,329].
Several of these HCV-induced lncRNA affect the viral life cycle and are beyond the scope
of this review [305,329]. However, other HCV-induced lncRNAs are related to HCC, and
while the function of most of these lncRNAs remains elusive, the role of some lncRNAs in
HCV-related HCC has been addressed. LncRNA urothelial carcinoma associated 1 (UCA1)
is involved in epithelial-to-mesenchymal transmission through sponging miR-203, resulting
in increased SNAI2 expression levels. PVT1 (plasmacytoma variant translocation 1) lncRNA
recruits EZH2, which facilitates histone modification. PVT1 could promote HCC cell
proliferation by stabilizing nucleolar protein 2 and by downregulating transcription of
the proto-oncogene c-myc. AK021443, LINC01419 (or PRLH1 for p53-regulated lncRNA
for homologous recombination repair 1), and HULC (highly upregulated in liver cancer)
lncRNAs are upregulated and stimulate cell proliferation or metastasis. AF070632 and
aHIF (antisense to hypoxia-inducible factor 1 alpha) lncRNAs are downregulated. The
former is involved in cell metabolism, while the function of the latter is unknown [304,305].

5.4. MCPyV and lncRNA

The existence of putative MCPyV-encoding lncRNAs and the effect of MCPyV infec-
tion on host cell lncRNA expression have not been addressed. One study in head and
neck squamous cell carcinoma cells demonstrated that miR-375 silenced the expression
of the glucose transporter protein solute carrier family 2 member 1 (SCL2A1 or glucose
transporter type 1; GLUT1) by targeting SCL2A1 mRNA. The head and neck squamous
cell carcinoma glycolysis-associated 1 (HNGA1) lnc RNA was upregulated and HNGA1
functioned as a sponge for miR-375. Ectopic expression of lcnRNA HNGA1 in head and
neck squamous cell carcinoma cells stimulated cell proliferation and glycolysis, and accel-
erated tumor growth in xenograft mouse [306]. The expression level of lcnRNA HNGA1
in MCC has to the best of our knowledge not been examined, but miR-375 is upregulated
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in MCC (see Section 4.4), suggesting that little or no HNGA1 lcnRNA is present in MCC
tumors. MCPyV sT was shown to upregulate the expression of the glucose transporters
SLC2A1 and SLC2A3 in normal human fibroblasts and SCL2A1 is significantly expressed
in MCC [330–332]. These findings suggest that MCPyV uses an HNGA1-independent
mechanism to upregulate expression of SLC2A1.

5.5. HPV and lncRNA

Several lncRNAs previously found to be involved in cancer are also differentially ex-
pressed in cervical cancers compared to control samples. RNA interference-mediated
silencing of E7 in HPV18-positive HeLa cells or expression of E6 in primary human
keratinocytes resulted in altered expression of several lncRNAs compared to control
cells [114,245,309,333,334]. One of the upregulated lncRNA in cervical cancers is HOTAIR.
This lncRNA could sponge miR-23b and miR-143-3p, could recruit EZH2 and promoted
expression of VEGF and matrix metalloproteinase 9 (MMP9), thus stimulating carcinogenic
processes [245]. Another lncRNA that was upregulated in cervical cancers is thymopoietin
pseudogene 2 (TMPOP2) lncRNA. p53 bound the promoter region of the TMPOP2 gene and
inhibited its expression. E6 released p53-mediated inhibition of TMPOP2 expression. Inter-
estingly, overexpression of TMPOP2 enhanced E6 and E7 protein levels because TMPOP2
sponged miR-375 and miR-139, which target E6/E7 mRNA [307]. Moreover, TMPOP2 in-
hibited E-cadherin expression by recruiting EZH2. Thus, enhanced expression of TMPOP2
seems to play an important role in HPV-induced tumorigenesis. E6 and E7 downregulated
expression of cervical cancer DHX9 suppressive transcript (CCDST) lncRNA, which re-
sulted in increased DExH-box helicase 9 (DHX9) protein levels, thereby accelerating cell
mobility and angiogenesis [308]. E7 and to a lesser extent E6 elevated Fanconi anemia
complementation group 1–2 (FANCI-2) lncRNA levels and this was dependent on YY1
binding sites in the promoter region of FANC-2. E6 and E7 were found to reduce miR-29a
levels, which targets transcription factor YY1 and E7 altered the activity of YY1 [309]. The
exact role of FANCI-2 in HPV-induced cancer remains elusive. Altered lncRNA expres-
sion was also observed in HPV-positive head and neck squamous carcinomas compared
with normal tissue [333]. In conclusion, affecting cellular lncRNA expression may be a
mechanism that contributes to HPV-induced carcinogenesis.

5.6. EBV and lncRNA

EBV encodes two small non-coding RNAs EBV-encoded RNA1 (EBER1) and EBER2
of 167 and 172 nucleotides long, respectively. Both are RNA polymerase III transcripts
and they are present in high copy numbers (~106 for EBER1 and ~2.5 × 105 for EBER2) in
infected cells. Although shorter than classical lncRNAs, EBERs are considered lncRNAs.
EBER2 acts as a guide RNA to recruit transcription PAX5 to viral target sites, where the
complex suppresses transcription. The role of EBER1 remains poorly understood, but
both EBER1 and EBER2 play a role in suppressing the innate immune system, avoiding
apoptosis and activating the oncogenic phosphatidylinositol 3-kinase (PI3K)-Akt signaling
pathway [45,310,311]. A recent study reported that extracellular vesicles could transmit
EBERs from EBV-positive nasopharyngeal carcinoma cells to endothelial cells and promote
angiogenesis through upregulation of vascular cell adhesion molecule 1 (VCAM1) expres-
sion via TLR3/retinoic acid-inducible gene 1 protein (RIG-1)/MAPK pathway [335]. Taken
together, EBER1 and EBER2 play a crucial role in EBV-induced tumorigenesis. EBV encodes
other lncRNAs, including BART transcripts, and the EBV BamHI leftward reading frame 1
(BHLF1) region. The latter encodes also and circular RNA (see Section 6.6). BART lncRNAs
are involved in the epigenetic regulation of host gene expression and were demonstrated to
inhibit expression of interferon beta 1 (IFNB1) and CXCL8 genes. BHLF1 lncRNAs promote
EBV replication but may also contribute to viral latency [312–314].

Comparison of EBV-positive tumors with control cells identified several cellular lncR-
NAs that were differentially expressed. Some of these cellular lncRNAs, such as H19,
HOTAIR, and metastasis-associated lung adenocarcinoma transcript 1 (MALAT1, aka
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nuclear-enriched abundant transcript 2; NEAT2) interfere with processes such as apop-
tosis, migration and invasion, proliferation, and DNA repair [45,313–315]. In conclusion,
both EBV lncRNAs and EBV-induced cellular lncRNAs play indispensable roles in EBV-
provoked malignancies.

5.7. KSHV and lncRNA

Approximately 16 potential KSHV lncRNAs have been described, with polyadeny-
lated nuclear RNA (PAN) lncRNA the most important and best-characterized. This lncRNA
is involved in viral gene expression, replication, and immune modulation. PAN RNA was
shown to bind transcription factor interferon regulatory factor 4 (IRF4) and inhibit transcrip-
tion of IRF4-responsive genes. Moreover, PAN lncRNA could interact with H3K27-specific
demethylases UTX and JMJD3, and with the PRC2 components EZH2 and SUZ12. Hence,
PAN lncRNA affects chromatin modification, resulting in altered host gene expression
and seems to be required for efficient nuclear export of mRNA [45,128,314,316]. This
viral-encoded lncRNA may play an essential role in KSHV-induced cancers.

Several cellular lncRNAs, including H19, growth arrest specific 5 (GAS5), deleted
in lymphocytic leukemia 2 (DLEU2) and MALAT1 are abnormally expressed in KSHV-
infected cells and aberrant expression of these lncRNAs has been associated with oncogenic
processes such as proliferation, migration, invasion, cell survival and angiogenesis [314].
KSHV can also provoke changes in DNA methylation and histone modifications through
induction of cellular lncRNA as shown by Yang and coworkers. The authors identified
KSHV-induced KDM4A-associated transcript (KIKAT/LINC01061) lncRNA as an KSHV-
induced cellular lncRNA and demonstrated that this lncRNA could interact with the
histone lysine demethylase KDM4A, thereby providing an open chromatin environment
and allowing activation of gene transcription. Expression of 44 genes was upregulated
and some of these have been identified in cancer-related pathways. One of them was
ATOM, which encodes angiomotin, a protein that promotes cell migration and angio-
genesis. In accordance, overexpression of KIKAT/LINC01061 in SLK cells induced cell
migration [317]. Hence, KSHV-induced expression of KIKAT/LINC01061 may play a role
in KSHV’s pathogenicity.

5.8. HBV and lncRNA

The expression of several lncRNAs are dysregulated in HBV-associated HCC com-
pared to healthy liver tissue. Some of these lncRNAs are discussed here. For a complete
overview, the reader is referred to excellent recent reviews [291,305,318,319,321,322,326].

Examples of cellular lncRNAs upregulated by HBV include highly expressed in HCC
(HEIH), UCA1, HOTAIR, HULC, and LINC00152, which all were shown to interact with
EZH2 and repress gene expression, thereby promoting proliferation, migration and inva-
sion, cell survival, and tumor growth. UCA1 recruited EZH2 to the CDKN1B promoter,
whose gene encodes cyclin dependent kinase inhibitor p27KIP1, and repressed transcrip-
tion. Another lncRNA that is upregulated is ANRIL, which binds PRC2 and represses
transcription of Krüppel-like factor 2 and sequesters miR-122-5p. Knockdown of ANRIL
expression induced apoptosis and suppressed proliferation, invasion and migration of
HCC cells in vitro. Integration of HBV adjacent to long interspersed nuclear element 1
(LINE1) resulted in the transcription of a chimeric lncRNA, HBx-LINE1, which can be
detected in ~23% of HBV-associated HCC tumors. HBx-LINE1 activated the Wnt signaling
pathway by inducing nuclear localization of β-catenin, and stimulated cell proliferation
and metastasis in vitro. An HBx-LINE1 transgenic mouse model revealed that the animals
were more susceptible to diethylnitrosamine-induced tumor formation than wild-type
mice and nuclear localization of β-catenin in hepatocytes of the transgenic animals was
observed [305,319,321–323,326].

Reduced expression of the lncRNAs n346077 and downregulated expression by HBx
(DREH) was observed in HBV-positive HCC included. DREH inhibited proliferation and
n346077 prevented migration and invasion in vitro [305,319,321–323,326].
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The mechanisms by which HBV modulates expression of lncRNAs remains largely
unknown. Studies with HBx expression in liver cell lines and with an HBx transgenic
mouse model showed that HBx is directly involved in regulating lncRNA expression. HBx
increased expression of HULC and HEIH [319,320,324]. HBx-induced upregulation of
HULC is mediated by CREB, whereas HBx-induced expression of HEIH is mediated by
transcription factor Sp1 [319,324]. HBx has been shown to increase the DNA binding affin-
ity of CREB and to induce phosphorylation of Sp1 and augment binding to DNA [336,337],
suggesting that HBx promotes transcription of the HEIH gene through CREB and Sp1.
The gene of lncRNA LINC00152 was shown to be hypomethylated and expression lev-
els correlated with HBx expression levels in tumors and was induced when HBx was
ectopically expressed or downregulated when HBx was silenced in vitro [325]. As men-
tioned in Section 2.8, HBx can cause hypomethylation through releasing DNMT3A from
promoters [51]. HBx has also been found to interact with lncRNA DLEU2 and to displace
EZH2 from both the viral and host genome [338]. Taken, together, HBV-induced changes
in lncRNA expression may assist with the development of HCC.

6. Oncoviruses and circRNAs
6.1. Circular RNA Biogenesis and Functions

Circular RNAs (circRNAs) are single-stranded, RNAs produced from pre-mRNA by a
back splicing mechanism in which the 5′ and 3′ termini are covalently joined. They vary
in length from less than a hundred to several thousands of nucleotides [339,340]. CircR-
NAs function in transcriptional, post-transcriptional, translational and post-translational
processes by acting as miRNA/protein sponges, modulators of splicing, and by recruiting
proteins and affecting protein function and stability. They can also serve as mRNA that are
translated into peptides [340,341]. Compiling evidence that underscores their role in cancer
was the topic of recent reviews [342–344]. Some examples of circRNAs that are encoded
and induced by tumor viruses are discussed below and are summarized in Table 5.

Table 5. Human tumor virus and circular RNAs with their targets and known functions in virus-induced oncogenesis. See
text for details.

Virus circRNA Expression Target Effect References

HTLV-1 ND ND * ND ND

HCV circPSD3 Up ND ↓ viral infectivity [345]

MCPyV
circALTO1/2 Up Sponge miR-M1; activation of some

promoters; encodes ALTO protein ↑ LT expression [346]

circMCV-T Sponge miR-M1 ↑ LT expression [347]

HR-HPV

circE7 Up Encodes E7; sponge for several miRs ↑ proliferation; ↑ invasion;
↓ apoptosis; ↑ angiogenesis [348,349]

circRNA8924 Up miR-518-d-5p and miR-519-59 sponge ↑ proliferation; ↑ invasion [350]
circ_0005576 Up miR-153-3p sponge ↑ proliferation; ↑ invasion [350]

circ_0018239 Up ND ↑ proliferation; ↑ invasion;
↑ immune evasion [351]

circ_0000263 Up TP53 mRNA ↑ proliferation; ↑ invasion;
↑ immune evasion [351]

circ_000284 Up SNAI2 mRNA ↑ proliferation; ↑ invasion;
↑ immune evasion [351]

EBV
>30 EBV circRNAs Up miR-31, miR-203, and miR-451 sponge ↑ proliferation; ↑ EMT;

↓ apoptosis [352,353]

EBV circBHLF1 Up Putative 200 aa protein ND [353]

KSHV

>100 KSHV
circRNAs Up ND Viral infection;

immune modulation [353–355]

circ_0001400 Up ND Suppression viral expression [354]

circARFGEF1 Up Sequesters miR-125a-3p→ ↑ GLRX3 ↑ proliferation; ↑ invasion;
↑ angiogenesis [356]
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Table 5. Cont.

Virus circRNA Expression Target Effect References

HBV

HBV_circ_1 Up Binds DXH9 and P0/P1/P2 Viral gene expression [357]

circ_100338 Up miR-141-3p sponge ↑ proliferation; ↑ invasion;
↓ apoptosis [351]

circ-RNF13 Up Sequesters miR-425-5p→ ↑ TGIF2 ↑ proliferation; ↑ invasion;
↓ apoptosis [358]

↑ = increased; ↓ = decreased; * ND: not determined.

6.2. HTLV-1 and circRNA

The existence of HTLV-1 encoded circRNA and whether HTLV-1 can induce the
production of cellular circRNA have not been investigated. However, after converting its
ssRNA virus genome into dsDNA, the dsDNA integrates into the host chromosome and
RNA polymerase II-derived viral transcripts are spliced, suggesting that viral circRNA
may be produced.

6.3. HCV and circRNA

It is still unclear whether HCV encodes circRNA. The fact that this virus replicates in
the cytoplasm, in the absence of the nuclear splicing machinery, may explain why no HCV
circRNA is generated. A recent study examined the cellular circRNA profile in uninfected
and HCV-infected liver cells. The authors found 10 circRNAs that were significantly
upregulated, whereas 63 had decreased levels in the HCV-positive cells compared to
control cells. The authors elaborated on the role of the upregulated circPSD3, which was
generated by a backsplicing event between exon 5 and exon 8 from the pleckstrin and Sec
7 domain containing (PSD) transcript and found that depletion of circPSD3 diminished
viral infectivity [345]. The mechanism by which HCV dysregulates expression of cellular
circRNA and a possible role of circPSD3 and the other circRNAs in HCV-induced HCC
remain to be explored.

6.4. MCPyV and circRNA

The LT and sT encoding region of MCPyV contains an alternative reading frame which
encodes the ALTO protein with unknown function [359]. A recent study identified two
viral circRNAs derived from ALTO mRNA, circALTO1 (762 nucleotides in length) and cir-
cALTO2 (940 nucleotides long) in MCPyV-positive MCC cell lines, whereas only circALTO2
was detected in virus-positive tumors, suggesting that the abundance of the circALTO
isoforms might differ in vivo [346]. The circALTOs were stable, predominantly located
in the cytoplasm, and enriched in exosomes. CircALTOs were also N6-methyladenosine
(m6A) modified, which has been reported to promote cap-independent translation [360]. In-
deed, circALTO but could be translated and was negatively regulated by MCPyV miR-M1.
Transfection of cells with expression plasmids for circALTO1 or circALTO2 showed that
ALTO stimulated the SV40 early and late promoter, and the cytomegalovirus immediate
early promoter, but not the MCPyV early and late promoter, the Trichodysplasia spinulosa
polyomavirus promoter, nor two cellular promoters (the elongation factor 1-alpha and the
phosphoglycerate kinase 1 promoter). These findings suggest that ALTO functions as a
transcriptional activator for some promoters. Accordingly, overexpression of circALTO1
resulted in significant upregulation of a large number of genes, while only a few genes
were markedly downregulated. Proteins encoded by these genes included components
of NFκB signaling pathway, transcription factors, and inflammatory and anti-viral cy-
tokines, suggesting the circALTO can modulate genes and pathways implicated in MCPyV
pathogenesis. As circALTOs are enriched in exosomes, it is tempting to the speculate
that circALTOs could prepare recipient cells for MCPyV infection and promote tumor
development [346]. MCPyV may encode additional circRNAs because potential circRNAs
were predicted upstream of genes encoding the capsid protein VP2 [346]. Another study
identified a 762 nucleotide long circRNA, which the authors designated circMCV-T, in
MCPyV-positive MCC cell lines and tumor samples [347]. This circMCV-T was unlikely to
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be translated but may act as a decoy for the MCPyV-encoded microRNA miR-M1. MiR-M1
targets LT transcripts and the authors showed that circMCV-T sequestered miR-M1, thereby
reversing the inhibitory effect of miR-M1 on LT expression. The authors predicted that
circMCV-T may aid viral replication by sequestering miR-M1 from the viral transcripts
encoding the proteins involved in replication. Indeed, they showed that exogenous ex-
pression of circMCV-T was accompanied by increase in the levels of LT and sT transcripts
and stimulated viral replication. The complex interaction between viral mRNA, miRNA
and circRNA is important to meticulously fine-tune viral replication. A possible role
for cricMCV-T in MCPyV-induced MCC, where miR-M1 levels are undetectable or very
low [265,266], remains to be addressed.

6.5. HR-HPV and circRNA

A number of HPV-encoded circRNAs have been identified in HPV positive cervical
cancers. Among these viral circRNAs (v-circRNA), is circE7 the most abundant and can
be translated into E7. Multiple microRNA binding sites have been identified on circE7,
suggesting that it can act as a miRNA sponge. circE7 has been reported also in HPV-
positive anal and head and neck cancers [348,349]. Surprisingly, circE7 levels correlated
with improved survival of patients with HPV-positive cervical and anal squamous cell
carcinoma [349]. The role of other HPV-encoded circRNAs is unclear, but it is assumed that
by sequestering microRNA they promote tumorigenic processes such as proliferation, cell
survival, invasion, migration, and angiogenesis [245,333,348,361,362].

High throughput RNA sequencing studies of HPV-positive anogenital and oropharyn-
geal cancers and matched adjacent non-tumor tissues discovered numerous differentially
expressed cellular circRNA [114,363–365]. Ectopic expression of HPV16 E7 in the HPV
negative cervical cancer cell line C33A resulted in upregulation and downregulation of
numerous host cell circRNAs. Upregulated circRNAs included circRNA8924, which tar-
get miR-518-d-5p/miR-519-59, and hsa_circ_0005576, which usurps miR-153-3p [350].
These circRNAs have been shown to promote proliferation, migration or invasion [350].
Hsa_circ_0018239 is also overexpressed in cervical cancer and knockdown of this circRNA
suppressed migration, proliferation and immune evasion. Other studies demonstrated
enhanced levels of circRNAs that target TP53 (circ_0000263) or SNAI2 (circ_000284) mRNA.
The latter encodes a protein involved in epithelial–mesenchymal transition (EMT) [351].

6.6. EBV and circRNA

EBV encodes more than 30 different v-circRNAs from dissimilar regions of its genome,
which are stably expressed in all EBV-associated tumors [352,353,366,367]. EBV-encoded
circRNAs play a role in viral replication and facilitate EBV pathogenesis and tumor de-
velopment. EBV circRNAs were shown to sponge host cell microRNAs such as miR-31,
miR-203, and miR-451, promote proliferation, EMT and cell survival [351,353]. Other
microRNA sequestered by EBV circRNAs allowed translation of their target mRNAs, re-
sulting in increased protein levels of, e.g., E2F3, MAPK, checkpoint kinase 1 (CHEK1), and
transforming growth factor beta 1 (TGFβ1). Enhanced expression of these proteins may
contribute to EBV-induced carcinogenesis [313]. Some EBV circRNAs contain open reading
frames and may encode putative peptides. One example is v-circBHLF1, which may be
translated in a putative 200 amino acid peptide, but the existence of this protein remains to
be confirmed [353].

6.7. KSHV and circRNA

KSHV produces more than 100 circRNAs, which can be detected in Kaposi’s sar-
coma tumors, PEL, and multicentric Castleman’s disease [316,353–355]. The functions of
v-circRNAs in KSHV’s pathogenesis are still largely enigmatic. Interestingly, the KSHV
virion contain v-circRNAs, suggesting that they are important to establish infection and
maybe exert a role as immune modulators [355]. Among virion-contained circRNAs is
circ_0001400, which suppressed viral gene expression and thus may serve as an antiviral
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defense mechanism [354]. KSHV can also trigger the production of cellular circRNAs.
Infection of endothelial cells with wild-type KSHV or KSHV with mutated vIRF1 or ectopic
expression of vIRF1 demonstrated differential expression of several circRNAs. One of
vIRF1-upregulated circRNAs was circARFGEF1. vIRF1 interacted with transcription factor
lymphoid enhancer binding protein 1 (LEF1) and bound to the promoter region that pro-
duces the transcript from which circARFGEF1 is generated. The authors went on to show
that circARFGEF1 could bind and degrade miR-125a-3p. Levels of glutaredoxin 3 (GLRX3),
whose transcript is a miR-125a-3p target, were upregulated and knockdown of GLRX3 im-
paired motility, proliferation and angiogenesis. Accordingly, knockdown of circARFGEF1
or miR-125a-3p overexpression inhibited vIRF1-induced cell migration, proliferation and
in vivo angiogenesis [356]. These results indicate that the vIRF1/circARFGEF1/miR-125a-
3p/GLRX3 axis is essential for KSHV-induced invasion and angiogenesis.

6.8. HBV and circRNA

An HBV-encoded circRNA, HBV_circ_1, has been detected in HBV-infected cells and
in HBV-associated HCC. HBV_circ_1 is mainly located in the cytoplasm and it was found
to bind DXH9, as well as the ribosomal protein P0/P1/P2. Knockdown of DXH9 increased
HBV_circ_1 levels which is in agreement with a previous study that described a role of
DXH9 in repressing circRNA production [368]. Increased HBV_circ_1 levels or knockdown
of DXH9 coincided with decreased levels of RNAs encoding the viral proteins. Hence,
DXH9 may be an essential cellular factor in the regulation of HBV protein levels [357].
The mechanism by which HBV_circ_1 is produced and whether it may act as a decoy for
microRNAs or other proteins remain to be elucidated.

There is compelling evidence that cellular circRNAs are involved in the etiology of HBV-
associated HCC. By comparing the landscape of circRNA from HBV-positive HCC tissue and
control tissue, differentially expressed cellular circRNAs were identified [351,358,369–371].
The role of some of these differentially expressed circRNAs in the pathogenesis of HBV
was explored. For example, hsa_circRNA_100338 is upregulated and this circRNA acted
as a sponge for miR-141-3p, a microRNA known to inhibit proliferation, migration and
invasion and to regulate apoptosis [351]. Additionally, circ-RNF13 (=hsa_cric_0067717
or hsa_circ_103489) was upregulated in HBV-positive HCC tissue and cells compared
with paired normal liver tissue or HBV-negative HCC cells. The authors showed that this
circRNA sequestered miR-425-5p, which targets the TGFβ-induced homeobox 2 (TGIF2)
transcript. Si-RNA mediated silencing of circ-RNF13 suppressed proliferation, migration,
and invasion, and induced apoptosis in vitro, and suppressed tumor growth in vivo. More-
over, it blocked viral DNA replication and reduced the levels of hepatitis B surface and E
antigens [358]. These examples show that HBV-induced circRNAs may play essential roles
in HBV infection and HBV-positive HCC development.

7. Epigenetic Targeting Therapies for Treatment of Virus-Associated Tumors

Oncovirus infection has a substantial impact on the host’s epigenetic landscape, which
plays a crucial role in virus-driven oncogenesis. Reversing or preventing tumor virus
induced epigenetic changes may therefore be a strategy for treating virus-associated tumors
(for recent reviews [372–374]). A few examples will be discussed in this section.

As mentioned in Section 2, tumor viruses trigger often hypermethylation of tumor
suppressor genes, resulting in silencing their expression. DNMT inhibitors can be used
to reverse hypermethylation of these genes. The DNMT inhibitors 5-azacytidine and 5-
aza-2′-deoxycytidine have been successfully used for treating patients with EBV-positive B
cell lymphoma or HPV-positive cancers, respectively [375,376]. A recent study reported
that infection of liver cells pretreated with 5-azacytidine with HBV and then challenged
with IFNα, inhibited HBV replication by >50%, whereas no inhibition was measured in
non-5-azacytidine treated cells [377]. This result illustrates that epigenetic reprogramming
restores the antiviral activity of IFNα and suggests that demethylating drugs may have
therapeutic potentials for treating HBV-infection and HBV-associated cancer.
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In vitro and in vivo studies have demonstrated that HDAC inhibitors, such as the FDA
approved drugs vorinostat, belinostat and panobinostat, could be a promising therapy for
HPV-positive cancers [378]. A phase I/II study with the HDAC inhibitor entinostat is now
recruiting patients with HPV associated malignancies (clinical trial study NCT04708470).
Inhibitors of HAT are also being developed. One of them, the specific p300 inhibitor
C646, reduces HR-HPV E6 and E7 expression in cervical cancer cells [379]. Several in-
hibitors against other histone modifying enzymes have been developed. One of the most
studied is 3-deazaneplanocin (ZNep), which had a stronger anti-proliferative effect on HPV-
positive oropharyngeal squamous cell carcinoma cell lines compared to virus-negative
cell lines [380]. Inhibition of EZH2 with ZNep in HTLV-1 infected cells or ATL cells also
reduced cell proliferation [74]. Inhibition of KDM1A with the drug GSK-LSD1 induced
growth arrest and cell death of several MCPyV positive MCC cell lines and significantly
reduced tumor growth in a xenograft model compared with vehicle treated animals. No
synergistic effect was observed when HDAC and LSD1 inhibitors were used [381].

Anti-microRNAs have been designed to target specific microRNAs. The anti-miR-
122 (Miravirsen) is used for treatment of HCV infections [382], and blocking of EBV
microRNA BART17-5p, which targets the mRNA for tumor suppressor KLF2, suppressed
the development of EBV associated gastric cancers [383].

How to exploit lncRNAs and circRNAs for therapeutic purposes in virus-associated
cancers remains in its infancy. A recent study showed that a peptide that blocks the
interaction between lncRNA HOTAIR and EZH2 decreased invasion of cancer cells in vitro
and reduced tumor formation in ovarian tumor xenograft [384]. This may be relevant for
virus-associated cancers because levels of HOTAIR are upregulated by several human
tumor viruses (see Table 4). CRISPR/Cas9-mediated targeting of lncRNA UCA1 resulted
in increased apoptosis and decreased cell proliferation, migration and invasion of bladder
cancer cells in vitro and in vivo, but the application in virus-associated cancers expressing
this lncRNA remains to be explored [385].

8. Conclusions

All known human tumor viruses show great diversity in their structure and genome
sequence. Their oncoproteins have no similarity, yet these viruses use the same mechanisms
to induce cancer. They convey the hallmarks of cancer on the host cell. One way to obtain
this is by altering gene expression in the infected cell and their viral proteins may do so by
functioning as transcriptional regulators, by regulating the activity of transcriptional acti-
vators and repressors, or by inducing mutations in the host genome. During recent years, it
has become clear that tumor viruses also apply epigenetic mechanisms to alter cellular gene
expression. Again, all human tumor viruses seem to apply the same strategies (Figure 1).
They can produce their own microRNA, lncRNA and circRNA or induce these cellular
non-coding RNAs. Oncoviruses can modify DNA methylation, cause PTM on histones, and
induce chromatin remodeling. However, several central questions remain to be elaborated.
The mechanisms by which viruses affect these processes are incompletely characterized,
and the biological implications of these epigenetic changes in virus-associated cancers
are not always understood. As epigenetic changes progress over time [386], and many
human tumor viruses have a long incubation, it is not always easy to attribute epigenetic
modification to viral infection. Tumor virus infected cells can pack microRNAs, lncRNAs,
and circRNAs into extracellular vesicles which can be taken up by other cells and RNA
molecules can cause epigenetic changes in the recipient cell without viral infection. Tumor
virus genomes may be lost after an epigenetic pattern has been established, supporting the
hit-and-run hypothesis in tumor virology [387]. N6-methyladenosine RNA methylation
adds another layer of complexity to epigenetic changes and has been shown to play a role
in cancer [388]. Viral genomes and viral transcripts can be N6-methyladenosine modified
and can have an effect on the viral life cycle and pathogenicity, as was shown for HCV
and HBV [389]. N6-methyladenosine modification of circRNAs is not uncommon and
plays a role in their regulation and function [390]. Two recent studies reported that the
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EBV infection induces changes in N6-methyladenosine RNA methylation of viral and host
cell mRNA. These epitransciptomic changes promoted EBV infection in vitro [391,392].
Once more, viruses take advantages of cellular processes to favor their life cycle. Whether
virus-mediated changes in N6-methyladenosine RNA methylation contributes to cancer
remains unknown, but it would not be a surprise. Viruses keep amazing scientists with
their creativity.
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Abbreviations

aHIF antisense to hypoxia-inducible factor 1 alpha
AICDA activation-induced cytidine deaminase
ALTO alternative T open reading frame
ANRIL antisense noncoding RNA in the INK4 locus
ATG7 autophagy related 7
ATL adult T-cell leukemia-lymphoma
ATOH1 Atonal BHLH transcription factor 1
APC adenomatous polyposis coli protein
ATOM angiomotin
BAF BRG-associated factor
BART BHRF1 cluster and the BamHI-A rightward transcript
BCL2L11 BCL2 like 11
BCLAF Bcl-2-associated factor 1
BHLF1 BamHI leftward reading frame 1
BIM BCL2 interacting mediator of cell death
BMI1 B lymphoma murine leukemia virus insertion region 1
BRD4 bromodomain containing 4
BRG1 BRM/SWI2-related gene
CARM1 coactivator associated arginine methyltransferase 1
Cas9 CRISPR associated protein 9
CBP CREB-binding protein
CCDST cervical cancer DHX9 suppressive transcript
CCL20 C-C motif chemokine ligand 20
CCND2 cyclin D2
CCR4 C-C chemokine receptor type 4
CDH1 cadherin 1
CDKN1A cyclin-dependent kinase inhibitor 1A or p21CIP1/WAF1

CDKN2A cyclin-dependent kinase inhibitor 2A or p14ARF

CDKN2B cyclin-dependent kinase inhibitor 2B or p14INK4B

CENP-B centromere protein B
c-FOS FBJ murine osteosarcoma viral oncogene homolog
CHD chromodomain helicase DNA-binding protein
CHEK1 checkpoint kinase 1
circRNA circular RNA
c-MYC avian myelocytomatosis viral oncogene homolog
CRE cAMP-response element
CREB CRE binding protein
CRISPR clustered regularly interspaced short palindromic sequences
CTCF CCCTC-binding factor
CXCL C-X-C motif chemokine ligand
CXCR C-X-C motif chemokine receptor
DHX9 DExH-box helicase 9
DLEU2 deleted in lymphocytic leukemia 2
DNMT DNA methyltransferase
DREH downregulated expression by HBx
DUSP2 dual specificity phosphatase 2
EBER EBV-encoded RNA
EBV Epstein-Barr virus
EED embryonic ectoderm development
EGF epidermal growth factor
EGR3 early growth response 3
EMT epithelial-mesenchymal transition
EpCAM epithelial cell adhesion molecule
EPHA4 ephrin receptor 4
ETS E-twenty six transcription factor
EVC Ellis Van Creveld
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EZH enhancer of zeste homolog
FANCI-2 Fanconi anemia complementation group 1-2
FCER2 Fc fragment of IgE receptor II
FHIT fragile histidine triad diadenosine triphosphate
FNDC3B fibronectin type III domain containing 3B
FOX Forkhead box
GAS5 growth arrest specific 5
GLRX3 glutaredoxin 3
GLUT1 glucose transporter type 1
GSTP1 glutathione S-transferase Pi 1
H3K4me3 trimethylation of histone 3 at lysine 4
H3K9ac acetylation of histone 3 at lysine 9
H3K9me3 trimethylation of histone 3 at lysine 9
H3K27me3 trimethylation of histone 3 at lysine 27
H4K16ac acetylation of histone 4 at lysine 16
H4R3me methylation of histone 4 at arginine 3
H4K20me methylation of histone 4 at lysine 20
HAT histone acetyltransferase
HBV hepatitis B virus
HBZ basic zipper
HCC hepatocellular carcinoma
HCV hepatitis C virus
HDAC histone deacetylases
HEIH highly expressed in HCC
HHV4 human herpes virus-4
HHV8 human herpesvirus-8
HIF-1α hypoxia-inducible factor 1 alpha
HLTF helicase like transcription factor
HNGA1 head and neck squamous cell carcinoma glycolysis-associated 1
HOTAIR HOX antisense intergenic RNA
HOX homeobox
HR-HPV high-risk human papillomavirus
HTLV-1 human T-lymphotropic virus 1
HULC highly upregulated in liver cancer
IFNAR1 interferon α and β receptor subunit 1
IFNB1 interferon beta 1
IGFBP insulin like growth factor binding protein
IL-8 interleukin 8
INO80 inositol requiring 80
IRAK1 interleukin-1 receptor-associated kinase 1
IRF4 interferon regulatory factor 4
ISWI imitation switch
JNK c-Jun N-terminal kinase
K lysine
KAT2B lysine acetyltransferase 2B
KAT7 lysine acetyltransferase 7 (or HBO1: histone acetyltransferase binding to ORC1)
KDM2B lysine-specific demethylase 2B
KIKAT KSHV-induced KDM4A-associated transcript
KLF4 Kruppel-like factor
KMT lysine methyltransferase
KSHV Kaposi’s sarcoma-associated herpes virus
LANA latency-associated nuclear antigen
LDHB lactate dehydrogenase B
LEF1 lymphoid enhancer binding protein 1
LINE1 long interspersed nuclear element 1
LKB1 liver kinase B1
lncRNA long non-coding RNA
LSH lymphoid-specific helicase
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LT large tumor antigen
LTR long terminal repeat
MALAT1 metastasis-associated lung adenocarcinoma transcript 1 (=NEAT2)
M6A N6-methyladenosine
MAPK mitogen-activated protein kinase
MBD methyl-CpG-binding domain
MCC Merkel cell carcinoma
MCIB MHC class I polypeptide-related sequence B
MCL1 myeloid cell leukemia sequence 1
MCPyV Merkel cell polyomavirus
MeCP2 methyl CpG binding protein 2
MHC-I major histocompatibility complex class I
MMP9 matrix metalloproteinase 9
MYD88 myeloid differentiation primary response 88
NABP1 nucleic acid binding protein 1
NDRG2 N-myc downregulated gene 2
NEAT2 nuclear-enriched abundant transcript 2
NFκB nuclear factor kappa B
NLRP3 NLR family pyrin domain containing 3 or cryopin
NuRD nucleosome remodeling complex
PAN polyadenylated nuclear RNA
PBMC peripheral blood mononuclear cells
PCAF p300/CBP-associated factor
PCNA proliferating cell nuclear antigen
PDCD programmed cell death
PEL primary effusion lymphoma
PI3K phosphatidylinositol 3-kinase
PLK1 polo like kinase 1
PP1R13B protein phosphatase 1 regulatory subunit 13B
PPP2CA protein phosphatase 2 catalytic subunit alpha
PRC polycomb repressive complex
PRDM PR/SET domain
PRLH1 p53-regulated lncRNA for homologous recombination repair 1
PRMT protein arginine methyltransferase
PSD pleckstrin and sec 7 domain containing
PTCH1 Patched 1
PTEN phosphatase and tensin homolog
PTM posttranslational modification
PTPRG protein tyrosine phosphatase receptor type G
PUMA p53 upregulated modulator of apoptosis
PVT1 plasmacytoma variant translocation 1
R arginine
RASSF Ras associated domain family member
RB1 retinoblastoma 1 or pRB
RbAp retinoblastoma-binding protein
RBL2 retinoblastoma transcriptional corepressor like 2
REST repressor element 1 silencing transcription factor
RIG-1 retinoic acid-inducible gene 1 protein
RISC RNA-inducing silencing complex
RNF ring finger protein 2
S serine
SAF Fas-Antisense
SAP30 Sin3-associated protein 30
SCL2A1 solute carrier family 2 member 1
SETD1A SET domain containing 1A
SFRP1 secreted frizzled related protein 1
SH3BGR SH3 domain binding glutamate-rich protein
SHP-1 Src homology-2-containing protein tyrosine phosphatase 1
SIN3A switch independent 3A
SIRT1 sirtuin 1
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SMYD3 set and mynd domain containing
SNAI snail family transcriptional repressor
SOCS1 suppressor of cytokine signaling 1
SQSTM1 sequestosome 1
sT small tumor antigen
STAT Signal transducer and activator of transcription
SUV39H1 suppressor of variegation 3-9 homolog 1 (=KMT1A)
SUZ12 suppressor of zeste 12 homolog
SWI/SNF switching defective/sucrose non-fermentable
SYK spleen associated tyrosine kinase
T threonine
TDG thymine DNA glycosylase
TET ten-eleven translocation
TERT telomerase reverse transcriptase
TGFβ1 transforming growth factor beta 1
TGFBR2 tumor growth factor-beta type II receptor
TGIF2 TGFβ-induced homeobox 2
TLR toll-like receptor
TMPOP2 thymopoietin pseudogene 2
TP53BP2 tumor promoter p53 binding protein 2
TP73 tumor protein p73
TRIM35 tripartite motif containing 35
TUSC7 tumor suppressor candidate 7
UCA1 urothelial carcinoma associated 1
UHRF ubiquitin-like, containing PHD and RING finger domain
VCAM vascular cell adhesion molecule 1
VEGF vascular endothelial growth factor
vFLIP viral FLICE inhibitory protein
vIL-6 viral interleukin 6
WDR5 WD repeat domain 5
WNT1 Wnt family member 1
Y tyrosine
ZBTB Zinc finger and BTB domain containing
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