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The evolution from current to future factories is supported by research contributions
in many fields of technology. While lean manufacturing techniques represent a main im-
provement paradigm, the integration of new processes and technologies is a breakthrough
for step-change improvements and systems evolution. The dominant paradigm of Industry
4.0 is a common framework under development. Accordingly, this Special Issue presents
research results focused on the latest technologies and the design/operation of manufac-
turing systems contributing to this evolution towards the digitalization of production as
well as the factory itself. The Special Issues consists of 14 original research papers and
two review papers, which cover both fundamental and key enabling digital technologies,
as well as the design and application of these technologies for the digitalization of produc-
tion, covering six main domains: (1) Lean Manufacturing and Industry 4.0; (2) Internet
of Things in Manufacturing; (3) Virtual Reality/Augmented Reality in Manufacturing;
(4) Digital Technologies for Production Planning; (5) Machine Learning in Manufacturing;
(6) Digitalization in Handling and Assembly.

(1) Lean Manufacturing and Industry 4.0. Peças et al. [1] proposed a conceptual approach
for the continuous improvement cycle Plan-Do-Check-Act, depicting how Industry
4.0 technological concepts should be used for its enhancement. Gil et al. [2], using a
systematic literature review process, clarified the origin, evolution, and diversification
of the lean concept and concluded that the use of “lean” as systemic thinking is likely
to be further extended to new research fields.

(2) Internet of Things in Manufacturing. Hosseinifard et al. [3] developed a simple wire-
less and passive RFID system for analogic pressure manometers, showing an afford-
able digitalization of analogic industrial systems. Vuković et al. [4] presented a low-
cost prototyping solution for the legacy machine retrofit through the Industrial Inter-
net of Things (IoT), facilitating process monitoring through hardware digitalization.

(3) Virtual Reality (VR)/Augmented Reality (AR) in Manufacturing. Ho et al. [5] used a
systematic literature review methodology to draw conclusions concerning the emerg-
ing interest in using AR as an assisting technology for the quality sector in an Industry
4.0 context and proposed a design procedure for the development of long-term AR-
based solutions in the future. Kim and Jeong [6] proposed a VR/AR collaboration
model that increases the efficiency of manufacturing environments simultaneously
with participants through 3D rendering virtualization of facilities or robots.

(4) Digital Technologies for Production Planning. Chiacchio et al. [7] accomplished a
performance analysis of a repairable production line using a hybrid dependability
queuing model based on Monte Carlo simulation. Rodríguez-Padial et al. [8] presented
the assisted-driven design of customized maintenance plans for industrial plants. Liu
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and Urgo [9] showed the robust scheduling framework for re-manufacturing activities
of turbine blades. Moshiri et al. [10] presented an injection molding industrial case
study for high-volume production in which the value chains for the production
of additively and conventionally manufactured multi-cavity tool steel inserts are
compared. May et al. [11] discussed the simulation of ontology-based production
using the commercially available software OntologySim. Kubalíc et al. [12] solved the
facility layout problem by applying alternative facility variants modeling.

(5) Machine Learning in Manufacturing. Chen et al. [13] critically discussed how machine
learning is applied today in manufacturing towards Industry 4.0 at Product, Process,
Machine, System levels; Mollaei et al. [14] presented an application of Machine
Learning for defect prediction and process optimization in plastic injection molding.

(6) Digitalization in Handling and Assembly. Bianchi et al. [15] presented a modular
under-actuated surface to perform handling tasks, such as sorting, stopping, or slow-
ing down material flows, by exploiting the previous speed or gravity. Bencak et al. [16]
proposed a simulation model based on ADAMS/MATLAB co-simulation for robotic
pick-point evaluation using a two-fingered robotic gripper.

This variety of technologies, new methodologies, and novel approaches anticipate a
near future with plenty of fruitful contributions to research and professional practice in
sustainable and digitalized factories.
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Featured Application: The proposal of a conceptual approach towards the application and evolu-
tion of continuous improvement in the context of Industry 4.0.

Abstract: Continuous improvement (CI) is a key component of lean manufacturing (LM), which
is fundamental for organizations to remain competitive in an ever more challenging market. At
present, the new industrial revolution, Industry 4.0 (I4.0), is taking place in the manufacturing and
service markets, allowing more intelligent and automated processes to become a reality through
innovative technologies. Not much research was found regarding a holistic application of I4.0′s
technological concepts towards CI, which clarifies the potential for improving its effectiveness. This
clearly indicates that research is needed regarding this subject. The present publication intends to
close this research gap by studying the main I4.0 technological concepts and their possible application
towards a typical CI process, establishing the requirements for such an approach. Based on that
study, a conceptual approach is proposed (PDCA 4.0), depicting how I4.0 technological concepts
should be used for CI enhancement, while aiming to satisfy the identified requirements. By outlining
the PDCA 4.0 approach, this paper contributes to increasing the knowledge available regarding the
CI realm on how to support the CI shift towards a I4.0 industrial paradigm.

Keywords: Industry 4.0; continuous improvement; lean manufacturing

1. Introduction

Continuous improvement (CI) is a key component of lean manufacturing (LM) [1],
being generally defined as a culture of sustained improvement targeting the elimination
of waste in all systems and processes of an organization [2]. In highly dynamic and
demanding markets, the CI of production processes and other value chain activities is
crucial for organizations to remain competitive [3]. In this regard, the current fourth
industrial revolution, Industry 4.0 (I4.0), is taking place in manufacturing companies,
causing the shifting, or at least the adaptation, of the LM and CI paradigms [4]. Recently,
several approaches on the integration between the LM realm and I4.0 were formulated,
and authors reached important conclusions on how both paradigms can work together to
enhance manufacturing performance and flexibility [5,6].

Approaching LM in its purest form does not require information technology [7]. How-
ever, both LM and I4.0 paradigms aim to solve present and future challenges in manufactur-
ing [8]. Among the publications that study the applicability of I4.0, several mention CI as a
part of LM (e.g., [4,8,9]), whereas others focus exclusively on CI (e.g., [10–12]). The existing
contributions in the literature show, directly or indirectly, the potential of CI enhancement
under a I4.0 context, referring to various I4.0 technological concepts to support this trans-
formation. However, they do not propose a holistic methodology or a complete strategy
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for the CI shifting towards I4.0. Therefore, the present article proposes PDCA 4.0: a new
conceptual approach for CI in the I4.0 environment, aiming to cover the knowledge gap
found in the literature.

A thorough literature review was performed to craft a complete and reality-adapted
conceptual approach. For the systematization of the review and to organize the concep-
tual approach, the application of CI was formalized as a project-based activity, with the
following eight subsequent actions: CI’s documentation management, problem identifica-
tion, problem mapping, and the problem-solving sequence, with the Plan-Do-Check-Act
(PDCA) cycle at its core, i.e., diagnosis, root cause analysis, countermeasures, implementa-
tion, follow-up, and standardization. To support the build-up of the approach, the work
begins with the study of the roots of traditional CI practices in order to understand their
purpose and identify their current limitations. Secondly, the design principles of I4.0 were
studied and 10 of I4.0′s technological concepts were considered for the analysis. Thirdly,
conceptual, empirical, and practical approaches to the application of I4.0 technologies on
LM/CI tools and methods were studied, and their potential was discussed. This analysis
allowed for the identification and characterization of the challenges and limitations of
conventional CI practices, based on published literature, which, analyzed together with the
potential of the I4.0 concept, allowed for the statement of eleven functional requirements
for the implementation of CI/LM in the Industry 4.0 paradigm.

The article concludes by proposing a new conceptual PDCA 4.0 approach, including
how the technological solutions should be used and explaining the mechanisms of interac-
tion and data management (satisfying the identified requirements). By outlining the PDCA
4.0 approach, this paper contributes to increasing the knowledge available regarding the
CI realm on how to support the CI shift towards a I4.0 industrial paradigm.

2. Lean Manufacturing and Continuous Improvement

LM is rooted in the Toyota production system (TPS) [11,13]. TPS integrates a set of
methods and tools with a management philosophy, aiming at the constant identification
and elimination of waste [14]. TPS principles follow the logic of a house, with CI at its
core [13]. Bhuiyan and Baghel [2] define CI as a culture of sustained improvement that
aims at eliminating waste in all organizational systems and processes involving people.
CI consists of solving problems that were previously identified. Therefore, preliminary
tasks of identifying opportunities for improvement are essential to this matter. This section
presents a summary of conventional CI practices and how a typical management process
of CI projects works. An analysis on their challenges and limitations is the other main
objective of this section.

2.1. Problem Identification and Mapping

At an early stage of a CI project, several methods can be used to enhance the identifi-
cation of improvement opportunities. Using tools for key process indicators (KPI) analysis,
mapping the value chain, or “simply” considering workers’ suggestions are typical prac-
tices at the beginning of a CI project. KPIs are defined as a set of indicators aiming to
analyze and control the process under investigation [15]. Dashboards are typically used
to represent them [15,16]. The mapping activity can be performed using tools such as
SIPOC (suppliers, input, process, output, customers) and value stream mapping (VSM) [17].
Problems and waste identified in this phase result in opportunities for improvement that
can be prioritized through a matrix of effort vs. impact [18].

2.2. Problem Solving

With an efficient identification process, several problems will be solved in the problem-
solving phase. CI has its origins in the PDCA cycle: a problem-solving method consisting
of a four-step iterative cycle: Plan, Do, Check, and Act [11,19]. The PDCA cycle’s logic is
patent in several problem-solving methodologies, such as the eight disciplines (8D) [20]
and the A3 problem solving [20–22]. This last one is a visual tool in an A3 sheet format that
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enhances the communication of complex problems existing in the production system and
stands out for being one of the most complete tools for LM and CI-specific problems [22].
Based on [23,24], a PDCA problem-solving structure can be systematized in the follow-
ing steps: diagnosis (including problem description and problem analysis), root cause
analysis, countermeasures’ definition (which includes the definition of the target value),
implementation, follow-up, and standardization.

Thus, as referred to in Section 2.1 before assigning a problem for the problem-solving
approach, two activities are necessary: the KPI analysis and the value chain mapping
for the identification of potential problems. These are a crucial part of the planning
phase of the PDCA cycle or culture [15,17]. One activity that is usually not mentioned
in problem-solving strategies is the information management, representing the tasks of
managing the PDCA projects and controlling its development, usually carried out in an
obeya room [25]. Therefore, based on these PDCA related activities, the sequence depicted
in Table 1 was used in this research to systematize the literature analysis and the proposed
approach explanation.

Table 1. Typical process for managing and executing CI projects.

Phase General Problem Identification Problem Solving

Activity Information
Management

KPI
analysis Mapping Diagnosis Root

Causes Countermeasures Implementation
Follow-up
and Stan-

dardization

PDCA P D
C A P P P P P D C A

2.3. Challenges and Limitations

An analysis about the challenges and limitations of the conventional CI practices
is important in order to identify gaps that can be mitigated by the proposed PDCA 4.0
approach. A comprehensive survey was carried out through the use of the Google Scholar
search engine, using the keywords “Limitations of Continuous Improvement”, “Limitations
of Problem Solving”, “Limitations of Kaizen”, and “Limitations of Lean Manufacturing”.
In total, 16 related publications were found. Three major aspects were identified among the
selected publications regarding the challenges and limitations of CI practices (Figure 1).
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The typical pen-and-paper format of documentation [7,10,22] implies several con-
straints in CI projects and is not ideal to achieve an effective documentation management,
as is further described. Despite their team building usefulness, the existence of Obeya
rooms made the access to CI information by all the elements involved in the CI projects
difficult [25]. Some authors describe the limitations of the traditional pen-and-paper value
stream mapping (VSM) [7,17], indicating that this aspect is also relevant in the mapping
activity. According to Hambach et al. [10], due to the physical format of CI documentation,
the lack of aggregated and simplified information about the status of problem-solving
projects may constrain the implementation and follow-up activities. In addition, pen-and-
paper formats do not allow for the storage of CI information in a computer system [22],
resulting in the inexistence of a database with previous problem-solving projects, which
is a need addressed by some authors [10,26]. Therefore, the inexistence of an effective
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information system (IS) and its regular documentation management leads to not using
knowledge acquired in previous CI initiatives, which might result in reworks in finding
root causes and countermeasures.

The inexistence of an IS, or its lack of application for CI purposes, leads to more
challenges and limitations. In addition, the absence of an automatic data collection and
result analysis platform also contributes to limit and constrain the CI project’s impact
and assertiveness. Regarding the KPI analysis activity, production planning using ERP
combined with manual Excel sheets is a conventional practice in organizations that do
not support reliable and real-time data collection to the dashboards [27]. This difficulty
is also felt for the VSM because it offers only a “photograph” of the system, and a small
change in the real situation would change its validity [7]. Concerning the diagnosis, various
authors point out that data are typically collected and analyzed manually, which is very
time-consuming [11,28]. Other authors even mention the lack of access to process the data,
which makes them impossible to measure, control, and improve [11,26,29]. This indicates
the lack of connection between physical production objects and virtual IS [11,28]. This
limitation also spans the follow-up and standardization activities [11]. Multiple authors
also address the lack of an IS as a cause for an inefficient communication system that
constrains the dissemination of improvements [11,30], which is relevant to the follow-up
and standardization. According to Vo et al. [30], the cellular way in which traditional
businesses operate, together with the absence of an IS system linked to CI, contributes to
minimizing collaboration and knowledge sharing, with the best practices being contained
only in their corresponding departments. As a consequence, best practices are not used for
subsequent improvements [11].

Using basic data analysis tools, instead of data analytics software integrated in the IS
to process Big Data, corresponds to another limitation for CI practices [11,26]. Relevant to
the diagnosis, Meister et al. [26] state that advanced analytics techniques are necessary due
to the increasing number of production parameters, mentioning that conventional tools,
such as Excel, present limitations and are not sufficient to solve new complex problems. In
fact, the problem-solving process is positively benefited by the advanced manufacturing
analytics (MA) techniques, as they boost execution speed [26]. The same authors also point
out the inability of basic MA practices to correlate variables and determine the root causes
of a given problem. This results in the waste of time and resources by the “firefighting”
approach, or simply because it takes longer to solve the problems [26]. Moreover, the
existence of a limitation arising from the lack of the use of simulation and optimization
techniques in order to provide assistance for improving decision-making is evident in
the literature, with multiple authors addressing the combination of these methods with
LM [12,31–33]. This implies a possible difficulty in the virtual testing of countermeasures
before their physical implementation. Associated with the lack of these technologies in
order to predict process anomalies, Rittberger et al. [11] refer to the challenge of problem
prediction and prevention in advance, which is something that is not conventionally
possible. Thus, the KPI analysis and mapping activities are also affected by this limitation.

Table 2 synthesizes these literature findings, where the CI activities defined in Table 1
are matched with their respective challenges and limitations. Clearly, the conventional CI
practices face several obstacles, which the article in hand addresses with the development
of a holistic PDCA 4.0 approach towards CI using I4.0 principles and technologies.
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Table 2. Challenges and limitations of conventional practices for each CI activity.

Challenges Information
Management

KPI
Analysis Mapping Diagnosis Root Causes Countermeasures Implementation Follow-Up and

Standardization

I

Project status
information
can only be
consulted in
Obeya Rooms

X X

Insufficient
information on

the current
status of
problem-
solving
projects

X X

Lack of access
to previous

problem-
solving
projects

X X X

II

Manual data
collection and

analysis
X X X X

Inefficient
system for

communicat-
ing best
practices

X

III

Use of basic
analytics tools X X

Lack of use of
simulation and
optimization
techniques

X X X

3. Industry 4.0 and Continuous Improvement

Several authors propose the use of I4.0 principles and associated technologies as a way
to overcome some of the challenges and limitations of CI. In this chapter, a brief overview
of the I4.0 design principles and technological concepts is given in Section 3.1. (For a more
detailed analysis, refer to Appendix A) and, after that, in Section 3.2, a discussion about
the existing publications on CI in the context of I4.0 is presented.

3.1. Industry 4.0 Design Principles and Technological Concepts

I4.0 denotes an unprecedented transformation in both industry flexibility and agility.
Nowadays, the business world recognizes the huge opportunities for growth offered by
this innovation stream [34]. Several authors point out the advantages of integrating I4.0
technologies with LM [1,4,7,12] and, more specifically, with CI [10,11,35]. In order to un-
derstand why the I4.0 trend is so important to CI projects, knowledge about I4.0 design
principles and I4.0 technological concepts must first be acquired. In order to systematize the
Industry 4.0 knowledge and describe its elementary constituents, Hermann et al. [36] con-
ducted an extensive study resulting in four design principles of Industry 4.0, summarized
in Figure 2.

9



Appl. Sci. 2021, 11, 7671

Appl. Sci. 2021, 11, x FOR PEER REVIEW 5 of 29 
 

Table 2. Challenges and limitations of conventional practices for each CI activity. 

Challenges 
Information 

Management 

KPI 

Analysis 
Mapping Diagnosis 

Root 

Causes 
Countermeasures Implementation 

Follow-up and 

Standardization 

I 

Project status information can 

only be consulted in Obeya 

Rooms 

X  X      

Insufficient information on 

the current status of problem-

solving projects 

      X X 

Lack of access to previous 

problem-solving projects 
X    X X   

II 

Manual data collection and 

analysis 
 X X X    X 

Inefficient system for 

communicating best practices 
       X 

III 

Use of basic analytics tools    X X    

Lack of use of simulation and 

optimization techniques 
 X X   X   

3. Industry 4.0 and Continuous Improvement 

Several authors propose the use of I4.0 principles and associated technologies as a 

way to overcome some of the challenges and limitations of CI. In this chapter, a brief 

overview of the I4.0 design principles and technological concepts is given in Section 3.1. 

(For a more detailed analysis, refer to Appendix A) and, after that, in Section 3.2, a 

discussion about the existing publications on CI in the context of I4.0 is presented. 

3.1. Industry 4.0 Design Principles and Technological Concepts 

I4.0 denotes an unprecedented transformation in both industry flexibility and agility. 

Nowadays, the business world recognizes the huge opportunities for growth offered by 

this innovation stream [34]. Several authors point out the advantages of integrating I4.0 

technologies with LM [1,4,7,12] and, more specifically, with CI [10,11,35]. In order to 

understand why the I4.0 trend is so important to CI projects, knowledge about I4.0 design 

principles and I4.0 technological concepts must first be acquired. In order to systematize 

the Industry 4.0 knowledge and describe its elementary constituents, Hermann et al. [36] 

conducted an extensive study resulting in four design principles of Industry 4.0, 

summarized in Figure 2. 

 

Figure 2. I4.0 design principles, adapted from [36]. 

Along with I4.0 transition comes the availability of new or improved technological 

concepts to foster the business models transition [37,38]. There is a proliferation of 

publications about these technologies addressing their identification, association, and 

relationships between [39–43]. Bibby et al. [44] summarized I4.0′s technologies into eight 

Figure 2. I4.0 design principles, adapted from [36].

Along with I4.0 transition comes the availability of new or improved technologi-
cal concepts to foster the business models transition [37,38]. There is a proliferation of
publications about these technologies addressing their identification, association, and re-
lationships between [39–43]. Bibby et al. [44] summarized I4.0′s technologies into eight
different technological concepts: additive manufacturing, Cloud, manufacturing execut-
ing systems, Internet of Things and cyber-physical systems, Big Data, sensors, e-value
chains, and autonomous robots. This clustering is simple, objective, and well-grounded
by previous work. Nevertheless, other authors propose an organization of technologies
driven by the type of use [41,43,45,46], which is very useful for process-based analysis,
such as the one made in this study. Based on these two approaches, an organization of the
technological concepts just for the practical depiction of the proposed approach PDCA 4.0
is used (Figure 3). In total, 10 technological concepts are considered in this study: Internet
of Things (IoT), cyber-physical systems (CPS), Big Data (BigData), Cloud (Cloud), sensors
and actuators (Sens&Act), autonomous robotics (AutRob), simulation and virtualization
(Sim&Virt), additive manufacturing (3DP), manufacturing execution systems (MES), and
e-value chains (eVC). The description and justification of each technological concept is
presented in Appendix A.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 6 of 29 
 

different technological concepts: additive manufacturing, Cloud, manufacturing 

executing systems, Internet of Things and cyber-physical systems, Big Data, sensors, e-

value chains, and autonomous robots. This clustering is simple, objective, and well-

grounded by previous work. Nevertheless, other authors propose an organization of 

technologies driven by the type of use [41,43,45,46], which is very useful for process-based 

analysis, such as the one made in this study. Based on these two approaches, an 

organization of the technological concepts just for the practical depiction of the proposed 

approach PDCA 4.0 is used (Figure 3). In total, 10 technological concepts are considered 

in this study: Internet of Things (IoT), cyber-physical systems (CPS), Big Data (BigData), 

Cloud (Cloud), sensors and actuators (Sens&Act), autonomous robotics (AutRob), 

simulation and virtualization (Sim&Virt), additive manufacturing (3DP), manufacturing 

execution systems (MES), and e-value chains (eVC). The description and justification of 

each technological concept is presented in Appendix A. 

 

Figure 3. Coverage of each technological concept regarding other I4.0 concepts and technologies 

considered in this study. 

3.2. Approaches towards the Applicability of I4.0 to LM/CI 

There are several published documents fostering the use of LM/CI in the context of 

I4.0 that were considered in the design of the proposed PDCA 4.0 approach. It should be 

noted that there is no clear distinction between CI and LM tools, as both are a part of the 

same management philosophy [13,14]. In fact, LM is supported by CI practices, implying 

the use of lean tools. The documents were selected by using the following list of keywords 

in the Google Scholar search engine: “Continuous Improvement 4.0”, “Kaizen 4.0”, “Lean 

Manufacturing 4.0”, “Industry 4.0 Continuous Improvement”, “Industry 4.0 Kaizen”, and 

“Industry 4.0 Lean”. In total, 47 documents were found; those that contribute to this area 

of knowledge are discussed in this section. Three main types of approaches were 

identified: (i) conceptual approaches that study the applicability and impact of I4.0 

towards LM/CI; (ii) empirical approaches that are based on perceptions extracted from 

the industry regarding the same subject; (iii) and practical approaches in which the 

application of I4.0′s technologies to LM/CI is demonstrated through use cases. 

3.2.1. Conceptual Approaches 

Among the 23 publications on the conceptual application of I4.0 technologies to 

LM/CI found in the literature, 19 of them do not mention their applicability towards CI in 

a direct and structured way. After analyzing the content of these 23 papers, the findings 

Figure 3. Coverage of each technological concept regarding other I4.0 concepts and technologies considered in this study.

10



Appl. Sci. 2021, 11, 7671

3.2. Approaches towards the Applicability of I4.0 to LM/CI

There are several published documents fostering the use of LM/CI in the context of
I4.0 that were considered in the design of the proposed PDCA 4.0 approach. It should
be noted that there is no clear distinction between CI and LM tools, as both are a part
of the same management philosophy [13,14]. In fact, LM is supported by CI practices,
implying the use of lean tools. The documents were selected by using the following list of
keywords in the Google Scholar search engine: “Continuous Improvement 4.0”, “Kaizen
4.0”, “Lean Manufacturing 4.0”, “Industry 4.0 Continuous Improvement”, “Industry 4.0
Kaizen”, and “Industry 4.0 Lean”. In total, 47 documents were found; those that contribute
to this area of knowledge are discussed in this section. Three main types of approaches
were identified: (i) conceptual approaches that study the applicability and impact of I4.0
towards LM/CI; (ii) empirical approaches that are based on perceptions extracted from the
industry regarding the same subject; (iii) and practical approaches in which the application
of I4.0′s technologies to LM/CI is demonstrated through use cases.

3.2.1. Conceptual Approaches

Among the 23 publications on the conceptual application of I4.0 technologies to
LM/CI found in the literature, 19 of them do not mention their applicability towards
CI in a direct and structured way. After analyzing the content of these 23 papers, the
findings were assigned according to their relevance to each of the CI activities. As an
example, Sim&Virt, through augmented/assisted reality (AR/AsR), enables real-time
remote support in manual operations [8,12], relevant to the documentation management,
implementation, and follow-up and standardization activities. The result is exposed in
Tables A1 and A2 (Appendix B).

From this study, it can be stated that IoT and Cloud have the potential to cover all CI
activities, with IoT having the main role of enabling data transmission and access [9,47],
and Cloud the sharing of information [9,12] and cloud-based data storage [12,48], as well
as cloud computing capabilities [35,48,49]. Sim&Virt is also quite overarching, allowing
the use of AR/AsR to aid in manual operations [8,12] and observe the current state of
a process [11], and the use of virtual reality (VR) to facilitate training [8]. Additionally,
simulation technologies can be used to test countermeasures before their real life imple-
mentation [12,31,50]. For this, a factory digital twin coupled with simulations can also be
used for CI [51]. Big Data also possess a high degree of applicability, associated with data
analytics [9,12], predictive analysis [11,12,52,53], data mining [53], correlation analysis [47],
root cause analysis [11,53], and machine learning [11,43,53], as well as advanced analytics
for planning [8]. CPS, on the other hand, has relevancies to the collection and access to
real-time data [9,54], and can predict machine failures [52,55]. AutRob, besides improving
manufacturing flexibility and productivity [9] through the automation of routine tasks [11],
also makes the automatic detection of machine failures possible [1,9], as well as automated
logistics systems [8,9,12]. It can also be used in collaboration with operators [9]. Sens&Act
is a fundamental technological concept, as it is used to collect production data, including
machine performance and object location [12]. MES is mainly used to collect data, as
well as to display KPIs and data charts [56,57]. On the other hand, eVC allows for the
connectivity between stakeholders of the value chain and the information exchange along
the supply chain, with on-demand access to value chain information through digital plat-
forms [43]. 3DP is essentially connected with mass customization [12] and smart product
development [9], permitting the test of product designs.

3.2.2. Empirical Approaches

The empirical approaches to the application of I4.0 technologies to LM/CI are carried
out mainly through surveys for data collection regarding perceptions extracted from the
industry. Some of these insights are listed in Table A3 (Appendix C). It can be stated
that there are difficulties associated with I4.0′s concepts; namely the lack of knowledge
about their impacts, as well as high cost factors [58–60]. A simultaneous approach for the
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adoption of I4.0′s technologies and LM (and CI) is needed [58,59,61]. Furthermore, several
benefits of I4.0′s integration with LM are indicated [61].

Regarding the greater synergies between LM and I4.0 technologies, cloud comput-
ing/machine learning are related with waste prevention/increased productivity, Big Data
are interconnected with the concept of zero defects, and AR/VR with visual manage-
ment [59,60]. Tortorella et al. [62] studied the correlations between LM principles and I4.0
technologies. As examples, for the principle of “digitally controlled processes”, digital
sensors/interfaces and the remote control of production are considered as facilitators for
the identification of abnormal product/process conditions [62]. The authors also mention
technologies such as AR/VR with low correlation values, presenting a low adoption level.
However, they state that these applications cannot be disregarded, as the topic of I4.0 is
recent, and new relationships may arise as the manufacturer’s awareness escalates [62].
Dombrowski et al. [59] cover CI-related interdependencies, concluding that CI has the
biggest correlation with Big Data, followed by cloud computing, RFID/identification, and
sensors/actuators. Some additional references are made towards AR/VR, automated
guided vehicles, and smart glasses [59]. Regarding technologies with greater considera-
tion for implementation, IoT, big data analytics, and cloud computing received greater
consideration for implementation, followed by additive manufacturing, AsR/AR, and
robotics [61].

3.2.3. Practical Approaches

In the literature, multiple practical approaches were also found, in which the applica-
tion of I4.0′s technologies toward LM/CI are demonstrated through use cases. The corollary
of this study is presented through Tables A4 and A5 (Appendix D). This table summarizes
various use cases of I4.0′s technologies, connecting them to the different CI activities in
which they are relevant. As an example, the use case referring to a data collection system
for an actual machine using sensors and a CPS, allowing for the real-time visualization of
KPIs [63], can be considered as more relevant to KPI analysis and the diagnostic activities.

Only one publication [30] references a more complete description of a CI process,
including most of CI’s activities. The authors mention the use of web-based monitoring
tools to collect data, MES to monitor manufacturing processes in real-time, and root cause
analysis with the aid of digital boards and 3D printing to test product designs [30]. Other
use cases cover fewer CI stages, such as a data collection system for an actual machine
through the use of sensors and a CPS, allowing for the real-time visualization of KPIs [63],
a Big Data tool stack that processes a high volume of data, feeding predictive models
based on machine learning, and a descriptive analysis module that, through graphs, aids
in accessing recent problems and their root causes [64]. An approach that is more closely
related to problem identification through mapping refers to an RFID (Sens&Act)-based
system that can collect data, such as the quantity of items in a given place and cycle
times [65], having the potential to be adapted for a real-time VSM [66]. Additionally, a
value stream analysis based on a Big Data model [67] and the combination of VSM with
a simulation [68] are described in the literature. More associated with the development
and testing of countermeasures, a publication mentions scheduling solutions based on
real-time simulations [69]. Regarding implementation activities, multiple publications
report developments in task organization through Kanban boards; namely a web-based
board [70], a board operated with a smartphone [71], and a computer-aided task board
that tracks a physical panel in real-time [72]. Other use cases, such as a highly flexible
measurement-aided welding [73] and a safe human–robot collaborative assembly cell
based on a CPS [74], were also found. Lastly, some use cases of AR/AsR (Sim&Virt)
were deemed relevant for follow-up and standardization regarding the production [1,75],
maintenance [76], and quality control [77] activities, while also facilitating the management
of documents regarding work instructions.

Many of the practical approaches that were found are specifically related to one LM
tool, covering different CI activities. Use cases related to TPM, namely an online root
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cause analysis [78] and condition monitoring for machines [8,79], essentially cover the KPI
analysis, diagnosis, and root cause stages. Other studies describing the incorporation of
CPS in Jidoka [80,81] are also associated with these activities in a similar fashion.

3.2.4. Discussion

In summary, a body of knowledge exists regarding the application of I4.0′s technolo-
gies to CI, although many of the studied approaches relate to CI in an indirect way. In fact,
most of the conceptual approaches found in the literature directly reference LM tools, which
means that their functionalities were posteriorly analyzed in terms of their applicability
to CI, which is a more specific practice of the same management philosophy. Regarding
practical approaches, SMED is only briefly mentioned within this subject, and only a few
use cases relating to mapping were found, although the only suitable use case towards
VSM is not purposefully applied for that method. Few approaches refer to documentation
management and improvement implementation activities, although the technologies to do
so are readily available. In terms of general CI practices, the existing knowledge regarding
conceptual, empirical, and practical approaches is very limited, as only a few publications
that directly study this subject were found. Nonetheless, they do not offer comprehensive
and extensive maps of the applicability of I4.0 towards typical CI processes. These findings
further confirm the need for a more holistic and direct approach towards CI.

4. Functional Requirements for PDCA 4.0

Based on the compilation of several conceptual, empirical, and practical approaches
regarding the application of I4.0 technologies to LM/CI (Tables A1–A5) and the challenges
and limitations of conventional CI practices (Table 1 of Section 2), the functional require-
ments of a new conceptual PDCA 4.0 approach are defined. In total, 11 requirements
are stated. Each one of them is briefly presented and substantiated with examples taken
from the three types of approaches mentioned above. Table 3 presents the match of the
technological concepts with each of the 11 requirements for PDCA 4.0.

Table 3. Technological concepts for PDCA 4.0′s functional requirements.

PDCA 4.0′S Functional Requirements

R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11

I4.0
Technological

concepts

IoT X X X X X X X X X X X

CPS X X X

Big Data X X X X X X

Cloud X X X X X X X X X X

Sens&Act X

AutRob X

Sim&Virt X X X X X

3DP X

MES X X X

eVC X X

4.1. Automatic Data Collection System (R1)

As conventional practices depend heavily on the manual collection of data, which im-
plies serious limitations in the process, an automatic data collection system is proposed for
the CI team in order to have readily available data. This requirement is patent in conceptual
approaches that mention that such systems are enabled by the application of Sens&Act to
collect data [82], as well as IoT for the intelligent monitoring of the production and supply
chain management functions [47]. Real-time data collection from the production system is
also enabled by using MES [56,57], this being the primary reason for its deployment [57].
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Regarding data generated outside of the factory, eVC can increase connectivity and allow
information exchange along the supply chain [43,45]. After further refinement, the col-
lected data can be stored in Cloud databases that constitute the heart of a factory digital
twin [51]. Lastly, the concept of Big Data, as it is associated with the gathering of data from
sensor readings [43], and because it is needed in order to establish a digital twin [43], is
also associated with this requirement. Based on an empirical study, the use of digital sen-
sors/interfaces facilitates the identification of abnormal product/operating conditions [62].
Additionally, IoT can be used as a supporting mechanism to interconnect products and
processes [62]. Finally, this requirement is also present in practical use cases, such as a
sensor-based data collection system that measures different machine parameters [63] and
data collection by MES to support root cause problem solving [30].

4.2. Advanced Analysis Tool (R2)

When data are collected automatically from sensors, an advanced analysis tool capable
of handling a high volume of data is required. This way, it is possible to use advanced data
analytics tools in an automatic fashion, avoiding Excel sheets and the limitations of simpler
analysis tools. This requirement is evident in conceptual approaches that point out that the
concept of Big Data, and therefore big data analytics, can process a high volume of data into
information that can be used to improve the system’s performance [8,12]. This technology
can be used to perform simple data analysis [9,12] as well as advanced data analytics, such
as machine learning [11,43,53], data mining [43,53], root cause analysis [11,53], correlation
analysis [47], and predictive analysis [11,12,52,53]. As an example, Rittberger et al. [11]
suggest that a machine learning algorithm can be used in conjunction with a problem-
solving database in order to infer cause–problem relationships. On a support point of
view, other authors mention that IoT enables data transmission from machines to end
user software [9], which is pertinent to this requirement. The Cloud concept is also
relevant, as it can provide cloud computing capacity for data analytics [35,42,83] as well
as enable data transfer from cloud storage to analysis tools [12]. Empirically, a study
mentions that Big Data, namely big data analytics, and IoT, were given higher consideration
for implementation [61]. Other authors present Big Data as the most interdependent
technological concept towards CI [59]. Regarding practical approaches, as described earlier,
a Big Data tool stack that allows data to feed predictive and descriptive analysis modules
already exists [64], as well as a value stream analysis based on a Big Data model [67].

4.3. Problem Prediction System (R3)

A system that predicts problematic situations before they happen is required to
anticipate problems, which is something that is not possible in conventional practices. This
requirement is present in conceptual approaches that mention the potential of Big Data,
namely big data analytics, for helping employees to determine cause-and-effect correlations,
as well as trends to predict problems that are occurring in a process [11]. In a more
specific approach towards machines, CPS architectures with embedded analytics (machine
learning) can be applied to monitor, predict, and diagnose machine failures [52,55]. IoT is a
relevant support technology for this requirement, as it enables real-time operation/machine
monitoring [47,55]. Multiple practical use cases that demonstrate this requirement also
exist, such as CPS-based systems with the ability to predict equipment failure [8,80,81,84],
aided by machine learning algorithms and cloud computing [8,84].

4.4. Real-Time Visualization System to Consult Production Data (R4)

A real-time visualization system is needed so that relevant information is displayed
in real-time, enabling the user to have knowledge about the current state of the produc-
tion system, and avoiding decision making based on obsolete data. This requirement
is present in conceptual studies that indicate the role of MES to determine KPIs, create
reports, and provide user interfaces to visualize and manage shop floor operations [56,57].
Data from the value chain can also be visualized through digital platforms, enabled by
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eVC [43]. A digital twin, integrating different types of data from the manufacturing site
and recreating a production line in a digital space, can also be used as the basis for the
display of production and product information [51]. Other authors refer to CPS as useful
for real-time data collection, which allows for effective KPI monitoring [9]. Lastly, AR/AsR
devices (Sim&Virt) can also be used to display relevant process information, aiding users
in problem-solving actions [12]. From a support perspective, IoT may be applied in order
to provide real-time visualizations of information [47], and Cloud may be applied in order
to access the collected data [9,12]. This requirement is further present in practical use cases;
namely a data collection system that uses a CPS in order to monitor and visualize KPIs
in real-time [63], and a RFID (Sens&Act)-based system used to collect data from the shop
floor and present process data, with the potential to be integrated with VSM [65].

4.5. System That Analyzes Countermeasures’ Impact before Their Implementation (R5)

The analysis of the countermeasures’ impact before their real-life implementation
is also defined as a requirement for PDCA 4.0, as it can aid in developing viable and
feasible countermeasures towards existing problems. Conceptually, this requirement is
evidenced as the future of modelling, and the simulation will allow for the creation of near
to real-time models with low building cycles, providing a tool for decision making and
semi-autonomous problem solving [31]. Therefore, when connected to Big Data sources
(stored in the Cloud), this technology can be used to test improvements to the production
system, evaluating their impact in a virtual environment [12,31]. In this context, a digital
twin of the manufacturing site that uses a simulation can be used towards CI [51]. This
requirement can be further supported by on-demand cloud computing resources that allow
high-speed simulation analytics [85], as well as IoT to transmit data between machines and
sensors to software tools [9]. Regarding practical use cases, this requirement is present
in scheduling solutions based on both real-time simulations [69] and the combination
of VSM with simulation models in order to validate current and future states, aiding in
decision-making processes [68].

4.6. System That Prioritizes CI Projects (R6)

The prioritization of CI projects, constituting a hierarchy of problems to be solved,
is also important because it guarantees the awareness of the impact vs. the effort of a
CI project, allowing for the implementation of the most effective improvements. This
requirement is justified by the difficulty in establishing consensus regarding the starting
points towards process improvement [86]. Furthermore, the lack of resource availability
for CI [87] reinforces the need to focus efforts correctly. I4.0 can play a role in the scope of
this requirement, as simulations can be used to analyze the possible impact of countermea-
sures [12,31,51]. Big Data (big data analytics) has the potential to improve upon conceptual
methodologies for the prioritization of projects and the allocation of resources, such as the
one proposed by Allan et al. [86]. Similarly to the previous requirement, cloud computing
and IoT can be used to support this need.

4.7. Dynamic Planning of Improvement Activities with Alarmistic (R7)

In order to assist the implementation process of CI projects, a dynamic planning tool
that displays the activities to be carried out, those that are being carried out, and those
already carried out is needed. Regarding conceptual approaches, Krishnaiyer et al. [49]
propose a cloud Kanban framework in order to monitor and control the resource consump-
tion and production of an enterprise. In the scope of planning, Mayr et al. [8] mention
advanced data analytics towards planning. For this, MES also plays an important role,
as it supports advanced production planning (Gantt charts, for example) and resource
allocation [56,57]. This requirement is also present in practical case studies that mention
the advantages of digital Kanban boards in terms of its flexibility for visualizing assigned
tasks [70–72]. As examples, Nakazawa et al. [71] developed a digital Kanban board that is
controlled by a smartphone, and Bacea et al. [72] developed a virtual Kanban board that
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tracks physical task cards through a camera. These use cases demonstrate the importance
of device interconnectivity, relating to the IoT technological concept.

4.8. Digital Support for CI Documentation (R8)

As it enables easy access to information regardless of the users’ location, the digital
support for CI documentation is also a requirement for PDCA 4.0, along with a database
for its storage and future access. This requirement is patent in the conceptual approach
by Hambach et al. [10], in which the authors mention the advantages of a digital CI sys-
tem in terms of data storage and access through document management systems, digital
communication that is independent of space and time, and data visualization. For this,
cloud-based data storage is essential in order to allow for more effective data sharing within
departments [48], a concept that is aligned with the life cycle of technical documentation
in the context of I4.0 [88]. Data exchange through IoT is therefore also fundamental for
this requirement, being supported by authors who argue that technical documentation
should be connected to IoT in order to facilitate communication between machines and
humans [89]. Related to this requirement, a database for CI documentation storage is
necessary. This way, through a library search, knowledge from past situations (state of
the project, diagnostic, root causes, countermeasures, and their degree of success) can be
accessed and used for present CI projects. This is present in conceptual approaches that
mention the need for problem-solving databases to aid future CI projects [10,26]. In fact,
Rittberger et al. [11] propose that successful improvement initiatives should be filed as
standards in a database that contains problem information; namely its root causes and coun-
termeasures. Once again, this is supported through the use of Cloud data storage [12,48], as
well as IoT, to ensure data exchange between different devices [9], making documentation
accessible everywhere.

4.9. Organizationally Transversal System for Consulting Best Practices (R9)

A transversal system for consulting best practices is defined as a requirement for
PDCA 4.0, as it will enable knowledge sharing across the company regardless of the
user’s location, avoiding information retention in organizational silos, and facilitating
the standardization of new countermeasures. This requirement is present in conceptual
approaches that mention that although AR/AsR (Sim&Virt) enables users to access real-
time information about process data [11], it can also be used to remotely support employees
in performing manual operations, such as maintenance or production tasks [8,12]. This
way, work instructions can be shared with the operator [8], guaranteeing that best practices
are shared across the organization, facilitating their standardization. In a similar context,
VR can also facilitate the employees’ training [8]. According to the literature, the use of
these technologies is supported by Cloud and IoT [90,91]. Empirically, AR and VR are
considered as interdependent with CI, although to a lesser extent when compared with
visual management [59]. This requirement is further demonstrated in practical use cases.
Several publications cover the application of these technologies through use cases in the
context of production, maintenance, and quality control activities [1,75–77]. As an example,
Kolberg et al. [1] mention the use of AR on manual workstations for the identification of
both tasks and relevant information.

4.10. Automatic and Intelligent Work System (R10)

An automatic and intelligent work system is also defined as a requirement for PDCA
4.0, as it can ensure a more efficient process of implementing countermeasures regarding
new machine parameters and work sequences, guaranteeing their immediate standardiza-
tion. This requirement is justified in conceptual publications, as one study mentions that
employees may lack the capacity to implement countermeasures during the implementa-
tion (“Do”) phase, suggesting the automation of routine tasks [11]. In this scope, authors
argue that autonomous robots both increase manufacturing flexibility [9], easily adapting
to changes and thus allowing for automated logistics systems [9,12], and communicate fail-
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ures automatically, calling other systems for fault-repair actions [1]. In fact, the connectivity
achieved through IoT enables a new level of automation [92]. From a practical point of
view, this requirement is demonstrated through a use case by Tuominen [73], who describes
a measurement-aided welding cell that is able to adjust itself in order to produce different
products, and also has the ability to inspect weld beads. Nikolakis et al. [74] describe a CPS
system for enabling human–robot collaboration based on a safety distance evaluation.

4.11. Rapid Prototyping System (R11)

A rapid prototyping system is specified as a requirement, as this will enable a faster
process of testing countermeasures. This requirement is justified, as conceptual studies
mention the additive manufacturing’s ability to produce customized products, being
a highly flexible manufacturing process [12], potentiating smart product development
processes [9]. In this context, IoT is useful to directly connect printers to the Cloud,
enabling their remote control and monitoring [73]. Regarding practical use cases, one
publication in the context of root cause problem solving describes the utilization of 3D
printing to test improved product solutions [30].

In a final analysis, observing Table 3 it can be stated that IoT, Cloud, and Big Data are
the most wide-ranging technological concepts regarding the 11 requirements for PDCA 4.0.
This result is aligned with the base technologies for I4.0 identified by Frank et al. [43]. In fact,
IoT is relevant to all the requirements, being the medium by which connectivity is achieved
between various objects and software. Cloud, with cloud-based services such as data
storage and computing power, is also applicable to the majority of the requirements. Big
Data, referring to advanced data analytics, is pertinent to the PDCA 4.0′s functionalities that
make use of such technologies. Sim&Virt is also a very ample concept, supporting decision
making through simulation and optimization techniques, and also virtualizing the physical
documentation and the physical processes that take place in the shopfloor. Sens&Act,
despite directly covering only one requirement, is a base technological concept to PDCA
4.0, as it is the means through which data are collected, feeding the other technological
concepts as well as most of the CI activities. The least overarching technology corresponds
to 3DP and AutRob, each matching to a specific requirement.

In the following section, the PDCA 4.0 approach is proposed based on satisfying these
11 requirements, where the match between the requirements and the CI activities is carried
out as the approach design is specified.

5. PDCA 4.0′s Framework Dynamics

As previously stated in Section 3.2.4, a more holistic and direct approach towards
the application of I4.0 to CI is needed. Supported by both the previous analyses of the
applicability of I4.0′s technological concepts and the definition of the requirements for a
new CI approach (matching visible in Figure 4), the vision for PDCA 4.0 is defined. Figure 5
visually represents its framework.
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In the beginning of the CI process, namely the activities of KPI analysis, mapping, and
diagnosis, Big Data collected automatically from the production system (R1) by Sens&Act
and MES systems are stored in Cloud databases (Cloud), which also contain data regarding
the whole value chain via eVC. The various types of data can then be integrated, forming
the heart of a factory digital twin (Sim&Virt) that represents a virtual model of the physical
world. The role of IoT is the same throughout this framework, ensuring connectivity and
data transmission between machines and software. With these technologies, data coming
from the shop floor, as well as from the value chain, can be used by CI teams for data-driven
PDCA, avoiding situations where data are insufficient, obsolete, or inexistent.

The stored data can then be processed by advanced big data analytics (Big Data) (R2),
generating information regarding KPI analysis and mapping activities, through which the
current state of the production system is known. A prediction of the future state may also
be possible via predictive analytics (Big Data) (R3). For analytics (Big Data) and simula-
tion services (Sim&Virt), cloud computing (Cloud) can be a supporting technology for
providing the necessary computing ability. The information can be displayed in real-time
to employees (to assist those responsible for the improvement to make decisions) through
CPS, MES interfaces, eVC digital platforms, and AR/AsR devices (Sim&Virt) (R4), with its
goal being the identification of negative critical aspects existing (or that may exist) in the
organization. More specifically towards equipment, machine fault detection and prediction
is possible through AutRob and CPS with embedded machine learning algorithms (R10).
The PDCA database (R8) allows access to digitalized information regarding already identi-
fied problems, supporting the process of finding critical parameters and factors. This can
also correspond to the employee’s suggestions that are stored in the database (Cloud). All
of these advanced data processing systems must have a user-friendly and simple-to-use
interface, where the user (who is not an expert in data analytics) simply has to ask for
a correlation analysis to the interface, and receives the output of several data analytics
algorithms in the form of degree of influence and/or level of correlation (allowing an
informed root cause analysis).

When the critical aspect is identified, an automatic diagnosis can be achieved via
an advanced data analysis tool (Big Data) (R2) that retrieves historical and current data
from the factory digital twin (Sim&Virt) in order to construct a diagnosis regarding the
critical aspect. Predictions for the future state (Sim&Virt) (R3) can also be used in order
to give emphasis to the hindered performance of the production system. This type of
information could also be accessed and visualized through the same technologies stated in
the previous paragraph (R4). Additionally, for the next stage of the CI process, advanced
big data analytics, such as correlation analysis and root cause analysis, or a machine
learning algorithm that infers cause–effect relationships based on a historical problem-
solving database (R8), can be used to help the CI team determine the root causes of a
problem. These functionalities ensure that manual, simple, and inefficient analysis tools
are avoided, allowing the CI team to save time in carrying out these tasks. In addition, they
make sure that the real source of the identified problems is addressed, avoiding superficial
quick fixes.

For the next activity, the development of countermeasures, simulation models with
low building cycles (Sim&Virt), can be used to predict the effect of improvement solutions
in a virtual factory environment through software (R5), as well as 3DP, in order to test
solutions regarding product designs (R11). These technologies aid the decision-making
process, allowing the CI team to find the most effective and feasible solutions to problems,
all while offering a low-risk and faster way to test changes to the system/product.

The results of the simulations (Sim&Virt) can also be used to further better the decision-
making process by allowing to prioritize CI projects according to their impact and perceived
effort (R6), ensuring a more effective implementation of countermeasures. Big Data analysis
techniques can also be used in conjunction with the results of simulations, enabling the
automatic hierarchization of projects (R6).
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Regarding the planning of activities, MES can be used to support the planning process
through Gantt charts and resource allocation information. Additionally, cloud Kanban
boards (Cloud) can be used to enable remote access to assigned tasks (R7). A system to con-
sult best practices (Sim&Virt) (R9) further enhances the implementation of countermeasures
by giving employees access to important information regarding work procedures, aiding
them in performing new tasks. VR (Sim&Virt), namely AsR, can also help in this regard, as
it facilitates employee training in a virtual environment. The automation of tasks (AutRob)
(R10) is also pertinent to the implementation stage, aiding people in implementing the
developed countermeasures, which accelerates the process. This implies an automatic and
intelligent work system that easily adapts to changes in manufacturing (R10).

For the follow-up and standardization activities, data collected from the production
system (R1), regarding the new system performance, can once again be used to identify
critical aspects, allowing to evaluate whether or not the improvement initiatives were
successful and if new problems arose. This constitutes a CI cycle over which successive
problem-solving needs are identified and undertaken. More related to standardization,
best practice sharing through AR/AsR devices (Sim&Virt) (R9) facilitates the normalization
of improvement solutions through the remote access to documentation such as work in-
structions by the employees in the shopfloor. Furthermore, autonomous and collaborative
robotics (AutRob) allow for a more flexible and intelligent work system (R10), easily adapt-
ing to changes. This potentiates the immediate standardization of new work procedures
and work parameters, project impact and effort, and thus its hierarchization, as well as
implementation planning information.

Lastly, information management is essential to the success of the improvement. Con-
trary to the usual pen-and-paper practices, having all the information digitized is crucial to
store it in a database (Cloud) (R9) that enables everyone involved in the project to easily
access important data.

Regarding the connection of the technological concepts with the CI activities, Figure 4
highlights the embracing way that they are interconnected. It is possible to see that most
technologies relate to all CI activities by analyzing the large amount of complete circular
crowns around the center. Only some technological concepts are less overarching. AutRob
is present only in the check and act phases, being important for the implementation, follow-
up, and standardization stages. CPS is more embracing but does not contribute to root cause
identification and the development of countermeasures. Finally, 3DP has a more specific
use, only relating to the activity of countermeasure development. In this figure, it can be
seen that IoT, Cloud, and Sim&Virt are also important for documentation management.

Regarding I4.0’s design principles, this framework allows to achieve the principle
of interconnection through IoT-enabled data sharing. This way, information availability
and exchange are ensured, which is crucial for a data-based CI approach. Information
transparency is also guaranteed through systematic Big Data collection, forming the heart
of a factory digital twin. This data are then used in conjunction with real-time display
systems and several advanced analysis tools, such as data analytics and simulations
for the relevant stages of a CI project. Decentralized decisions are also promoted in
this framework, as it implies the use of technologies that support the decision-making
process, helping to establish both root causes of critical aspects and the estimation of the
countermeasure’s impact on the production system/product. Thus, this solution allows for
the access to information in order to support the different actors of a CI project in decision
making. Finally, technical assistance is also assured through technologies that enable the
remote guidance of operators during maintenance, production, or quality control activities,
displaying relevant information and best practices for those tasks. This is also apparent in
the machine’s ability to automatically detect failures.

6. Conclusions

Several publications regarding conceptual, empirical, and practical studies on the
application of I4.0′s technologies towards LM and CI were analyzed, with their findings
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being organized according to the stages that constitute a typical CI project. It was found
that the I4.0′s technologies mentioned in the literature have the potential to enhance a
data-driven and more intelligent approach towards CI. It was also found that a holistic
and structured framework towards an approach that combines I4.0 and CI was needed,
as the vast majority of the authors focus solely on single aspects that are relevant to
the subject. Thus, 11 requirements for the proposed approach were established based
on functionalities or needs that are identified in the literature, as well as the relevant
technologies for their materialization. These requirements were then worked in order to
constitute a framework for PDCA 4.0. This framework uses I4.0′s technological concepts
to collect production data and constitute a factory digital twin, enabling the identification
of critical aspects related to the system’s performance through KPI analysis and mapping.
These critical aspects are then diagnosed through intelligent data analysis and visualization
tools, also enabling the determination of their root causes. Countermeasures can then
be tested through simulations and/or through prototypes of the product design. This
framework also aids the implementation of the improvements through the prioritization of
projects, as well as their actual planning, and their follow-up and standardization activities.
Another key component of this framework is related to information management, in which
documentation needs to exist in a digital format in order to be stored in a PDCA database,
making it accessible to everyone, everywhere. In summary, the application of I4.0 to CI
contributes to a faster, more transparent, and efficient data-driven process, allowing to
surpass traditional barriers related to such projects.

As future work, the authors are already implementing the PDCA 4.0 approach in
industrial companies, allowing to publish and discuss the impact, pros, and cons of the
proposed approach. Another direction of research is to understand how aligned PDCA is
with the concept of Industry 5.0. A deep and robust understanding of what Industry 5.0 is
must be carried out prior to this analysis, but one can say that PDCA 4.0 is highly centered
in humans (supporting human-based decisions and enriching humans’ activities) and also
fosters the sustainability performance (the application of CI has a high impact on resources
efficiency, people’s motivation, and the improvement of working conditions).
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Appendix A. Description of the I4.0 Technological Concepts Considered in This Study

Internet of Things [IoT]—The technological concept “IoT” refers to a network char-
acterized by physical devices capable of connecting to the wireless internet. The base
components are made up of built-in electronics, such as sensors and transmission hard-
ware. It allows for the rapid generation of data, leveraging the information flow within
an organization through physical devices capable of interacting with each other and with
control systems, through a network infrastructure [42,43,93].

Cyber-physical Systems [CPS]—According to several authors [36,94,95] “IoT and
CPS” should be divided into two different concepts, differing from the categorisation
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presented by Bibby et al. [44]. The technological concept “CPS” refers to systems capable
of combining computational modelling, statistical data and physical data in real-time. The
physical devices (machines or production lines) and the physical processes are digitized,
creating a digital system identical to the physical system [43].

Big Data [BigData]—Some authors, such as Frank et al. [43], separate Big Data from
data analytics. However, both concepts are interdependent, and that is why many au-
thors [40,41,44] choose not to separate them. The technological concept “Big Data” refers
to this large data volume [41] and to the technologies of its collection, processing, provi-
sioning, and analysis [44]. This concept is necessary in order to generate factory digital
twins [43]. Data analysis refers to data mining, machine learning [43], statistical analysis,
and predictive analysis, among others [40]. Regarding cybersecurity, some authors consider
it as a separate category [12]. However, there are approaches who do not find it reasonable
to approach this concept in an elementary way [40,44]. Following this last choice, and
since cybersecurity technologies are associated with data and information, they are now
included in the technological concept of Big Data.

Cloud [Cloud]—The technological concept “Cloud” is unanimously adopted by other
authors, such as [40], with similar descriptions and associated technologies. This concept
refers to any IT services provisioned and accessible from a cloud computing provider [41].
It consists of three IT combinations: internet services, web-based applications, and infor-
mation management [44].

Sensors and Actuators [Sens&Act]—The logic behind this clustering follows the work
by Bai et al. [41], which is entitled “Sensors and Actuators” instead of simply “Sensors”.
Additionally, Bibby et al. [44] do not address actuators in their article, while other au-
thors [41,43] argue that it is an important topic to be included. This technological concept
“Sens&Act” includes basic technologies for the digitalization of objects and physical param-
eters [43]. It includes all devices that respond to a physical stimulus and transmit a resulting
impulse [41]. This concept is also associated with RFID (radio frequency identification) [41].

Autonomous Robotics [AutRob]—This technological concept includes autonomous,
collaborative, and intelligent robots and equipment, with embedded sensors, dexterity,
artificial intelligence, and machine learning [44]. As there is no common line in the literature
about the place of artificial intelligence and machine learning, the present classification
follows the same choice of Bibby et al. [44] of having just one technological concept (AutRob)
where all of these associated technologies are included.

Simulation and Virtualization [Sim&Virt]—This technological concept includes virtual
tools that provide support to the decision-making process. In this scope, assisted reality
(AsR), augmented reality (AR), and virtual reality (VR) are emerging technologies that
create partial and complete virtual environments, capable of enhancing tasks and speeding
up training [43]. Bibby et al. [44] do not individually address the virtualization technologies,
namely VR and AR, which is something that happens in several later works [43,45,46]. This
indicates the relevance of including a category for these technologies. The literature also
suggests that both the simulation and digital twin have an impact on LM practices [8,9]. Ito
and Ishida [51] defined the concept of a digital twin as a replica of the real world created in
a digital space, bringing together different types of data on site. The replica can be used
with artificial intelligence or simulations in order to help to make improvements in the
context [51]. Therefore, their inclusion in this technological concept is adequate.

Additive Manufacturing [3DP]—This technological concept is unanimously adopted
by other authors, such as [40,41,43], with similar descriptions and associated technologies.
Additive manufacturing (AM) or 3D printing (3DP) is a process by which products are
produced autonomously, layer by layer [44]. It consists of versatile machines and flexible
production systems that transform 3D digital models into physical products [40]. This
technology is used especially for rapid prototyping and the creation of custom-made
tools [44].

Manufacturing Execution Systems [MES]—MES is a useful tool for organizations
that require the accurate traceability of parts, components, and assembly activities to
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monitor quality, cost, and lead times. The purpose of MES is to initiate, guide, respond,
and report shop floor activities as they occur [96]. MES also plays a key role in the central
distribution of information [44]. Regarding ERP systems, Bibby et al. [44] include an
exclusive classification group: MES is an I4.0 technological concept, and the rest (ERP,
SCADA) already existed before I4.0 began. However, other authors define more complete
technological categories, integrating MES/SCADA [40] or MES/SCADA/ERP [43]. All
things considered, in the present classification approach, SCADA and ERP are directly
associated to MES.

e-Value Chains [eVC]—Supported by the digitalization of value chain activities [44],
this technological concept consists of collaborative digital platforms [43] together with
suppliers, customers, and other parts of the organization. This allows for continuous
connectivity, collaboration, and cooperation [44], fostering the synchronization of the pro-
duction with stakeholders [43]. Slightly different classifications exist in the literature, such
as smart supply chain [43]. Furthermore, several other authors mention this technological
concept indirectly [4,45]. Despite not being a technological concept, as mentioned in the
literature as the base concepts (IoT, Cloud, etc.), eVC includes essential technologies for
horizontal integration, and for this reason, this category must be included.

Appendix B. Conceptual Approaches for the Application of I4.0 to LM/CI

Table A1. Conceptual approaches for the application of I4.0 to LM/CI.

Follow-up and
Standardization

3 Enabling data
transmission and
access [9,47]
3 Data interchange
between machines,
systems, and
sensors in order to
end user software
tools [9]

3 Collect and
access real-time
data [9,54]
3 Predict machine
failures [52,55]

3 Data analysis
[9,12]
3 Predictive
analysis
[11,12,52,53]
3 Machine
learning [11,43,53]

3 Cloud-based data
storage [12,42,83]
3 Information
sharing across
organization [9,12]
3 Cloud computing
[35,42,83,85]

3 Collection of
production data
[12,82]

Implementation

3 Enabling data
transmission and
access [9,47]
3 Data interchange
between machines,
systems, and
sensors in order to
end user software
tools [9]

3 Collect and
access real-time
data [9,54]

3 Advanced
analytics for
planning [8]
3 Data analysis
[9,12]

3 Cloud-based data
storage [12,42,83]
3 Information
sharing across
organization [9,12]
3 Cloud computing
[35,42,83,85]
3 Cloud Kanban [49]

Countermeasures

3 Enabling data
transmission and
access [9,47]
3 Data interchange
between machines,
systems, and
sensors in order to
end user software
tools [9]

3 Cloud-based data
storage [12,42,83]
3 Information
sharing across
organization [9,12]
3 Cloud computing
[35,42,83,85]

3 Collection of
production data
[12,82]
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Root causes

3 Enabling data
transmission and
access [9,47]
3 Data interchange
between machines,
systems, and
sensors in order to
end user software
tools [9]

3 Root cause
analysis [11,53]
3 Correlation
analysis [47]
3 Machine
learning [11,43,53]

3 Cloud-based data
storage [12,42,83]
3 Information
sharing across
organization [9,12]
3 Cloud computing
[35,42,83,85]

3 Collection of
production data
[12,82]

Diagnosis

3 Enabling data
transmission and
access [9,47]
3 Data interchange
between machines,
systems, and
sensors in order to
end user software
tools [9]

3 Collect and
access real-time
data [9,54]
3 Predict machine
failures [52,55]

3 Data analysis
[9,12]
3 Predictive
analysis
[11,12,52,53]
3 Data mining [53]
3 Correlation
analysis [47]
3 Machine
learning [11,43,53]

3 Cloud-based data
storage [12,42,83]
3 Information
sharing across
organization [9,12]
3 Cloud computing
[35,42,83,85]

3 Collection of
production data
[12,82]

Mapping

3 Enabling data
transmission and
access [9,47]
3 Data interchange
between machines,
systems, and
sensors in order to
end user software
tools [9]

3 Collect and
access real-time
data [9,54]
3 Predict machine
failures [52,55]

3 Data analysis
[9,12]
3 Predictive
analysis
[11,12,52,53]
3 Machine
learning [11,43,53]

3 Cloud-based data
storage [12,42,83]
3 Information
sharing across
organization [9,12]
3 Cloud computing
[35,42,83,85]

3 Collection of
production data
[12,82]

KPI
analysis

3 Enabling data
transmission and
access [9,47]
3 Data interchange
between machines,
systems, and
sensors in order to
end user software
tools [9]

3 Collect and
access real-time
data [9,54]
3 Predict machine
failures [52,55]

3 Data analysis
[9,12]
3 Predictive
analysis
[11,12,52,53]
3 Data mining [53]
3 Correlation
analysis [47]
3 Machine
learning [11,43,53]

3 Cloud-based data
storage [12,42,83]
3 Information
sharing across
organization [9,12]
3 Cloud computing
[35,42,83,85]

3 Collection of
production data
[12,82]

Doc.
Management

3 Enabling data
transmission and
access [9,47]
3 Data interchange
between machines,
systems, and
sensors in order to
end user software
tools [9]

3 Cloud-based data
storage [12,42,83]
3 Information
sharing across
organization [9,12]

IoT CPS Big Data Cloud Sens&Act
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Table A2. Conceptual approaches for the application of I4.0 to LM/CI (Continued).

Follow-up and
Standardization

3 Flexible
adaptation to
changes [9]
3 Minimization of
human errors [8]

3 AR/ER allow for
real-time remote
support in manual
operations [8,12]
3 Display of data
through digital
twin [51]
3 VR facilitates
training [8]
3 AR/ER to
analyze current
process condition
[11]

3 Data collection
[56,57]
3 KPIs and charts
in real-time [56,57]

3 Information
exchange along
supply chain
[43,45]
3 On-demand
access to
information
through digital
platforms [43]

Implementation

3 Flexible
adaptation to
changes [9]
3 Automation of
routine tasks [11]
3 Collaboration with
operators [9]
3 Minimization of
human errors [8]
3 Automated
logistics [8,9,12]

3 Simulation of
countermeasures
and their impacts
[12,31,50]
3 AR/ER allow for
real-time remote
support in manual
operations [8,12]
3 VR facilitates
training [8]

3 Support
planning and
resource allocation
[56,57]

Countermeasures

3 Simulation of
countermeasures
and their impacts
[12,31,50]
3 Simulation
through digital
twin [51]
3 Supporting the
creation and
planning of
standard work
procedures [9]

3 Small batch
production (mass
customization) [12]
3 Smart product
development
processes [9]

Root causes

Diagnosis

3 Automatic
detection of machine
failures [1,9]

3 AR/ER to
analyze current
process condition
[11]
3 Display of data
through digital
twin [51]

3 Data collection
[56,57]
3 KPIs and charts
in real-time [56,57]

3 Information
exchange along
supply chain [43]
3 On-demand
access to
information
through digital
platforms [43]
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Mapping

3 Automatic
detection of machine
failures [1,9]

3 AR/ER to
analyze current
process condition
[11]

3 Data collection
[56,57]
3 KPIs and charts
in real-time [56,57]

3 Information
exchange along
supply chain [43]
3 On-demand
access to
information
through digital
platforms [43]

KPI
analysis

3 Automatic
detection of machine
failures [1,9]

3 AR/ER to
analyze current
process condition
[11]
3 Display of data
through digital
twin [51]

3 Data collection
[56,57]
3 KPIs and charts
in real-time [56,57]

3 Information
exchange along
supply chain [43]
3 On-demand
access to
information
through digital
platforms [43]

Doc.
Management

3 AR/ER allow
real-time remote
support in manual
operations [8,12]

Aut
Rob Sim&Virt 3DP MES eVC

Appendix C. Empirical Approaches for the Application of I4.0 to LM/CI

Table A3. Empirical approaches for the application of I4.0 to LM/CI.

Subject Insights References

A simultaneous approach is needed

3 Companies feel that the adoption of I4.0 technologies must be
simultaneous with the adoption of LM practices; therefore, a
common approach based on LM and I4.0 systems is necessary.

[58,59,61]

Difficulties with I4.0 concepts

3 Companies find it difficult to deal with some I4.0 technologies
and concepts and to foresee the potential of Industry 4.0; thus,
they face problems when selecting the relevant and most
promising I4.0 technologies for their processes.
3 High-cost factors and other associated risks, such as
cybersecurity, prevent smooth integration.
3 The effects of Industry 4.0 are still incipient even in
manufacturers from developed economies; therefore, research
should be carried out in this regard.
3 Most companies perceive a greater positive impact through LM
than I4.0 technologies; this is because they claim high levels of
LM implementation, regardless of technologies.

[58–60]
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Subject Insights References

Benefits of integrating I4.0 into LM

3 This integration contributes positively to reducing
manufacturing waste and operating costs in addition to
improving productivity efficiency; the effectiveness of factors
including supplier feedback, JIT, and supply development
systems can be improved by increasing the use of big data
analytics, sensors, cloud computing and other IoT devices; this
improved integration will increase the organization’s sustainable
results, guaranteeing the timely delivery of the product,
optimization of the supply network, and logistical reliability;
based on the analysis of the data generated by the customer, it is
possible to improve the level of customization offered.

[61]

Greater synergies between LM and I4.0

3 The greatest synergies achieved by companies are between
cloud computing/machine learning and waste
prevention/increased productivity, Big Data and the principle of
zero defects, AR/VR and visual management.

[59,60]

3 Some of the greatest correlations with LP principles and I4.0
were identified. Some examples are digital sensors/interfaces and
the remote control of production to facilitate the identification of
abnormal product/process conditions; IoT as a supporting
mechanism to assure interconnectivity among
products/processes.

[62]

Frequent interdependencies related to
CI

3 Big Data, RFID/identification, cloud computing, and
sensor/actuators have been indicated by many companies as
technologies that are interdependent with CI processes.

[59]

Rare interdependencies related to CI

3 Only a few companies indicated AR/VR, automated guided
vehicles, and smart glasses as technologies that are
interdependent with CI processes.

[59]

3 Companies struggled with the integration of AR/VR, having
the lowest mean adoption level [62]

I4.0 technologies of greatest
consideration for implementation

3 IoT, big data analytics, and cloud computing received greater
consideration for implementation, followed by AM, AR, and
robotics.

[61]
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Appendix D. Practical Approaches for the Application of I4.0 to LM/CI

Table A4. Practical approaches for the application of I4.0 to LM/CI.

References Use Cases Doc. Man-
agement

KPI
Analysis Mapping Diagnosis Root

Causes Countermeasures Implementation
Follow-Up

and Standard-
ization.

[30]

Web-based
monitoring tools to
collect data, MES to

monitor
manufacturing

processes in real-time,
root cause analysis

with the aid of digital
boards, and 3D
printing to test

product designs.

X X X X

[64]

Big Data tool stack
that processes a high

volume of data,
feeding predictive
models based on

machine learning and
a descriptive analysis
module that, through

graphs, aids in
accessing recent

problems and their
root causes.

X X X

[63]

Data collection system
for an actual machine
using sensors and a

CPS, also allowing for
the real-time

visualization of KPIs.

X X

[65]

RFID-based system
that can collect data

(e.g., quantity of items
in a given place and

cycle times). This
system has the
potential to be

adapted for the VSM,
allowing a real-time
representation of the
production system.

X

[67]

Value chain analysis
capable of

determining
inventory stocks

based on a Big Data
model that collects

product information.

X

[1,75–77]

Augmented/extended
reality applied to

manual workstations
for the identification

of tasks and the
display of

individualized
information.

Applicable to
maintenance,

production, and
quality control

activities.

X X X

[69]

Scheduling solutions
based on real-time

simulations, allowing
to reach on-demand
production and JIT

delivery.

X

[67]

Value stream analysis
based on a Big Data
model that collects

information from the
products and

processes.

X
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References Use Cases Doc. Man-
agement

KPI
Analysis Mapping Diagnosis Root

Causes Countermeasures Implementation
Follow-Up

and Standard-
ization.

[68]

Combination of VSM
with simulation

models to validate
current and future
states, allowing for
decision makers to

perform
comprehensive
analyses on the

system.

X X

[70]

Web-based digital
Kanban board that
allows to visualize
and limit WIP for

software development
projects. Quality of
communication and

motivation were
improved.

X

[71]

Large screen digital
Kanban that can be

operated with a
smartphone and uses

a short-focus
projector.

X

[72]

Implementation of a
computer-aided task
board with real-time

tracking features.
Tickets are created

online, printed, and
pinned to the physical

board, which is
tracked by a camera.
This application can

track physical
changes in real-time,
updating the board

online.

X

Table A5. Practical approaches for the application of I4.0 to LM/CI (continued).

References Use Cases Doc. Man-
agement

KPI
Analysis Mapping Diagnosis Root

Causes Countermeasures Implementation
Follow-Up

and Standard-
ization.

[73]

Measurement-aided
welding cell

consisting of two
handling robots, a

welding robot, and an
optical measurement
system. This system

allows the user to
quickly change

between
manufactured

products, offering the
chance to produce low

volume orders.

X X

[74]

CPS for enabling a
safe human–robot

collaborative
assembly cell, where
humans, industrial
robots, and moving
robots (AGVs) may

operate. The system is
based on real-time

evaluations regarding
safety distances and a
closed loop control for

triggering collision
preventive actions.

X
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Table A5. Cont.

References Use Cases Doc. Man-
agement

KPI
Analysis Mapping Diagnosis Root

Causes Countermeasures Implementation
Follow-Up

and Standard-
ization.

[80]
Jidoka—A Jidoka

system based on a
CPS.

X X

[81]

Jidoka—Incorporation
of a CPS in a milling
machine, allowing it
to schedule material

flow and detect
failures automatically.

X X X

[79]

TPM—
Transformation of the
maintenance model
from preventive to

predictive through the
real-time collection of

data. Use of data
mining to monitor

defect rates and
registered

breakdowns.

X X

[8]

TPM—Machine
learning-based

condition monitoring
along with cloud

computing to improve
TPM practices.

X X

[78]

TPM—Online root
cause analysis,

tracking maintenance,
and repair activities.

X
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Abstract: Over recent decades, the increasing competitiveness of markets has propagated the term
“lean” to describe the management concept for improving productivity, quality, and lead time in
industrial as well as services operations. Its overuse and linkage to different specifiers (surnames)
have created confusion and misunderstanding as the term approximates pragmatic ambiguity. Through
a systematic literature review, this study takes a historical perspective to analyze 4962 papers and
20 seminal books in order to clarify the origin, evolution, and diversification of the lean concept. Our
main contribution lies in identifying 17 specifiers for the term “lean” and proposing four mechanisms
to explain this diversification. Our research results are useful to both academics and practitioners
to return to the Lean origins in order to create new research areas and conduct organizational
transformations based on solid concepts. We conclude that the use of “lean” as a systemic thinking is
likely to be further extended to new research fields.

Keywords: lean manufacturing; lean production systems; lean 4.0; systematic literature review

1. Introduction

Over recent decades, markets have become more and more competitive as they pro-
gressively demand customized products and services at lower prices and with shorter
delivery times [1]. In the operations field, lean has become a widespread management
system that is suitable for achieving these competitiveness targets [2–4] through more
efficient processes, shorter lead times, and greater flexibility in supplying a wide variety of
products and services in small quantities [5].

As a consequence, the management concept of lean has spread profusely throughout
industry and services over the last 40 years [3]. A huge amount of research is now available
for scholars and practitioners, with the present work having identified 4962 academic
papers with “lean” in the title and “lean manufacturing” generating 8,910,000 results
through a Google search.

When a term becomes popular and fashionable, its overuse runs the risk of devaluing
its original meaning and may create inconsistencies and ambiguities [6,7]. In addition, the
term “lean” leads to more semantic confusion because it is frequently joined with specifiers
by way of “surnames” related to a wide variety of fields and uses.

In practice, the term “lean” approximates pragmatic ambiguity, as described by Giroux [8]
and similarly assessed in terms of the lean culture concept by Dorval et al. [9]. What is
even worse, as Schonberger recently warns [7], it may be in risk of disintegration.

Indeed, this misunderstanding is one of the issues that lean practitioners face when
implementing an organizational change and they need to align lexicon and terminology
with common conceptions [4].

The objective of this study is to provide a historical perspective on the lean concept by
clarifying its origins, evolution, and how it became diversified from its original concept up
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until today. Furthermore, this research aims to help scholars, practitioners, and managers
seeking to return to the lean origins in order to better understand the evolution and current
state of this field of knowledge.

From a methodological point of view, this research has followed the principles of the
systematic literature review (SLR). Templier and Paré [10] have classified literature reviews
into four types: narrative (summarizes previous published research); developmental
(provides new conceptualizations or methodological approaches); cumulative (compiles
empirical evidence and draws conclusions about a topic of interest); and aggregative (tests
specific research hypotheses or propositions, with three subtypes: systematic, meta-analysis
and umbrella review). The historical approach of this research falls under both cumulative
and aggregative literature reviews.

Tranfield et al. [11] propose methodologically adapting SLR from medical science
to management science, while Denver and Transfield [12] developed their method even
further. SLR has been used in previous studies on lean topics [3,4,9,13–15]. This study
follows the SLR methodology as defined by Denver and Tranfield [12], and it uses the
PRISMA 2020 checklist [16] to ensure that a rigorous SLR process has been used.

2. Materials and Methods

We conducted an SLR in accordance with the five steps proposed by Denyer et al. [12]:
question formulation; locating studies; study selection and evaluation; analysis; synthesis;
reporting; and using results.

2.1. Question Formulation

As introduced above, this study aims to answer the following research questions:

• RQ1: What is the historical origin of the term “lean”?
• RQ2: What are the previously used terms (if any) for the lean concept?
• RQ3: How has the term “lean” evolved over time?

2.2. Locating Studies

Three bibliographical materials have been used:LISTORDE

1. English language records at the Web of Science database from 1950 to 2020.
2. English language records at the Scopus database from 1987 to 2020.
3. Books: We analyzed a collection of 20 seminal hardcopy books published between

1977 and 2020.

2.2.1. Locating Database Records

As proposed by Sinha et al. [17] (p. 304), we searched for the keyword “lean” in titles
to ensure our focus on both the historical interest and evolution of the topic. A first search
on Web of Science conducted on 5 January 2021 provided 13,558 records containing the
word “lean” in the title. An initial quick review showed that “lean” is a popular term in
other disciplines too. Therefore, our search was refined to some related WoS categories.
The final search string is shown in Figure 1.

Figure 1. Web of Science search string.

This second bounded search on 5 January 2021 provided a total of 3255 records, which
we transferred to a spreadsheet for analysis and classification.

In a first analysis, the most cited studies were analyzed [1,5,6,8,18,19] to uncover any
general agreement on the origins of the term “lean” in the field of management, by which
we found it was first coined in 1988.
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Even though records from 1950 to 1988 were reviewed, only one similar and metaphor-
ical use of “lean” was found [20]: “Managerial Productivity: Who Is Fat and What Is
Lean?”. However, this instance in management research was not fully associated with its
later use in operations management where it was fully developed.

We performed a manual review based on the WoS category and title analysis in order
to remove any records of non-related topics (e.g., combustion, food, information, chemicals,
etc.). Works published ahead of print (early access) were discarded. Finally, 2932 records
were retained for further analysis.

Similarly, a Scopus database search was made on the same date (5 January 2021) for
studies published in the English language after 1987, restricting these to items labelled as
articles, conference papers, and reviews. These were further limited to the subject areas of
business, management, and accounting. The Scopus search string is shown in Figure 2.

Figure 2. Scopus search string.

The records were transferred to a spreadsheet, merged with those from the WoS search,
and redundancies were removed. Finally, a total of 4962 records were kept for further
analysis.

A first manual review based on reading the titles and, if necessary, the abstract allowed
us to determine the selection criteria for the records, as described in Section 2.3.

The SLR process is shown in Figure 3.

Figure 3. SLR process overview.
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2.2.2. Books

Books were collected based on the Holweg’s list [19] (p. 434), new titles were added
to this list. A total of 20 seminal hardcopy books were analyzed. Books were gathered
from private collections or were acquired at https://www.bookfinder.com/ (accessed on 5
September 2021).

2.3. Study Selection and Evaluation

To select the relevant records associated with the research questions, their titles and
abstracts were analyzed. The following selection criteria were defined:

• The title allows confirming that the term “lean” is used as a managerial concept.
• The abstract confirms that the term “lean” is related to operations management.

To avoid bias, if neither title nor abstract allowed classifying the record, it was removed.

2.4. Analysis and Synthesis

After selection was done, the database records were analyzed based on the bibliometric
measure “papers-per-year” (Figure 4).

Figure 4. Evolution of papers per year that include “lean” in the title over the study period (1988–2020).

During our analysis of the titles, the main lean specifiers (“surnames”) were found and
we accordingly classified the records under the following categories (by chronological order
of appearance): production, manufacturing, logistics/supply chain, management, enter-
prise, construction, green, thinking, product, service, six sigma, office, healthcare/hospital,
start up, 4.0.

To facilitate the historical analysis, we created a general chart split into categories
(Figure 5): the most relevant categories are represented by a line starting at the year of
their foundational paper or book; the line thickness is proportional to the paper-per-year
bibliometric (see scale in the same Figure 5).
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Figure 5. Historical evolution of the main lean categories and their foundational works.

3. Results
3.1. Origin and Previously Used Terms for the Lean Concept in Operations Management

In answering RQ1 (What is the historical origin of the term “lean”?), we found a
general consensus [1,2,6,13,19,21,22] that the term “lean” was coined in the International
Motor Vehicle Program (IMVP) and published for the first time in 1998 by John F. Krafcik,
in the academic paper titled Triumph of the Lean Production System, when he stated “lean
typology builds on the work of International Motor Vehicle Program researchers Haruo
Shimada and John Paul Max Duffie, who use the terms ‘robust’ and ‘fragile’ to denote
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similar concepts” [23] (p. 51). Here, Krafcik is referring to the 1986 working paper Industrial
Relations and “Humanware” [24].

The word “lean” was chosen for its more positive sense [19] (p. 426) or, as suggested
by New, “as an acceptable way of describing Toyota production system without offending
the other sponsors of the IMVP” [22] (p. 3547).

Therefore, to answer RQ2 (What are the previously used terms (if any) for the lean
concept?), we must return to the foundations of the Toyota Production System. There
is wide agreement [5,6,9,22] that the first English language paper introducing the term
“Toyota production system” (TPS) was presented in Tokyo by Sugimori et al. in 1977 [25]:
Toyota Production System and Kanban System. Materialization of Just-in-Time and Respect-for-
Human System. This seminal paper based TPS on two pillars: just-in-time and respect-for-
humans. The authors acknowledged Taiichi Ohno as having been the promoter and leader
of TPS since at least 1957.

Ohno’s seminal 1978 book (published only in Japanese) was Toyota seisan hoshiki:
Datsukibo no keiei wo mezashite [26], and his first paper translated to English dates back to
1982 [27] (How the Toyota Production System Was Created, republished in The Anatomy of
Japanese Business in 1984 [28]). This early translation offered an alternative and more
accurate translation to just-in-time: “right on time” which was not adopted.

The first book in the English language describing TPS was published in 1981 by Shigeo
Shingo: Study of “TOYOTA”, Production System from Industrial Engineering Viewpoint [29].
He acknowledged Ohno as the promoter of TPS (pp. 19–32) and postulated that his own
book would provide a more practical explanation. It was a highly influential book in which
Shingo insisted repeatedly on an essential systemic view in order to understand TPS. This
book was republished with a better English translation in 1989 by Productivity Press [29].

In 1983, Yasuhiro Monden published Toyota Production System: Practical Approach to
Production Management [30]. The foreword by Ohno highlighted the excellent conceptualiza-
tion of the TPS. Without losing the holistic vision, tools and methodologies were profusely
described.

The first Western researchers interested in the topic were very influenced by these
early books, and they published their works in the period between 1983 and 1988, during
which different “nicknames” were used to refer to the TPS:

• Japanese Manufacturing Techniques, by Schonberger (1982) is the first book written in
English and it described “stockless production” and “JIT Production” [31] (p. 17).

• Hall, in his book Zero Inventory (1983) [32] (p. 1) adopted the term “stockless pro-
duction”. In another book, Attaining Manufacturing Excellence (1987) [33] (p. 23), he
summarized the most used terms at the time: “manufacturing excellence”, “value-
added manufacturing”, “continuous improvement manufacturing”, and “JIT/TQ”.

• Cusumano’s book The Japanese Automobile Industry (1985) [34] (pp. 262–307) described
the foundations and evolution of TPS with a historical perspective, although he did
not propose any alternative terms.

• In the context of IMTV, “fragile production” was already being used in 1986 [24].

From 1985 to 1990, different TPS tools were documented in detail, thus providing
progressively greater understanding but fragmenting the overall vision by “using the part
for the whole”, as Shah [6] (p. 786) suggested. Some examples of these TPS tools are: SMED
(1985) [35], Kanban (1986) [36], Kaizen (1986) [37], and TPM (1988) [38].

In 1988, the English translation [39] of Ohno’s [26] book was published: Toyota Produc-
tion System: Beyond Large-Scale Production.

To summarize the answer to RQ2, the lean production system can be considered a way
of naming the Toyota production system without naming Toyota. With the same intention,
other terms were proposed prior to 1988 by taking some of the more relevant parts of the
system as inspiration: Japanese manufacturing techniques, stockless production, JIT production,
value-added production, continuous improvement manufacturing, non-stock production, fragile
production.
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3.2. Answering RQ3. Historical Evolution of the Term “Lean”

As already pointed out, the expression “lean production system” was coined by
Krafcik in 1988 [23]. The seminal and best-selling book, The Machine that Changed the
World [21], popularized the term “lean production”; and earlier similar expressions were
completely abandoned (with the only exception being just-in-time, which survived in the
supply chain literature until now).

Womack et al. [21] used the term “lean production” in contrast to “mass production”
with the intentions of setting a benchmark, although the original systemic vision was lost.
This is probably the first symptom of the “lack of distinction between the systems and its
components” as Sha et al. [6] suggested.

Thus, 1990 can be considered the year when the term “lean” became popularized as
an operations management concept. From 1990 to 1995, the term “lean” was adopted in
the literature mainly as “lean production”. The first research papers focused on either
supporting or questioning lean [40–42] while describing the first lean experiences and the
limits of this practice [42].

In 1991, Delbridge et al. [43] introduced “lean manufacturing” as a synonym for
“lean production”, and this term became more popular after 2000. Nowadays, “lean
manufacturing” is the preferred expression for referring to lean in industrial operations
(Figure 5).

From 1992 to 1996, some authors intended to upgrade lean to a more conceptual
level by introducing the terms “lean management”, “lean enterprise” [44], and “lean
thinking” [45]. This opened the door to using the term in non-manufacturing contexts,
such as the services sector.

In parallel, the period 1994 to 2000 saw the first attempts to apply lean to different
production contexts (lean construction) as well as to others outside pure production (lean
logistics, lean supply chain) or by combining it with supplementary topics (lean and green,
lean product, lean six sigma). The fragmentation of the lean system into its tools continued
with books such as Lean Toolbox [46]

It was not until 2005 that the lean concept opened its scope to the services sector,
mainly under the umbrella of lean six sigma, lean office, lean healthcare/hospital, and,
recently, lean startup.

Finally, in 2017, lean 4.0 appeared as a promising way for new developments by fusing
lean and Industry 4.0 technologies.

All in all, the term “lean”, which was initially conceptualized as a “lean production
system”, has evolved from 1988 to 2020 as a “living concept”. This evolution can be
ascribed to the following proposed mechanisms that mostly combined with each other
over time:

• Expansion: extending the concept in the operations field.
• Transfer: applying the concept beyond production.
• Targeting: focusing the concept on a particular sector.
• Combination: merging the concept with other concepts.

Through analyses of the scientific literature, this work has identified the most im-
portant lean specifiers (“surnames”). They are presented in chronological order of their
appearance and describe (a) the first record found in our database analyses; (b) the histori-
cal trajectory based on the most relevant publications; (c) the evolution mechanisms; and
(d) the present situation in terms of research interests. A chart with the yearly evolution of
papers-per-year complements the summary.

3.2.1. Lean Production (1988)

Introduced in 1988 by Krafcik as the “lean production system” [23], this expression
was used as an alternative to the “Toyota production system”. It was fully adopted after
publication of the seminal book The Machine that Changed the World [21], which described
lean production (LP) as an alternative to mass production [2], whereby the original holistic
approach of TPS was partially lost.
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Interest in LP grew between 1992 and 1996 (see Figure 6), then diminished from
1997 to 2007. Since 2008, it has once again become of academic interest, along with lean
manufacturing.

Figure 6. Lean production vs. lean manufacturing evolution.

In 2007, Holweg [19] outlined a detailed historical evolution of the term, which was
highly influenced by MIT research. The same year, Sha et al. [6] analyzed the historical
context and reported for the first time the semantic confusion surrounding the term “lean
production” while also reinforcing the conception of lean “as a system”, for which he
identified 10 dimensions useful to researchers.

In 2013, Marodin et al. [47] identified six research areas in the field and provided
another warning about the system conception becoming fragmented and dissociated. In
2015, Jasti et al. [1] concluded that LP continues to have a high impact on academia,
practitioners, and consultants. They further propose a holistic rather than “bits-and-pieces”
approach [1] (p. 16).

In 2015, The Analysis of Industry 4.0 and Lean Production [48] presented the first com-
parative study between LP and I4.0. With 17 papers published in the last 5 years, the
interrelationship between LP and I4.0 has clearly awakened new interest in this research
field [49,50].

3.2.2. Lean Manufacturing (1993)

In 1993, Powell introduced lean manufacturing (LM) in a similar sense to lean produc-
tion: Lean Manufacturing Organization, 21st Century [51].

In 2003, [52], Shah et al. also used this term with the same meaning as lean production
and focused the topic on factory management. In 2013, Bhamu et al. [5] presented the
evolution of LM definitions.

The most recent main reviews of lean manufacturing that confirm this equivalence
with lean production were published between 2019 and 2020 [3–5,53]. These reviews are
perhaps targeted more to the fields of industry and, specifically, factory management.

In 2016 [54], the first linkage with Industry 4.0 was made. Until 2020, the relationships
between LM and Industry 4.0 were explored. In the last one, published in 2020 [55],
Valamede et al. offered a holistic view toward integrating both concepts.

As a conclusion, lean manufacturing can be considered synonymous with lean pro-
duction, although targeted more at factory operations. After 2000, is the preferred term
in the academic literature when referring to lean in the industrial field (Figure 6). That is
probably to distinguish the production of goods, since the term “production” is used more
and more in the service industries.

3.2.3. Lean Logistics (1994), Lean Supply (1996) and Lean Supply Chain (1999)

The first paper on lean logistics (LL) was authored by Fynes et al. in 1994, From Lean
Production to Lean Logistics: The Case of Microsoft Ireland [56], which illustrated the expansion
from production to supply chain management.
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In 1996, the first paper to use using “lean supply” was Squaring Lean Supply with
Supply Chain Management [57], in which the authors extended the concept to supply chain
management.

In 1999, the first paper to use “lean supply chain” (LSC) was Vertical Integration in a
Lean Supply Chain: Brazilian Automobile Component Parts [58], which related the term “lean”
to a broader perspective on supply chain management.

The three surnames can be considered quite equivalent, in that they focus on: the
efficiency of material flows inside and outside the factory; the integration and development
of suppliers; and the integration of different actors and information across the supply
chain [59].

García Buendía et al. (2020) [60] presented a conceptual evolution map of the concepts
behind lean supply chain management over the last 22 years.

Relationships between lean supply chain and I4.0 have appeared in recent years in
publications on different topics, such as the impact of these on performance improve-
ment [61–64] and their further relationships with information and digital technologies [63].

To conclude, these specifiers appeared as lean expanded to supply chain management:
“Lean logistics [ . . . ] is based around extended TPS right along supply chain from customers
right back to raw material extraction” [64] (p. 171).

The three surnames in this field extend lean perspective to supply chain management,
with interest having increased moderately since 2007 (Figure 7).

Figure 7. Lean logistics and lean supply chain evolution.

3.2.4. Lean Management (1994)

The origins of the term “lean management” (LMg) are unclear. The first reference
in the English language academic literature was introduced by Petrovic et al. in 1994:
Business Process Re-Engineering as an Enabling Factor for Lean Management [65]. Nevertheless,
the German literature has used this term since 1992. It seems to be a first attempt at
shifting towards a more managerial concept in a similar way as the later emergence of lean
enterprise or lean thinking.

In any case, it was not until 2008 that the literature showed consistent interest in
the topic.

In 2014, Martinez-Jurado et al. [66] presented the term in association with organiza-
tional sustainability. More recently in 2019, Sinha et al. [17] considered lean management to
be an extension “into an inter-disciplinary subject with linkages to operations management,
organizational behaviour, and strategic management”.

In 2016, the first paper on LMg and I4.0 was published: Industry 4.0. The End Lean
Management? [67], concluding at the time that the correlations between both concepts
were low.

As a conclusion, lean management can be considered as a transfer to a more managerial
approach. It refers to adopting lean principles in order to manage an entire organization.
Although quite neglected until 2008, it has generated growing interest in the past decade,
at least, up until 2019 (Figure 8).
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Figure 8. Lean management evolution.

3.2.5. Lean Entreprise (1994)

The expression “lean enterprise” (LE) was coined in 1994 by Womack and Jones in
their book From Lean Production to the Lean Enterprise [44], in which lean shifts toward a
more abstract concept: “the lean enterprise is a group of individuals, functions, and legally
separate but operationally synchronized companies that creates, sells, and services a family
of product”.

As a conclusion, lean enterprise can be considered a transfer to a more abstract
concept. The term has not been widely adopted in literature, but it remains alive, as
evidenced in the last review published in 2020 [68] and the first proposals linking LE with
4.0 technologies [69] (Figure 9).

Figure 9. Lean enterprise evolution.

3.2.6. Lean Construction (1994)

The first indexed reference to lean construction (LC) dates back to 1994, when Koskela
published the proceedings paper Lean Construction [70], which placed lean production in
the particular context of a product (a building) that cannot be moved in a continuous flow.

It was not until 2002 when research attention returned to the topic [71], and in 2006
Salem et al. [72] proposed a practical view toward implementing lean tools.

In 2019, Koskela presented an epistemological perspective not only on LC but also on
lean and its Japanese origins [73]. In 2020, Lekan et al. [74] proposed “Construction 4.0”
as the link between LC and “Industry 4.0” with the aim to go further in construction
operations efficiency.

The last review [75] was published in 2020, and it explored the barriers to implement-
ing LC.

As a conclusion, lean construction targeted this specific sector in which the product
cannot be moved in a continuous flow. It adapts lean principles and tools to this particular
production process. It was quite ignored until 2008, but the topic has generated moderately
increasing interest in the past decade, recently linked with I4.0 (Figure 10).

Figure 10. Lean construction evolution.

3.2.7. Lean and Green (1996)

Lean and green (L&G) appeared in a 1996 Florida publication [76]: Lean and Green: The
Move to Environmentally Conscious Manufacturing. It integrates process improvements with
reductions in environmental impact.
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The first publications on L&G focused on how to establish a link between lean prin-
ciples and environmental practices, with an emphasis mainly on manufacturing [77] and
supply chain management [78].

Interest in the topic has increased since 2013, and the first literature review (in 2015) [79]
proposed it as a specialized research area. In 2019, Farias et al. developed a systemic ap-
proach [80,81].

Recently the scope has been extended to products and services [82], as well as com-
bined with Industry 4.0 issues [83,84]

As a conclusion, lean and green (sometimes green lean) emerged as a combination
with environmental and sustainability concepts. It refers to the synergy between lean
and environmental preservation. More specifically, it focuses on how lean practices can
contribute to reducing environmental impact while maintaining profits primarily in opera-
tions, but also in services and product design. The topic has generated increasing research
interest since 2013 (Figure 11).

Figure 11. Lean and green evolution.

3.2.8. Lean Thinking (1996)

Lean thinking (LT) was introduced in 1996 by Womack and Jones [45] in their best-
selling book Lean Thinking: Banish Waste and Create Wealth in Your Corporation. With
intentions similar to lean enterprise, the term can be considered a shift toward a philosophy
of eliminating waste in organizations. This way of thinking is structured in five steps:
specify value; identify the value stream; flow; pull; and pursue perfection.

The first indexed article is from 1997 [85], and it analyzes the impact of LT and LE
on the marketing processes. In 2004, Hines et al. [18] published a very detailed study on
the topic, beginning with its genesis and moving on to identify both the successes and
difficulties of Western companies applying LT. The last review was published in 2020 [86],
and it explored the synergies between LT and Industry 4.0 while further suggesting how
LT could trigger I4.0 solutions.

As a conclusion, lean thinking is a transfer to a more abstract approach. It refers
to adopting a way of thinking in order to make radical improvements in any organi-
zation. Research interest in this topic has remained moderate and stable in the past
decade (Figure 12).

Figure 12. Lean thinking evolution.

3.2.9. Lean Product (1996)

The first paper, The Difficult Path to Lean Product Development, by Karlsson et al. [87],
introduced the expression “lean product” in 1996 as an extension to product development.
It refers to fast, efficient, and low-cost product development [88].

The concept was created for physical goods and generated low interest among re-
searchers until 2006. The same year, Liker et al. [89] proposed the concept in order to
go “beyond manufacturing to any technical or service” with a systemic view toward
“integrating people, process and tools”.

The first review in 2011 [88] showed the historical links between LP and TPS while
presenting a list of conceptual principles.
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In 2015, Sassanelli et al. [90] introduced a systemic view that focused particularly on
services as a lean product service system. This approach was recently analyzed in the latest
systematic reviews on the topic [91].

As a conclusion, lean product extends to product development in terms of both goods
and services. It has generated moderate and stable interest since 2006 (Figure 13).

Figure 13. Lean product evolution.

3.2.10. Lean Service (1998)

Lean service (LSe) was proposed in 1998 by Bowen et al. in their article Lean Service:
In defense of a Production-line Approach [92] in order to extend lean to industrial services. The
next indexed paper was published in 2003: The Lean Service Machine [93], which adapted
lean production to an insurance company (JPF).

LSe refers to applying lean principles and tools toward the improved efficiency of
non-manufacturing services [94] such as insurance firms [93], call centers [95], financial
services [96], banking, and healthcare services [97].

A systematic review published in 2016 [98] concluded that lean was applicable in
services with limitations, and it identified LSe as a nascent research area.

As a conclusion, lean services transfer from manufacturing to service processes. It
refers to applying lean manufacturing principles and tools that have been adapted to
services production. Researchers have shown little interest in it, probably because this
perspective is also explored by lean six sigma scholars (Figure 14).

Figure 14. Lean services evolution.

3.2.11. Lean Six Sigma and Lean Sigma (2000)

The first published reference to this field appeared in 2000 as “lean sigma” [99] in the
article “Lean Sigma Synergy”; but it was not until 2005 when the first indexed paper used
“lean six sigma” (LSS) as “an approach focused on improving quality, reducing variation
and eliminating waste in an organization” [100].

Lean six sigma merged lean and six sigma, which are two disciplines that, if not in
opposition to each other, were at least in competition until 2003. In this year, the book
Leaning into Six Sigma [101] attempted to join together the best practices from lean and six
sigma [102].

After 2005, the concept has generated increasing interest among researchers, as shown
in the evolution of published papers (particularly after 2013) in contexts of both manu-
facturing [103] and service [104]. Recent research has shown interest in the links with
Industry 4.0 [105,106].

As a conclusion, lean six sigma and lean sigma is a combination of the principles and
tools from lean manufacturing (reducing waste) and six sigma (reducing variability and
promoting leadership). Originally created for manufacturing industries, it extended its
implementation to services too. Interest in this topic has increased sharply between 2004
and 2019 (Figure 15).
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Figure 15. Lean six sigma evolution.

3.2.12. Lean Office (2005)

Lean office (LO) appeared in 2005 with the book The Lean Office [107], collecting
practical cases from 2000 to 2004 of extending lean to non-manufacturing environments.

In 2011, Locher published Lean Office [108] with a methodological and holistic ap-
proach to apply lean in services, commercial and administrative environments.

The very limited academic literature available starts on 2006 with Herkommer et al.,
Lean Office-System [109] and focuses on surface optimization, workplace improvements [110],
and information flows in administrative processes [111]. A systematic literature review
published in 2019 [112] described implementation issues and areas of research.

As a conclusion, lean office is a transfer to non-manufacturing environments with a
focus on improving efficiency at the administrative level. The scant academic interest in
this topic lies in stark contrast to the term’s popularity among practitioners (Figure 16).

Figure 16. Lean office evolution.

3.2.13. Lean Healthcare/Hospital (2008)

In 2008, Portioli-Staudacher used the term “lean healthcare” for the first time in
the paper: Lean Healthcare. An experience in Italy [113] published as a lean approach to
the healthcare sector. The paper did not focus on service improvement but in how to
reduce inventories of drugs and other healthcare supplies by implementing tools from lean
logistics.

In 2009, Mark Graban published the book Lean Hospitals [114] as a practical guide for
adapting lean tools in hospital management.

In 2011 [115], lean healthcare was proposed as a more holistic system for improving
healthcare organizations and how to assess them.

In 2016 [116], Costa et al. presented a review based on six parameters: research
method, country, healthcare area, implementation, lean tools and methods, and results.

In 2020, Santos et al. [117] highlighted new research areas for the future.
As a conclusion, lean healthcare/hospital is a transfer to services, targeted on health-

care services, and it includes hospital management. It applies lean principles and tools
toward improving patient care. Interest in it was very limited until 2015, and it has seen
moderate growth in the last 3 years as new research proposals are put forth (Figure 17).

Figure 17. Lean healthcare/hospital evolution.
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3.2.14. Lean Startup (2011)

The first reference to the term “lean startup” in the research literature was by Blank
in 2013, in Why the Lean Start-up Changes Everything [118]. The author expanded on the
concept proposed by Ries in his 2011 book The Lean Startup [119], proposing it as a new
methodology for launching companies faster and cheaper than the methods of a traditional
business plan. As a consequence, the term can be considered a variation that applies lean
principles to the launching of new businesses.

In 2017, Frederiksen et al. [120] presented evidence from the scientific literature for
their in-depth look at the methodological proposals in Ries’s book.

In 2018, Bortolini et al. [121] clarified how the foundations of lean startup are linked
with lean manufacturing: maximizing customer value while minimizing waste.

In 2020, Silva et al. [122] provided new perspectives on developing a business model
and discussed complementary methodologies, such as agile methodologies and customer
development.

As a conclusion, lean startup is a transfer to launching a new business. It uses lean
principles to launch new business models while reducing time-to-market and minimizing
initial investment and risks. Since its appearance in 2011, interest in the topic has seen
sustained growth (Figure 18).

Figure 18. Lean startup evolution.

3.2.15. Lean 4.0 (2017)

Lean 4.0 (L4.0) is the most recent specifier. It was introduced in 2017 by Metternich
et al. [123] in the German language paper Lean 4.0—Between Contradiction and Vision, which
combined lean with Industry 4.0 (I4.0). The authors reflect on the compatibility between
lean philosophy and technologies under the umbrella of I4.0, concluding that lean appears
to be a prerequisite for digitization.

In 2018, Mayr et al. [124] agreed that lean enabled the successful introduction of I4.0
and concluded that both views complement each other. They present a detailed overview
on how the most relevant lean tools can be complemented with I4.0 technologies.

In 2020, Valamede et al. [125] went further by taking a holistic view to identify 25 syn-
ergy points between lean tools and 4.0 technologies. Perico et al. [126] proposed new
perspectives on how to incorporate artificial intelligence to support human decisions in key
lean 4.0 topics (production control, maintaining continuous pull flow, and early prediction
of machine failure). Under the denomination “lean Industry 4.0”, Ejsmont et al. [127]
identified the research trends combining “lean management” and I4.0. to go further in
reducing waste to achieve a new level of operational excellence.

At the present moment, only four papers have been found with “lean 4.0” in the
title, although increasing interest (see Figure 19) is being generated in the relationships
between Industry 4.0 and different lean aspects: lean production [49,128], lean manufac-
turing [54,129], lean and green [85,130], lean construction [74], lean enterprise [70], lean
healthcare [131], lean management [132], lean six sigma [133], lean supply chain [64], and
lean thinking [86].
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Figure 19. Papers about relationships between lean and Industry 4.0.

In total, 83 papers have been identified linking “lean” and I4.0. An analysis based on
the address of the corresponding author shows countries leading the research in this topic:
Germany is in the first position as the term “Industry 4.0” was coined in Germany. Never-
theless, an arising interest is shown in different nations, particularly in Brazil, Portugal and
Italy (see Figure 20).

Figure 20. Papers linking lean and Industry 4.0 by corresponding author’s country (2015–2020).

As a conclusion, lean 4.0 is a combination of lean manufacturing (or lean production)
principles and tools with Industry 4.0 technologies. It deals with the synergies and comple-
mentarity of I4.0 with lean with the intention of reducing waste and complexity. It appears
to be a promising field of research in the coming years.

4. Conclusions

This article explores the origins and diversification of the term “lean” as a management
concept, in both the manufacturing and service sectors. It takes a historical perspective in
answering three research questions. To achieve this, 4.962 indexed records and 20 seminal
books were analyzed by following a systematic literature review methodology.

Our research questions can be answered as follows:
About the historical origin of the term “lean”: it was created in 1988 as “lean produc-

tion system”, a generic denomination for the Toyota production system. The best-selling
book, The Machine that Changed the World (1990), populated the term “lean production” by
absorbing other alternative expressions that existed at that time.

The previously used terms (which had similar intentions of denominating the Toyota
production system without naming Toyota) were: Japanese manufacturing techniques, stockless
production, JIT production, value-added production, continuous improvement manufacturing, non-
stock production, and fragile production.

Since 1990, the term lean has evolved over time. Its evolution and diversification can be
explained through four mechanisms (combined over time): expansion, transfer, targeting,
and combination. This resulted in the creation of a confusing puzzle of lean specifier.

This paper has outlined the paths of evolution by using the most cited specifiers in
the academic literature:

• Between 1990 and 2000, the term lean remained mainly in its original field of opera-
tions management, with the following specifiers: lean production, lean manufacturing,
lean logistics, lean supply chain, lean product, lean construction, and lean and green.
The first attempt to upgrade the concept to a more conceptual level was greeted
with initially limited academic interest: lean management, lean enterprise, and lean
thinking.

49



Appl. Sci. 2021, 11, 10318

• In 2000, the combined term “lean six sigma” emerged and up to the present has
received much attention in both the manufacturing and service sectors.

• Since 2006, the term “lean” was progressively applied in the service field with new
specifiers: lean service, lean hospital, lean healthcare, lean office, lean startup.

• The last specifier, lean 4.0., was created in 2017 as a synergetic combination between
lean manufacturing (or lean production) and the Industry 4.0 paradigm. At the
moment, it focuses only on the manufacturing field.

The term “lean”, as a management concept that allows organizations to remain com-
petitive by removing waste from their processes, has been fully adopted by management
researchers. Based on a bibliometric analysis of published papers-per-year, we can say that
research interest in this topic has grown exponentially since 1988.

This paper reveals some implications for future research: The use of lean perspective
can be further extended beyond its current development, adapting its principles and tools
to different sectors or applications. The diversification mechanisms described above can
open new research areas in a fast-changing, complex and competitive world. The lean
approach combined with the new emerging disruptive technologies (so-called Industry
4.0) open new avenues for future research as intelligent construction, sustainability, smart
cities, environmental improvement or public governance.
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Abstract: Simple analog devices like manometers, manual valves, etc., have been ignored in the
digitization process that has characterized the transition towards Industry 4.0. The reason behind this
is that their substitution with the equivalent digital versions is high cost and needs re-wiring. This
study introduces a low-cost wireless and passive model aligned with the Industry 4.0 paradigm to
digitize analog indicators. The concept is based on electromagnetic (EM) shielding of the manometer’s
embedded radio frequency identification (RFID) tag. We designed and tuned a new tiny RFID tag to
be embedded into analog devices. Finally, a digitized manometer by RFID electromagnetic shielding
concept is simulated in the Ansys HFSS modeling environment.

Keywords: tiny RFID; metallic electromagnetic isolation; analog manometer; Ansys HFSS simulator;
passive digitization

1. Introduction

The digitization process of raw materials, semifinished and finished products, and
machines play a significant role in the Industry 4.0 revolution and rely mainly on the
Internet of Things (IoT) and radio frequency identification (RFID) technologies. However,
many challenges related to the digitization process include and are not limited to high cost,
energy consumption, and information integration. One of the digitization challenges is the
design and manufacturing of analogic indicators and manometers, which take into account
many industrial and engineering design considerations [1].

Analog devices like manometers, manual valves, handwheels, levers, clamps, etc.,
are very common on shopfloors. They are present in old machines, but also in the piping
system of modern plants, e.g., in fire extinguishers and in security elements such as cage
doors, etc. When integrated with old equipment and types of machinery, they are retrofitted
using digital devices, switches and IoT cabled or wireless solutions, but alternatively, their
monitoring is left to operators with consequent time loss, errors, etc. Sometimes, due to the
slow evolution of the phenomena they monitor, they are left unread for a long time with
possible consequences on safety (fire extinguishers), performance (wear and corrosion),
and so on. Such oblivion is critical for the concept of completely twinning [2] the shop
floor in order to be able to digitally manage the production (people and machines) in a
cyber-physical way [3].

Data collection based on the passive RFID tags approach is a valuable and competitive
solution for the digitization process as a low-cost, battery-less asset and has a long life
compared with other techniques [4]. However, a limitation of passive RFID systems is the
relatively short read range with respect to other active systems [5]. Larger read ranges
can be achieved at the cost of a bigger tag antenna size, which makes the integration
process into existing devices more difficult. Therefore, this study aims to simplify the
digitization process considering this drawback with low costs, using enabling technologies
and embedded systems for data collection in a real-time manner. The challenge is to
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design and embed small passive RFID tags inside the analog devices, keeping an acceptable
reading range. Many researchers have discussed RFID limitations and challenges dealing
with the environment and substances and their influences like reading range reductions
and wave reflections and suggested different possible solutions [6–8]. The general concept
of the methodology is based on the material behavior and its impact on the RFID system.
Hence, the radio waves pass through air, plastic, wood, and ceramics efficiently, while
there is a considerable reduction and reflection with other materials such as conductors
(e.g., metals). The use of metals in industrial environments creates blind spots for RFID
readers and disrupts their performance [9,10]. Covering the RFID tag with metals causes
electromagnetic (EM) shielding, but a movement of the metal cover removes the isolation
and turns the RFID chip on. The adverse effects of metals on RFID performance have also
been investigated by Arora [11].

This work aims to digitize analog devices by integrating new tiny passive RFID tags [9].
We performed experiments in large dimensions with commercial RFID tags to evaluate the
technical feasibility of the concept. A tag antenna was designed, virtually localized in an
analog manometer, and numerically simulated using Ansys HFSS V2021 R2 software.

Then, the EM shielding cover was optimized, and the final digitized analog manometer
performance was simulated. The following sections illustrate the state of the art, then the
methodology will be explained in detail. Later, in the experiments, Ansys HFSS simulation
practices and results are described, and finally, conclusions are drawn.

2. The State of the Art
2.1. Potential of Wireless Networks in the Industry

Wireless network protocols as an IoT technology are used to enable physical objects
to collect and exchange data nowadays of Industry 4.0 era [12]. Wireless networks are
promising for current and future industrial aspects in terms of the digital transformation
of companies, especially in automating the process of logistics, asset tracking digitization,
monitoring, and controls [13]. The growing influence of IoT has created great potential
for increasing the share of wireless communication networks in the industry. Compiling
Hardware Meets Software (HMS) team annual reports for the last seven years (Figure 1)
show that the majority of industrial networks’ share (approximately 94%) is related to
industrial networks with cable platforms such as Fieldbus and industrial Ethernet [14].
However, the wireless network graph has constantly been rising, from about zero percent
in 2015 to 7% in 2021. This trend illustrates a clear picture of the future position of wireless
networks in the industry.
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In [15], the authors merged the wireless network and RFID technology to manage the
production line in a traditional manufacturing laboratory to avoid errors due to the manual
recording, remotely monitoring the manufacturing process via the internet, and evaluating
the workers’ progress. In [16], authors proved that the transmission speed, low energy
consumption, and a higher number of devices could be simultaneously operated using a
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wireless network. Furthermore, when discussing IoT applications in industry, we found
the acronym IIoT that stands for Industrial IoT and that it is building a new domain with
respect to IoT in everyday products. All the considerations mentioned above demonstrate
that passive RFID could be a promising solution for digitizing analogical devices.

2.2. Embedded Passive RFID Tags

Passive RFID tags are increasingly used to automate systems, identify products, trace
assets, monitor, measure the process, and control their physical parameter [17]. But embed-
ding passive RFID tags requires many considerations related to the RFID itself, the object
or systems, and/or the space that contains the RFID [18]. In [19], the authors explained the
importance of the RFID tag design parameters in terms of size, shape, configuration, the
material of the antenna and chip, and the objects that RFID tags install on or are embedded.
The RFID tag design parameters are essential, so embedding passive RFID tags in the
analog indicators and manometers is a practical challenge and potential research area.
Digital transmitters could replace these manometers, but safety standards emphasize the
need to keep them as redundancies for analogical ones. These restrictions ensure that
operators/supervisors can monitor critical parameters such as boiler temperature and
pressure in both methods, on-site/physically and in an automation system/digitally [20].
In this regard, the purpose of our practical application is to digitize hotspots and trigger
points in an analog manometer passively and wirelessly.

Moreover, many industrial environments present “ATmosphere EXplosive” areas
where digital devices have to follow particular restrictions and their ATEX certified versions
have a higher cost than the standard ones.

2.3. Electromagnetic Isolation

The EM isolation between transmitter (RFID reader) and receiver (RFID tag) is a critical
problem in a pulse-modulated RFID system, where transmitter and receiver use identical
frequencies [21]. Metals can create blind spots in RFID reading zones by completely
reflecting high-frequency EM waves [22]. These blind spots cause signal interruption and
receiving signal strength indicator (RSSI) variations [23]. RSSI assesses the attenuation
of a received signal with respect to the source. The value of this parameter is always
negative, and numbers closer to zero indicate better power and quality of the network [24].
Therefore, embedding the passive RFID tags in the analogic devices will be affected by
the composed material of the devices, especially when the cover is made of metallic
components. The isolation of passive RFID tags from EM waves transmitted from the RFID
reader is not always a disadvantage, especially when the physical parameters required are
not continuously varied. So, the metallic interaction could play an essential role in RFID
isolation from the reader whenever needed in an automatic mode, and the passive RFID
tags could be detected whenever the metallic cover is (re)moved. This dynamic scenario
supported by the facts mentioned in the paragraphs above shall guide us to the main
research questions:

• Can RFID technology digitize the measurement process of analogic devices?
• Are passive RFID tags appropriate to be embedded in the analogic systems collecting

the data wirelessly?

The following sections will clearly answer and explain how RFID technology can
support the digitization of the measurement process of analogic devices.

3. Materials and Methods

Passive RFID tags, due to the lack of internal power supply, are dependent on the
energy absorption sent from the RFID reader antenna, making the tag’s performance highly
linked to the environment and the installation location. For this reason, the RFID must
be tuned precisely for its installation substrate (analog manometer) then simulation must
be performed for all RFID tag, substrate, and metallic cover parameters [25,26]. For this
reason, the research methodology is divided into three sections.
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• Experiment and conceptual test;
• Design and tune a new RFID tag;
• Electromagnetic isolation cover simulation and optimization.

The study methodology started with modeling EM isolation effects on commercial
RFID tags [26]. Due to the large dimension of general purpose RFID tags (a few centimeters),
a test bench was designed on a large scale. Modeling was done to test the initial concept and
determine the influential variables. In the second part, an analog manometer is introduced
as one of the possible applications to be digitized with this method. A tiny RFID tag was
designed and tuned to be implanted into the analog manometer. Finally, we execute a
compound EM simulation to validate the analog manometer digitization concept for the
embedded RFIDs, manometer, and metallic cover.

3.1. Experiment and Conceptual Test

The general idea was to design a bench test based on covering the RFID tags with
different metal plates. Circular openings with various radiuses were manufactured in metal
plates that allow electromagnetic waves to pass through. The RFID tag was slowly moved
towards or backward of the isolation area by rotating the metallic sheet, thus examining
the effect of changing the amount of EM isolation in RFID tags. The operating frequency
of UHF RFID was in the range of 860 to 930 Mhz. The size of the smallest RFID tag was
44 × 44 mm, therefore, the smallest size of the circular window was set to 40 mm, while the
largest size of the circular window to 80 mm, which corresponds to about λ/4 at 900 MHz.
The EM waves emitted from the RFID reader antenna charge the tag antenna, and the
absorbed energy turn on the tag chip by moving the cover. A stepper motor drives the
shielding cover with an accuracy of 3◦ degree of rotation per step. The stepper motor
was driven in half-step mode by a 4ZeroBox (a microcontroller unit suitable for industrial
applications) and controls the metallic cover [27]. The measurements were performed by a
CAEN UHF RFID reader model R4300, and the data was sent to the computer through the
serial port (Figure 2a). The reader was connected to a 9 dB linearly polarized antenna by
SMA adapters and a 20 foot RG-58 cable with 1db per 10 feet loss in the 900 MHz frequency
range. According to Figure 2b, the metal cover moved from position 1 in steps of 3◦ to
position 2, so that half of the tag was exposed to EM waves, then moving from position 2
to 3 caused the entire surface of the tag antenna to be uncovered. The same pattern was
repeated in positions 4 and 5, and the whole surface of the tag antenna was to pass from
covered to uncovered and vice versa.
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RSSI measurements were performed in 1080 samples for three different RFID tags
and three different metal covers. The passive tags specifications are given in Table 1. The
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chips used in the RFID tags belong to the same family, but the structure and design of their
antennas were entirely different and designed for various purposes.

Table 1. Passive tags specification.

RFID Passive Tag Protocol Chip Type EPC
Memory

User
Memory Antenna Size Read Range

True 3D QTTM
Long Reading

ISO/IEC 18000-6C
(class 1 Gen2)

Impinj
Monza-4QT QTTM 128 bits 512 bits 72 × 72 mm 10–12 m

Impinj h47 ISO/IEC 18000-6C
(class 1 Gen2) Impinj Monza 4E 496 bits 128 bits 44 × 44 mm 6–7 m

Impinj Monza 4D ISO 18000-6C, EPC
Class 1 Gen 2 Impinj Monza 4D 128-bit 32-bit 86 × 24 mm 8–10 m

3.2. Design and Tuning of RFID Tags

The commercial tags’ large dimension increased the modeling test bench size and
made it impossible to implement the concept directly in practical applications. Therefore, an
RFID tag was designed and simulated with the priority of keeping the antenna dimensions
so limited that they could be embedded in an analog manometer. The proposed solution,
shown in Figure 3, is based on creating an EM shield for the RFID tags located between
the dial layer of the manometer and a metallic cover. At least two RFID tags need to be
embedded under the shield layer to determine the measuring area of the manometer (green
or red zone).
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3.2.1. Analog Manometer Digitization Concept

Analog manometers are widely used in industry to measure various physical parame-
ters. Despite the diverse applications for which these manometers are designed, they all
have similar mechanical mechanisms. The basic concept of this study was to implant small
RFID tags on a single-side printed circuit board (PCB) FR4 substrate in analog manometers.
The FR4 layer is placed on the manometer dial layer and covered with a metal cover to ro-
tate with the manometer’s pointer. The impact of cover addition weight on the manometer
performance was neutralized by two offset adjustment screws inside the manometer. A
circular opening in line with the pointer direction in metallic cover let EM waves pass to
turn on the red or green zone RFID tag. A typical commercial RFID reader determines the
manometer zone (green or red) by reading the tag’s electronic product code (EPC) numbers.

3.2.2. RFID Tag Design

Commercial RFIDs in the 900 MHz frequency band are usually designed in the size of a
few centimeters. Many restrictions, including (i) lambda wavelength in this frequency band;
(ii) limited sensitivity of RFID microchips; (iii) chip and antenna impedance matching, have
made it impossible to reduce RFID tag dimensions smaller than a specific size. Engineers
designing RFID tags for general use consider the optimal point between antenna size and
antenna gain (which determines the reading range) [28]. For this reason, their dimensions
are too large to be embedded in a manometer with a diameter of 100 mm. Therefore,
designing and simulating a new RFID tag with a tiny size preference was necessary. Despite
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their variety and diversity of uses, RFID tags all have fixed components that must be
designed in perfect harmony with each other. The steps for creating an RFID tag are shown
in Scheme 1 [29].
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Application Requirements and Restrictions

Frequency Band

RFID technology covers a wide bandwidth from 125 kHz to 5.4 GHz. In the low-
frequency band, the antenna size increases due to the increase in wavelength, and the
data transmission speed and reading range decrease. Despite the advantages of the high-
frequency band, such as reducing the antenna size and increasing the speed and reading
range, it is not an appropriate option for industrial environments due to reducing the
penetration of EM waves in objects. Therefore, we have selected the 866 MHz (mid-
frequency band), the most common frequency band in industry applications.

Antenna Pattern and Dimension Limitation

Bench test outputs showed that their RSSI chart pattern changed in two ways whenever
the cover rotated and the tags exited the EM shield. Rectangular tags create an M-shaped
pattern with two peaks, and square and circular tags create an A-shaped pattern with
one maximum point. Therefore, due to the manometer shapes, the best option for our
application was a circular dipole RFID tag. In terms of dimensions, manometers are
designed and manufactured in less than one centimeter to several tens of centimeters.
We chose the WIKA pressure gauge PGS21.100 as a case study for digitization. Detailed
specification material and dimensions of the manometer are given in [30]. Due to the
manometer dial plate limitation (94 mm diameter), we had to keep the RFID tag dimension
under about 20 mm. The green and red area tags were located at a distance of L/(8) from
each other.

Antenna Material and Substrates
Choosing the suitable material and substrate is one of the most important parts of

designing an RFID tag. As shown in Figure 4, the entire body of the manometer, except for
the central part, is made of stainless steel. The RFID tags are all implanted on a standard
single-layer FR4 PCB substrate with 1.6 mm of thickness coated with a 35 µm thick copper
layer as the RFID tag antenna. This layer is located directly on the dial plate.
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RFID Chip Impedance Matching and Resistant

Numerous chips are designed and manufactured in the RFID frequency bands, but
they are mostly not solderable and not available for commercial use in mass-production
assembly lines. NXP UCODE G2iM is a series of passive identification transponder chips
in the 900 Mhz frequency band. UCODE G2iM SL3S1003 is a six-pin chip in the solderable
SOT886 package [31], which provides −17.5 dBm read sensitivity. As shown in Figure 5,
pins 1 and 3 are the RFP and RFN pins connected to the tag antenna, and pins 4 and 6 are
the chip external battery pins (active mode configuration).
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To transfer the maximum power absorbed by the tag antenna to the chip, the inter-
nal impedance of the designed antenna must be precisely equal to the conjugate input
impedance of the chip. The higher the sensitivity and operating frequency of the tag, the
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more it allows the designer to design tags in smaller sizes. The internal impedance of the
chips has a complex parameter that can be expressed as follows:

Zc = Rc + jXc·Za = Ra + jXa (1)

The chip impedance (Zc) and antenna impedance (Za) are both frequency-dependent
and contain a real impedance part (R) and complex impedance part (X). The internal
resistance table of the SL3S1003 chip in the frequency band is given in Table 2 [31]. Due
to the European frequency band standard, the impedance of 866 MHz in designing and
tuning the tag antenna has been considered.

Table 2. SL3S1003 chip Input impedance.

Symbols Parameter Frequency Real
Part (R)

Complex
Part (X) Units

Z Impedance

866 MHz 27 −234
Ω915 MHz 24 −222

953 MHz 23 −213

3.3. Electromagnetic Shielding Cover Simulation and Optimization

EM isolation in the form of frequency shift and reduced transmission power can affect
the proper functioning of the tags. For this reason, after adjusting all the parameters at
the best point in the last section, we examine the effect of the metal plane in S11 and gain
diagrams for a complete rotation of the metal cover. S11 is the most quoted parameter
regarding antennas which represents how much power is reflected from the antenna
and hence is known as the reflection coefficient. RFID antennas are two-way antennas
(transmitter and receiver), and the gain diagram shows how well the waves are absorbed
or propagated by the antenna. All simulation in this study was carried out with Ansys
HFSS 2021 R2 software based on Finite Element Method (FEM) solver.

4. Results

This section presents the results of practical experiments and simulations in the fol-
lowing three sections:

• Isolation modeling results;
• RFID tag and isolator simulation results;
• Digitization simulation results.

The first part presents the modeling results of isolation and the effect of different
metals and openings in EM isolation rate and its impact on RSSI parameters. The second
part presents the simulation and tuning results of the designed RFID antenna. We sweep
the W parameter (Figure 5) to adjust the resonant frequency of the embedded tag inside
the manometer without an isolator cover. Then, we tune the whole manometer with the
metallic cover at the optimum points. In the last section, we examined the performance
of RFID tags in digitizing manometers (green and red zone detection) by simulating their
gain changes.

4.1. Experimental Test Bench Results

The RSSI parameter changes were measured for the commercial tags against EM
isolation. EM waves can reach the RFID antenna through circular openings in the metallic
coating layer. 4Zerobox rotates the metallic layer to change the EM isolation rate and
measure the RFID RSSI response via an RFID reader. The tests were performed in an
environment without EM reflection to prevent the effects of unwanted noise on the outputs.
The RSSI changes of each tag are examined against the EM isolation created by different
metals, including stainless steel, galvanized steel, and iron (actually, it was AISI 304, a
carbon steel used in sheet metalworking, but we use the label “Iron” to easily distinguish it
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from stainless steel). The isolation covers and circular opening made a different percentage
of EM isolation for the tags. RSSI is shown in the separate curves in Figure 6, and the
average change of all curves is given as a black line in charts. Metals cause different effects
in the EM field, depending on their shape, thickness, density, and EM properties. The
QTTM and H47 tags were both dual-dipole designs so that they could be read in any
polarization without limiting the installation angle. The Impinj tag was a simple dipole
with a rectangular antenna shape, leading to a different RSSI pattern with two peaks (M
shape) against magnetic shielding. The maximum RSSI occurred when half of the tag was
covered by metals (steps 2 and 4 in Figure 2b). The True 3D QTTM Long Reading tag had
the highest amount of RSSI against various metals in an A-shaped pattern with a peak. The
difference between the maximum and minimum RSSI in iron and stainless-steel diagrams
was more significant than galvanized Steel.
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4.2. RFID Tag and Isolator Simulation Results

In Section 3.2, after explaining the reasons for designing a new RFID for embedding
in the manometer, we described the designing steps and antenna geometry. In this step,
to determine the dimensions of the antenna and adjust the parameters, we must first
determine the parameters of the RFID tag by the EM wave simulator and then choose the
metal cover parameters by embedding them in the manometer. Finally, by rotating the
metal cover in 360 degrees cycles, we simulate the performance of the entire assembly
against the EM field to digitize the manometer.
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4.2.1. RFID Parametric Simulation

In the next step, after determining and selecting the material and the initial geometry of
the antenna to perform impedance matching, we should examine the parameters affecting
the input resistance of the antenna and the S11 diagram. The optimal point of each variable
was determined separately and in combination by EM simulation software and parametric
simulation. Parameters D1- to D3 were static, and their dimensions were defined according
to the size of the antenna port and RFID chip. The H parameter was also fixed due to the
same thickness of the copper coating on the FR4 layer (about 35 µm for FR4 1 oz). Due
to the limited size of the designed RFID tag described in Section Antenna Pattern and
dimension limitation, R parameters were specified in some way to keep the tag dimension
less than 20 mm. Therefore, we tried to create the impedance matching by performing
parametric analysis in only variables parameter W. The cross-section area and distance of
conductors are two critical components in determining the size of capacitors, inductors,
and resistors. The sweep in the W parameter simultaneously leads to change in both these
components. As a result, the impedance matching can be tuned accurately to the primary
operating frequency (900 MHz) by creating a frequency shift. The W parameter was swept
in the range of 0.31–0.37 mm, and its effect in the S11 plot was investigated in Figure 7a. As
shown in Figure 7b, the simulated input impedance at the UHF RFID central frequency is
Zin = 10.3 + j234. The electric field or “E” plane shows the polarization or direction of the
radio wave. The magnetic field or “H” plane lies at a right angle to the “E” plane. Co and
cross-polarization in the H and E plan are shown in Figure 7c,d.
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4.2.2. Isolation Cover Parametric Simulation

We tried to optimize the tag at the best working point in the previous step. In this step,
we seek to optimize the metal cover to create the most damaging effect in the gain diagram
and maximize the difference in both the gain graphs of shielded and non-shielded modes.
Eventually, this difference in gain will cause the tags to be turned on or off by moving the
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manometer’s pointer. According to the measurements made in the bench test, we expected
that the EM shield coating would eliminate the frequency matching by creating a frequency
shift. It would be led to reducing the power transfer received by the tag antenna to the chip
and eventually causing the chip to turn off. Therefore, after adding the metallic cover step
by step, each parameter is checked by rotating the cover in two modes: Ø = 0◦ (the tag is
covered) and Ø = −90◦ (the tag is not covered). The ultimate goal is to create the highest
significant possible difference in the gain of the RFID tag in 2 cases when the cover angle is
0◦ and uncovered at −90◦ (Figure 4).

RFID Tag and Cover Gap

The first parameter that was examined after adding the cover was the distance between
the RFID tag and the EM cover, which was simulated as a hybrid parametric simulation
at the same time as the cover was rotated. According to the results shown in Figure 8a,
the smaller the gap between the tag and the metallic cover led to the more significant the
difference in RFID gain between covered and without cover conditions (the best case is the
enormous difference), which creates a difference of about 19 dBm in RFID gain. Therefore,
according to the dimensions of the RFID tag chip, a distance of 0.15 mm was determined as
the optimal distance.
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Cover Opening Part Size

Based on the bench test results, it emerged that the RSSI rate improved with increasing
the diameter of the cover opening part, the dimensions of the opening part would have a
substantial effect on the amount of tag received gain. For this reason, we simulated this
parameter in combination with the rotation of the EM cover. The results of the cover opening
radius sweeping in the range of 6 to 12 mm are shown in Figure 8b. As expected, the larger
opening size increased the gain of the tag when the tag was not covered (Ø = −90◦). Due
to the size limitation, we considered the maximum possible size of opening radius (12 mm)

65



Appl. Sci. 2022, 12, 1451

for the opening part. This opening size increases the difference gain (with and without
cover) from 19 dBm to 22 dBm.

Isolation Cover Thickness

In the last step, we investigated the thickness of the EM shield cover and the effects of
this parameter on the output gain by parametric simulation. Figure 8c shows the sweep
results of this parameter from 0.5 to 2 mm. The results clearly show that the thickness of
the protective layer does not have a significant effect on the gain of the RFID tag, so we
consider its minimum value of 0.5 mm as the optimal point.

4.3. Digitization Simulation Results
4.3.1. Metallic Isolation Effect on the Reflection Coefficient

After optimizing all the variables of the RFID tag and the magnetic cover separately
and determining all the parameters, we can simulate the whole set with a combined
simulation and examine the result of adding an EM shield. For this purpose, we must
examine the reflection coefficient (or S11 parameter) in the total bandwidth at two angles
Ø = 0◦ (EM isolated) and Ø = −90◦ (without electromagnetic isolation). As shown in
Figure 9, rotation of the electromagnetic cover creates a frequency shift of about 300 MHz
in the S11 diagram. The bandwidth was reduced from 0.46 MHz to 0.26 MHz after creating
the magnetic shield so that there is no overlap bandwidth between the two graphs.
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4.3.2. RFIDs Total Gain and Digitization

After tuning all the effective parameters in the RFID tag and the insulation cover
layer, we can now check the performance of the tags embedded in the manometer. For
this purpose, we measure the total gain changes of both tags in a complete rotation of the
metallic cover. As shown in Figure 4, the red zone tag was mounted at Ø = −90◦, and the
green zone tag was mounted at Ø = −270◦ manometers. By rotating the metal cover, the
EM waves reached the tags from the opening part and caused them to be read by the RFID
reader. This gain increased in 2 intervals of 100◦ degrees to the center of angles −90◦ and
−270◦ (Figure 10).
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5. Discussion

The metallic covers and parasitic elements cause EM isolation for the RFID tags. Near-
field metal covers create an inductive and capacitive coupling that changes the antenna’s
input impedance. Chip and antenna impedance mismatch causes only a tiny portion of
the absorbed energy to be transferred to the chip. If the energy transferred to the chip
is less than the Pimin, it leads to turning off the chip. Pimin or reading sensitivity means
the minimum input power of the chip to turn it on. NXP states that this parameter is
−17.5 dBm in SL3s1003, which means that the chip is off as long as the power gain chart is
below this value [31]. The intersection of this line (−17.5 dBm) with the gain diagram in
Figure 10 shows that the red tag from Ø =−40◦ to−140◦ and the green tag from Ø =−219◦

to −320◦ are clear readable for the RFID reader. To better understand the performance
of the tags and switching points, Figure 11 shows the trigger angles during a 360-degree
rotation of the manometer pointer. The locating of the manometer pointer in each zone (red
or green) leads to only activating the same zone tag, and the RFID reader easily determines
the zone through the EPC code of the chips. In this way, thanks to RFID technology and
the EM isolation effect as an advantage, we introduced a method to digitize manometer
passively and wirelessly.

Such an integrated passive RFID tag and the metallic cover allow the manometer to
be easily read by already installed RFID readers or by installing an antenna on movable
objects (e.g., forklifts, bicycles often used in large industrial plants, or even in the industrial
cleaning trolleys), thus reducing the necessary number of readers. The study demonstrated
the feasibility of a Passive RFID tag and EM isolation to retrofit industrial analogical devices
such as manometers, handwheels, etc., in an effective and low-cost way.
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Abstract: Industry 4.0 is fast becoming a mainstream goal, and many companies are lining up
to join the Fourth Industrial Revolution. Small and medium-sized enterprises, especially in the
manufacturing industry, are the most heavily challenged in adopting new technology. One of the
reasons why these enterprises are lagging behind is the motivation of the key personnel, the decision-
makers. The factories in question often do not have a pressing need for advancing to Industry 4.0
and are wary of the risk in doing so. The authors present a rapid, low-cost prototyping solution for
the manufacturing companies with legacy machinery intending to adopt the Industry 4.0 paradigm
with a low-risk initial step. The legacy machines are retrofitted through the Industrial Internet of
Things, making these machines both connectable and capable of providing data, thus enabling process
monitoring. The machine chosen as the digitization target was not connectable, and the retrofit was
extensive. The choice was made to present the benefits of digitization to the stakeholders quickly and
effectively. Indeed, the solution provides immediate results within manufacturing industrial settings,
with the ultimate goal being the digital transformation of the entire factory. This work presents an
implementation cycle for digitizing an industrial broaching machine, supported by state-of-the-art
literature analysis. The methodology utilized in this work is based on the well-known DMAIC
strategy customized for the specifics of this case study.

Keywords: industrial IoT; Industry 4.0; prototyping; retrofitting solutions; embedded solutions;
low-cost

1. Introduction

Many industries are embracing Industry 4.0 advancements since the term was first
introduced in 2011. The term Industry 4.0 resulted from a German government initiative
to increase the global competitiveness of the country’s manufacturing industry [1]. In the
following years, many countries adopted and started researching and refining the principles
set in the initial report. A set of guidelines and principles was shaped and presented as
the nine pillars of Industry 4.0 [2]. Major industrial stakeholders took notice and started
investing in the research, advancement followed, and the growth has been steady ever since.
Leading adopter industries in 2020 were automotive, computer, electronic and electric,
and metals and mining, as well as process industries, with adoption rates ranging up to
36% [3]. It is also worth noting that major advancements have been observed in North
America, Europe, and Asia. While this is expected, due to the level of financial investment
in those regions, there are still a lot of industries in other parts of the world that have
not started the process of adoption. One of the main culprits for this is that the starting
position of those industries is further back than the industries in the aforementioned regions.
Other reasons include a low level of education, and the unawareness of the potential for
improvement through Industry 4.0 adoption, as well as the implementation cost. Therefore,
there is still room for improvement and more research that has the goal of stimulating the
adoption process.

According to Eurostat [4], in 2018, small and medium enterprises (SME) made up the
vast majority of enterprises in the EU, ranging from 97% in Germany and Luxembourg,
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to 98% and above in the remaining EU Member States. Therefore, developing solutions
to help SMEs in the process of digital transformation is a topic worth investigating and
investing in. Digital transformation is the integration of new digital technologies into all
business areas, leading to a fundamental change in the way the organization works [5].
Marushchak et al. [6] deem that the digital transformed business is approximately 25%
more successful than other business forms. Nevertheless, leaping from the current level of
industrialization to Industry 4.0 is sometimes deemed too risky, especially for SMEs. These
companies do not have big development teams and are not able to dedicate a substantial
amount of investment to something that is not certain to bring immediate results and
profit. Survey results conducted in [7,8] show the responsibility for the decision-making
in SMEs is mostly in the hands of a small group, if not only one person, the entrepreneur.
These decision-makers are interested in advancing the company and its operations, but
it is difficult to motivate them into big changes or investments, especially if their current
operation is successful. Considering Industry 4.0 as a luxury rather than a necessity
diminishes their motivation for change. Kumar et al. [9] have observed that motivation
and the support of top management, among other factors, are essential for the adoption
of smart technologies. Therefore, the focus lies on overcoming the lack of motivation in
adopting Industry 4.0 paradigms [10]. The lack of motivation among decision-makers has
been singled out as one of the biggest problems for the Industry 4.0 adoption rate, and the
authors desire to further investigate it in this article.

The decision-makers need to have a clear benefit from Industry 4.0 to be truly con-
vinced that it is a smart business move. Thorough knowledge of the factory state, including
insights into ongoing operations, is the underlying basis for the entrepreneurial improve-
ment of a manufacturing company’s business. In [11], the author investigated the aspects
that can enable a company to identify areas of improvement, as well as unessential or
replaceable tasks. Knowledge is gained by understanding information. Information, in
turn, can be created from data that first of all have to be acquired. The acquisition of all the
necessary data play a fundamental role, and it is especially challenging when dealing with
originally disconnected machines.

Most machines of the latest generation possess new sensor technology and can easily
be connected in order to provide production data. In contrast, SMEs, especially in the
manufacturing industry, mostly have machines that belong to Industry 3.0. Industry 3.0
is defined by the rise of Information and Communication Technology, and the use of
robots, actuators, and servomotors became a major part of the manufacturing industry [12].
These machines are considered disconnected, and thus, cannot seamlessly integrate into
Industry 4.0. According to Vuković et al. [13] machines can be classified as talking or
mute with regard to their level of connectivity. It is thus necessary to teach machines to
“talk”, to enable them to provide the data. As mentioned before, the data provide insight
into the entire factory operation. This will, in turn, provide tools to make informed and
smarter data-driven decisions. The process of getting the data from analog machines is
the process of machine digitization. Digitization is one of the first steps in transforming
Industry 3.0 to Industry 4.0. The authors would like here to differentiate between the terms
digitization and digitalization. According to Gartner, digitalization is “the use of digital
technologies to change a business model and provide new revenue and value-producing
opportunities” [14].

Machine digitization enables the creation of the digital twin, a virtual representation of
a physical system. It is a closed-loop system with the information being exchanged in both
directions between the virtual and physical counterparts. Once the digital twin is created, it
presents a way to simulate the system operations and to orchestrate the production system
in an optimal way [15]. Digital twins of manufacturing systems show great promise in
diverse applications, according to Mourtzis et al. [16]. However, Brauner et al. [17] does
not consider a complete digital twin to be feasible, due to the massive amount of data
that the virtual replica would require. They propose the use of a digital shadow, which,
in their view, represents reality in a more compact fashion and with better performance

72



Appl. Sci. 2022, 12, 8571

than a fully integrated digital twin. The authors, therefore, have chosen the digital shadow
as a preferable option to the digital twin, especially considering the requirements for the
solution. The “downgrade” from the digital twin additionally makes sense from a business
perspective, especially in cases where even a limited number of information can create
enough value for the different internal or external stakeholders.

The authors extrapolated a set of requirements the digitization solution for SME shop
floors machine should fulfill. The solution should enable the creation of the digital shadow
and therefore provide the necessary data, and in extension, the insight that will benefit the
decision-makers. These requirements are:

1. Cost effectiveness —A low initial cost of investment for the digitization of a single
machine or manufacturing unit decreases the entrepreneurial risk, and hence the hesi-
tation of a company [18–20]. After seeing immediate improvements, the company can
gradually upgrade the entire machinery. Furthermore, the benefits grow progressively
with the degree of digitization.

2. Implementation simplicity—A lower complexity increases the speed of develop-
ment and implementation. The increase in speed provides the results quickly, thus
increasing the confidence of the decision-makers that the entire process can be fin-
ished quickly. Many authors have identified a high complexity and a lack of qualified
workforce as big barrier towards the Industry 4.0 adoption process [21,22].

3. Security—Security is the focus of any IoT development, the industrial setting only
emphsizes this. It is one of the main challenges faced by companies in the context of
the Industrial Internet of Things (IIoT) [23].

4. Scalability—There are two aspects of scaling to consider; the first is scaling the solu-
tion from one machine to the entire factory. Digitizing the entire factory floor at once
is exposing the business to the high initial cost before they are sufficiently convinced
of the digital transformation benefits. The second aspect is the “maturation” of the
solution, developing it from the prototype phase to the fully operational product.

5. Unobtrusiveness—There is less motivation to change a process that already works. It
is beneficial if the processes and operations already present in the factory are not overly
modified. Wee et al. [24] state that due to the high cost of downtime in production,
the manufacturing companies will carefully consider introducing new technologies
due to possible risks to process reliability.

IIoT solutions fit the aforementioned requirements and can make machines con-
nectable, e.g., “teaching them how to talk”. The current IIoT landscape provides several
such solutions. However, as observed by Martikkala et al. [18], SMEs do not possess
financial capabilities, or they lack a skilled workforce to operate and maintain IIoT systems.
One more drawback is that those commercial solutions often lack the required level of
adaptability. SMEs normally have very specific use case tailored solutions that need to be
developed and tested. This means developing a prototype that can quickly demonstrate
the capabilities and benefits of digitization. This is also in line with the “test before invest”
principle that has been touted as a strategic means for driving the digital transformation of
European SMEs [25] by European Commission Digital Innovation Hubs. Moreover, the
culture of digital processes is not sufficiently introduced, and prototyping is the key to
raising awareness of the benefits.

This work focuses on the Industry 4.0 adoption problem in the manufacturing industry,
especially considering the motivation factor of the decision-makers. The authors selected
an actual case study, and the chosen company had not adopted the Industry 4.0 paradigm
yet. It is the same situation that many companies in the manufacturing industry find
themselves in. Pirola et al. [26] have conducted an assessment of Italian SMEs to determine
Digital Readiness Level, and they have found that 40% of manufacturing SMEs have only
partially digitized their operations. The machines were made before the introduction of
Industry 4.0 technologies and are thus not equipped for digitization. It is important to
note that adopting the Industry 4.0 paradigm is not perceived as a necessity from the
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stakeholder point of view; nevertheless, the study aims to demonstrate its benefits to them
and ultimately motivate them to upgrade.

In the scope of this paper, this principle was applied as a means to introduce and
test the solution to one machine in one factory. The final goal involves scaling up to a
complete solution ready for Industry 4.0 adoption in the entire production line, in one or
more factories. In particular, the approach wants to digitize the machine and then turn it
into the final industrial-grade system in a seamless manner and at almost zero additional
cost. This will cheaply and quickly show the benefits of digitalization, and it will lead to
further adoption of Industry 4.0 paradigms.

Section 2 further investigates the motivation effect in SMEs, the current state of the
digital transformation, and finally, the state of the art in retrofitting and automation solu-
tions. In Section 3, the authors present the methodology that was used in the development
of the IIoT solution, while Section 4 will focus on the specific case study that demonstrates
the solution development, implementation, and installation. Section 5 deals with the ex-
planation of the prototyping process, as well as the solution selection process. Finally, the
conclusion and a look toward future development are given in Section 6.

2. State of the Art

The authors wanted to find support in the literature for their assumption that one of the
main culprits of the low adoption rate is the lack of motivation. Müller and Voigt [19] have
been investigating low levels of Industry 4.0 adoption in SMEs, especially with regards
to IIoT in the scope of “Industrie 4.0” and “Made in China 2025” [27] programs. They
interviewed a large number of Chinese and German SME stakeholders (predominately
CEOs) and they observed their confidence levels in their respective programs. The stake-
holders felt that these programs are more suited to large enterprises rather than SMEs.
Furthermore, Veile et al. [28] noted that companies remain unconvinced about the benefits
of the new technologies, having in mind they are untested, and that old technology still
has better cost–benefit ratios. Masood and Sonntag [8] also identified through a survey
that most SMEs struggle with the implementation of Industry 4.0 technologies, both from
the financial point of view as well as from the lack of expertise and knowledge of those
technologies. Müller et al. [29] also noted that for SMEs to not only exploit but to explore
new business opportunities through Industry 4.0, they require implementation support
and financial security to experiment, as they have limited resources and have to avert risks
because of their limited size. The authors, therefore, presume that there is a motivation
issue and that there is a need to develop a solution that takes this into account.

In the search for the appropriate digitization techniques, the authors focused on the
various approaches toward digitization in the literature. In their work, Sorger et al. [30] state
that to utilize the full potential of Industry 4.0, all entities in the supply chain must be able
to communicate with each other. They suggest that different layers must have standardized
technical communication that is also supported by the Reference Architectural Model for
Industry 4.0 (RAMI 4.0) [31]. There are different approaches to the digital transformation of
the manufacturing SME. In most cases, old machines do not provide a level of connectivity
and digitization necessary for the ensuing process. There are two choices, either the acqui-
sition of new machines or the retrofitting of the old ones. The analysis [32] showed that the
retrofitting solutions were more cost-effective than the purchasing solutions, and that strong
retrofitting in particular was the best in terms of sustainability. Contreras Pérez et al. [33]
demonstrated that the adoption of the Industry 4.0 in SMEs can be achieved through
retrofitting existing equipment using mostly open hardware and software, and that it does
not imply a high investment in new equipment and technologies.

Retrofitting old industrial machines to adhere to Industry 4.0 paradigms has been
subject to intensive scientific research in recent years [34–38]. Industrial IoT is seen as an
ideal tool for machine digitization. Liu et al. [39] conducted a literature review that focused
on the digitalization of the machine tools in the Industry 4.0. They observed that the IIoT
topics have seen a rise in the research articles. Actually, the only Industry 4.0 technology in
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manufacturing that had more published articles is Artificial Intelligence/Machine Learning.
Lins et al. [34] focus on retrofitting in their work, where they noted that for automated
industrial equipment to reach Industry 4.0 level of modernization, they need integration
with the IoT sensors.

The leading companies in the automation field have recognized the benefits of
retrofitting old machines, and several studies have utilized those solutions. Lima et al. [40]
on the other hand, have proposed a retrofit solution using the Siemens IoT-2040 gateway
and the data transmission to the Mindsphere Cloud from Siemens and GRV Software to
monitor the energy data in real-time. Hesser and Markert [41] have performed a retrofit of
a CNC machine with an accelerometer using the Bosch XDK sensor prototyping platform.

On the other end of the spectrum, many more works have explored small
microcontroller-based boards as a means for digitizing machines with IoT. In contrast
with the solutions provided by the leading automation companies, these boards provide a
low-cost way to digitize, although they sacrifice many features that mature solutions deliver.
However, they are very interesting from the point of view of this research, as they mitigate
one of the biggest obstacles and fears the decision makers have when facing Industry 4.0
adoption. Various works use Arduino boards, and the applications are covering diverse
topics and areas. This type of approach is researched at length for home automation, such
as [42–45]. There are also several works coping with the use of Arduino in an industrial
setting. The applications are numerous, monitoring the humidity and the temperature in
industrial storage rooms [46], a remote bio-gas monitoring system [47], a monitoring system
for renewable energy generation facilities [48], and real-time monitoring of photovoltaic
systems [49]. All these works have been proposing the utilization of Arduino boards as a
low-cost solution for sensor control in data gathering. In the work of Arjoni et al. [50], three
different retrofitting applications have been presented in the manufacturing sector. Two
of the machines were retrofitted with Arduino boards while in the third one, a Raspberry
Pi was used. Additionally, pairing Arduino as a data-gathering system with Raspberry
Pi was considered by several authors. Their presented architectures use the Raspberry
Pi as a communication link and the data transmission hub [51–54]. The reason behind
the inclusion of the Raspberry Pi board is that the microcontrollers often lack the power
necessary for applications that require higher processing power.

3. Materials and Methods

The development approach used in this work is based on the Six Sigma set of tech-
niques for process improvement in industrial environments [55]. This five-step methodol-
ogy is called DMAIC, the acronym of Define-Measure-Analyze-Improve-Control [56]. In
the following subsections, we will explain how these steps correspond to the development
of the IIoT solution covered in this article. It is important to note that there are other pro-
ceedings available for SMEs to conduct Industry 4.0 projects. Schmitt et al. [57] performed
a literary review and presented an evaluation of those proceedings in their work.

In the previous section, we have established the issues that SMEs have in the Indus-
try 4.0 adoption. There is a need for solutions that address these issues and that provide
SMEs with a way to embrace these paradigms The ultimate goal of this process is to raise
the level of digitalization of the factory. The reluctance of factories can be reduced by
creating a digitization solution where they can clearly see the improvement it brings. It is
preferable if this solution is, according to the requirements set in Section 1, low-cost, secure,
non-intrusive to the processes of the factory and, integrally, provides clear value-adding
quickly. The authors have determined that this goal would be reached by the digitalization
of the machines and their transformation.

In the scope of this work, the Measure phase of DMAIC determines the current state of
the factory from an Industry 4.0 readiness point of view. This phase ascertains the necessary
steps needed to reach the desired digitization of the company. A specific target is chosen,
and the criteria show the benefits of digitization in the most effective way. To assess the
current state, it is helpful to start from the five-layer automation pyramid. The automation
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pyramid was used before as the reference architecture by Martinez et al. [58] in their work
on deploying a digital twin in the manufacturing system. The automation pyramid is an
effective means of visualizing the current state, and therefore, the improvement that each
layer needs to achieve the goal of digitalization.

After determining the state that should be reached, the next phase focuses on the
means to reach it. There are various means to improve a process and to enable machine
digitization. Many of the solutions available in the market provide the elements needed
to perform the digitization process. The general requirements for an IIOT solution from
Section 1 are taken into account. However, specific needs of the factory should also
be considered and the solution must adhere to these as well. The situation in SMEs is
more specific because of the narrow circle of decision-makers, and more often than not,
the decision-making process is limited to entrepreneurs alone. Therefore, the solution
evaluation process is affected by the desires of the entrepreneur.

The improvement process is performed by implementing the solution that was selected
in the previous phase as the most suitable for the purpose. The solution needs to be
developed and adjusted for the actual state of the machine in the factory. Having in mind
that the solutions consist of hardware and software parts, both of them need to be developed
and tested before installation. Installation is performed with the least disturbance to the
regular factory operation. It is preferable to keep the possibility of quick updates or
algorithm modification, even after the installation completes. This would allow for quicker
installation with only the essential features implemented and with minimal disturbance
of the factory. The speed of implementation is paramount, as it allows for quick control
and improvement. Quick implementation cycles allow for a high customization and higher
factory decision-makers engagement. This is very important as they should be the primary
drivers in the advancement process, and will improve their motivation.

After prototype implementation, the installation, and the verification in the factory,
the data are processed and analyzed. The analysis provides information about the machine
operation as well as the operation of the installed solution. The solution is improved
to provide more information, either by improving its software algorithm or by adding
new sensors. By having many analyze-improve-control cycles, the solution becomes more
and more beneficial for the factory process, and useful data are kept and analyzed. The
machine operation is quantified by the data, and the data analysis gives the decision-
makers a clear correlation with the actual factory operation. It is important to visualize
data properly to allow for the extraction of valuable information. This process leads to
solution improvement, but the goal is the improvement of the machine and, ultimately the
entire manufacturing process.

The entire flow of both process improvement and the specific machine digitization is
presented in Figure 1.

3.1. Hardware

Numerous solutions can fulfill the requirements and provide a means of performing
the machine digitization. The solutions vary in their complexity, scale, robustness, and
readiness for implementation in the industrial setting etc. The chosen hardware must
enable speeding up the measurement phase of the development. The requirements these
solutions must fulfill are given in Section 1:

• Cost effectiveness—Depending on an application, some solutions do not provide
enough benefits to convince decision-makers of their usefulness.

• Implementation simplicity—The solutions should aim to provide quick results because
long development and complex implementation demand a level of expertise not
present in the SMEs.

• Unobtrusiveness—The normal operation of the factory must not be negatively affected
by the solution, so a wireless connection and an installation that does not require
extensive changes to the machine are necessary.
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• Scalability—The goal of the solution is to provide the digitalization of the entire factory
process; therefore, the solution must provide easy vertical and horizontal scalability.

• Security—The security of data is always very important, especially in an industrial con-
text. This requirement is not as important in the prototyping phase of the development,
but is paramount in the final version of the solution.

Figure 1. Industry 4.0 adoption process with the specific machine digitization flow.

3.2. Software

The second part of the solution is the software. Software solutions can be divided into
firmware and cloud application software. Various possibilities exist on the market for both
elements of the software part of the solution. The selected software must enable a quick
improve-control cycle so that the actions aimed at the process improvement can be tested
quickly, and the corresponding data collected and visualized. A similar set of requirements
to the ones used for the hardware part also apply to the software part of the solution.

• Cost effectiveness—While most of the firmware solutions are open-source or available
with the purchase of the hardware part, some are acquired separately. The cloud
application software and device management is the element that needs to be purchased
separately, and the possibilities are numerous.

• Implementation simplicity—Having in mind various elements of the solution and
differing levels of developer’s expertise, the solution benefits greatly if the technologies
used are the ones that are popular in the developer community.

• Scalability—The firmware should provide a modular structure so that it is easy to
expand and to add new functionalities. Both the firmware and cloud application
software should provide this, and the technology used for development can provide
greater flexibility.

• Development speed—Technologies that are already tested and integrated with the
hardware part of the solution would provide an easier and quicker setup phase. The
popularity and simplicity of the chosen technology are considered when the solution
is selected.

• Security—The development of both software elements should provide the necessary
security elements. The cloud application is more vulnerable than the firmware ele-
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ment. Also worth noting is that most cloud IoT platforms take particular measures in
ensuring the safety and security of customers’ data.

Several solutions are considered with regard to the requirements set in Section 1 and
the two previous subsections, as well as the state of the art (Section 2):

The first solution concept considered is the industry automation standard; a ready-
made industrial-grade IIoT solution with a high level of robustness, safety, and reliability.
It offers wireless connections and proprietary software that easily connect and interface the
machine with an already existing connection. These solutions are not as easily obtained,
and often require specific training with regard to software. These solutions are provided
by Siemens, ABB, Bosch, etc. The drawback of this solution is that they are expensive and
the implementation is not as quick as the other solutions. With the involvement of the big
automation companies, the fear of a vendor “lock-in” is a well-known phenomenon [59,60]
that is perceived to be even more critical in the case of SMEs. This is an even bigger issue
when the high cost of implementation is considered.

The second solution concept is a low-end prototyping solution. These solutions are
very cheap and the devices are readily available in the market. A typical example is Ar-
duino boards, microcontroller-based boards that offer very high customization possibilities.
Having in mind the lack of processing power and the limited connectivity abilities of these
boards, they would need to be paired with a more powerful board such as Raspberry Pi.
However, the solutions need to be heavily adapted for them to scale up to the fully matured
solution. The industrial setting demands a certain level of safety features that these boards
do not provide as-is.

The authors have chosen the conceptual solution that provides industrial-grade equip-
ment and can be used for a relatively inexpensive development of the prototype. The
real value of these solutions lies in the possibility to use the same equipment in the final
implementation after digitalization to the scope of the entire factory. The chosen solution is
easy to install and maintain, and is low cost when comparing it to the industry standard.
For prototyping purposes that are very dependent on time, it is preferable to use a more
“user-friendly” [61,62] language, such as Python. Actually, Python is a high-level interpre-
tative programming language that is gaining popularity in embedded development [63].
It has extensive support libraries and clean object-oriented designs that can increase the
productivity of the programmer up to 10-fold [64]. The drawback is the lower execution
speed. The most optimal solution is to have a combination of both. It is preferable if the
solution can support data storage and visualization natively, because the implementation
can be lengthy and the goal is to provide quick results. Having in mind that this solution
must provide the platform for both the prototyping and production phase, the safety and
security concerns are very important.

Having in mind all of the above, the solution chosen in this work is the Zerynth plat-
form [65]. The hardware element is the 4ZeroBox, while the Zerynth Cloud provides device
management and data visualization, as well as storage. It enables wireless connectivity
and support for the most common industrial communication protocols. Zerynth OS is
the base for firmware development, and it can be programmed in Python and C. It is
easily connected to the cloud and provides a remote firmware update feature. The security
requirement is fulfilled by the secure crypto element [66], and on the software side, the
“hardened” TLS v1.2 and v1.3 protocol [67]. The storage is large enough so that data can be
buffered and uploaded to the cloud in an appropriate format. The data are collected and
sent to the cloud where they are available for export or visualization on the dashboards.
The cloud solution has an option to visualize the data through an integrated dashboarding
system. This system is based on Grafana [68], an open-source analytics and monitoring
solution. The visualization support is native, and the time for setting it up is almost zero.

Another very important benefit of a prototyping solution is its ability to be updated
remotely. This capability is present in a chosen solution through the Firmware over the Air
(FOTA) feature. FOTA allows for a new version of firmware to be installed remotely
through the wireless connection. The operators need to be notified and FOTA can be
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scheduled during the downtime of the broaching machine operation, thus diminishing
the intrusiveness of the update. Of course, for changes and improvements concerning
the hardware and the broaching machine itself, these disturbances are necessary. Remote
firmware update capability is important, because going to the site means disturbing the
factory operation, as well as another cycle of installation and testing. Finally, the solution
can be upgraded from a prototyping one to a full production level solution with almost
zero effort. Both vertical and horizontal solutions are greatly improved, compared to the
Arduino-based solutions.

4. Case Study

The case study presented in this paper is the digitization of a broaching machine in
Toscana Spazzole Industriali S.r.l (TSI). TSI is an SME with 40 employees and an annual
turnover of €5 million. It is based in Tuscany, Italy, and manufactures industrial brushes,
which are mainly used in the textile industry. The installation and implementation of
an IIoT system to collect and analyze relevant machine data have been performed on
a hydraulic broaching machine on the company’s shop floor. Before the retrofitting of
the broaching machine, performance indicating data, if at all, has solely been displayed
analogically and not registered.

4.1. Defining the Goals of the Process Improvement

The goal of the case study was to demonstrate the feasibility of the digital transfor-
mation of the plant and its resulting benefits to the entrepreneurs, on the basis of the
digitalization of a key machining step in their manufacturing process. The broaching opera-
tion of the polypropylene tubes was chosen as it is an essential step of the entire production
process. The company’s products cannot be manufactured without it, and the occurrence
of problems affect all consecutive steps, and interrupts or delays the entire production.
The digitalization of the broaching machine enables predictive maintenance, and thereby
avoids tool breakage and machine failure. Furthermore, a comprehensive knowledge of the
machining process allows for design and process improvements, which eventually decrease
energy consumption and increase production efficiency, as well as product quality. The
improvement of Industry 4.0 readiness level and the rise of decision-makers’ motivation
towards the adoption is the most desired outcome of the entire process.

4.2. Introduction of the Case Study

Broaching belongs to the subtractive manufacturing processes and is especially used
when high accuracy is needed. A special tool, called a broaching tool, is employed to
progressively remove material from a workpiece. The broaching tool moves linearly and
the cutting mechanism is mostly orthogonal. The tool possesses a longitudinal series of
teeth, which are arranged on a shaft. Consecutive teeth rise in height so that each tooth
cuts material in the form of chips from the surface of the workpiece.

In the investigated relevant industrial environment, internal broaching is used to
machine the inner surface of long polypropylene tubes to create a precise inner diameter
and a high accuracy in roundness. Figure 2a shows the broaching machine. A 2.5 m
polypropylene tube is clamped with four double-V brackets on the workbench of the
machine where it touches the axial stop with its right end.

4.3. Digitization Target Analysis

To start the broaching process the piston of the hydraulic cylinder is extracted and
the broaching tool is mounted on its tip, as shown in Figure 2b. The pressure difference
∆p = p− p0 between the cylinder chambers creates a force that retracts the piston and
hence pulls the broaching tool through the tube. The teeth on the outer surface of the
broaching tool cut material from the inner surface of the tube during this process. The most
relevant performance indicator is the cutting force of the broaching tool. There are four
main motives for the measurement of this force:
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• Recording of the cutting force progression during single cuts;
• Distinction between tools of different sizes used for tubes of different diameters;
• Comparison of a new and an old tool design used for tubes of the same diameter;
• Detection of cutting force increase for specific tools over time, due to edge wear.

Polypropylene tube Piston rod Hydraulic cylinder

Double-V brackets Axial stop Tool

(a)

Broaching tool Teeth Tube Piston rod Hydraulic cylinder

fixed

p > p0

(b)

Figure 2. Hydraulic broaching: (a) Machine on the shop floor with mounted polypropylene tube to
be broached; (b) Scheme of the working principle of the hydraulic broaching machine.

The measurement has been performed indirectly via the measurement of the cylinder
pressure using a digital pressure transmitter.

4.4. Measuring the Current State of the Factory

The factory was not equipped with any Industry 4.0 technology on the shop floor, and
extensive retrofitting was needed. As mentioned in Section 3, the automation pyramid was
used to evaluate the current state of the factory to provide the functionality of lower layers.
Implementation of the full stack would require extensive changes in factory operation and
structure, and this was not the goal of this research. The solution that was implemented
provided the possibility to include the upper layers at a later date when the decision-makers
decide to make the step up. Therefore, the first three layers of the automation pyramid were
implemented to digitize and visualize the broaching machine data. Figure 3a shows the
broaching machine automation pyramid before and after IIoT enabling. The blue sections
of the automation pyramid represent the IIoT-enabled layers.

The broaching machine is represented by the following automation pyramid layers:

• Field layer—This layer contains devices, actuators, and sensors in the field or produc-
tion floor. The broaching machine was equipped with an analog pressure indicator
(manometer), and the process was actuated locally via remote control with a couple of
relays. It was impossible to use the manometer data because the manometer did not
have the capability to transmit said data. Therefore, the analog manometer was re-
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placed with a digital pressure transmitter to gather the data and describe the behavior
of the broaching machine, and thus, also the broaching tools.

• Control layer—This layer includes all programmable controllers in the field layer
assets, such as Programmable Logic Controller (PLC) or Distributed Control System
(DCS). The broaching machine did not benefit from any programmable elements;
therefore, an IIoT edge device was embedded in the electrical cabinet to collect the
data from the sensors in the Field layer and transmit the data to the upper layer.

• Supervision layer—This layer focuses on visualizing data collected from the control
layer in various ways, such as control room screens, Human Machine Interface (HMI),
and online dashboards. The ability of data visualization was provided thanks to the
Zerynth cloud and the local internet network of the shop floor.

• Planning layer—or Manufacturing Execution System (MES) layer, has not yet been
implemented in the factory.

• Management layer—or Enterprise Resource Planning (ERP) layer, has not yet been
implemented in the company, aside from basic business software.

The solution presented in this work did not entail direct changes to the Planning or
Management layers, although the development of the layers was enabled by providing
the data from the lower pyramid layers. The broaching machine control became possible
because of the device management system that is part of the Cloud contained within
the solution.

Having in mind that the automation pyramid architecture is not suitable for the
IIoT development, the solution in this work was based on a presented set of Technical
Specifications (TS) presented by Mazzei et al. [69], as shown in Figure 3b.

Before IIoT implementation After IIoT implementation

Management

Planning

Supervision

Control

Field

(a) (b)

Figure 3. (a) Automation pyramid architecture used for ascertaining the current state of the factory
and (b) IIoT stack used to present solution architecture.

4.5. Selecting the Digitization Toolkit

The displayed tool in Figure 2 is a special hollow broaching tool with 36 teeth arranged
in a circular helical pattern around its outer cylindrical surface. It has been designed in
previous research work by Jorg and Fantoni [70]. Its unique chip evacuation concept
eliminates the timely cleaning step required in traditional broaching, and thus reduces
the lead time significantly. Furthermore, it decreases the cutting forces due to minimized
friction. The cutting force is the sum of the axial forces of all teeth of the broach that are
intruding in and removing material from the tube. It is equivalent to the longitudinal
piston force required to pull the broaching tool through the tube. The following two
different measurement principles according to the instruments appear generally suitable
for achieving the required task:
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1. Direct measurement of the force through a dynamometer mounted between the
broaching tool and the piston;

2. Indirect measurement of the force through the measurement of the cylinder pressure
p using a digital pressure transmitter.

The relationship between the hydraulic force and the pressure p is described by
Jorg and Fantoni [70]. A safety valve at 170 bar protects the hydraulic system against
overload. Cylinder pressures up to 150 bar are common during broaching operations.
These result in cutting forces of up to approximately 65 kN. Both measurement methods
have their pros and cons. Therefore, several aspects had to be weighed for the specific
application case. The direct measurement of the force via a load cell delivers the absolute
force value accurately. A digital pressure transmitter does not measure the force, but the
pressure. The force can be calculated [70]. There remains uncertainty regarding the correct
absolute force value due to the potential losses of the hydraulic system. However, the
prior formulated four main goals of monitoring the progression, and thus, the relative
changes of the performance indicator, can still be satisfied. Additionally, to investigate the
behavior adequately, especially during the entering and exiting phase of the broaching
tool, a resolution of d = 1 mm is required. At an average forward rate of the broach of
v = 3 m/min, this results in a minimum measurement frequency of fmin = v/d = 50 Hz or
a sample time of tmax = 20 ms, respectively. This requirement can easily be achieved by
both systems. A standard 100 kN dynamometer for tension and compression costs about
2000 EUR. However, these standard instruments are too big and do not fit inside the tube.
Using option one would hence require specially manufactured measurement equipment,
which is even more expensive and has long delivery times. Furthermore, the installation
and implementation of a dynamometer inside the tube (regarding also the cabling) are
complex. A digital pressure transmitter, on the other hand, can easily be swapped with or
added to the existing analog manometer, and it can immediately be bought off-the-shelf
for under 100 EUR. Lastly, a solution with the least possible intrusiveness to the existing
system is desirable. The most critical factors that finally led the authors to choose the
second option of the indirect force measurement via a digital pressure transmitter, were
its instant availability and its immense cost advantage. These factors play a central role in
IIoT prototyping.

4.6. The Retrofitting Solution Development

The broaching machine was controlled using a simple electrical circuit, including non-
intelligent components such as relays and contactors. The electrical cabinet was updated by
adding and embedding the Zerynth 4ZeroBox [65] as an IIoT edge device. The 4ZeroBox
was mounted on the DIN-35 rail and powered by a 24 VDC power supply unit that had
already been present in the electrical cabinet. The IIoT-enabled electrical cabinet of the
broaching machine is shown in Figure 4. Then, in order to evaluate the performance and
the efficiency of the broaching tool, the existing analog manometer was replaced with a
digital pressure transmitter, WIKA S-20 (measuring range 0–250 bar). The piston movement
signals are transmitted to the digital input–output pins of the 4ZeroBox using the reserve
contacts of the R1 and R2 relays. The 4ZeroBox was wirelessly connected to the internet
through an internal Wi-Fi network in the factory.

A software algorithm was developed, and the 4ZeroBox was programmed, using
Python programming language. The software utilized for programming is Visual Studio
Code; more precisely, the Zerynth expansion. The Zerynth Visual Studio Code expansion
uses the Zerynth Software Development Kit (SDK) to program and manage the 4ZeroBox.
The connection to the hardware was established, and the 4ZeroBox was connected to the
Zerynth Cloud through Zerynth Device Manager (ZDM) [71]. The communication between
the 4ZeroBox and the Zerynth Cloud is implemented through an MQTT protocol.
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Figure 4. IIoT-enabled electrical cabinet layout.

The firmware was programmed in Python programming language with the libraries
from Zerynth SDK. The multi-threaded structure was utilized with one main thread and
one thread used for data gathering, the acquisition thread. The acquisition thread has only
one task, sampling the digital pressure transmitter every 20 ms and storing the data in the
queue. A data frame is created by storing every sample with the UNIX timestamp. An
accurate timestamp was obtained by the process of synchronization of the 4ZeroBox to the
ZDM. The acquisition thread starts asynchronously after detecting the press of any of the
buttons on the remote control. A button press is detected as the change of the logical level
on the digital input pins of the 4ZeroBox. Furthermore, any press of the button is registered
as an event and stored in the queue, along with the UNIX timestamp.

The main thread is tasked with initialization, establishing the connection and synchro-
nization to the ZDM, and data storage and publishing to the ZDM, as well as the control of
the acquisition thread. After detecting data in the queue, the main thread takes the data
frame and stores it on the local SD card. All the data collected during one active period
of the acquisition thread is stored on the SD card and treated as one cut of the tube. The
cut signifies one piston extension and one retraction, as explained in Section 4.2. The main
thread detects the block of the acquisition thread and starts sending the data from the SD
card storage to the Zerynth Cloud storage.

The data are sent to the Zerynth Cloud, where it is stored and handled by the ZDM.
The communication between the device and the cloud is protected by the TLS v1.2 and v1.3
protocols based on private and public keys [67]. Every data frame is assigned the timestamp
the data were received. The data are in the form of a JSON file. After the data are stored, it
is possible to download it in a couple of ways: scheduling the periodic download or using
REST API to retrieve the data from the Zerynth Cloud. After the data are downloaded,
they can be analyzed. The entire system can be seen in Figure 5, while Figure 6 shows the
overview of the entire process.
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Figure 5. Final system overview.

Figure 6. Flowchart of the broaching process digitization solution.

4.7. Analysis of the Collected Data

The analysis of the broaching process was performed on the pressure. Figure 7 shows
the characteristic pressure progression during one single cut in the Zerynth Dashboard.

Figure 7. Characteristic pressure progression during one single cut shown in the Zerynth Dashboard.

The pressure in bar is plotted in light green over time in the format HH:MM:SS. The
user can zoom and/or slide along the time axis to see the data of the entire day or to search
for a cut conducted at a known time. However, any operation of the broach is detected,
and cuts are identified automatically by the system. Any day can be selected through a
calendar. The dashboards also display the timestamps for every time a control button has
been pressed. The pressing of the extension button is indicated with a blue dotted vertical
line, and the retraction button with an orange dotted vertical line. The system provides
a basic statistical analysis of the data shown on the screen by displaying the minimum,
the average, and the maximum pressure values. The initial plateau after the blue dotted
vertical line resembles the extraction phase of the piston. This comparably high value
without an external load can be explained through the design of the control valve. During
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the forward movement of the piston, the valve connects both cylinder chambers equally
to the oil pump. In both chambers, the same pressure prevails. Nevertheless, the piston
moves to the left due to the different effective surface areas of its piston head. When the
piston is fully extracted, the valve is closed and the pressure drops. This characteristic
plateau can be observed before every cut. Hence, it can be used to identify cuts from a
large number of data points automatically. The entering phase of the broaching tool can
be well observed in the plot too. The pressure increases step-wise whenever one circular
array of teeth enters the tube and starts cutting the material. The opposite, less pronounced
behavior occurs at the end of the pipe.

During the cut, the digital pressure transmitter detected fluctuations in the pressure.
The plateau is not as flat as during the extraction, but shows several peaks instead. The
delivered polypropylene tubes have deviations in circularity, concentricity, and diameter,
so that the broaching tool has to cut more material in some areas and less material in others.
Additionally, a misalignment of the four bracket pairs and too-tight clamping of the tubes
could deform them. The implementation of the measurement system eventually allows the
authors to investigate these effects.

Figure 8 shows the pressure progressions while broaching tubes of three different
diameters with three different tools (tool diameters of 80, 102, and 110 mm). Every tool has
its characteristic cutting pressure and can therefore be identified easily. The cutting force,
and hence, the hydraulic pressure, are proportional to the removed cross-sectional area
inside the tube. The cut area increases with the tube, and respectively, the tool diameter,
which explains the difference between the 80 and 110 mm tool diameters (yellow and
orange graphs). The graph with the highest pressure belongs to the new tool presented
in Figure 2, with a diameter of 102 mm. This tool cuts in two stages instead of one stage,
as in previous tools. Therefore, the material removal is about twice that of a previous tool
with the same diameter [70]. This explains the higher pressure. The step-wise increase and
decrease do not occur in the previous tools, due to their different design. Additionally,
in the chosen representation in Figure 8, the distance traveled by the piston is plotted on
the x-axis instead of the time. This, for instance, allows a pressure peak to be related to a
position, and also to understand the length of the different tubes.
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Figure 8. Pressure progressions when broaching tubes of three different diameters with three different tools.
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4.8. Determining the Areas for Improvement

The observation of pressure fluctuations in the plateau corresponding to the distance
between clamps led the authors to rethink the clamping mechanism of the tubes. They
modified the standard clamping system and were able to reduce the pressure deviation
significantly. Figure 9 shows the deviation of the plateau pressure from its average value
in percent for two cuts with the 102 mm tool before and after the modification of the
clamping system.
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Figure 9. Reduction in the pressure deviation during the cut-through modification of the clamping system.

While the pressure deviated by more than 20% with the standard system, the value
can be kept under 5% through the undertaken modifications. A more regular cut results in
a better surface finish and increases the lifetime of the tool. Modifications like these, which
were only made possible through the IIoT system, enable the factory to produce products
of higher quality at lower manufacturing costs. In addition to the purchase of a broaching
machine itself, the biggest investment is the manufacturing of new broaching tools. As these
wear out, it is inevitable. Enabling predictive maintenance through data collection and
analysis allows for the determination of the ideal point in time for the resharpening of a tool,
and thereby avoids overstressing and increases the tool’s lifetime. The tool presented in
Figure 2 already outperforms previous tools in terms of efficiency by far. However, it is still
manufactured from one solid piece of steel which requires many machining hours on a very
expensive five-axis CNC mill. Therefore, the design had been further upgraded by using
a modular architecture with a hollow body carrying ring-shaped blades. The body only
has to be manufactured once, and the blades can easily be resharpened and cost-effectively
reproduced when completely worn out. The tool has already been successfully tested.

4.9. Verifying the Improvements

The installed system enabled the collection of the data and quick data presentation
to the operators. The benefits to the factory were that they can collect the data during
the broaching process. In this way, they can track the number of tubes being cut, and
which tubes had an issue with cutting. The detection of a blockage was present before,
but it was not recorded in the data. The factory wants to continue digitizing by including
environmental sensors that can measure air temperature, pressure, and humidity. One of
the reasons for this is that in the last few months, it was noticed that the pressure drops in
consecutive cuts during the extension process. The extension process is performed without
load, so the expected behavior is that this pressure does not change significantly. However,
as seen in Figure 10, the pressure gradually drops from cca 90 bar to the 70 bar. The
research team suggested installing an analog temperature sensor on the broaching machine
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to ascertain whether the temperature of the machine is correlated with this variation
in pressure.

Figure 10. Gradual decline in the pressure during the first few hours of operation.

The operators in the factory wanted to include environmental measurements in the
next iteration of the solution. This can be achieved easily by installing an appropriate Click
board from MikroElektronika, and creating another thread in the firmware that periodically
reads the environmental data.

The factory production manager could observe other anomalies in pressure data.
Those anomalies were heightened pressure during several broaching operations. Finally, it
was determined that operators were not adequately lubricating the broaching tool before
the broaching operation. This resulted in the production manager creating an operating
procedure that removed this problem in the future. An increased level of cooperation
between factory workers and a research team was also observed with the additional
features requested in the future. Better collaboration also provided the research team with
the possibility for conducting further experiments remotely, with the operator’s assistance.
The ability to remotely update the firmware and control the installed system has provided
this option to the research team.

5. Discussion

The digitalization process of small or medium enterprises, especially those with a
traditional approach to their work, is complex since it involves not only the technical, but
organizational and cultural aspects as well.

The described application tries to engage the entrepreneur primarily, giving him/her a
solid base to calculate the return value of the investment. Then, the target is the production
manager deploying the digitalization as a means to supervise the machines and to provide
better communication with the operators. The operators, in turn, promote and execute
numerous improvements to the manufacturing process in collaboration with the production
manager. A new culture of experiments and data analysis seems to be emerging in the
company. Digital data recording is replacing manual monitoring for the first time, on the
shop floor of the company. The engagement of key stakeholders in the industrial process
improvement was the primary goal of this research, and there is evidence of a long-term
commitment to the digital transformation of the factory floor.

It is important to note that various experiments were performed by the factory pro-
duction managers and operators, without an explicit request from the research team. The
company changed the design of the broach, as previously mentioned, and has asked the
research team to digitize another machine on the shop floor. The machine in question
is the next in the manufacturing process chain, a hydraulic press that inserts a steel roll
into the broached polypropylene tube. As the reader can understand, the new machine
can be digitalized using the same hardware, sensors, and firmware as the previous one,
thus reducing the cost of the twinning. This indicates that the Industry 4.0 principles are
being integrated into the factory processes, as well as demonstrating the development of a
data-driven approach, which was one of the goals of the solution.
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The low cost of the solution is best reflected through the reduced installation and
development cost, and especially in the easy transition between the prototype and the
production-ready solution. This is the main benefit of this solution concept, as was shown
in Section 3. The approximate cost of the entire hardware solution is cca USD 600, which is
higher than that of the Arduino-based solution, but with the added benefit of using the
same hardware for the production version of the solution.

From a technical perspective, the broaching machine digitalization was executed in
a fast and smooth way, thanks to the Zerynth environment. The researchers were able
to quickly install the hardware and acquire the data. The entire development, testing,
and installation process was completed in 6 days with the installation, and therefore,
the break of operation lasted only one day. It is important to note here that the open
libraries and standards used in the digitization process greatly reduced its complexity, and
therefore improved the development speed. The entrepreneur especially appreciated the
rapid setup and the fact that the prototype immediately started providing machine data.
Data visualization was paramount in helping the entrepreneur, as well as the production
manager, to gain valuable insights from the acquired data. It also enabled an immediate
analysis and an improvement of the broaching tool, as well as the broaching process in
general. These results lead to new requests for the digitalization of other machines in the
production line, thus demonstrating the positive impact of the entire process. Of course,
the retrofitting of the machine was made easy by the simple architecture of the broaching
machine, and a more complex system could require additional efforts.

Furthermore, since the requirements in Section 1 have been elaborated to address the
needs collected in manufacturing SMEs, the described solution could fulfill other SMEs
with the same goal of digitalization and similar electromechanical machines. As shown,
the solution is not dependent on the type of the collected data; therefore, almost any SME
with similar problems with old and non-connected machines can benefit from it.

The main drawback of the study was not having access to the costs before and after
our implementation. Due to this lack of information, we were unable to calculate the
return on investment nor its payback period. Another aspect that is difficult to quantify
is related to the additional quality documentation that TSI can provide to its customers.
These detailed records would properly document each broaching process, thus providing a
better guarantee of the final performance of the brushes.

6. Conclusions

The paper presents a rapid, low-cost prototyping solution for retrofitting legacy ma-
chinery in manufacturing SMEs intending to adopt the Industry 4.0 paradigm, reducing
the perceived risk of the unknown digitalization process. The digital transformation has
been implemented through a well-known improvement process (Six Sigma) that runs in
parallel with machine retrofitting. This allowed the company to have immediate benefits
and positively influence the motivation of decision-makers to continue the scale-up of
the solution. A set of requirements for the solution was elaborated, and the solution was
developed with an eventual scale-up in mind. The factory decision makers started the
process of digitizing another machine, and they want to incorporate the data from both
machines to further improve the entire process. The authors have observed the factory
appreciating the benefits of the digitalization, and are confident that more Industry 4.0
technologies will be adopted with time.

In fact, additional improvements of the broaching process are planned, and will
be investigated in further work. Having in mind that the broaching tool is expensive
and time-consuming to manufacture, its breakage or performance deterioration would
require a change, and therefore, a lengthy cease of operation. Because the broaching
machine is just one of several steps in the manufacturing chain of the factory, this cease
can affect the entire factory. The Zerynth solution enabled the collection, processing, and
analysis of the data, which provided insight into machine operation. Currently, the data
are used for the monitoring of the process as it happens. Further insight can be obtained as
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the database grows. Future work regarding the broaching machine involves developing
artificial intelligence with the ultimate goal of enabling predictive maintenance.

The good results let us foresee a possible digitalization of the entire shop floor, adopt-
ing the same approach and technologies.
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Abstract: Augmented Reality (AR) has gradually become a mainstream technology enabling Industry
4.0 and its maturity has also grown over time. AR has been applied to support different processes
on the shop-floor level, such as assembly, maintenance, etc. As various processes in manufacturing
require high quality and near-zero error rates to ensure the demands and safety of end-users, AR
can also equip operators with immersive interfaces to enhance productivity, accuracy and autonomy
in the quality sector. However, there is currently no systematic review paper about AR technology
enhancing the quality sector. The purpose of this paper is to conduct a systematic literature review
(SLR) to conclude about the emerging interest in using AR as an assisting technology for the quality
sector in an industry 4.0 context. Five research questions (RQs), with a set of selection criteria, are
predefined to support the objectives of this SLR. In addition, different research databases are used for
the paper identification phase following the Preferred Reporting Items for Systematic Reviews and
Meta-Analysis (PRISMA) methodology to find the answers for the predefined RQs. It is found that,
in spite of staying behind the assembly and maintenance sector in terms of AR-based solutions, there
is a tendency towards interest in developing and implementing AR-assisted quality applications.
There are three main categories of current AR-based solutions for quality sector, which are AR-based
apps as a virtual Lean tool, AR-assisted metrology and AR-based solutions for in-line quality control.
In this SLR, an AR architecture layer framework has been improved to classify articles into different
layers which are finally integrated into a systematic design and development methodology for the
development of long-term AR-based solutions for the quality sector in the future.

Keywords: augmented reality; industry 4.0; quality 4.0; metrology; assembly

1. Introduction

The industry 4.0 revolution has enabled many improvements and benefits for man-
ufacturing as well as service systems (see Figure 1). However, the rapid and remarkable
changes that appeared in manufacturing also led to higher requirements in technological
knowledge, increasing the degree of task complexity or variability of tasks on the shop-floor
level for the operators [1–3]. This leads to the demands of systems that intensively adopt
the enabling technologies of industry 4.0 to reduce those burdens for the operators.

The latest key facilitating technologies of Industry 4.0 are Advanced Simulation,
Advanced robotics, Industrial “Internet of Things” (IoT), Cloud computing, Additive
manufacturing, Horizontal and vertical system integration, Cybersecurity, Big Data and
analytics, Digital-twin, Blockchain, Knowledge Graph and Augmented Reality (AR) [4].

Besides these key technologies, there are some fundamental technologies such as
sensors and actuators, Radio Frequency Identification (RFID) and Real-Time Locating
Solution (RTLS) technologies, etc. to support them. For the long-term adaptation progress of
Industry 4.0, seven design principles need to be considered when designing and developing
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a solution in general and for manufacturing specifically [5]. These principles are real-
time data management, interoperability, virtualization, decentralization, agility, service
orientation and integrated business processes. An important aspect of Industry 4.0 is the
synthesis of the physical environment and the virtual elements [6], which can be achieved
by the advantages of AR together with the Cyber-Physical System (CPS).
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In the last few years, Augmented Reality (AR) has been constantly adapted by key
companies on industrial innovation, such as General Electrics, Airbus [7] and Boeing. It has
been employed for productivity improvement, product and process quality advancement
(reducing error rates) [8] or higher ergonomics in diverse manufacturing phases to boost
the transformation of Industry 4.0. AR studies in the quality sector have emerged, and have
shown potential results in enhancing human performance in technical quality control tasks,
supporting the Total quality management (TQM) and autonomizing operators’ decision
making. Despite the mentioned advantages, there are still limited examples of AR’s concrete
implementation in manufacturing, especially for the quality sector.

For this reason, the main objective of this paper is to conduct a state-of-the-art review
of AR systematically in terms of technology used, applications and limitations, focusing on
the quality context. This is to prepare for the digital transformation of Industry 4.0, which
also leads to the change in the quality sector, known as Quality 4.0, and the adaptation of
AR for quality control. However, not only the studies focusing on quality context but also
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the other relevant studies in the manufacturing context are considered to build a long-term
roadmap for AR-based applications supporting Quality 4.0. To achieve this, a Systematic
Literature Review (SLR) was performed to assure the reproducibility and scalability of
the study, together with the objectivity of the results [9]. An investigation of the status of
AR-based manufacturing applications on the shop-floor level in the context of Industry 4.0
was carried out to give a holistic view about future challenges and to propose roadmaps to
implement AR technology for the quality control sector in the short term and Quality 4.0 in
the long term.

The paper is structured in four sections. Section 1 introduces the project, AR technology
and Quality 4.0. Section 2 describes the methodology applied for the SLR. Section 3 reports
on the results and answers the research questions (RQs) to provide a holistic view about
the current AR-based manufacturing in general and AR-based quality control in particular.
The final Section 4 concludes and proposes future works.

1.1. Augmented Reality (AR)

From a technical point of view, AR is a technology superimposing digital, computer-
generated information onto the physical world to enrich humans’ perspectives about the
surrounding environment. This innovates regarding the interaction of humans with digital
information and the real world. There are different types of augmented information, which
are visual augmentation [8], audio [10], haptic feedback [11] and multimodal feedback [12].
AR applications based on visual augmentation are currently dominant in the manufacturing
context. However, there is an emerging interest in multimodal AR applications, which
mainly implement visual augmentation with another sensing feedback.

Although the research interest in AR technology has rapidly evolved and been in-
tensively investigated over the past 20 years, the first immersive reality prototype can be
dated back to 1968. In that year, the first head-mounted display (HMD) device connecting
to the computer, which provided the earliest of humankind’s experience into augmented
reality named “Sword of Damocles”, was invented by Ivan Sutherland [13]. The way hu-
mans interact with industrial AR today is influenced by this invention. However, the term
Augmented Reality was first officially formulated years later in 1992 by Thomas Caudell,
who was a Boeing researcher. He implemented a heads-up display (HUD) application to
demonstrate his idea of designing and prototyping an application to support the manual
manufacturing process [14]. In 1996, immersive reality was classified by different levels
of immersive experience, which depends on the type of dominant content—reality infor-
mation or virtual information—and was introduced into the Reality-Virtuality Continuum
(RV continuum) by Milgram et al. [15] as shown in Figure 2.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 3 of 52 
 

which also leads to the change in the quality sector, known as Quality 4.0, and the adap-

tation of AR for quality control. However, not only the studies focusing on quality context 

but also the other relevant studies in the manufacturing context are considered to build a 

long-term roadmap for AR-based applications supporting Quality 4.0. To achieve this, a 

Systematic Literature Review (SLR) was performed to assure the reproducibility and 

scalability of the study, together with the objectivity of the results [9]. An investigation of 

the status of AR-based manufacturing applications on the shop-floor level in the context 

of Industry 4.0 was carried out to give a holistic view about future challenges and to pro-

pose roadmaps to implement AR technology for the quality control sector in the short 

term and Quality 4.0 in the long term. 

The paper is structured in four sections. Section 1 introduces the project, AR technol-

ogy and Quality 4.0. Section 2 describes the methodology applied for the SLR. Section 3 

reports on the results and answers the research questions (RQs) to provide a holistic view 

about the current AR-based manufacturing in general and AR-based quality control in 

particular. The final Section 4 concludes and proposes future works. 

1.1. Augmented Reality (AR) 

From a technical point of view, AR is a technology superimposing digital, computer-

generated information onto the physical world to enrich humans’ perspectives about the 

surrounding environment. This innovates regarding the interaction of humans with digi-

tal information and the real world. There are different types of augmented information, 

which are visual augmentation [8], audio [10], haptic feedback [11] and multimodal feed-

back [12]. AR applications based on visual augmentation are currently dominant in the 

manufacturing context. However, there is an emerging interest in multimodal AR appli-

cations, which mainly implement visual augmentation with another sensing feedback. 

Although the research interest in AR technology has rapidly evolved and been inten-

sively investigated over the past 20 years, the first immersive reality prototype can be 

dated back to 1968. In that year, the first head-mounted display (HMD) device connecting 

to the computer, which provided the earliest of humankind’s experience into augmented 

reality named “Sword of Damocles”, was invented by Ivan Sutherland [13]. The way hu-

mans interact with industrial AR today is influenced by this invention. However, the term 

Augmented Reality was first officially formulated years later in 1992 by Thomas Caudell, 

who was a Boeing researcher. He implemented a heads-up display (HUD) application to 

demonstrate his idea of designing and prototyping an application to support the manual 

manufacturing process [14]. In 1996, immersive reality was classified by different levels 

of immersive experience, which depends on the type of dominant content—reality infor-

mation or virtual information—and was introduced into the Reality-Virtuality Contin-

uum (RV continuum) by Milgram et al. [15] as shown in Figure 2. 

 

Figure 2. Reality-Virtuality Continuum adapted from [15]. 

One year later, Azuma defined the three main technical characteristics of AR based 

on its technology, which are combining real and virtual objects, interacting with real/vir-

tual objects in real-time and registering (aligning) virtual objects with real objects [16]. 

Technically, a general AR system is constructed of software built on a selection of 

four fundamental hardware components: a processing unit, a tracking device, a display 

Figure 2. Reality-Virtuality Continuum adapted from [15].

One year later, Azuma defined the three main technical characteristics of AR based on
its technology, which are combining real and virtual objects, interacting with real/virtual
objects in real-time and registering (aligning) virtual objects with real objects [16].

Technically, a general AR system is constructed of software built on a selection of four
fundamental hardware components: a processing unit, a tracking device, a display device
and an input device. The processing unit creates augmentation models, controls devices’
connections and adjusts the position of superimposed information into the real world with
respect to the pose and position of the user by employing the information coming from a
tracking device. The tracking device is used to track the exact position and orientation of
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the user to align/register the augmentations accurately to the desired positions. This device
usually consists of at least one element of image capture (a Charge-Coupled Device CCD,
stereo, or depth-sensing camera Kinect) [17]. Regarding the tracking technology of AR,
depending on the selected tracking devices and tracking methods, it can be classified into
three groups: computer vision-based tracking (CV-based tracking), sensor-based tracking
and hybrid tracking. The input device is used to obtain the stimulation of the environment
or users to trigger the augmentation functionalities. However, the input device is optional
because there are some built-in input methods integrated with display devices, especially
HMD and HHD. In some cases, the activating elements (images, GPS positions, sensor
values, markers, etc.) are pre-defined, thus an input device is not essential in those cases.
The current input techniques for HMD are hand-tracking, head/eye-gaze and voice. The
processing data are visualized onto the display device via a user interface (UI) enhancing
two-way communication between the user and the system. The current display devices
can be classified into two groups: in situ display (desktop monitor, projection-based
augmentation, spatial augmentation, etc.) and mobile display (hand-held device HHD,
head-mounted device HMD).

Depending on the selection of devices, the overlaying augmentations technique onto
the user’s scene can be different. Currently, there are three superimposing techniques.
With the first technique, the augmentation can be directly projected to the field of view
(FoV) of the user. This one is called optical combination and is implemented with an
optical see-through HMD (OST-HMD). The second technique is known as video mixing.
The user’s scene is taken by the camera and processed by a computer. After inserting
the augmentations on the processed scene, the result is displayed on a display device, on
which the user views the real scene indirectly. The last technique is image projection, which
directly projects the augmentations onto the physical objects.

Tracking and registration are the crucial and challenging aspects of AR applications.
The accuracy in tracking and registration determines the alignment quality of augmenta-
tions. According to [18], the tracking and registration algorithms are divided into three
groups: (1) Marker-based algorithms, (2) Markerless (or Natural feature-based) algorithms
and (3) Model-based algorithms. For marker-based tracking, the 2D markers having unique
shapes/patterns are placed on the real objects, where the digital information is planned
to be overlayed. A digital augmentation is programmatically assigned for each marker in
the workplace. When the camera recognizes the markers, the pre-assigned augmentation
is displayed onto the marker. In some situations, the markers are occluded and it is not
efficient. Thus, natural feature-based tracking (NFT) is more commonly used in computer
vision-based tracking. Some well-known natural feature-based tracking algorithms are
Speeded Up Robust Features (SURF), Scale Invariant Feature Transform (SIFT) and Binary
Robust Independent Elementary Features (BRIEF). This technique extracts the characteristic
points in images to train the AR system’s real-time detection of those points. Despite provid-
ing the seamless integration of augmentations into the real world, natural feature tracking
(NFT) intensively depends on computational power and is slower and less effective at
long distances. Therefore, small artificial markers knowns as fiducial markers are used
to mitigate the disadvantages of NFT by accelerating the initial recognition, decreasing
the computational requirements and improving the system’s performance. Model-based
tracking algorithms utilize a predefined list of models, which are then compared with the
real-time extracted features.

In general, a basic pipeline of AR system/application consists of image capturing,
digital image processing, tracking, interaction handling, information management, ren-
dering and displaying [17]. It starts by capturing a frame with the device’s camera. Then
comes the Digital Image Processing step of AR software to process the captured image
in order to estimate the camera position in relation to a reference point/object (a marker,
an optical target, etc.). This estimation can also utilize the internal sensors, which help in
tracking the reference object. The camera positioning accuracy is crucial for displaying AR
content because it needs to be scaled and rotated according to the scenarios. After that,
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the processed image is rendered for the relevant perspective and is shown to the user on a
display device. In some cases, when certain remote or local information is required, the
Information Management module is responsible for accessing it. The interaction handling
module is to enable the users’ interaction with the image.

1.2. Quality 4.0

Besides cost, time and flexibility, quality is one crucial dimension of manufacturing
attributes in terms of products and processes [19]. Its objective is to assure that the service
or final product meets the specifications and satisfies the customers’ requirements.

Total quality management (TQM) is the current highest level of quality in an organi-
zation context, which holistically considers internal and external customers’ needs, cost
of quality and system development to organize and assist quality improvement. Quality
control (QC) is a part of TQM, playing an essential role in fulfilling technical specifications
with inspection applying techniques such as statistical process control (SPS), which is sta-
tistical sampling to manage the in-line quality on the shop-floor manufacturing level [20].
Contrastingly, Quality assurance (QA) concentrates more on the pre-manufacturing phases,
such as planning, design, prototyping, etc., to ensure the achievement of quality require-
ments for manufacturing products. The international standard ISO 9001:2015 describes
the specific standards of the quality management system [21]. Many organizations have
employed various methods and approaches to improve quality performance such as TQM,
Lean Six-Sigma, Failure mode and effect analysis (FMEA), quality function deployment
(QFD) and benchmarking [22]. Furthermore, certain behaviors in the factories, such as
process management, customer focus, involvement in the quality of supply and small
group activity, are required for the successful application of quality management [23].

Industry 4.0 is a new industrial digitization paradigm that may be seen at all levels
of modern industry. Quality 4.0 can be considered an integral part of Industry 4.0 when
the status of quality and industry 4.0 are combined. It is the digitalization of TQM or the
application of Industry 4.0 technology to improve quality. The value propositions for Qual-
ity 4.0 include the augmentation or improvement of human intelligence; the enhancement
of productivity and quality for decision-making; the improvement of transparency and
traceability; human-centered learning; change prediction and management [24–26].

In a holistic view of a smart factory, Big Data, in conjunction with CPS, can be applied
to manage the data understanding. Big data analytics play a critical role in supporting
early failure detection during the manufacturing process, providing valuable insight into
factory management such as productivity enhancement [27]. IoT provides a superior
global vision for the industrial network (including intelligent sensors and humans) as
well as the ability to take real-time actions based on data comprehension [28]. Then it
comes to AI, which is currently used to perform visual inspections of products towards
quality control evaluation. One of the most critical issues in manufacturing is the ability to
visually assess product quality [29]. AI methods (Machine learning techniques) proved their
advancement in assisting inspections based on data analysis. This latter is frequently taken
as images collected from sensors/cameras inside manufacturing environments. Finally,
AR technologies can be applied to facilitate the inspection process with an immersive
experience by superimposing digital information onto the working environment [30].

At the time of conducting this study, most enabling technologies of Industry 4.0, espe-
cially AR technology, have reached a mature point that could enhance the transformation
of quality 4.0. This means that a systematic literature review about AR applied in the
quality sector is essential and crucial not only for the digital transformation in quality 4.0
but also for the long-term integration of AR technology in quality sector. All relevant AR-
assisted quality control solutions in the manufacturing context are considered for this SLR
to observe how the cutting edge AR technology has been applied and evolved in quality
sector. The findings of this SLR then can be used as references for further improvement
and implementation of AR in quality 4.0. to save costs and resources, as well as to improve
productivity, accuracy and autonomy
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2. Research Methodology

The literature methodology is demonstrated in this section. Two successive searches
were carried out following the Preferred Reporting Items for Systematic Reviews and Meta-
analyses (PRISMA) [31], which is a straightforward reporting framework for systematic
reviews that supports authors to develop their reviews and meta-analysis reporting. The
primary search was done on 15 September 2020 and the extended search on 13 August 2021.

Then, the predefined inclusion and exclusion criteria were allocated into relevant
stages of the PRISMA flowchart to support the paper selection process (see Section 2.2
Paper selection).

2.1. Planning

The initial step was to identify exactly which areas the study should cover and which
are excluded. To fill an essential gap in the AR-based quality control sector, as well as to
provide a road map for the further implementation of AR technology to support Quality 4.0
in the future, this study focuses on AR systems and their applications in manufacturing,
especially shop-floor processes that require intensive involvement of operators’ activities
such as assembly, maintenance and quality control. Hence, the following five research
questions are defined (see Table 1).

Table 1. Research questions.

Code Research Question (RQ) Knowledge Extraction from the RQ

RQ1 What is the current state of AR-based
applications in manufacturing?

The current gaps in adopting AR-based
applications into the industry context

RQ2
How does AR-based quality control

benefit manufacturing in the context of
Industry 4.0?

Problems that AR-based quality control
applications are providing supporting for

RQ3
What are the available tools to develop

AR-based applications for the
quality sector?

Focus on the current display devices,
tracking methods and software

development platforms

RQ4 How can AR-based applications for the
quality sector be evaluated?

Methods and metrics to analyze and
evaluate results and effectiveness of

AR applications

RQ5
How to develop an AR-based solution

for long-term benefits of quality
in manufacturing?

A conceptual framework for AR-based
solutions in quality and manufacturing

RQ1: What is the current state of AR-based applications in manufacturing?
The motivation of this question is to understand the current industry adoption status

of AR-based applications, and to determine the gap between applications that were tested
in the industry through field experiments and the ones that were still in the novel stage as
pilot projects or only tested in a laboratory context.

RQ2: How does AR-based quality control benefit manufacturing in the context of Industry 4.0?
The objective is to observe the evolution of AR-based quality control applications in

the manufacturing context. In addition, it is to understand how AR technology is currently
applied to support each specific case in the quality sector.

Thus, a holistic identification of application areas for AR-based quality control in
industrial manufacturing based on technology suitability can be carried out in the future.

RQ3: What are available tools to develop AR-based applications for quality sector?
The objective is to systemize the current development tools and frameworks sup-

porting in the AR-assisted manufacturing process development. Thus, when it comes to
developing AR-based quality control applications in the future, a useful set of tools and
frameworks would be available to consider.

RQ4: How can AR-based applications for the quality sector be evaluated?
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The motivation is to know which metrics, indicators and methods are utilized to
evaluate effectiveness and improvement when applying AR technology to support a
quality-related activity.

RQ5: How to develop an AR-based solution for long-term benefits of quality in manufacturing?
Based on the results concerning previous RQs (RQ1, RQ2, RQ3, RQ4), a concept of

development framework for AR-assisted quality can be generalized and used to answer
this question.

The next step was choosing the databases for document identification. Four well-
known technology research databases, which are Scopus, Web of Science (WoS), Springer-
Link and ScienceDirect, were used for finding high-quality literature resources. Those
databases were selected due to their broad coverage of journals and disciplines. Mendeley
was used as a reference manager software. This program is chosen due to its user-friendly
aspects such as fast processing of large numbers of references, word citation add-in, in-
tegrated pdf-viewer and teamwork collaboration. Microsoft Excel was used for data
extraction and evaluation.

2.2. Paper Selection

For the systematic search of documents, a set of search strings was determined to
search the databases mentioned in the planning phase. The Search strings and search
syntax for each database are listed in Table 2.

Table 2. Database query strings.

No. Database Name Search Strings
[Search: by Title, Abstract, and Keywords]

1 Scopus

TITLE-ABS-KEY ((“augmented reality” OR “mixed reality”)
AND (“industry 4.0” OR “manufacturing” OR “Production” OR

“factory” OR “industrial application” OR “quality” OR “assembly”
OR “maintenance”))

AND (LIMIT-TO (DOCTYPE, “ar”))
AND (LIMIT-TO (LANGUAGE, “English”))

2 Web of Science

(TS = ((“augmented reality” OR “mixed reality”)
AND

(“industry 4.0” OR “manufacturing” OR “Production” OR “factory”
OR “industrial application” OR “quality” OR “assembly” OR

“maintenance”)))
AND LANGUAGE: (English)

AND DOCUMENT TYPES: (Article)

3 Springerlink

(“augmented reality” OR “mixed reality”)
AND (“industry 4.0” OR “manufacturing” OR “Production” OR

“factory” OR “industrial application” OR “quality” OR “assembly”
OR “maintenance”)

4 ScienceDirect

1st search:
(“augmented reality” OR “mixed reality”)

AND (“industry 4.0” OR “manufacturing” OR “Production” OR
“factory”)
2nd search:

(“augmented reality” OR “mixed reality”)
AND (“industrial application” OR “quality” OR “assembly” OR

“maintenance”)

Comparing to assembly and maintenance, the AR-based applications supporting the
quality sector have not been comprehensively investigated in the last few years. Thus, as-
sembly and maintenance sectors can be considered as good references for the development
of AR-based quality control applications. In addition, assembly, maintenance and quality
control are normally carried out in similar working conditions and all require intensive
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involvement of the operators. Therefore, keywords such as “assembly” and “maintenance”
are included in the search strings besides keywords such as “manufacturing”, “industrial
application”, etc.

After systematically searching with the above search strings on respective databases,
there were 1248 documents found (see Table 3). On the left side of Figure 3, a chart referring
to the numbers of publications is illustrated, which were systematically found on databases.
The large number of articles found using databases were from Scopus (38%) and WoS (36%).
Regarding duplication, 78% of found articles only belong to one single database, 18% to
two databases and 4% to three databases shown on the right side of Figure 3. In addition,
the manual search resulted in 48 more articles by scanning cited references of influential
review papers.

Table 3. Identified papers by database.

Database Identified
Papers

Duplicate
Papers

Non-Duplicate
Papers

Scopus 476 0 476

Web of Science 446 223 223

Springerlink 73 0 73

ScienceDirect 253 95 158

Total 1248 318 930
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The AR articles were selected and approved based on the following criteria described
in Table 4: Inclusion and exclusion criteria. The number of publications excluded referring
to specific criteria were also included in the table. The relevant exclusion criteria were
applied for each stage of paper selection flowing PRISMA flowchart as in Figure 4.

The main strategy for paper selection following the adapted PRISMA flowchart is
intensively applying exclusion criteria for the first screening and full-text eligibility eval-
uation. If a paper meets any exclusion criteria, it would be immediately excluded from
the search results. The inclusion criteria were used for the second screening to check the
quality of articles.

100



Appl. Sci. 2022, 12, 1961

Table 4. Selection criteria.

Inclusion/
Exclusion Criteria Code Description Identified

Papers

Exclusion

Duplication D Duplicated articles 318

Not relevant
NR1 The screened content demonstrates that the article is completely

irrelevant to AR or applies AR outside the context of Manufacturing 555

NR2 VR is mainly applied instead of AR 38

Loosely relevant LR AR in manufacturing is only mentioned as an example 23

Other exclusion

OE1 Publication year: older than 2010 56
OE2 Not a peer-reviewed article from a conference or journal 6
OE3 Publication language: not English 3
OE4 Full text is not available 5
OE5 Excluded by the quality check 92

Inclusion Quality check
HQ1 The full text of the article provides a clear methodology
HQ2 The full text of the article provides results
HQ3 The article is relevant to the research questions

Total identified articles 1296

Total excluded articles 1096

Total included articles 200
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In the document identification step, there were a total number of 1296 papers found
from both systematic searches on the aforementioned databases and a manual search. After
removing duplicated documents (318 papers), 978 publications were analyzed by Title
and Abstract, referring to exclusion criteria to identify the relevant papers supporting the
study’s objective. After the first screening, 361 publications were remaining, which were
carefully considered following the exclusion code (NR1, NR2, LR, OE1, OE2, OE3, OE4). A
total of 69 publications were rejected, including five papers that could not be accessed as a
full text. There were 292 articles qualified for the next screening. The quality assessment
at the second screening phase was achieved by evaluating each document through binary
decision compliance with a set of criteria HQ1, HQ2, HQ3. If a paper did not satisfy the
quality check, it was listed as an exclusion result regarding the OE5 code. The quality check
criteria were:

HQ1: The full text of the article provides a clear methodology
HQ2: The full text of the article provides results
HQ3: The article is relevant to the research questions
However, there were some exceptions, namely that a paper was not required to

fulfill all the quality check criteria. If a document did not provide methodology or results
but exhibited an interesting concept or potential development, it could be accepted. For
example, paper [8] provides a clear methodology and implementation of in-line quality
assessment of polished surfaces in a real manufacturing context, but there is no test or
evaluation to validate the results. However, the prototype in the paper was built on a
robust development approach, which can be further improved to adopt for long-term
implementation. Besides that, most of the remote collaboration articles focusing more on
the Human-Computer Interaction (HCI) and human cognition fields, which do not support
the RQs of this study, rather than the AR context were also excluded at this step. As a
result of paper selection, a total of 200 studies were selected to conduct the systematic
review. Figures and tables summing up these papers and their research are provided in the
following sections.

2.3. Data Extraction and Analysis
2.3.1. Classification Framework

The classification framework used to analyze AR-based publications in manufacturing
and extracting relevant information for answering RQs consists of three parts:

1. Application area in manufacturing mixed categories of papers:

At the beginning of the 200 selected publications, each can be allocated into five solu-
tion groups according to their application field in an industry 4.0 context: (1) Maintenance,
(2) Assembly, (3) Quality, (4) Others and (5) General manufacturing context. Next, they
were classified into 4 different categories of papers following the benchmark in [32]: review
papers, technical papers, conceptual papers and application papers (see Table 5).

Table 5. Literature retrieved and organized based on the classification framework.

Paper type/
Applied Sector Maintenance Assembly Quality Others General Manufacturing

Context

Review
paper

2 articles 3 articles 0 0 16 articles

[33,34] [35–37] [2,17,18,38–50]

Technical
paper

1 article 18 2 articles 0 5 articles

[51] [52–69] [70,71] [72–76]

Conceptual
paper

15 articles 22 articles 5 articles 3 articles 16 articles

[77–91] [92–113] [114–118] [119–121] [122–137]

Application
paper

20 articles 32 articles 25 articles 9 articles 6 articles

[138–157] [7,11,158–187] [8,30,188–210] [211–219] [220–225]
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The correlation between these two classifications formed a matrix giving an overview
of the current interest in AR-based solutions in the industry. In more detail, review papers
are the ones summing up the current literature on a specific topic to provide the state of
the art of that area. Technical papers are mainly about solutions and algorithms for the
development of hardware/software and AR systems. Conceptual papers consider specific
characteristics of AR solutions to propose advanced concepts for their further practical
adoption. Finally, application papers provide works that develop and test AR solutions in
a case study or real environment.

With this classifying approach, the results in Figure 5 show that there is currently no
systematic review paper about AR technology enhancing quality sector.
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The general manufacturing context has the highest number of review papers, while
Assembly has the highest number of application papers. Although the total number of
publications of AR-based quality is less than the total number of articles in AR-based main-
tenance, AR-based application papers in quality are slightly higher than in maintenance.
Considering that the investigation for AR-based quality solution was behind maintenance
in the past, this proves that the interest for implementing AR technology in quality sector
has significantly grown in recent years.

2. The architecture layer framework of AR systems in manufacturing

After the first classification, each paper’s content was analyzed following the archi-
tecture layer framework of the AR system adapted from [226], as in Figure 6, to extract
relevant data for answering the RQs.

This architecture layer framework of AR systems was adapted and improved from
a study in the built environment sector. The framework was chosen for the analysis step
because its architecture was constructed in accordance with the standard architecture
layer criteria for developing information technology concepts and tools. Besides that,
it could cover all essential aspects of an AR application based on system point of view
(layer 1, 2), industry point of view (layer 4, 5) and user point of view (layer 3: usability,
layer 2: interaction design, content design).

In more detail, the framework in the study consists of five layers covering most of the
important characteristics of AR-based solutions, from fundamental aspects to advanced
intelligent solutions, as in the following:

• Concept & Theory
• Implementation
• Evaluation
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• Industry adoption
• Intelligent AR solution
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Layer 1: Concept & Theory
This layer includes Algorithm, Conceptual Framework, Evaluation Framework and

Technology Adoption. Algorithm relates to technical aspects of AR/Registration/Tracking
methodology. Conceptual Framework supports the development or proposal of AR solu-
tions for proof-of-concept cases. Evaluation Framework assists in grading and selecting the
right enabling elements for an AR concept or AR systems. Finally, Technology adoption is
relevant to the papers that point out the current challenges, limitations and gaps which
needs to be solved to facilitate a wide adoption of AR-based solutions.

Layer 2: Implementation
This layer consists of two sublayers, which are Software and Hardware layers.
Hardware sublayer includes the fundamental elements of an AR system, which are a

Processing Unit, an Input device, a Tracking device and a Display device.
Due to the fact that the Processing Unit can be flexibly selected depending on the

computing workloads of the desired tracking methods and the chosen display techniques,
this paper does not consider extracting this information. Besides that, the input device is
an optional element of the system because it depends on the system design and specific
use case. The stimuli to trigger the AR modules could be automatically included (sensors
data, camera, tracking algorithms) in the approach itself. Therefore, the paper aims to
concentrate more on extracting the data regarding the Display device and Tracking methods
to support for RQs.

In this paper, the display devices are classified into 2 groups: In-situ display and Mobile
display. An In-situ display involves a Spatial display/Projector and a Monitor/Large screen.
Mobile display involves HHD and HMD. Tracking methods are categorized into 3 groups:
Computer vision-based tracking (CV-based), including marker-based; markerless (NFT),
model-based tracking; Sensor-based tracking and Hybrid tracking.
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Software sublayer consists of Interaction design and Content design, as well as Agent-
based and Knowledge-based elements.

Content design is relevant to those papers that focus more on demonstrating how the
AR information is constructed and used. In this, there is no interaction between the user
and the virtual information; no external database is required.

Interaction design focuses more on developing and enhancing the interaction between
the user and virtual objects/contents.

An Agent-based system (ABS) applies an agent or multi-agent system, which origi-
nates from Artificial Intelligent (AI), enabling the autonomous, adaptive/learning, intel-
ligent characteristics of a system. Agent-based software is a higher evolution of object-
oriented software [227–229].

A Knowledge-based system (KBS) is a type of AI targeting that captures human experts’
knowledge to support the autonomy of decision-making. The typical architecture of a KBS
consists of a knowledge base, which contains a collection of information in each field, and
an inference engine, which deduces insights from the information captured/encoded in
the knowledge base. Depending on the KBS problem-solving method/approach, it can be
referred as a rule-based reasoning (RBS) system that encodes expert knowledge as rules, or
a case-based reasoning (CBS) system that substitutes cases for rules [230–232].

Layer 3: Evaluation
This layer consists of Effectiveness and/or Usability categories that involve a user

study. There is a close relationship between these two categories. The more usable a system
is, the more effective it could become.

Effectiveness evaluation is designed to measure the system’s capability of getting
the desired result for a specific task or activity. For example: reducing assembly time,
enhancing productivity, etc. [30].

Usability evaluation utilizes expert evaluations, needs analysis, behaviors measures,
user interviews, surveys, etc. to measure the ease of adaption of AR-based systems. Thus,
the system flaws can be identified at the early stages of development [194].

Layer 4 Industry adoption
This layer considers whether an AR prototype/application is tested in industry or not.

A prototype/application can be classified into two classes depending on its industry adop-
tion status, which are “Tested in the industry” and “Novel stage”. If the field experiment is
carried out for a prototype, it is classified into the “Tested in industry” class. The “novel
stage” is relevant to applications, which focus on solving specific issues of AR technology
such as tracking, calibration, etc., rather than finding holistic solutions for real industrial
case studies, or are only tested in a laboratory environment. A pilot project solves real case
studies and has the potential to be applied in the manufacturing environment, but there
were no in-depth experiments carried out for it to verify/validate the results. Thus, pilot
projects are also classified into the “novel stage” category.

Layer 5 Intelligent AR solution
To support this layer, an article should satisfy at least one of the following questions.

• Does the prototype or application integrate with another industry 4.0 technology such
as AI, IoT, CPS, Digital Twin, etc.?

• Does the solution/concept potentially establish the fundamental base for the further
integration of AI, IoT, etc. in AR environment to support manufacturing?

• Do the algorithms try to solve a limitation in AI-supporting AR systems?

3. Categories of current AR assisted quality sector

All the AR-based solutions for the quality sector can be classified into 3 groups:

• AR supporting quality as a virtual Lean tool for error prevention (virtual Poka Yoke)
• AR-based applications for metrology
• AR-based solutions for in-line quality control (process, product, machine, human)

Metrology: Applied metrology is a subset of metrology and a measuring science
created to ensure the appropriateness of measurement devices, as well as their calibration
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and quality control, in manufacturing and other operations. Nowadays, measurement
technologies are utilized not only for assuring the completed product, but also for proactive
management of the entire production process. With AR’s superimposition advantage and
metrology’s power, metrology integrated AR might be a promising research area for the
long-term success of quality 4.0.

2.3.2. Analysis

Based on the proposed classification framework, a pilot datasheet was designed using
Excel to extract relevant data for RQs (see Table 6). All the selected publications were
systematically scanned and extracted by the main author. Two main reviewers were used,
as well as a third to resolve any disagreements. Mendeley was used to keep track of
references. The final decision to modify, keep or remove any defined categories was made
by cross-checking each step of the reviewers, who also verified the extracted information.

Table 6. Example of data extraction from selected papers for the SLR.

Article [30] [188]

Type of paper Application paper Application paper

Application field Quality Quality

Objectives

Supporting operator
Improving process

Preventing human errors
Reducing movements

between workstation and
display system

Reducing human mental workload to
reduce errors in performing a task

Layer 1 n/a n/a

Layer 2 Interaction design Interaction design

Layer 3 Usability + Effectiveness Usability + Effectiveness

Layer 4 Field experiment Field experiment

Layer 5 n/a n/a

Display devices Monitor/Large screen Android tablets

Tracking method Markerless Marker-based

Development platform OpenCV, PCL, ROS ARCore framework and SDK, Unity

3. Results and Discussion

In this section, the results of the SLR are reported and the analyzed papers are syn-
thesized. The objective of the SLR is to answer the defined RQs. In order to guarantee the
requirement of the PRISMA method in terms of transparency, there is a table providing all
relevant articles of specific classification criteria at the end of each subsection.

These RQs are discussed, analyzed and answered in the following subsections. While
the RQ1 and RQ2 utilized all selected papers to provide a holistic picture about current
AR-based applications in manufacturing and their benefits to the quality sector, the RQ3 to
RQ5 focus more comprehensively on finding the practical answers to support AR solutions
development for the quality field.

3.1. Answering RQ1 and RQ2

RQ1: What is the current state of AR-based applications in manufacturing?
RQ2: How does AR-based quality control benefit manufacturing in the context of

Industry 4.0?
The distribution of AR-based solutions in the Maintenance, Assembly, Quality, Other

and General manufacturing contexts are 19%, 38%, 16%, 6% and 21%, respectively, as
depicted in Figure 7. In more detail, the number of AR articles in each application field con-
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sidered within this paper’s objectives from the year 2010 to 2021 is illustrated in Figure 8,
which provides a longitudinal viewpoint for analyzing patterns, themes and trends con-
cerning the application field in the quantity of publication. The timeframe from 2010 to
2021 is extensive enough to determine the evolution of literature in each field.
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It is not surprising that assembly is the leading adopter with 75 articles, or 38% of the
total. This demonstrates a sustained interest in AR-assisted assembly, which peaked in 2019.
Undoubtedly, assembly is the dominant sector in manufacturing to embrace AR technology.
This is due to the nature of manual and semi-manual assembly activities that required the
intensive involvement of operators, whose work is visual-oriented and who are in need
of visual aid supporting. Next, when it comes to AR-based industrial applications in a
specific field, maintenance is the second dominant sector, with 38 articles, or 19% of the
total. Although the amount of AR-based maintenance applications fluctuates over time,
they get the consistent consideration in 3 consecutive years from 2017 to 2019. Despite
the investigation of AR solutions for the quality sector, this area is still far behind with
32 articles, or 16% of the total. Recently, this area has significantly emerged, reaching
its peak in 2019, catching up with the AR articles for maintenance sector. Other sectors
consisting of AR-assisted robot programming [211,214], machine tool setup [213], real-time
manufacturing modeling and simulation [121] have slowly been considered. General
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manufacturing context solutions are relevant to those articles investigating generic AR-
based solutions that can be customized and adopted for any particular field later to support
the objectives of that field [123,221].

Virtual and real context fusion, as well as the intuitive display, is the main advantage of
implementing AR-based solutions for maintenance and assembly instructions. Thus, media
representation in the forms of text, symbols, indicators, 2D symbols, 3D models, etc. could
be directly projected on the relevant objects [100,104,144,147,165]. A comparative study for
AR-based assisted maintenance was conducted to compare maintenance efficiency in using
different assisting tools such as video instructions, AR instructions and paper manuals. The
results showed that AR technology could help in productivity enhancement, maintenance
time reduction and quality assurance of maintenance tasks compared to other traditional
tools [233]. Similarly, Fiorentino et al. [147] and Uva et al. [142] conducted a series of studies
comparing AR-based instructions to 2D documents for assembly, finding that AR-based
instructions dramatically increased assembly efficiency [147]. Nevertheless, AR-assisted
instructions also enhanced the assembly order memorization of operators [142].

Considering the quality field, the AR-supported quality process has evolved from a
basic indicating tool of projecting 2D information onto processed parts to support in situ
quality inspection of welding spots using Spatial AR (SAR) [209] to a higher level that
combines real-time 3D metrology data and the MR glasses HoloLens for in-line assessing
of the quality of parts’ polished surfaces [8]. In another scenario, SAR is also applied to
improve the repeatability of manual spot-welding in the automotive industry to assure
the precision and accuracy of the process [201]. Several types of cues visualized with
different sizes and colors (red, green, white, yellow and blue) are defined and superimposed
on the welding area to support operators in focusing the weld guns onto the correct
welding spot. In a real case at the Igamo company in Spain, AR technology was adopted
to work as an innovative Poka-Yoke tool. In the packaging sector, setting up the die
cutters is crucial to ensuring the final quality of the cardboard. However, this process
is error-prone, causing defects and low-quality products. Thus, correction templates,
which are made of paper marked with tapes using different colors, are applied to balance
the press differences of die cutters. These correction templates are made based on the
traditional Poka-Yoke method for error prevention. The templates are then digitalized and
directly projected onto the die cutter, resulting in warehouse cost reduction, which comes
from storing correction templates, and data loss prevention, which is caused by damaged
templates [198]. Additionally, 3D models or CAD are implemented into AR tools for design
discrepancies [206] and design variations inspection [195]. In a quality assurance of sheet
metal parts in the automotive industry, an interactive SAR system integrating point cloud
data is implemented and validated [234].

In recent studies [30,210], an AR-based solution for improving the original quality
control procedure used on the shop floor to check error deviation in several key points of
an automotive part has been investigated and developed to automatically generate virtual
guidance content for operators during measuring tasks. The main problem of the original
procedure is that quality control consists of repetitive and precise tasks, which are frequently
complex, requiring a high mental workload for the operator. Although quality control tests
are facilitated with documents of static media such as video recording, photos or diagrams
to support the operators, they still need to divide the attention between the task and the
documents, which also lack in-time feedback. This leads to a slowing of the processes as
well as movement waste due to the operator’s need to move between a workstation and a
computer to validate measuring results after a certain number of tests. In detail, the original
quality control is to measure deviation errors of an automotive part at specific positions
in accordance with the essential specification of clients. A wireless measurement device
(a comparator) is manually positioned by operators at specific locations for evaluation.
During the nine measures, the operators need to move back and forth between the working
cell and a display device to verify the measurements. For the AR-based solution, a camera
is mounted on a tripod, pointing downwards at the gauge where the test takes place. The
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correct position for the comparator in each step indicated by green boxes is augmented
onto the RGB-D live video stream using the same screen with other methods. In this
method, whenever the comparator is detected in the correct position, the measure is
taken automatically. The validation of the correct comparator positioning is also used to
trigger the transition to the next assembly stage. With this approach, an AR-based quality
control system provides automatic in-process instructions for the next steps of measuring
and accurate guidance to speed up the workers’ efficiency. A test is carried out with
seven operators: four inexperienced users and three experienced users. As a result, the
experienced participants performed faster in both non-AR and AR-based methods, but the
difference was smaller with the AR-based method. After implementation in an industrial
setup by operators working on the shop floor in the metal industry, it was shown that
AR-based systems help to reduce by 36% the execution time of a complex quality control
procedure, allowing an increase of 57% in the number of tests performed in a certain period
of time. It is also concluded that the AR system can prevent users from making costly errors
during peak production times, though this has not been tested yet. Besides that, the risk of
human errors is also reduced. In another scenario, an AR inspection tool is developed based
on a user-centered design approach, following the standard ISO 9241-210:2019 to support
workers during assembly error detection in an industry 4.0 context [188]. Once again, it
is mentioned that the inspection activities naturally require high mental concentration
and time when using traditional paper-based detection methods. Besides that, when the
geometric complexity of the product grows, the probability that an operator makes mistakes
also increases. In order to solve this, the research proposed and developed a novel AR
tool to assist operators during inspection activities by overlaying 3D models onto real
prototypes. When errors are detected, the users can add an annotation by using the virtual
3D models. The AR tool is then tested in a case study of assembly inspection of an auxiliary
baseplate system (14 m long and 6 m wide) used for providing oil lubrication of turbine
bearings and managing oil pressure and temperature. 16 engineers and factory workers of
the Baker Hughes plant, skilled in the use of smartphone and tablet devices but novices to
AR technology, were selected for the test. Five markers (rigid plastic QR code size of 150mm
x 150mm x 1mm) were placed 1.5 m apart, along with the system for the tracking method.
The users went through a demo, performed training steps and indicated a set of six tasks:
framing a marker and visualizing the AR scene; detecting a design discrepancy and adding
the relative 3D annotation; taking a picture of design discrepancies detected during the task;
changing the size of the 3D annotations added during task 2; framing marker 4 and hiding
the 3D model of the filter component; sending a picture and 3D annotations to the technical
office. By adopting multiple markers to minimize tracking errors, freedom of movement
for the user when inspecting large-size products is ensured. Analysis of Variance (ANOVA)
is used to evaluate the number of errors and completion time, while System Usability Scale
(SUS) and NASA Task Load Index (NASA-TLX) are applied to evaluate user acceptance.
The ANOVA and SUS results showed that a low number of errors occurred during the
interaction of the user with the proposed tool, which means that the AR tool is easy and
intuitive to use. Thus, the AR tool could be efficiently adopted to support workers during
the inspection activities for detecting design discrepancies. Nevertheless, the NASA-TLX
test proved that the developed AR tool minimizes the cognitive load of divided attention
induced to both the physical prototype and the related design data.

Another interesting AR-assisted quality study relevant to the automotive industry
is investigated for car body fitting, correcting alignment errors [189]. Alignment car
panels of exterior bodywork to satisfy the specific tolerances is a challenging task in
automotive assembly. The workers need to be guided during the panel fitting operations
to reduce errors and performance time. In addition, correcting the positioning of body
work components is a key operation in automotive assembly, which is time-consuming and
characterized by a strong dependence between the achievable results and the skill level of
the worker performing the operation. To solve this, an AR prototype system is developed
for supporting the operator during complex operations relating to the dedicated phase of
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panel fitting for car body assembly by providing gap and flushness information to correct
the alignment errors. This system also provides the feature of converting the information on
gap and flushness between car panels measured by sensors into AR instructions to support
the workers for correcting alignment errors. The main elements of the solution consist
of measuring sensors positioned on the wrist of a 6-axis articulated robot for gap and
flushness data acquisitions and an AR system utilized for providing instructions and visual
aids to the worker through a Head-Mounted Device (HMD). Gap and flush measurements
of the component are first acquired for each control point (CP) and analyzed by comparing
the extracted features with reference values to decide whether the component position
needs correcting with further manual adjustments. Thus, the AR system starts guiding
the operator by showing proper assembly instructions. During adjustment operations,
gap and flushness are continuously measured and checked, creating, if necessary, further
instructions until the assembly phase is completed. With this approach, the system has
some outstanding features: immediate detection of alignment errors, in-process selection of
the recovery procedure, accurate guidance for reduced time and procedural errors in task
execution, real-time information without diverting the worker from the assembly process,
fast feedback after adjusting and easy use, thanks to the integration of the real environment
and the AR instructions in the user’s field of view. A verified step and a test is carried
out for the developed system. The results show a potential for further integration and
industry adoption. With the advantage of immediate detection of alignment errors, the
same assembly procedure has been able to be completed almost 4 times faster with the AR
tool. The data collected from 10 tests are also less dispersed, indicating the robustness of
the procedure conducted with the support of the AR system. The gap and flushness are
reduced from 12.77 mm and 3.05 mm to 7.17 mm and 0.33mm, respectively. Besides that,
the AR system also helped in increasing assembly effectiveness and efficiency as well as
reducing errors. The correct positioning of bodywork components no longer depends on
the experience and dexterity of the operator. For further improvement, system setup time
needs to be minimized, implementing an Artificial Neutral Network (ANN) to support the
measurement for gap and flushness error detection as well as reducing the collected data.

At this point, it is found in this SLR that although the AR-based application proved its
strength in assisting quality activities, there are still challenges and limitations. In general,
the current AR-assist quality applications can be classified into three groups depending
on the features and objectives of their approach: AR as a virtual Lean tool, AR-assisted
metrology and AR-based solutions for in-line quality control. The details are included in
the following Table 7:
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To continue answering RQ1, all the collected data reported are shown in Table 8:

Table 8. Number of articles classified by the framework.

Classification Criteria Number or Articles Global Percentage (%)

Application field 200 100

Maintenance 38 19.0

Assembly 75 37.5

Quality 32 16.0

Others 12 6.0

General manufacturing context 43 21.5

Layer 1 Concept & Theory 127 63.5

1.1 Algorithm & Modelling 47 23.5

1.2 Conceptual framework 48 24

1.3 Evaluation framework 9 4.5

1.4 Tech adoption 57 28.5

Layer 2 Implementation 150 75

2.1 Software 150 75

2.1.1 Content design 40 20

2.1.2 Interaction design 95 47.5

2.1.3 Agent-based AR 4 2

2.1.4 Knowledge-based AR 12 6

2.2 Hardware 148 74

In-situ
Spatial display/Projector 19 9.5

Monitor/Large screen 34 17

Mobile
HHD 42 21

HMD 50 25

Multimodal 16 8

Others 1 0.5

Layer 3 Evaluation 62 31

3.1 Usability 13 6.5

3.2 Effectiveness 24 12

3.3 Effectiveness + Usability 27 13.5

Layer 4 Industry adoption 153 76.5

Tested in
industry Field experiment 25 12.5

Novel stage Laboratory experiment 69 34.5

Pilot project 59 29.5

Layer 5 Intelligent AR 20 10

In terms of Layer 1, 63.5% (127 articles) of the selected publications provide important
concepts and theory in their research (Layer 1). The largest percentage of AR articles
is in Layer 2 Implementation (150 articles, 75%). This indicates that AR technology has
matured to the point where it can be implemented using off-the-shelf commercial packages
or self-development using less expensive software infrastructure. Significant assessment
(Layer 3) of the Effectiveness and Usability studies using scientific and formal methods is
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found in 31% (62 articles) of the publications. 25 works, or 12.5% of the total, perform field
experiments and have significant industry adoption context (Layer 4). An interesting point
is that 20 articles, or 10% of the total, have contributed proof-of-concept or a conceptual
framework supporting the current stage and further integration of intelligent elements
for AR solutions (Layer 5). These five layers’ percentage distribution have already illus-
trated a holistic view of the ongoing stage and the trend of AR-based application for the
manufacturing context. They also depicted a general view of what AR-based solutions for
manufacturing context have accomplished (see Figure 9). The AR technology has rapidly
evolved and reached its mature point to be integrated into manufacturing, equipping
operators with immersive interaction tools on the shop-floor level and providing essential
manufacturing information for decision making in a short time.
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Regarding Layer 1, “AR Concept and Theory”, the publications can be categorized
into four subjects (see Table 9 and Figure 10). This layer is dedicated to the concept of
how AR adoption benefits in solving problems in one specific field of manufacturing: the
new theories and fundamentals to build and utilize AR for manufacturing contexts. The
algorithm is a crucial element in developing an AR system. It consists of studies relevant
to Artificial Intelligent methodology, establishing the base for AR to grow into intelligent
systems [191]. A conceptual framework provides a general view of what the AR systems
are and how they can be implemented. It may be relevant to the systems’ capabilities, the
system functions of the AR user interface, the system data flow or system management [190].
The evaluation framework forms the fundamental of heuristic guidelines either for the
evaluating and selecting of AR elements for implementation or for analyzing and evaluating
the usability of AR solutions in the context of manufacturing. For example, Quality
function deployment mixed with an Analytic hierarchy process (QFD-AHP) methodology
was applied for the selection of the appropriate AR visual technology in creating an
implementation for the aviation industry in [123] or to support the decision-makers with
quantitative information for a more efficient selection of single AR devices (or combinations)
in manufacturing [87]. Technology transfer and adoption in the industry is relevant to
articles that provide a holistic view about the current challenges, limitations and potential
improvements that could support the adoption of AR technology in an industry context
while satisfying the business requirements of companies. Literature review articles about
AR in manufacturing usually contribute to the Technology Adoption category [77,190,235].
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Table 9. Articles on Layer 1 Concept and Theory Layer.

Classification Criteria References

Concept and Theory

Algorithm and Modelling

[11,40,51,54–76]
[95,121,126,139,143,159]

[161,163–165,167,168,170,190]
[191,193,197,202,213–215,235]

Conceptual Framework

[45,49,67,73,77,79,81,83,86,88–93]
[95,96,102,109,111,112]

[118,120,122,123,125,127,130–132]
[135,137,140,141,143,145,149,150,154]

[171,183,190,217,219,221–223,225]

Evaluation Framework [45,63,82,83,107,123,128,133]

Technology Adoption

[2,17,18,33–53]
[73,77,78,84,85,87,90–93,101]

[102,106,114,116,117,122,124,130–132]
[134–137,141,162,166,190]

[219,221–223,235]

Appl. Sci. 2022, 12, x FOR PEER REVIEW 25 of 52 
 

about AR in manufacturing usually contribute to the Technology Adoption category 

[77,190,235]. 

 

Figure 10. Number of articles in each category of layer 1 from 2010 to 2021. 

After analyzing the data, it showed that there is a nearly balanced investigation into 

“Conceptual Framework” (48 articles, or 24% of the total) and “Algorithm and Modelling” 

(47 articles, or 23.5% of the total). Only 9 articles, or 4.5% of the total, contribute to the 

“Evaluation framework”, while there is a high interest at the moment in “Technology 

transfer/adoption”, with 57 articles, or 28.5% of the total. Considering this, all selected AR 

literature review articles can be considered to reuse for AR technology transfer and adop-

tion in the long-term in a manufacturing context. 

Table 9. Articles on Layer 1 Concept and Theory Layer. 

Classification Criteria References 

Concept and 

Theory 

Algorithm and Modelling 

 

[11,40,51,54–60] 

[61–73] 

[74–76,95,121,126,139,143,159] 

[161,163–165,167,168,170,190] 

[191,193,197,202,213–215,235] 

Conceptual Framework 

 

[45,49,67,73,77,79,86,88–91] 

[81,83,92,93,95,96,102,109,111,112] 

[118,120,122,123,125,127,130–132] 

[135,137,140,141,143,145,149,150,154] 

[171,183,190,217,219,221–223,225] 

Evaluation Framework [45,63,82,83,107,123,128,133] 

Technology Adoption 

 

[2,17,18,33–41] 

[42–53] 

[73,77,78,84,85,87,90–93,101] 

[102,106,114,116,117,122,124,130,131] 

[132,134–137,141,162,166,190] 

[219,221–223,235] 

In layer 4, the relevant articles are analyzed and divided into two categories based 

on their industry adoption stages: “tested in the industry” and “novel stage.” When an 

Figure 10. Number of articles in each category of layer 1 from 2010 to 2021.

After analyzing the data, it showed that there is a nearly balanced investigation into
“Conceptual Framework” (48 articles, or 24% of the total) and “Algorithm and Modelling”
(47 articles, or 23.5% of the total). Only 9 articles, or 4.5% of the total, contribute to the
“Evaluation framework”, while there is a high interest at the moment in “Technology
transfer/adoption”, with 57 articles, or 28.5% of the total. Considering this, all selected
AR literature review articles can be considered to reuse for AR technology transfer and
adoption in the long-term in a manufacturing context.

In layer 4, the relevant articles are analyzed and divided into two categories based
on their industry adoption stages: “tested in the industry” and “novel stage.” When an
application has been tested in a real manufacturing context or field experiments are carried
out, it is characterized as “tested in the industry.” The “novel stage” is more relevant to
applications or implementations that focus on solving specific issues of AR technology, such
as tracking, calibration, etc., and is only tested in the laboratory environment. Besides that,
pilot projects are relevant to those that implemented AR in an industrial environment but
with no comprehensive tests carried out. Those proposing and developing a comprehensive
AR-based solution that has high potential to integrate further in a real manufacturing
context are also considered as pilot projects. The results reveal that 84% of applications
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are still in the novel stage, while the remaining 16% are tested in the industry and can be
improved further for industry adoption (see Figure 11).
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Although the novel stage projects achieve potential results, user acceptance, human-
centric issues, seamless user interaction and user interface are still challenges that need
investigating for long-term industry adoption in manufacturing [2]. Because AR is a
technology enhancing human perspectives by virtual and real context fusion, a universal
human-centered model for AR-based solutions development can help in closing the gap
between academia and industry implementations [236,237]. Following the international
human-centered design standards ISO 9241-210, 2019 [188,195], a human-centered model
can be developed by combining a simplified AR pipeline [17] and AR system elements [238]
with a value-sensitive design approach for smart 4.0 operators [239]. All the AR-based
implementations and their industry adoption status are shown in Table 10.

Table 10. Layer 4 AR solutions and their industry adoption status 2010–2021.

Classification Criteria References

Concept and
Theory

Tested in
industry

Field
experiment

[7,30,122,138,143,146,151,152,161,162]
[165,167,181,188,193–196,198,199]

[201,220,222,223,225]

Novel stage

Laboratory
experiment

[11,51–57,63,64]
[66,68,71–76,79,81]

[86,90,92,98,113,119,130,140–142]
[145,147–150,154,156,159]
[157,163,164,166,168–180]

[182,184,186,187,189,192,201]
[204,206,211,214–216,218,222]

Pilot project

[8,62,65,67,69,77,84,87–89]
[93–97,99,100,102,103,110]

[115,116,121,123,125–129,131]
[132,139,144,153,155,158,160,177,183,185]

[190,191,197,200–203,205,207–210]
[212,213,217,219,221,224,235]

Layer 5 provides an overview of the emerging trend in integrating AR with AI,
industrial IoT, Digital twin and other comprehensive industry 4.0 technologies that result in
the development of layer 5 Intelligent AR (IAR) solutions. This layer provides the holistic
approach for implementing intelligent industry 4.0 elements with AR to enhance the robust
and smart features of AR systems/solutions for long-term adoption in industry. This layer
considers all studies that propose or involve interesting, significant concepts, algorithms
and implementations that show high potential in the further development of the IAR
system in the future (see Table 11).
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Table 11. Layer 5 Intelligent AR relevant articles 2010–2021.

Classification Criteria References Intelligent Elements

Intelligent AR solution

[37,155,190] Digital twins

[72,74,116,164]
[166,172,191,219] Deep learning, CNN, AI

[219,225] Industrial IoT

[49,102,127,132]
[138,199,217]

Big Data, Cloud computing,
Cloud architecture, Expert

system for decision making,
Ubiquitous system

Artificial Neural Networks (ANN) and Convolutional Neural Networks (CNN) are
recently applied or proposed for further improvement of the registration methods by
enhancing the CV-based tracking algorithms [74,191], while Industrial IoTs and Digital
Twin are frequently considered in recent studies [37,190] to utilize Big data information
and the advantages of AR in visualization, fusing digital data with a real working context.

3.2. Answering RQ3 to RQ5

This section considers all selected articles to establish a broad view about current AR
development tools in manufacturing, thus making conclusions about how those tools could
be utilized for developing AR solutions for the quality sector.

RQ3: What are available tools to develop AR-based applications for quality sector?

• Software design

Regarding Layer 2 Implementation, the number of articles dealing with the software
side (150 articles, 75%) and hardware side is nearly balanced (148 articles, 74%). These
numbers once more emphasize that AR technology has reached its mature point, where the
improvement in either the AR software side or the AR hardware side would boost the tech-
nology adoption speed for AR solutions in manufacturing. There are a dominant number of
Interaction design articles dealing with high functional user interfaces (95 articles, or 47.5%
of the total), which is understandable due to high demands in interactive activities on the
shop-floor level in manufacturing. Content design, with 40 articles, or 20% of the total,
is the second dominant interest when considering software design. There are 4 articles,
or 2% of the total, and 12 articles, or 6% of the total, dedicated to Agent-based AR and
Knowledge-based AR systems, respectively. Although these two percentages of Agent-
based AR and Knowledge-based AR are not significant, they are essential for the further
integration of AI elements into AR systems supporting manufacturing in long term. The
articles of each category relating to this sublayer Software design are listed in Table 12 and
the number of articles of each category over the period 2010–2021 is depicted in Figure 12.

There has been a steady interest in Interaction design for AR-based in a manufacturing
context over the years, which reached its peak in 2019. This is a positive trend for the long-
term adoption of AR solutions in manufacturing be-cause manufacturing at the shop-floor
level consists of lots of interactive activities between operators, especially interaction of
operators with working spaces as well as and operators that need essential manufacturing
information/data in the right manner of time [8,63,195].

Content design is the second dominant category in software design for AR solutions
in manufacturing. In 2018–2020, AR content design especially focusing on visual elements
and the conversion of manufacturing actions into standard symbols for AR content are
key points [104,112,129,186].

Knowledge-based AR applications are designed to incorporate the domain knowledge
of experts during the authoring phase to create a knowledge-based system (KBS) built on
technical documents, manuals and other relevant documentation of the authoring domain
(assembly, maintenance, quality control, etc.) [30,138,191].
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Table 12. Articles on Layer 2 Implementation-sublayer Software from 2010–2021.

Classification Criteria References

Software

Content design

[7,51,60,62,65,66,68,71,73,75]
[84,92,98,100,104,108,109,112,122,129]
[139,141,142,146,150,182,184–186,193]
[197,201,202,205,207,210,212–214,223]

Interaction design
95

[8,11,52,53,55,57,63,64,67,69]
[58,59,61,72,77,79,81,86,87,90]

[93–95,97,99,103,105,113,119,125–127]
[130,131,140,144,145,147–149]

[151–163,165–181]
[183,187–189,192,194,195,198,200,204]

[206,208,209,211,215–220]
[221,222,224,225,235]

Agent-based AR [88,102,190,203]

Knowledge-based AR [30,56,116,121,132,138,143,164]
[191,196,199,210]
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Agent-based AR utilizes the available entities of a system and their attributes to
integrate into the AR solutions, supporting autonomy decision making [102,190].

• Display devices

This subsection presents an overview of the most popular display devices used in the
development of AR solutions in manufacturing, which provide good references for the
development of AR-assisted quality activities later. Table 8 and Figure 13 depict in detail
the main display devices mentioned and applied in the selected and analyzed articles for
this SLR. The implementation of one device rather than another depends on the purpose
justification of the AR application. The evolution of display technology is also considered
for the analysis of display devices.

Starting from the most dominant display device, HMD is mentioned in 50 articles,
which is 25% of the selected articles, all of which comprehensively included HMD into
their content. This is thanks to the advantages of HMD, which are portability, hands-free
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interaction and user experience enhancement through direct overlaying of computer-
generated information onto users’ views. The HMDs mentioned in the selected articles are
usually commercial devices that are available on the market. Hololens is the one that is
utilized the most among commercial optical see-through HMDs (OST-HMD) [8,52,53,220].
According to [240,241], another type of HMD is video see-through HMD (VST-HMD). In this
category of HMD, Samsung Gear VR or Oculus are remarkable candidates. A customized
VST-HMD based on the use of Z800 3D visor by Emagin combined with a USB camera—
Microsoft LifeCam VX6000—was made to create an interactive AR implementation for
virtual assembly in [167]. In terms of technology, the current HMD devices’ ergonomics
(weight, resolution, field of view (FOV)) have improved compared to the past, and have
moved closer to the industrial requirements for long-term implementation. The technology
of OST-HMD allows users to observe the real context through a transparent panel while
at the same time seeing the computer-generated information projected onto it. The VST-
HMD has cameras affixed to the front of the HMD which captures the real-world images,
superimposes the digital information onto those images and then displays AR content
through a small display area in front of the user’s eyes [242]. Due to the amount of
information that needs processing, VST-HMDs usually have higher latency (the time
gap between the real world’s occurring events and the ones perceived by users’ eyes).
The current challenges of both types of HMD technology are system latency, FoV, costs,
ergonomics and view distortion [2].
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VST-HMD has cameras affixed to the front of the HMD which captures the real-world 

images, superimposes the digital information onto those images and then displays AR 

content through a small display area in front of the user’s eyes [242]. Due to the amount 

Figure 13. Number of articles about AR display devices in manufacturing over years 2010–2021.

The second dominant display device is HHD, with 42 articles, or 21% of selected
articles for this SLR. HHDs utilized in the articles are mainly commercial devices such
as tablets and mobiles. The greatest advantage of using these HHDs is that the users
are more familiar with the technology because mobiles and tablets are also used in daily
activities such as work, entertainment, etc. In addition, their portability, cross-platform
development, cost and capabilities also make them promising alternatives to HMDs [77,195].
However, in tasks or activities requiring both free hands and intensive manual interaction
on the shopfloor, such as assembly [160], quality control [30,194], etc., HHDs were not an
appropriate selection in some cases.

The third and fourth trending display devices providing in-situ, hands-free AR dis-
playing content are Monitors/large screens (34 articles, or 7% of the total) and Project for
spatial display (19 articles, or 9.5% of the total). Monitors and large screens are also com-

120



Appl. Sci. 2022, 12, 1961

monly selected for developing a human-centered smart system to support assembly tasks
or quality assurance activities [30,147,164], provide assembly training assistance tools [166]
or real-time data for cyber-physical machine tools monitoring [200], etc. Monitors and
large screens are popular devices that are available in any manufacturing or shop-floor
context. By utilizing them for developing AR solutions, the cost aspect can be satisfied.
However, these systems usually require an external camera system or webcam for capturing
real-world images to support the tracking and registration modules of AR applications.
Nevertheless, portability is a limitation of using these display devices. Regarding Spatial
AR (SAR) display with a projector, this is a favorite display method applied in spot-welding
by utilizing the advantages of direct display digital information onto the work piece to
enhance workers’ concentration, thus reducing the process errors [201]. The system is
considered as SAR when the projection is directly displayed onto the physical object. In
another scenario of spot-welding inspection, SAR was applied to directly indicate the
welding spots for the operators to check during the quality control process of the welding
spots, which helped in reducing the inspection process time [209]. For these applications
that support spot-welding relevant processes, one important note is the correct rendering
for the readability of the indicator text. Besides that, text legibility is also essential, which
was comprehensively investigated in a study to enhance the quality and effectiveness
of applying SAR in industrial applications [75]. The projector is also popularly used in
assisting the assembly process. A projection-based AR system was proposed to monitor
and provide instruction for the operator during the assembly process in [161], or to provide
the picking information together with assembly data for the operation as in [185]. Then,
in a higher-level conceptual system, real-time instructions for assembly using SAR were
comprehensively studied and demonstrated in [63]. Finally, during implementation at
a real working environment in a factory, projected AR was utilized together with data
digitalization to support the setting up of a die cutters process, which resulted in effective
cost saving and processing error reduction [198].

It is crucial to note that the capabilities of the above display hardware are changing
rapidly, but they both have their advantages and drawbacks, which are detailed in Table 13.

There is a small percentage of articles—16 articles, or 8% of the total—applying the
multimodal displaying technique, and only 1 article, or 0.5% of the total, completely used
another technique, which was haptic AR to support assembly process [11]. Multimodal
display provides the immersive experience for more than one human sense, which can be
mixed between visual displaying and audio to enrich the capabilities of AR applications in
industry 4.0 [122] or effectively support and attract the awareness of the worker during
the mechanical assembly process [164]. A combination of haptic feedback and visual
information is commonly utilized in self-aware worker-centered intelligent manufacturing
systems [166] or in applications that require lots of bare-hand interactions with physical
objects such as assembly or maintenance [90,127,171].

By having a general view about how displaying devices are utilized in manufactur-
ing through the above analysis, a conclusion regarding display device selection for AR
assisting in the quality field can be made. By considering the specific working condi-
tions/requirements such as human working environment, movements, flexibility, etc., as
well as the advantages/disadvantages of each display technology, the appropriate display
devices can be evaluated and selected for each specific AR-assisted quality application. The
QFD-AHP methodology mentioned in Layer 1 could be utilized to systematically evaluate
all these elements.

• Tracking methods

By having a general view about how displaying devices are utilized in manufacturing
through the above analysis, a conclusion of display devices selection for AR assisting in the
quality field can be made. By considering the specific working conditions/requirements
such as human working environment, movements, flexibility, etc., as well as the advan-
tages/disadvantages of each display technology, the appropriate display devices can
be evaluated and selected for each specific AR-assisted quality application. The QFD-
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AHP methodology mentioned in Layer 1 could be utilized to systematically evaluate all
these elements.

Table 13. Articles on Layer 2 Implementation-sublayer Hardware from 2010–2021.

Display Devices Representative Works Advantages Disadvantages

HMD

[8,52,53,55,56,64,72,79,88,97,102]
[104,108,113,125,129–131,143,145]

[146,149–151,155–158,160]
[163,165,167,173–175]
[178,189–192,196,203]

[204,211,212,219–222,225]

Portability
Hands-free

Ergonomics
FoV

Resolution

HHD

[7,51,52,65,67,73,77,84,86]
[100,131,132,138,139,141,144]
[153,157,159,162,169,177,181]

[182,187–189,192,195,199]
[202,204–209]

[214,217,220,221,225,235]

Portability
Mobile

Hand-occupied
FoV

Resolution

Projector/
SAR

[60,63,75,92,105,113,116]
[131,142,161,163,170,176]
[184,185,198,201,209,224]

Hands-free
Directly project onto the object
User tracking is not essential

User movements do not affect
the visualization

Low light-intensity
Objects displaying in

mid-air

Monitor/
Large screen

[30,57,59,61,62,66,68,71,81]
[93,94,98,99,109,112,119,121,144,147]

[148,150,154,159,172,180,186]
[193,199,200,210,213,215,216,218]

Hands-free
Low-cost

Common devices in working
environment

Portability

Multimodal [58,90,103,122,126,127,140,152]
[164,166,168,171,179,183,194,223]

Enriching immersive
information

Compensating the issues of
each displaying techniques

User distraction could be
a problem if information in

different senses is provided at
the same time

Others [11] Low-cost
Not intuitive

Limitation in transmitted
information

This subsection provides an insight into the current tracking methods utilized in
developing AR solutions in manufacturing, thus giving useful references for working on
AR assistance in the quality field in the future. Tables 14 and 15 list in detail the tracking
methods used in articles on this SLR. In Table 14, besides Global Percentage, which is calcu-
lated for 200 selected articles, Relative Percentage demonstrates the composition of each
tracking method that contributes to 133 tracking relevant articles. Then, Figures 14 and 15
illustrate the holistic view of the distribution and evolution of tracking methods over the
period from 2010 to 2021.

Table 14. Number of articles classified by tracking methods.

Classification Criteria Number of
Articles

Relative
Percentage (%)

Global
Percentage (%)

Tracking methods 133 100 66.5

CV-based
tracking

Marker-based tracking 63 47 31.5

Markerless tracking 33 25 16.5

Model-based tracking 13 10 6.5

Sensor-based tracking 3 2 1.5

Hybrid tracking 21 16 10.5
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Tracking plays an important role in the real-time AR assisting in manufacturing
application. It calculates the pose and position of the physical components as well as the
relative pose of the camera to those components in real-time. The orientation (6DoF) and
the position of an object form a pose. High accuracy in tracking this provides the users’
location and their movements in reference to the surrounding environments, which is an
important requirement for AR-based manufacturing applications [243], except in some
applications using SAR. Tracking technology is one of the main challenges affecting AR
application in support of intelligent manufacturing [2]. Robustness and low latency at an
acceptable computation cost also need considering in terms of AR tracking. It is essential
to distinguish between recognition and tracking. Recognition seeks to estimate the camera
posture without relying on any previous information provided by the camera. When
the AR system is initialized or at any time when there is a tracking failure, recognition
is made. In contrast, tracking aims to analyze the camera pose based on the camera’s
previous frame [244].

Currently, there are three main categories of tracking techniques, known as computer
vision-based (CV-based), sensor-based and hybrid-tracking, the latter of which utilizes both
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CV-based and sensor-based tracking techniques at the same time [188]. CV-based tracking
techniques are usually utilized for indoor environments and can be classified into three
categories in terms of “a priori” methods, which are: marker-based tracking, markerless
tracking (feature-based or natural feature tracking NFT) and model-based tracking. “A
priori” is predefined knowledge about the object, which would be tracked. It could be a
marker, a feature map or a model regarding marker-based, markerless and model-based
tracking techniques, respectively. In order to initialize “a-priori” knowledge to support the
CV-based tracking methods, “ad-hoc” methods can be applied to create the information
that establishes “a priori” knowledge. In addition, “ad-hoc” could provide marker tracking
methods or feature tracking methods based on Optical flow, Parallel Tracking and Mapping
(PTAM) and Simultaneous Localization and Mapping (SLAM) [34]. A sensor-based method
tracks the location of the sensor, which could be Radio Frequency Identification (RFID),
a magnetic sensor, an ultrasonic sensor, a depth camera, an inertial sensor, infra-red (IR),
GPS, etc.

Table 15. Articles on Tracking methods from 2010–2021.

Classification Criteria References

Tracking
method

CV-based
tracking

Marker-based
tracking

[7,55,64,77,79,81,84,88,93,94,97–100]
[103,104,109,112,121,122,125,130,132]

[142–145,147–149,152,155,157,158,160]
[164,165,168,169,171,174,177,178]
[180–184,186,193,198,199,202,205]

[206,209,211,212,214,215,218,221,223]

Markerless tracking

[30,51,54,57,61,62,65,66,69,72,74]
[119,138,150,156,159,162]
[172,175,187,189,192,197]

[201,203,204,210,211]
[216,217,219,220,225]

Model based tracking [8,67,68,73,86,139,141,153]
[154,191,194,222,235]

Sensor-based tracking [11,161,200]

Hybrid tracking
[52,53,56,58,59,71,90,102,127]

[140,163,166,167,173,179,188,190]
[195,196,208,213]

Marker-based tracking is the most utilized method for AR-based solutions in the
manufacturing context, with 63 articles—31.5% of 200 selected articles or 47% of 133 articles
that have a contribution to tracking content. This shows a steady trend in applying marker-
based tracking methods for AR-based manufacturing solutions over the period from 2010
to 2021, which reached a peak in 2019 and then slowly reduced in 2020 and 2021. In
these two years 2020 and 2021, markerless tracking has grown as the dominant method
for AR-based manufacturing solutions. The markerless tracking method also takes the
second place in dominant tracking methods for AR-based solutions in manufacturing,
with 33 articles, equivalent to 16.5% of 200 selected articles or 25% of 133 tracking relevant
articles. Next comes the hybrid tracking method that is applied in 21 articles, equaling
10.5% of 200 selected articles or 16% of 133 articles containing the tracking method. As in
Figure 15, it also shows that there is a tendency towards using the hybrid tracking method
in manufacturing in the last three years. Similar to hybrid tracking, model-based tracking
has significantly increased in recent years, which is due to the built-in model tracking
packet of popular AR software development platforms such as Unity and Vuforia. This
method is implemented in 13 articles—6.5% of 200 selected articles or 10% of 133 articles
contributing to tracking content. The sensor-based tracking method is the least favorite
tracking technique in implementing AR solutions for manufacturing, with only 3 articles.
This can be explained by the high cost and complex hardware that is usually required

124



Appl. Sci. 2022, 12, 1961

for indoor tracking, utilizing ultrasound, magnetic sensors, etc. In addition, the indoor
environments of factory plants, production lines or laboratories usually consist of several
types of equipment, machines, objects and so on, which could block sensor signals, thus
reducing this tracking method’s effectiveness [245]. This is why it only appeared in 1.5% of
200 selected articles or 2% of 133 articles regarding tracking methods.

In order to gain a more comprehensive understanding of how these tracking methods
have been applied in AR-based solutions in manufacturing, some representative works
relevant to each type of tracking method are depicted ij more detail in the following, while
the rest are listed in Table 15.

The marker-based tracking method is fast, simple and robust, thus it is broadly
utilized for various scenarios in the manufacturing context. For instance, it was imple-
mented to facilitate a human-centered intelligent manufacturing workplace with an AR
instructional system for assembly processes regarding highly customized products in some
cases [64,93,142,164,165]. On the other hand, markers could be added to machines as a
priori for tracking to assist maintenance processes [77,143,144] or to provide useful instruc-
tions to newcomer shop-floor operators [199]. In an innovative case, the AR marker-based
method was applied for measuring and evaluating casting quality through hand-pouring
motion tracking [193]. Furthermore, this tracking method is widely used for applications
that provide guidance for operators during process preparation, which is time-consuming,
error-prone and costly for small batch production, such as the setup of die cutters in the
packaging industry [198], the setup of machine tools in the smart factory [213] or program-
ming the trajectory of touching probes for aligning the raw material with the machine
reference frame [214]. Finally, maker-based tracking is the prominent choice when it comes
to AR-based solutions that support the welding process in the automotive industry. It was
used in an AR-based quality control solution to enhance in-situ inspection of spot welding
in the automotive industry [209], to guide the manual spot-welding process in order to
ensure the in-line quality [205] or to assist intuitively in welding robot programming [218].

Despite its advantage, the effectiveness of the marker-based tracking method is not
reliable in a working environment that may cause occlusion or damage the marker tag, such
as workshops, production lines, etc. Therefore, several AR-assisted manufacturing applica-
tions also considered and employed other tracking methods. In a series of works [30,210],
a markerless tracking methodology is developed to optimize the quality control procedure
for automotive parts in terms of measuring deviation errors. An algorithm for extracting
and comparing two consecutive 3D point clouds of the workstation, which are captured
by the camera, is developed for this specific industrial case. In [189], the same approach,
with control points instead of 3D point clouds, was used in enhancing the panel alignment
process in car body assembly. In another scenario, some applications integrate the cloud
database with the asset determining a priori in different locations of the plant to support
fault diagnosis of the aseptic production line [220], enhance event-driven for AR-assisted
maintenance and scheduling for a remote machine [138]. Other relevant applications using
markerless tracking can be seen in Table 15. It is crucial to note that, the markerless or
NFT methods often require lots of computing algorithms [65,72,74,197], as well as a pow-
erful computing system [30,189,192,210] and a robust information system architecture or
cloud platform [138,220].

The AR-hybrid tracking method in manufacturing usually employs data from addi-
tional sensors to increase the tracking speeds, reduce the latency and lighten the computing
burden of markerless tracking algorithms. In addition, using sensory data also boosts the
tracking performance of marker-based tracking or the model-based tracking method. In
more detail, a hybrid tracking method using the marker and sensor data was applied in a
series of studies to support evaluating the impact of using Hololens 1 for assembly work
instructions [52,53]. A mock wing assembly task following paper instructions, traditional
digital instructions including tablet model-based instructions (MBIs), desktop MBIs and
AR-based instructions using different AR hardware such as a tablet and Hololens 1 was
implemented to compare the data in terms of completion time, net promoter score (NPS)
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and error count. The results of these papers provide good references for manufacturing
stakeholders regarding the benefits of diverse AR technologies that could be used for
manual assembly tasks as well as to address some limitations of using a Hololens for
larger-scale applications. In other scenarios, additional sensors are integrated to reduce
the latency of markerless tracking systems to support design discrepancy inspections and
annotations for flange systems in the Baker Hughes company [188,195]. Although the
sensor-based technique is usually integrated with other tracking techniques to form hybrid
tracking situations, as mentioned in the above part, it is rarely applied alone for AR-based
solutions in manufacturing. This is because sensor-based tracking technically requires
intensive tracking algorithms [11] and advanced deep learning methods such as CNN [161]
to boost the tracking performance and reduce latency, thus achieving the real-time feature.
Finally, a model-based tracking method is applied when a 3D CAD model of the tracked
object’s parts are available to extract, analyze and determine the pose and position for later
recognition and tracking [8,73,139].

To conclude this subsection, similar to the selection of tracking method for a manufac-
turing context, when considering AR-based solutions for quality sector, different use cases
and conditions of the working environment could be taken into account and evaluated to
choose the most appropriate tracking method. This subsection provides solid references
in terms of tracking methods for further utilization to develop AR-based solutions for the
quality sector.

• Software development platform

Currently, there are lots of available Software Development Kits (SDKs) supporting
AR application development in a fast and robust approach. The most well-known SDKs
are Vuforia, ARToolKit, Vuforia, Metaio and Hololens. These SDKs provide detailed
documentation and functionalities to develop AR applications while not requiring high
coding skills and experience. One or more software development platforms can be utilized
to develop an AR system. Table 16 lists in detail the different software development
platforms mentioned across the selected articles in this SLR, which provides good references
for the development of AR-based solutions in the quality sector later.

The development process of software is not always specified in articles. Thus, it is
difficult to demonstrate this information about which programming language is mostly
used by data collection. Not considering all articles, the most mentioned and utilized
languages are C# and C++, shown in Table 16. In addition, libraries of functions such
as OpenCV (Open-Source Computer Vision), Matlab and OpenGL (for 2D/3D graphics
rendering) are also applied for the development of AR solutions. Mid/low programming
languages and libraries of functions allow an AR application’s development from scratch,
providing high flexibility. However, to be highly skilled in programming is required for
developing those systems. The use of SDK was mentioned across selected articles. SDKs’
utilization has increased recently because new devices on the market usually provide them
(Hololens, HHD). However, in terms of developing a high functionality AR application,
SDKs are not sufficient. More extensive software built with a game engine or mid/low-level
programming language must be integrated to achieve a full functionality AR application.
Unity3D and Unreal are the two most popular game engines utilized for AR application
development. A game engine is technically a user-friendly platform allowing the building
of AR applications with minimum programming knowledge, but skilled AR developers are
required to use them. In order to create the 3D AR contents, other supporting development
platforms are mentioned, such as Blender, Autodesk Inventor, Rhinoceros, SolidWorks,
Catia and 3ds-Max.

Unity 3D engine, developed by Unity Technologies in 2005, is a commercial cross-
platform game creation system, which supports C# scripting together with 3D/2D graphics
and animations. This development platform consists of a graphical user interface (GUI)
and five fundamental windows, which are ProjectWindow, HierarchyWindow, Inspection-
Window, SceneView and Toolbar. It is one of the most effective platforms applied for AR
applications to assist human-machine interaction (HCI). Unity is compatible with the Vufo-
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ria SDK plug-in which enhances the 3D object tracking and detection in AR applications [8].
In addition, Unity provides pre-defined functionalities to develop interactive 3D content
for real scenarios. Nevertheless, it offers the flexibility to export the designed application in
different formats of executable files which are compatible with various building platforms
such as Windows, Mac, iOS, Android and Universal Windows Platform (UWP).

Vuforia is the most common SDK for AR application development, launched by
Qualcomm for a wide variety of devices. In addition, Vuforia provides some distinguishing
features supporting different tracking protocols such as image target, object target, model
target, feature tracking, cloud recognition and video playback. CV algorithms are used
for Vuforia to assist object recognition in the image frame and 3D model presentation
or data visualization in a real-time interface. In summary, Vuforia provides high-speed
partly covered recognition, robust tracking of objects and consistent efficient tracking in
low-light situations.

The OpenGL graphics library is usually integrated to render the scene, while the
ARToolkit, which is a marker-based tracking library, is used to track and place virtual
elements. To detect markers in a captured scene, the ARToolkit employs image processing
functions. OpenSceneGraph is a free and open-source framework for computer graphics
applications that could be used for rendering 3D graphics. OpenCV is an open-source
framework for computer vision programming.

Table 16. Software development elements mentioned in selected articles 2010–2021.

Year Ref. Programming
Language

Functionalities
Library/SDK 3D Content Creation

2021 [30] C++ ROS, OpenCV, PCL Based on 3D point cloud
extraction and algorithm

2021 [90] C# Vuforia, Unity3D N/A

2021 [138] C# Unity3D, Vuforia Engine N/A

2021 [173] C# Unity, Vuforia N/A

2021 [188] N/A ARCore framework,
ARCore SDK, Unity N/A

2021 [189] C# Unity3D, Vuforia Engine N/A

2021 [219] C# Unity3D, Mixed Reality Toolkit (MRTK 2),
Microsoft Visual Studio N/A

2021 [220]
Java: for Android

mobile devices
C#: for Holelens

Unity 3D game engine Blender

2021 [221] C# ROS, ARToolkit, OpenCV, Vuforia N/A

2021 [225] N/A Holo Toolkit N/A

2020 [52] C# Unity3D, HoloToolkit, Vuforia,
MicrosoftMixedRealityToolkit N/A

2020 [53] C# Unity3D, Vuforia N/A

2020 [62] C++ OpenGL, OpenCV N/A

2020 [59] N/A Unity, Kinect SDK, OpenCV,
Visual Studio N/A

2020 [72] C# Hololens, Unity3D engine N/A

2020 [102] N/A Unity3D N/A

2020 [119] C# Vuforia, Unity3D, Matlab N/A

2020 [122] N/A Unity3D, Hololens,
MicrosoftMixedRealityToolkit N/A
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Table 16. Cont.

Year Ref. Programming
Language

Functionalities
Library/SDK 3D Content Creation

2020 [126] C++ N/A N/A

2020 [139] C# YOLO,
Unity3D, Vuforia Engine Autodesk Inventor

2020 [150] C# Unity3D N/A

2020 [151] N/A Holo Toolkit N/A

2020 [162] C# Unity3D, ARCore SDK Catia

2020 [163] N/A ROS, Hololens N/A

2020 [164] N/A Unity3D N/A

2020 [182] C# Unity3D, Vuforia N/A

2020 [192] C# ARToolkit, Vuforia, Wikitude, EasyAR N/A

2020 [194] N/A Hololens Siemens NX, Blender

2020 [203] N/A Unity 3D,
MicrosoftMixed RealityToolkit N/A

2020 [210] C++ ROS, OpenCV, PCL Based on 3D point cloud
extraction and algorithm

2020 [211] N/A Optitrack, Oculus Rift DK2 SolidWorks

2020 [222] C# Hololens, Unity3D, Holotoolkit N/A

2020 [235] C++, C# OpenCV, Unity3D N/A

2019 [8] N/A Unity3D, Hololens,
MicrosoftMixedRealityToolkit, Vuforia N/A

2019 [64] C++ Visual Studio, OpenCV, Eigen 3.2.8 for OST,
VST calibration N/A

2019 [73] C++ OpenCV N/A

2019 [103] C# Unity3D, Vuforia N/A

2019 [104] N/A Vuforia, Catia, PiXYZ software, Unity3D N/A

2019 [112] C++ Microsoft Visual Studio, OpenCV Coin3Ds

2019 [130] C# Unity3D N/A

2019 [140] PHP Matlab, Unity, Vuforia, Optitrack N/A

2019 [141] C# Hololens, Unity3D, Vuforia 3Ds Max or Blender, Catia

2019 [154] C++ ViSP library (Visual Servoing Platform),
OpenCV Ogre3D

2019 [155] C# Unity3D, MixedRealityToolkit N/A

2019 [157] C# Unity3D, Vuforia N/A

2019 [165] Visual Basic Unity3D, Vuforia N/A

2019 [174] N/A ROS, Unity3D,
Microsoft Mixed Reality Toolkit N/A

2019 [175] C# Unity3D, HoloToolKit, Vuforia N/A

2019 [183] C# Unity3D, Vuforia N/A

2019 [187] C# Unity, Vuforia 3ds Max

2019 [195] N/A Google Project Tango SDK (instead of Vuforia),
Unity3D N/A

2019 [196] N/A Hololens, Unity, Visual Studio, Vuforia Engine,
MixedRealityToolkit Blender
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Table 16. Cont.

Year Ref. Programming
Language

Functionalities
Library/SDK 3D Content Creation

2019 [197] N/A Mathlab N/A

2019 [204] N/A Apple ARKit N/A

2019 [206] N/A Google Tango Project SDK N/A

2019 [212] C# ARKit™ API tool, Unity3D 3ds Max™ software, Solidworks

2019 [213] C# Unity3D, Vuforia Solidworks, 3DsMax, Rhino3D

2019 [218] N/A MoCap Studio, ARToolkit N/A

2018 [65] C++ Unity3D N/A

2018 [66] C++ Unity3D, ARToolKit 3D Studio Max

2018 [67] C/C++ ARToolKit, OpenGL, VRML toolkit N/A

2018 [84] C# Unity3D, Vuforia N/A

2018 [94] N/A AR Toolkit,
Optical Flow Lib Solid Edge

2018 [108] C# Unity3D, HoloToolKit N/A

2018 [109] N/A Microsoft Visual Studio, OpenCV Coin3D

2018 [121] C++ OpenCV, OpenGL, Matlab N/A

2018 [153] C# Unity3D, Vuforia N/A

2018 [167] N/A
Leap motion control, VST AR architecture,

Visual Studio,
ARToolkit libraries

N/A

2018 [176] C# Unity, Vuforia Catia

2018 [214] N/A OptiTrack, ARUCO library N/A

2017 [86] C# Unity3D, Vuforia N/A

2017 [99] C# Unity3D, Vuforia N/A

2017 [143] C# Unity3D, NET libraries, Vuforia Catia

2017 [144] C# Unity3D, Vuforia N/A

2017 [152] C# Unity3D, Vuforia N/A

2017 [199] C# Unity 3D, Vuforia N/A

2017 [200] C# Visual Studio, OpenCV N/A

2017 [223] C# Unity3D, Vuforia N/A

2016 [125] N/A COLLADA, ARToolkit SolidWorks

2016 [131] C# Unity, Vuforia N/A

2016 [132] C# Unity, Vuforia N/A

2016 [145] N/A
OpenNI (cross-platform framework dedicated
to Natural Interaction), OpenCV, ARToolKit
library, OpenGL, OpenSceneGraph (OSG)

N/A

2016 [168] N/A OpenGLj, ViSP tracking platform (Visual
Servoing Platform) N/A

2016 [158] C# Unity3D, Vuforia N/A

2016 [171] C++, Java Visual Studio, OWL API N/A

2016 [177] C# Unity3D, Vuforia, ROS,
JSON library N/A

2016 [179] N/A Unifeye SDK, Metaio platform N/A
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Table 16. Cont.

Year Ref. Programming
Language

Functionalities
Library/SDK 3D Content Creation

2016 [185] C++ Metaio SDK N/A

2016 [202] C++ ARToolkit,
OpenGL libraries N/A

2015 [68] N/A ARToolkit Solidworks

2015 [69] C++ OpenCV Coin3D

2015 [75] C++ Qt N/A

2015 [95] C++ OpenCV Coin3D

2015 [98] N/A OpenSceneGraph, OpenCV,
ARToolkit N/A

2015 [105] Java N/A 3Ds Max

2015 [146] Java, C++ Microsoft foundation class (MFC),
OpenSceneGraph (OSG), ARToolKit, OpenGL N/A

2015 [159] N/A OpenGL, ARToolkit N/A

2015 [178] N/A Unity, Metaio for Oculus Rift N/A

2015 [186] N/A Unifeye, Metaio SDK N/A

2014 [88] C++ OWL API, ARToolkit N/A

2014 [81] N/A OpenCV, OpenInventor N/A

2014 [215] C++ ARToolKit N/A

2013 [55] N/A ARToolKitPlus, OpenGL SolidWorks

2013 [79] N/A ARToolkit N/A

2013 [100] C#. NET Unity3D, Vuforia, ROS,
JSON library N/A

2013 [148] C++ OWL API, ARToolKit Solidworks

2013 [149] C++ ARToolkit, OpenGL N/A

2013 [169] C++ OpenSceneGraph, OpenNI library, Windows
Forms N/A

2013 [180] N/A Unity3D, Zigfu plugin N/A

2011 [56] N/A OpenCV, OpenGL N/A

2011 [156] N/A OpenGL N/A

RQ4: How can AR-based applications for quality sector be evaluated?
Layer 3 consists of two main categories, which are effectiveness evaluation and usabil-

ity evaluation. While effectiveness evaluation technically considers evaluation metrics such
as completion time, the number of errors, productivity performance and other quantitative
key performance indicators (KPIs), usability evaluation concentrates on the study of the
user experience via interviews, questionnaires and field evaluations, as well as utilizing ex-
pert evaluations of the AR systems. As the complexity of tasks and AR systems has evolved
over time, a hybrid evaluation of effectiveness and usability should be applied to holisti-
cally consider all impact factors that could help for the improvement of the investigated AR
system. In terms of effectiveness evaluation, quantitative methods such as descriptive statis-
tics, t-test and analysis of variance (ANOVA) were applied in several studies included in
this SLR [92,188,195]. Regarding usability evaluation, two standard questionnaires, which
are NASA Task Load Index (NASA-TLX) and the System Usability Scale (SUS), are usually
utilized [194,220]. The NASA-TLX questionnaire is widely used to evaluate physical and
digital experiences in working environments. The SUS questionnaire is short, concise and
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widely used too. However, other similar tests are also available for relevant use cases such
as the Subjective Workload Assessment Technique (SWAT) [246], the Unified Theory on
Acceptance and Use of Technology (UTAUT) [247], a Likert Scale questionnaire [142], a
Computer System Usability Questionnaire (CSUQ) [141], etc. Nevertheless, the standards
ANSI 2001 and ISO 9241 [195,206] are essential when considering metrics to evaluate the
usefulness of a developed AR tool via analyzing human performance towards some target
acquisition tasks.

There are 62 articles (31% of 200 articles in this SLR) that provided rigorous evaluation
work, with 13 articles (6.5%) relating to usability evaluation, which is slightly more than
half of the number of articles relevant to effectiveness evaluation (24 articles, 12%), and
27 articles (13.5%) conducting both effectiveness and usability evaluation. Considering the
nature of AR technology, which mainly enhances user perspectives, usability evaluation
should be more frequently employed to heuristically address all potential impacts of the
AR system. Thus, more holistic and comprehensive evaluating results can be achieved for
further development of the AR system and AR technology in the long term.

In summary, this subsection provides a useful evaluation methodology as well as
different standards that could be reused to analyze the AR-based solutions for the quality
sector later. Table 17 includes and classifies articles that are relevant to the evaluation of
AR systems in manufacturing.

Table 17. Articles contributing for Layer 3 Evaluation from 2010–2021.

Classification Criteria References

Evaluation

Usability [53,57,92,99,139,141,145,151,157]
[167,187,194,196]

Effectiveness
[11,52,62,64,72,73,98,107,129,138]
[142,147,159,162,164,166,169,183]

[186,189,192,201,204,206]

Usability + Effectiveness

[30,63,110,113,122,140,146,148]
[150,163,165,170,171,173,175,176]
[178,182,184,188,195,198,199,211]

[220,222,223]

RQ5: How to develop an AR-based solution for long-term benefits of quality
in manufacturing?

Quality control procedures or activities relating to the quality aspect in manufacturing
frequently include intensive repetitive and precise tasks which are regularly complex and
require human involvement. In some findings, it was mentioned that in terms of human
error controlling, there is a current bottleneck in AR-assisted manufacturing systems. This
relates to the artificial intelligence capabilities of AR systems [114,189]. Thus, the first factor
that should be considered for the long-term benefits of using AR technology for the quality
sector is solving the challenge of integrating intelligent agents into each AR-based solution
at the beginning. In order to achieve that, a methodology adopted from [196], combined
with the findings in this SLR based on AR architecture layer framework, is created to
systematically consider all elements and factors that contribute to the development of AR-
based assisted applications. Thus, the further enhancement and integration of AI elements
to improve the intelligent capabilities of the AR systems in the long term are also benefited.
This methodology is depicted in the following Figure 16. On the left side of the model is
the systematic flow for the design and development of AR-based applications. Through
each stage (Design, Development, Implementation, Evaluation, Improvement) and each
step (Mockup design, Client validation, etc.) of the development flow, several valuable
findings in this SLR (reference tables) and tools provided on the right-hand side of the
model could be adapted as well as utilized to systematically create an AR-based application
with a human-centered approach following several standards.
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The second crucial factor for the long-term implementation of AR-based solutions in
the quality sector is to employ the ubiquitous computing system or boost the fusion of man-
ufacturing information systems with AR systems [37,221], not only to save the information
resource and boost the performance speed of AR applications but also to slowly transform
to data-driven AR solutions and achieve the real-time feature for AR systems [102].

4. Conclusions and Outlook

The main objective of this study is to contribute to the current research by providing
a holistic view of AR systems and AR-based applications in manufacturing, especially
focusing on shop-floor processes that require the intensive involvement of operators’
activities, such as assembly, maintenance and quality control from the year 2010 to 2021.
Thus, this review fills an essential gap in the quality sector and provides a systematic model
for the further implementation of AR technology to enhance and support Quality 4.0 in
the future.

The main contributions of the study are based on the systematic literature review,
which has answered the five research questions relating to AR-based applications in the
quality sector within a manufacturing context. The conclusions are drawn as follows:

Firstly, quality control and quality-relevant activities themselves are important to
ensure customer specification. However, quality is a special sector that belongs to non-
value-added activities for the functionalities of the product. Thus, the fewer errors and the
less process time for these quality control and management activities, the more resources
(cost, time, human, etc.) can be utilized. In this regard, the advantages of AR technology
could be applied to supporting the reduction of human errors and process time, as well
as in-line error-prone process controlling. Although AR-based applications benefit the
quality sector in several scenarios, there are also some drawbacks. Therefore, before the
implementation of AR technology as a solution for quality sector, pre-implementation
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evaluation is essential to gain insights into which specific cases AR should be utilized in,
how the technology could be integrated, whether employing AR is a long-term solution, etc.

Secondly, AR technology in manufacturing comes to a point that implementation of
software and hardware has improved over time and has gradually reached the essential
maturity for long-term industrial AR solutions. However, the current barrier to shop-floor
level implementation is user acceptance, which has a long-term impact on the efficiency
of the integration of AR solutions in manufacturing. Thus, when it comes to creating a
long-term AR-based solution for the quality sector, all relevant elements of AR systems
must be systematically evaluated at each step of the design and development process.
The model in Figure 16 provides a comprehensive approach to address all impact factors,
ensuring that a robust and practical AR-based solution is established step by step.

Finally, there are several available software development toolkits and hardware de-
vices that have been improved over time to support the development of AR applications
in manufacturing. In order to know which ones are appropriate for a specific AR-based
solution to support quality enhancement activities, the working environment conditions
need to be considered as well as the requirements in terms of cost, time and effectiveness.
By considering all these factors using QFD-AHD, the selection of suitable hardware devices,
SDKs and tracking methods could be made in a holistic way.

As the result of the SLR and the analysis of current AR technology development, the
potential research areas on the subject of AR applied in the quality sector in industry 4.0
context could be one of the following topics:

• Transformation of a traditional quality Lean tool to a virtual quality tool by identifying
and implementing AR technology when it is feasible.

• Integration of AR to assist manual and automatic metrology activities to prevent
human errors, reduce setup time, ensure the accuracy of metrology data, etc.

• Standardization of quality-relevant knowledge representation and quality data formats
to make AR systems and manufacturing information systems compatible.

• Development of a universal human-centered model for the adaption of AR-based
solutions in the quality sector following the international human-centered design
standards ISO 9241-210, 2019, to close the gap between industrial and academic imple-
mentations. In addition, this human-centered model could also boost AR technology
adoption not only for the quality sector but also for manufacturing in general.

• Integration of AR solutions with other enabling technologies of Industry 4.0 such as
industrial IoT, AI, Digital twin, etc., to improve the effectiveness, intelligence and real-
time performance of the AR-assisted quality sector. Thus, the concept of ubiquitous
AR applied in the quality sector in an industry 4.0 context could be achieved in the
long term

• Enhancing AR registration and tracking methods by applying ANN and CNN to
improve the accuracy of superimposing an AR model onto the real object in a shorter
time, which is important for AR-assisted quality control for large-volume size parts in
the automotive and aerospace industries.

Besides these key topics, the usability and effectiveness of innovative AR quality
systems also depend on how quality knowledge is implemented and fused with AR
technology. This matter relates to the familiarity of developers and users with the scientific
principles and experiences underlying quality tasks that the new AR applications support.
This insight is also crucial to the design and development of suitable system features for
AR quality applications, thus ensuring the success of the implementation of AR for the
quality sector in the long term.
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Abbreviations

AR Augmented Reality
VR Virtual Reality
MR Mixed Reality
HMD Head Mounted Display
HHD Hand-Held Display
SD Spatial Display
HUD Heads-up Display
RV Reality- Virtuality
AV Augmented Virtuality
CV Computer Vision
OST Optical see-through
VST Video see-through
CPS Cyber Physical System
RFID Radio Frequency Identification
RTLS Real-time locating system
SDK Software Development Kit
NASA-TLX NASA Task Load index
SUS System Usability Scale
MBI Model-based instructions
ANOVA Analysis of Variance
SURF Speeded Up Robust Features
SIFT Scale Invariant Feature Transform
BRIEF Binary Robust Independent Elementary Features
NFT Natural Feature Tracking
FoV Field of View
ANN Artificial Neural Networks
CNN Convolutional Neural Networks
HCI Human-Computer Interaction
IoT Internet of Things
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Abstract: In order to cope with the changing era of the innovative management paradigm of
the manufacturing industry, it is necessary to advance the construction of smart factories in the
domestic manufacturing industry, and in particular, the 3D design and manufacturing content sector
is highly growthable. In particular, the core technologies that enable digital transformation VR (Virtual
Reality)/AR (Augmented Reality) technologies have developed rapidly in recent years, but have not
yet achieved any particular results in industrial engineering. In the manufacturing industry, digital
threads and collaboration systems are needed to reduce design costs that change over and over again
due to the inability to respond to various problems and demands that should be considered when
designing products. To this end, we propose a VR/AR collaboration model that increases efficiency of
manufacturing environments such as inspection and maintenance as well as design simultaneously
with participants through 3D rendering virtualization of facilities or robot 3D designs in VR/AR. We
implemented converting programs and middleware CPS (Cyber Physical System) servers that convert
to BOM (Bill of Material)-based 3D graphics models and CPS models to test the accuracy of data and
optimization of 3D modeling and study their performance through robotic arms in real factories.

Keywords: virtual reality; augmented reality; cyber physical system; OPC UA; CAD

1. Introduction

Recently, innovations in the ICT (Information and Communications Technology) field
have begun to rapidly change existing manufacturing methods into smart manufacturing
methods or CPS (Cyber Physical Systems) [1]. These manufacturing methods can use IoT
(Internet of Things) technologies and web-based services to communicate and interact
with other products in a factory environment. Due to the COVID-19 pandemic, many
manufacturers have come to seriously consider the problem of flexibly adjusting production
according to environmental changes while promoting employee safety. Depending on
the situation regarding changes in infectious diseases, the demand for certain products
varies substantially by country or region. Specifically, manufacturing companies that rely
on small-scale production of multiple varieties should come up with countermeasures
such as quickly readjusting their production lines and educating their employees on
new production manuals in line with changes in consumer demand. As telecommuting
continues to increase, the need to clearly check the status of production plants online is
increasing as well. For manufacturers to overcome the COVID-19 pandemic crisis, it has
been stated that it is necessary to actively introduce robot automation that can promote the
safety of employees and increase production efficiency, and to combine virtual convergence
reality technologies such as Digital Twin and VR (Virtual Reality)/AR (Augmented Reality)
technology.

Although the development of Digital Twin started from the Aerospace industry,
the industry which is exploring the technology the most is the manufacturing indus-
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try. Digital Twins have been described as the key enablers of Industry 4.0 and Smart
Manufacturing [2,3]. Any manufactured product goes through four main phases through-
out its life cycle: design, manufacture, operation, and disposal. Smart manufacturers can
leverage Digital Twins in all four phases of the product [4,5]. During the design phase,
Digital Twin allows the designers to verify their product design virtually, which enables
them to test different iterations of the product and choose the best one. An example of this
is the car manufacturer Maserati, which used Digital Twin for optimizing car body aero-
dynamics using wind tunnel tests virtually, which are elaborate and expensive otherwise.
Unlike traditional bike designing methods, which are based on the designers’ knowledge
and experience, the Digital Twin of a bicycle constantly collects the data from the physical
space, which could be compared, analyzed, and used for designing or redesigning next-
generation bicycles. With customer reviews and usage habits, designers can get a better
understanding of customer requirements, which can be translated into better and improved
features. Capturing customer preferences via a Digital Twin lets businesses know about
the market trends which can be integrated with the customer usage data to see the effects
on product performance. This allows businesses to take design-decisions and incorporate
them in an informed way, thus making the process of integrating the customer feedback
into the product to deliver customized products easier [6].

One of the most developed directions in manufacturing, especially in the scope of
Industry 4.0, is the robotization and automatization of the production lines [7]. Digital
Twin is playing a crucial role in this integration, as industrial robots are being programmed
with mainly three methods, which are closely related to the twinning of the manufacturing
equipment. Those three methods are: (i) Offline, a dedicated virtual environment (usually
each robot brand has their own) for programming each aspect of the robotic cell for later de-
ployment through the network to the physical robot; (ii) Online, which is being adapted by
means of sensor information, usually being twinned in the dedicated virtual environment
(e.g., ROS (Robot Operation System), and is able to directly affect the pre-programmed
path and routine of the robotic systems; (iii) Manual, which is robot programming by the
usage of a flex pendant, but with the introduction of VR/AR interfaces, it also uses a twin
for manipulation near the virtual robot remotely [8]. As can be observed, combinations
of those methods exploit the virtual twin of the robotic cell and are widely used across
the various industrial sectors. Moreover, Digital Twin is used as a validation tool for HRC
(Human–Robot Collaboration) safety standards, to evaluate the safety level of the system
first, for example, using VR human avatars, before experiments with real operators in the
actual system.

In this study, it is possible to visually check the converted 3D model in a virtual
environment for product designers, purchasing teams, and laboratory staff of small and
medium-sized enterprises that lack manpower and capital as well as large enterprises. Then,
one develops a VR/AR-based product inspection environment that enables collaboration,
which is the main goal in terms of the CAD data conversion process of the CPS-based
VR/AR system. In addition, the research is focused on establishing a cooperative rela-
tionship between each system entity that observes, calculates, and manipulates physical
phenomena through CPS.

The smart factory market is expanding with the development of technology follow-
ing the fourth industrial revolution. Advancements in smart factories include factory
automation, and various mechanical devices perform the process automatically. With the
introduction of smart factories, field workers mainly carry out inspections and fault repairs,
and field workers need a lot of prior learning to check and repair various mechanical
devices. In the manufacturing industry, skilled workers are aging, and it is difficult to prop-
erly train unskilled workers due to the increased complexity of manufacturing facilities.
Collaboration ideas are also emerging as the need for untact emerges due to the COVID-19
pandemic. In the manufacturing industry, collaborations often use AR and VR technologies,
and as a result, related jobs are increasing worldwide.
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To cope with the changing era of the fourth industrial revolution’s innovative man-
agement paradigm, it is necessary to accelerate the construction of smart factories in the
manufacturing industry, and the 3D design and manufacturing content sectors show high
potential for growth. It is also necessary to introduce a standardized CPS communication
platform technology to facilitate the construction of smart factories in the manufacturing
industry [9]. OPC UA (Open Platform Communications Unified Architecture) has become
an integral part of the construction of CPS communication platforms that must have an
independent and standardized communication method between different species. OPC UA
technology is considered to be important and valuable for data exchange and standard-
ized data exchange for various industrial applications such as ERP (Enterprise Resource
Planning)/MES (Manufacturing Execution System)/PDM (Product Data Management). To
increase the reliability of BigData, OPC UA, a device-friendly communication, high value-
added is created with the high reliability of simulation. OPC UA has real-time functionality
in Ethernet environments with TSN (Time Sensitive Network), thus making it suitable for
the high performance needs of the VR/AR network, and OPC UA-based CPS connects
closed networks as standard networks in response to numerous industrial protocols to
integrate OT and IT. Further, applications that require standardized data integration, such
as ERP/MES, can search and collect data without having to install a separate network.

This study proposes a VR/AR collaboration design environment based on CPS com-
munication platform technology and quality function development. This study makes the
following contributions:

• We extract VR/AR rendering and data of 3D design files through data exchange and
distribution through CPS servers with OPC UA and propose a model specialized in
manufacturing collaboration.

• While referring to the OPC UA specification of international industry standards, the
system is constructed by connecting both OPC UA modeling and CPS Node modeling
with technical convergence with CPS.

• The CAD Data Import Interface allows designers to insert CAD data into the CPS and
reads the CAD data interface to a VR Parser and converts it into a 3D object.

• BOM (Bill of Material) is extracted from CAD or migrated from legacy DB to refer the
contents of the BOM to the related node in the Address Space of the CPS server to
enhance the functionality of the physical engine based on the BOM.

The structure of this paper explains the necessity of collaboration in Industry 4.0 and
the necessity of this study in Section 1. In Section 2, we examine the related studies of OPC
UA-based CPS and VR/AR systems. In Section 3, we describe the composition and role of
the VR/AR collaboration model and VR engineering process architecture proposed in this
paper. In Section 4, we measure the address space conversion accuracy and optimization
of the BOM of the actual factory equipment, and measure the rendering speed. Section 5
summarizes the proposed architecture, implementation, and test results.

2. Related Work

In this study, it is necessary to first understand the characteristic CPS factors and
clarify the design review. Next, you need to understand VR/AR.

At the core of a CPS is the physical part based on mechatronic products [10] or
intelligent mechatronic products. Such a system gets a label called CPS, which has the
ability to communicate with other products [11]. The most important features of CPS are
high autonomy, network communication, personalization capabilities, and general user
affinity [12]. Moreover, CPS features dynamic reconfigurability over the entire product life
cycle and real-time responsiveness to environmental changes. Initiatives such as German
RAMI 4.0 (Reference Architectural Model for Industrie 4.0) [13] or US IIRA (Industrial
Internet Reference Architecture) [14] aim to provide guidance for building IoX (Internet
of Everything) devices for industrial use cases [15]. Each component within the CPS has
a so-called management shell that associates components with other components of the
reference architecture. The intended benefits of this linkage result in overall cost savings due
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to improved planning processes or utilization of feedback information from real CPS for
identifying bottlenecks as well as future process and product optimization [16]. We describe
ontology-based concepts with the aim of obtaining and providing knowledge feedback on
product design and deriving rules for fault prevention [17]. Thus, design reviews of CPS
can access on-site reports from previous generations of physical components as well as
feedback data and services provided by product types and components. In this work, we
will use an approach using CPS based on OPC UA to improve the design review process of
CPS [18–23].

In the process of the switch to CPS, more data will be generated in the future, and
this will help improve the physical environment. To bridge the gap between the physical
and digital/virtual worlds, VR is a suitable technology for visualizing and interacting with
geometric 3D models in virtual environments [24]. In general, when VR is used for design
review and other engineering tasks, the goal is to achieve cost savings and improve or
accelerate related processes. There are many approaches in the academic literature that
aim to support multiple engineering applications through VR. VR makes it easy to verify
design, and manufacturing costs can be reduced by replacing review processes involving
physical prototypes and mock-ups with processes involving virtual prototypes [25]. Further,
the product modifications can be implemented quicker if physical parts have not already
been used. In addition to its general feasibility, it focuses on improving user interaction
within a VR environment. Mohamed Tabaa et al. [26] have developed a hardware and
software-based user interface that simplifies the interaction of VR review processes. Adrian
Harwood et al. [27] investigated tools and methods for the CAD-like interaction and
manipulation capabilities of 3D models. Research on VR-supported design reviews shows
that participants are more likely to detect errors in 3D models within VR scenes than
traditional CAD software approaches on PC screens. Further, conducting design reviews
and interacting with 3D models is more intuitive and natural for non-CAD professionals
due to their high immersion. In this work, we consider the design review of CPS and
therefore connect the digital and physical worlds. In particular, the focus on the proposed
implementation depends on the availability of accessing and interacting with digital content
as well as representing object information in a collaborative and immersive environment.

2.1. OPC UA-Based CPS

OPC UA-based CPS presents the architecture of a Smart Factory CPS using the struc-
ture and concepts of the OPC UA Framework [28], which is an international smart factory
standard, and it relates to the structure and method of dynamically constructing CPS
models with OPC UA modeling.

OPC UA-based CPS is largely functionally composed of OPC UA Server and Factory
CPS Model [29]. The CPS Server consists of an OPC CPS Node Generator, which automat-
ically creates a systematic connection between the Factory CPS Model and the OPC UA
Client and a variety of OPC FileA sensors and clients, along with an information exchange
service for data exchange between CPS Connect OPC UA and external systems. The OPC
UA Address Space is a variable system that changes the value of the modeled entire object
node in real time. The OPC UA specification manages and delivers all values through the
Address Space. Within the Centralized CPS Server, OPC UA Pub/Sub, OPC UA Monitored
Item, Alarm/Event, and Historian, all data are exchanged and updated through the OPC
UA Address Space.

The Information Exchange Service is responsible for exchanging and delivering data
with external systems. It consists of OPC UA standard specifications and asynchronously
distributes data to external brokers and clouds through OPC UA Pub/Sub. The OPC UA
Monitored Item periodically registers the node value that the system and application that
wants to exchange data from the outside and accordingly transmits data periodically. When
registering with an OPC UA Monitored Item, attributes such as transmission period and
data transfer filtering are registered along with the index value of the node to be obtained,
and the OPC UA Monitored Item transmits the data for each session accordingly [30]. OPC
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UA Alarm/Event distributes event data by simultaneously generating the alarm/Event
internally and externally whenever that event occurs, in accordance with the attributes
of the Alarm/Event defined in OPC UA Node Modeling [31]. The CPS Connect OPC
UA is responsible for updating and changing all data in the OPC UA Address Space and
for transferring internal alarms/events from the Information Exchange Service to CPS
Node Control, CPS Logic Control, and Product Process Control inside the Factory CPS
Model. The OPC CPS Node Generator automatically generates the properties and codes
required for CPS Node Control, CPS Logic Control, and Product Process Control, all of
which are registered in OPC UA Address Space and OPC UA Client by parsing OPC UA
Modeling [32]. The OPC UA Historian records all updated information in the Address
Space. The recording method can be used by selecting a relational database, a NoSQL
database, an XML, a binary file, etc.

The OPC UA-based CPS architecture allows CPS to be configured with only OPC
UA Modeling and continuous system operation without the need for a system redesign
or program changes or downtime [33]. By embracing the international standard OPC UA
Spec, numerous facilities, machinery, and robot products can be accommodated in a single
protocol. Managing data in real time through Address Space increases the efficiency of
horizontal data distribution and exchange operations, significantly reduces work time and
costs, and solves the problems of data loss, system performance degradation, and real-time
processing delay.

2.2. Industrial VR Technology

VR is one of the key technologies of digital transformation. The powerful and immer-
sive hardware and software systems that are currently on the market allow one to visualize
complex systems used in technology, nature, physics, chemistry, and anatomy in a realistic
virtual environment. This allows us to fully immerse ourselves in the observed virtual
environment and interact with graphic objects and systems, thus creating new possibilities
for describing and communicating complex and abstract system behavior to non-experts
in a concrete and understandable manner. VR technology has yet to have a breakthrough
technology that can be recognized in the industry, except for large companies in the auto-
mobile and aircraft industries, and small and medium-sized enterprises are particularly
facing difficulties building VR systems and applications, introducing them into business
processes, and operating them economically. This is mainly due to the lack of standardized
interfaces between CAD systems and VR systems and the substantial difficulty involved in
implementing VR applications. At present, this data integration remains largely divided,
especially when there is a need for more than just geometry to be transferred outside the
software environment of CAD system providers, and the “Industrial Utilization of Virtual
Reality in Product Design and Manufacturing” survey [34] suggests one of the key issues
in VR. CAD data and related design data in the product design process cannot be directly
sent to VR applications, so basic CAD data must be converted to VR data. For companies
characterized by frequent and rapid CAD data changes in development processes, use
of VR technology is currently difficult and almost unimaginable in terms of efficiency,
time, and economy. To utilize VR potential in engineering and industrial environments,
there is an urgent need for solutions that promote the implementation and setup of VR
applications—particularly for small and medium-sized enterprises—and enable intelligent
use of this technology. In addition, AR technologies, including object recognition, deep
point cloud scanning, gesture manipulation, and VR have gradually been introduced in
recent years, and technologies related to the fusion of VR and AR have been explored [35].

2.3. CAD Data Conversion Process for VR/AR Systems

VR refers to an artificial environment that feels like reality. It also refers to a computer
graphic system technology that allows a user to immerse himself in a 3D virtual environ-
ment using interface equipment, and the core of VR is the concept of realism, which allows
users to exist in a space or virtual place.
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AR is a technology that superimposes a real image or a three-dimensional virtual
image of a background and displays it as a single image, and this is called Augmented
Reality. At present, the main method is one that involves receiving a real-time image
through an image input device mounted on a mobile device, then overlapping, displaying,
and providing information on a 3D object.

The advantage of VR is that it can give a direct feeling of space to a space that does not
actually exist, so it is easy to grasp the situation without going directly to the site. Further,
visual elements have the advantage of being able to be observed and felt more directly
than other senses, so they can be accurately adapted and highly understood, and they
can thus be used conveniently by users. It is also possible to prevent problems caused by
construction errors in actual sites by simulating them virtually through collaboration, and
it has the advantage of reducing costs such as labor costs by reducing redesign.

The business processes of most industrial companies that develop and manufacture
technology systems and products are CAD-based [36–40]. CAD models are the primary
targets for recording and representing technical product data over the entire product lifecy-
cle [41]. All lifecycle processes and tasks are based on CAD models to create, process, and
store design, simulation, manufacturing, production, logistics, training, and maintenance
data. Many standardized SETP and IGES data formats have been defined for this purpose
specifically. These standardized data formats are handled by the most common engineering
tools over the entire product lifecycle, except for VR engines. Over the past years, the
development and application of VR technology has mainly been driven by the gaming and
entertainment industries. Graphical requirements in these areas are completely different
from those in the engineering domain. For example, the data content of a game object is
very superficial compared to that of an engineering object. For game objects, the surface
shape is important for VR applications, but for engineering VR applications, complete
metadata, including material and tolerance information for parts, is needed. This has led to
common VR engines and VR data interfaces and processors that can be implemented for
game design to focus on processing only minor surface data and reducing metadata. To
solve this problem, it is necessary to automatically process the data transfer process from
the CAD environment to the VR environment.

Numerous studies have been conducted over the past few years with the goal of
addressing this CAD-VR data conversion problem and reducing the gap between CAD
and VR systems [34]. The focus is on transmitting CAD data to VR using a PDM [37].
CAD-VR data transformation workflows were defined using the VRML (Virtual Reality
Modeling Language) standard [42], and approaches for VR-based collaborative platforms
were defined using the STEP (Standard for the Exchange of Product Model Data) and JT
(Jupiter Tesla) standards [43]. However, this approach focuses on the data transformation
of a particular CAD system that uses a particular CAD data format [36,44,45]. Specifically,
it only considers VR applications [46] and data used in VR-Cave, and it does not apply to
HMD (Head Mounted Display)-based VR solutions.

3. OPC UA-Based VR/AR Collaboration Model

This research aims to reduce design costs, which have changed often due to various
problems and the demands of manufacturing products. This study provides participants
with VR/AR with 3D rendering virtualization to improve design efficiency. Through
data exchange and distribution through CPS servers applying OPC UA, an international
standard technology, VR/AR rendering and data of 3D design files are extracted and
a platform specialized for manufacturing collaboration is developed. This provides an
editor that allows users to write AR content themselves by utilizing VR modeling, and
it supports re-reflection of product operation and operation results through simulators
in design and rapid rendering through a central virtual rendering server. From design to
future maintenance, it provides collaboration functions over the entire life of the product,
holds data, and enables AR inspection and maintenance using 3D rendering models to
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collect and analyze data that is difficult to obtain using existing research methods through
VR to visualize BI (Intelligence Business).

3.1. VR/AR Collaboration Model

Figure 1 depicts the main components of the VR/AR collaboration model using CPS
by dividing the VR/AR layer, Visualization layer, and CPS layer.

Figure 1. VR/AR collaboration model construction process.

The CPS Layer is the central source data store of this system and serves as middleware.
The standard of OPC UA, an international standard technology for smart factories used for
Digital Twin technology in factories, was applied here. OPC UA is not just a protocol, but it
standardizes all the authentication, exchange, storage, alarms, and distribution required for
data exchange. The CPS service has a real-time memory structure called Address Space,
which serves the machine’s information modeling and attribute values in real time. In
this system, real-time data generated by a simulator or an actual machine is delivered
to a VR/AR rendering service. It also exchanges data with standard specifications on all
existing systems that require data interworking and exchange. In big data analysis, all
information data generated in this cooperative design is stored and used to generate big
data. The simulation, which is characteristic of this service, calculates real-time data, such
as the actual machine operating based on the physical engine, stores and analyzes it, and
lastly returns the analysis results to the simulator to improve the accuracy and virtuality of
the simulation. Further, by visualizing and serving all data, participating designers provide
services that enhance design capabilities through visualized data analysis. Moreover, by
providing a management module, it offers systematic services such as all of the user
management, security management, authentication management, access management, and
history management services necessary to service this 3D collaboration design system.

The visualization layer optimizes 3D modeling to convert models extracted from 3D
design files into VR/AR, converts them into stream images from virtual rendering servers,
and simultaneously transmits simulator values to VR/AR in real-time interworking with
CPS. It synchronizes the time and data of simultaneous multi-access users; detects the
location, control, and event occurrence of design participants; and communicates in both
directions with the VR/AR rendering server in real time to service the video stream
without delay. Further, the voices of participating designers are synchronized in real time
through VOIP.

The VR/AR Layer based on 3D design modeling and physical engine is used for
product development, and the contents necessary for product inspection are developed
and applied to deliver inspection results to CPS systems. The CPS system delivers it to
the existing system required for existing inspection and quality. Based on the 3D design
modeling and physical engine used for product development, it provides contents and
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services that allow customers to perform maintenance and defect repair through an AR
service that allows them to watch video transmitted through AR goggles and Live Cam.

Figure 2 shows the system configuration diagram. It is a structure in which several
engines and servers such as real-time rendering and big data analysis engines are combined
with existing CPS servers and VR/AR collaboration servers. Digital Twin is not essential for
untact manufacturing VR/AR collaborative AI systems, but the most effective configuration
is to build real-time Digital Twins for factory machines and robots. In the OPC UA-based
CPS server and VR/AR collaboration system, the real-time data of a Digital Twin is an
important system for data analysis and prediction. Collaborators and fielders are connected
to each other with videos through communication, and the fielders’ images are shared with
collaborators. If a Digital Twin is used, VR models and CPS data are overlaid over real-time
images with an AR function.

Figure 2. VR/AR collaborative model.

3.2. VR Engineering Process

The system maps the real-time values of the existing CPS server Address Space to
the AR Object in the manner shown in Figure 3. The existing collaboration system has
focused on object recognition and VR matching using VR/AR technology alone, and it only
raises the actual value of AR through some data interfaces. Overseas, only PTC products
receive actual data through Kepware’s CPS Server. Figure 3 shows that rendering is possible
through 3D design files by exchanging data through the CPS server to which OPC UA, an
international standard technology, is applied. CPS maps from OPC UA Server to Address
Space to exchange equipment information in real time without delay. As a central address
space, the CPS system is built from multiple OPC UA Servers in the field as one huge central
address space, and with one connection, the entire factory information can be mapped to
the product inspection system in real time without delay.
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Figure 3. OPC UA information space of VR engineering.

The existing CPS played the role of collecting data from all equipment in the plant.
In addition to the existing role, the proposed CPS plays a role of linking data to the 3D
model through the OPC UA protocol. CPS performs the role of middleware including
object information and value of the 3D model object delivered to the rendering server by
applying technology based on the OPC UA Framework, which is an international table.
The data stored in the CPS is utilized not only in the 3D model but also in the rendering
server. In addition to communication, with computational control as the core concept, the
physical world objects that coexist with humans and objects such as sensors, actuators, and
embedded systems are fused into the cyber world, and the data communicated with the
simulator are calculated and the results are redistributed. Using the OPC UA specification
of international industrial standards, the system is constructed as depicted in Figure 4,
with the smart factory optimized and both OPC UA modeling and CPS Node modeling
connected with technological convergence with CPS. It converts CAD 3D binary files such
as Solidworks into OPC UA Address Space data. If Edge is needed, data are collected from
simulators, real machines, robots, etc., and data are delivered to CPS.

Figure 4. System architecture of VR engineering.
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The design file is treated to the modeling and separation conversion of the design file,
and the process proceeds as depicted in Figure 5. The CAD Data Import Interface provides
an interface that allows designers to insert CAD data into applications and reads CAD Data
Interface to VR Parser and converts it into 3D objects. For visualization, if a designer places
3D objects to collaborate and then performs virtual collaboration space work, CAD models
are input to create virtual space objects through a 3D Converter, and designers can freely
assemble and decompose objects in virtual space. It is also possible to easily create a virtual
collaboration space so that it can be displayed to collaborators.

Figure 5. Model separation from 3D design files.

Further, as shown in Figure 6, the contents of the BOM are referred to the relevant
Node in the Address Space of the CPS server through extraction of the BOM from CAD or
migration from legacy DB to enhance the functionality of the physical engine based on the
BOM. Simulator advancements can be achieved with physical engine and Address Space.
For the basic process of design management, all changes to the design for each stage are
recorded in the DB, and then the rendering server lists the version history by referring to
the DB. A blueprint for each stage of each VR/AR version can be recalled. It is possible
to manage the version of each design level and real-time management of changes to each
VR/R-based design. Products produced through VR collaboration design can be inspected
using AR technology. When selecting a part list, the presence or absence of the relevant
part, specifications, etc., are displayed to check for abnormalities.

Physical engines can simulate behavior without manufacturing products by ap-
plying optimized physical engines of certain real-world devices. If important design
modifications—such as those involving parts, materials, and appearances—are made by
sending data to CPS in real-time simulation, the appropriateness or stability of the change
can be verified.
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Figure 6. Simulation of CPS interworking.

4. Implementation and Results
4.1. System Configuration

In this paper, OPC UA Foundation’s SDK and C language were used. The basic
functions of CPS server and Smart Connect were implemented as shown in Table 1 using
the source of the CPS server part of Flexing Server [29], which developed the CPS server.
Smart Connect is part of the CPS server, and each distributed system is implemented as a
CPS server and OPC UA server protocol that can have a centralized address space.

Table 1. Implementation of CPS Server.

Classification CPS Server

Operating system Windows 10 Pro
Specification AMD Ryzen9 3940X 16-Core, Mem 128 G, SSD 256 GB

Purpose Receive BOM data from VR Parser and configure Address Space on CPS
Server in real time

The Smart Connector needs to generate NodesetXML to be applied to the CPS Server
based on data received from the Socket (.iam file to open node). It reads element ID
information from an XML file, collects relevant BOM information, and generates objects
from the model. CAD Socket Class—serves as a socket server that receives data from the
VR Parser. Figure 7 shows the details of the process. When VR Parser converts the .iam
file parsed by the Socket Client into the Json format and sends the data to the CAD Socket,
tcpListenerThread sends the received data to the NodeSetXmlGenerator after checking the
received data. TCP Listener was implemented with Newtonsoft.json NuGet package with
C-based NetCore 3.1 version, and NodeSetXML file generation was studied according to
the OPC UA standard.

Figure 7. Smart connector structure.
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It is possible to change the OPC Node in real time, collect process device data, and
change the .iam file data. Finally, we study custom scripts and VR Parsers to parse the
corresponding Json file and extract relevant information before re-generating the model by
implementing the C class in the Unity SDK. Table 2 details the implementation environment.

Table 2. VR Parser Classification.

Classification VR Parser

Operating system Windows 10 Pro
Specification AMD Ryzen 3 3100 4-Core, Mem 32 GB, SSD 256 GB

Purpose Purpose of extracting BOM data from CAD files

To parse the equipment or CAD File data into OPC UA, VR Parser is UI-verifiable
and visualizes 3D models. Users can browse models; search among engineering models,
specifications, and configurations in a VR environment; check them through the UI as
shown in Figure 8; and change the OPC Node in real-time and process the device data.

Figure 8. Smart connector and VR parser.

Moreover, high-spec servers are required for 3D model rendering, and the server
configuration environment is as described in Table 3. There are performance limitations
to performing rendering of 3D models on user devices, and 3D models are generated and
streamed to devices through predefined 3D modeling information. This allows for the
designed product to be simulated by utilizing the AR function provided by Vuforia Engine,
a physical engine, as if it were operating in a real environment. The Vuforia EnginE includes
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image recognition, QR recognition, and AR object viewer functions, which are key AR
technologies, and it is optimized for Unity engines.

Table 3. Implementation of Rendering Server.

Classification Rendering Server

Operating system Windows 10 Pro
Specification AMD Ryzen 9 3900X, Mem 64GB, SSD 4TB

Purpose 3D model rendering and streaming

4.2. Implementation

Company T, located in Pyeongtaek, Korea, manufactures assembly line automation
facilities and specialized equipment (piston insertion robots, valve finishing devices). In
fact, there are several facilities and various robots available for use, but in this study, as
shown in Figure 9, one 7-axis robot arm was used to model a physical factory environment.

Figure 9. Automated facilities of Company T’s.

Data collection was required for designing the 3D VR production of the robot arm, and
a 2D information product drawing, automated mechanical equipment 3D CAD information,
and photo base mapping were conducted. Modeling data, including layers of components
of each automated mechanical device and layers of each component, were collected. In
the drawing of the acquired automation machine, the storage extension conversion was
carried out through an inverter, and the layer was parted in the design program to form
a part-oriented layer. Upon completion of the extension conversion, it was loaded into a
real-time engine after being converted to general data such as IGS, OBJ, and 3DS. Further,
by applying the Surface Name, a preparation step for material and baking was prepared.
After defining the material of the robot arm based on an image, VR content sets on the same
scale as actual equipment are configured, and graphic performances such as unnecessary
polygons and high-calculated material improvement are optimized. CAD design files
of real-world physical automation machines are converted to 3D objects. CAD design
files exist in various formats, but they are basically conducted based on commonly used
inventory. As shown in Figure 10, the 3D CAD design file for the automation machine
includes data on the BOM and the 3D shape.
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Figure 10. .iam Design File with Inventor.

The implemented VR engineering process was implemented in a total of four projects
as shown in Figure 11. FBXExport wraps it and delivers it in DLL format to use FBX-related
API in Unity3D project. CAD Convertor creates and displays a mesh on the screen based
on DLLs such as CAD and FBX, and delivers it to the cloud server. VR Application uses
libaray such as AR Core, Intelloid, and WebRTC to build a platform in AR environment
and deliver it to users. The VR Projects Parser uses VB.net to transmit a program written
through an actual Inventor to CAD Convertor through socket communication. The reason
why it is written in VB.net is that the API provided by Inventor is provided through VB.net,
and it is transmitted as a loopback for sharing between processes.

Figure 11. VR engineering project configuration.

A CAD Converter is a necessary tool for converting these 3D CAD design files into
3D objects in a VR environment. The CAD Converter role is performed by the VR Parser
developed in this study. The .iam file should be loaded as shown in Figure 12 to read the
information in the CAD file. When all are loaded, BOM and 3D objects are created.

By implementing the BOM data and metadata in CAD design files as the Address
Space of CPS, a VR Parser can transmit BOM data to an OPC UA-based CPS server. When
the transmission is completed, the OPC UA client program can access the CPS server to
verify that the structure of the BOM data is created in the Address Space. Further, when
accessing the CPS server, it can be confirmed that the structure of the BOM data is generated
as shown in the figure. As shown in Figure 13, the BOM structure of the CAD file was
typically generated as the Address Space in CPS, and the entire part information and the
operable part information were implemented in the Address Space.
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Figure 12. Creating a 3D object in a VR Parser.

Figure 13. Address Space implementation of 3D objects.

To optimize the FBX model file capacity, the CAD converter can extract 3D objects as
FBX models. When EXPORT is performed, it is automatically extracted as an FBX model.
The capacity is optimized for extraction and default is 50%. In Figure 14, it can be observed
that the FBX 3D model is made normally.
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Figure 14. FBX model file capacity optimization.

In the CAD file, the robot arm was simulated by adding a physical engine to confirm
the physical force of the model converted into a 3D object. For the simulation, a physical
engine that calculates the physical force for the load through two robot arm colliders has
been added. The collider is a component for collision detection and can add physical
functions with scripts. Unity Physics and Havok physics were added to each automated
machine, as shown in Figure 15.

Figure 15. Physical engine simulation of unity physics and Havok physics.

After importing the designed .iam file into the VR Parser, the design problem is
checked through load simulation, and the stress–strain rates of specific parts due to the
action of vertical stress resulting from the load in the size and shape, and the structure
of the designed file is checked as well. It expresses the collider of each other object and
expresses the movable range of the object. When a condition exceeding the yield point on
the diagram occurs, the problematic part is expressed through the VR Parser, and the user
can check the wrongly designed part through this simulation.
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4.3. Results

BOM data is extracted from CAD files created by inventory through VR Parser, con-
verted to Json, and delivered to the CPS Server. At this time, the BOM data of the CAD
file modified in the inventory is well transmitted to the CPS server, and the BOM data
from the VR Parser checks the accuracy of the configuration of the address space of the
CPS Server in real time. Further, the FBX file extraction function for external program
interworking compresses the data in the CAD file to measure the capacity optimization
(capacity reduction) value. The test environment was constructed as depicted in Figure 16.

Figure 16. Experiment diagram.

The total number of CAD files to be converted is 5, and the total number of data objects
is 77. After running the inventory, the CAD file should be opened to check the CAD BOM
data. The VR Parser should then be run to load CAD files. As shown in Figure 17, UA
Expert is a representative client that supports the OPC UA protocol with software from
a company called Unified Automation. The BOM data of the inventory, the number of
nodes converted to OPC UA, Node name, Node tree structure, and Node properties can be
verified by running the most commonly used internationally test client that supports OPC
UA functions such as data access, alarms, history, and UA method calls.

This procedure is executed by the number of CAD files, and the accuracy converted to
the expression of (1) is calculated.

Conversion accuracy =
Number of Objects Converted to Address Space

CAD File Total Objects
× 100 (1)

As a result of the data conversion test, the accuracy of address space conversion
in BOM was 100%, as shown in Table 4, thus indicating the reliability of BOM product
inspection. This shows that real and bidirectional configuration results are visualized in
real time in collaborative design and that interaction between users is possible.

Table 4. Translation accuracy of Address Space in BOM.

Number CAD File Total
Objects

Number of Objects
Converted to

Address Space
Results

1 29 29

100%

2 28 28
3 3 3
4 14 14
5 3 3

Sum 77 77 -
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Figure 17. Data conversion of CPS server.

For CAD data, it should be converted to a data format that can be processed by the
VR engine. The Unity engine can only handle two types of data: FBX and OBJ. Almost all
CAD systems have data preprocessing for generating FBX and OBJ data, but the generated
FBX and OBJ do not have the quality to be used directly as VR data. The FBX and OBJ data
formats visualize the 3D shape of the object using polygon elements, and the number of
polygons used is critical to the 3D graphic quality of the visualization object. The higher
the number of polygons, the more realistic is the 3D object and the 3D graphics quality is
higher. However, having a large number of polygons increases data volume and leads to
performance problems in VR applications. Since this study requires optimization to ensure
a balance between graphic data quality and VR application performance, the optimization
value is calculated by calculating the capacity size of the extracted FBX file and the existing
CAD file using Equation (2) by importing and exporting CAD files from the VR Parser.
Figure 18 shows the optimization results.

Optimization Value =
File Size After Optimization

CAD File Size
× 100 (2)

Figure 18. Data optimization size.

The results of the optimization test comparing the size of the CAD design file, as
presented in Table 5, show an average optimization value of 37.4%. We confirmed an
improvement of 12.6% over the optimization default of 50%, which can be expected to
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improve the performance of the same VR application and the quality of 3D graphics in the
IT infrastructure.

Table 5. CAD Design File Optimization (Reduction).

Number CAD File Size (KB) File Size after
Optimization (KB) Results

1 2004 1036 51.7%
2 2214 1005 47.3%
3 1103 408 37.0%
4 790 125 15.8%
5 421 148 35.2%

Sum - - 37.4%

To measure the graphic quality through optimization, the influence and quality of
rendering were tested. It should be verified that real-time VR rendering content can be
provided by importing CAD files from VR Parser and then exporting them to convert the
extracted FBX files into 3D formats. The test was conducted as shown in Figure 19, while
focusing on the frame rendering speed and the resolution of the 3D content.

Based on the 3D format-converted 2D files, 3.5.99 frames per second was used to
measure the number of frames per second of VR image rendered through CAD converter,
and the number of frames per second was checked after moving to the left, right, and top
of VR images. Further, the resolution of the rendered VR image was confirmed.

Rendering to CAD files in a VR system can result in high transmission load, slow
rendering speed, and poor 3D control due to the generation of large amounts of polygons,
so it should be verified that it is efficient for VR systems. In existing studies [47] aiming to
simplify CAD files, it was measured at 75 frames when optimization was performed at 50%.
Converting CAD data into FBX, in most cases, decomposing a single object into a sub-object,
damaging the object structure, which was feared to degrade performance, but the frame
measurement results of the model provided as VR Parser are shown in Table 6. Full view
from parent of 1, the overall foreground was 86 frames per second, Full foreground from left
end 2, the preliminary foreground was 88 frames per second, and Full foreground from right
end of 3, the overall foreground was 83 frames, showing an average result of 85.6 frames. It
also provides a high resolution of 2K for resolution.

Figure 19. Frame rendering speed.
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Table 6. Frame count and resolution per second.

Classification Measurement Location Frames per
Second Resolution

1 Full view from parent 86 2K (2048 × 1080)
2 Full foreground from left end 88 2K (2048 × 1080)
3 Full foreground from right end 83 2K (2048 × 1080)

Average Number of
Frames per Second - 85.6 2K (2048 × 1080)

5. Conclusions

In this paper, we proposed a VR/AR collaboration model and VR engineering process
using CPS applied with international standard technology. Using VR/AR rendering of
product design 3D drawings in the manufacturing industry, a collaborative model was
presented to allow participants to participate in design at the same time, and an applica-
tion was developed to check the virtualization model with data collected through OPC
UA-based CPS. The programs used in machine design and product design currently use
100% foreign software. However, the current foreign software is specialized in design,
but collaborative design does not provide functionality, so the actual design process of
reviewing and reflecting opinions, and then simulating them, can be replaced with domestic
programs to cover the growth of foreign design programs. Further, domestic manufac-
turers will find problems later by starting products or main production after design is
completed, and it will take a long time and high cost due to the method of re-reflecting
and re-production. However, sufficient simulation and design review using the product
inspection system can dramatically reduce this time and cost, thus contributing to the
competitiveness of manufacturing companies and actively using it for smart factories in
the manufacturing industry.

In this study, we developed a converter that converts design CAD files and BOMs into
graphic models and CPS models, and that successfully loads BOM data of 3D CAD files
from the VR Parser and sends BOM data to CPS server to construct Address Space. We also
successfully extracted 3D objects converted from CAD files with capacity-optimized FBX.
A CPS server, a middleware operating under the OPC UA protocol, was established to link
OPC UA–BOM Address Space with OPC UA–BOM-based real-time values. In addition,
when converting to 3D VR content using CAD drawings, it was implemented in the same
way as the measured equipment, and errors were determined in CPS through the calculated
load value of the load in the physical engine as the value generated by the simulator.

Here, time and competency were both insufficient to implement all of the proposed
VR/AR collaboration models. In the future, we will develop a VR/AR collaborative design
client to create virtual characters for multi-user access, VR and motion capture wearers,
and build a WebRTC-based backend (server and service) to stream high-end content and
voice communication between users using VoIP.
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Abstract: Due to the augmented complexity of the factory on the one hand and the increased
availability of information on the other hand, nowadays it is possible to design models of production
lines able to consider the state of the health of the production system. Such models must combine
both the deterministic and the stochastic behaviours of a system, with the former accounting for the
mechanics and physics of the industrial process and the latter for randomness, including reliability of
the production systems and the unpredictability of the maintenance and of the manufacturing lines.
This study proposes the application of a Hybrid Dependability Modelling based on Monte Carlo
simulation to estimate the performances of a repairable production line modelled with a queueing
G/G/1 system. The model proposed is characterized by random interarrival and service times and
by the wearing and dynamic aging phenomena of the machine tools that depend on the working and
operating conditions.

Keywords: industry 4.0; hybrid dependability modelling; production scheduling; dynamic failure
rate; discrete event simulation; time-driven simulation

1. Introduction

Industry 4.0 is playing a crucial role in the digital transformation of manufactur-
ing/production and related industries as it provides new paradigms for the management
of the enterprises. Cyber–physical systems form the basis of Industry 4.0 (e.g., “smart
machines”), and they are becoming predominant also in small and medium enterprises
(SMEs), such as in several phases of the manufacturing and production processes [1].

The success of any industry is tightly interconnected to its suppliers and to the response
of the market. Under this viewpoint, Industry 4.0 can represent a great opportunity to
improve the effectiveness of the value chain [2] because the collaboration among the
actors of the supply chain can be facilitated by the digitalization of the Smart Factories.
In fact, Smart Factories become able to exchange real-time information and increase the
transparency among each other [3] thanks to their advanced equipment constituted by
hi-tech robotics and artificial intelligence, IoT sensors, cloud computing, data capture and
analytics, digital fabrication (including 3D printing), software-as-a-service and other new
marketing models.

The efficiency of a production system is, indeed, one of the main drivers of competi-
tiveness. The quantity of different products and the uncertain demand require an increased
flexibility in terms of manufacturing which, in turn, requires the ability to adapt to the
market demand and supply uncertainties [4].

In the context of the SME, more flexible and less expensive tools, supported by a grow-
ing number of new technologies, are being preferred to traditional enterprise information
systems, such as ERP and MES [5,6]. They can be easily integrated with modern control
and embedded software systems, allow individuals to monitor and process data control
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via IoT (the Internet of Things) and Internet and improve the overall management and
scheduling of industrial processes, from the production to the maintenance.

From the field-level of a production department, it is now possible to capture many
important signals that can be collected and used to evaluate the status of the system. More-
over, the diffusion of data analytics tools is helping the organizations in the understanding
of meaningful information from the produced data. Nowadays, it looks possible to code
models able to capture information data of operational behaviours that link environmental
conditions, workloads and cumulative aging of materials which were not available be-
fore. As highlighted by [7], systems are generally working under time-varying operating
conditions that can influence the failure time of systems. In the modelling of a queueing
system [8], the trivial hypothesis of a dyadic state (working, failed) is not realistic because
industrial and electromechanical equipment are deteriorating from wearing and ageing
effects. As discussed in [9], one of the main challenges is the unpredictability of the manu-
facturing lines that can be tackled with novel tools, including digital twin and simulation,
of the Industry 4.0 generation.

In this context, in order to better assess the main performance and dependability
attributes of the system, including reliability, availability and maintainability [10], the
development looks promising in the investigation of a methodology that can combine
a realistic model of a production line with up-to-date and more detailed information
data of the equipment. A general dependability framework has been proposed in [11],
and in this research paper, it has been modified in order to integrate it into a dynamic
reliability problem [12]: a non-exponential queueing system subjected to non-exponential
failure and repair and characterized by dynamic working conditions (process scheduling
and workloads).

Due to the numerous physical and stochastic interdependencies typical of a multi-state
system, the choice for the use of the simulation paradigm over any other mathematical
formalism appears the most suitable. The simulation model is fed by the mechanical differ-
ential equations of the machine tool wearing which are integrated numerically. Moreover,
the proposed simulation environment, coded within the electronic spreadsheet, can be
easily interconnected (using many plugins, such as OPC-DA, Modbus, ODBC, etc.) to a
production line to get real-time data from the field level (operational variables), communi-
cate the diagnosis of its status (evaluation of aging) and control the operations (assessing
its remaining useful life) as a cyber physical system.

This paper is organized as follows: In Section 2, a thorough literature review about
repairable queuing systems modelling is presented in order to depict the state of the art
and to identify the space of intervention. Section 3 presents the theoretical background of
reliability and repairable queueing systems to better frame the concepts in place—what
are their main limitations and how they can be combined in a simulation of a dynamic
reliability problem. The flowchart algorithm of the Hybrid Monte Carlo simulation able
to solve the challenge of a generic repairable queueing system with a dynamic reliability
problem is thus presented. This represents one of the main novelties with respect to the state
of the art described in the next section. With the aid of a case study, Section 4 presents the
hybrid simulation model and the design of the experiment that consists of different working
scenarios under a corrective maintenance policy. This latter includes, among everything
else, some validation scenarios that are used to test the correctness of the simulation model.
Finally, conclusions are reported in Section 5.

The proposed paper is thus providing a theoretical framework to evaluate the per-
formance of a production line characterized by wearing and aging which can be coded
according to different types of production hypotheses. Moreover, it can be coded to connect
the electronic spreadsheet to a production environment and achieve more realistic informa-
tion from the field, providing to the production stakeholders a powerful tool that works
not just offline but also in real-time.
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2. Literature Review

Production scheduling, maintenance scheduling and quality management are three
shop floor level policies that aim to minimize the costs of a manufacturing business. Job
rejections, machines’ down time, waste, manpower, energy, raw material and delay costs
are all the consequences of a mishandled management of the production activity. Although
these three policies have been treated as separate problems in the past [13], comparing
the three different maintenance policies, the interdependencies between them and the
competitive markets together have shifted the recent studies to analyse joint considerations
for which, based on the objectives, different models are proposed [14]. In the literature,
the interest of research and practitioners for finding optimal values of floor-shop variables
is demonstrated by many recent papers that undertake this goal by proposing different
mathematical, engineering and operative research solutions that are often conceived to
solve the specific use case under investigation.

A non-linear programming approach to model a joint production and maintenance
scheduling (JPMS) with multiple preventive maintenance services and determine the
best sequence of jobs is proposed in [15]. The results demonstrate the effectiveness of
the proposed algorithm that remains valid under the hypothesis of constant failure and
repair rates. Conversely, the objective to determine the maintenance plan of deteriorating
production machines subject to a production scheduling system is discussed in [16–18],
with the main assumptions of a Markovian process. In [19], a model that includes two
coupled Markovian queues is presented, with one queue that represents the decoupling
inventory and the other the order backlog.

The Weibull distribution characterizes the failure behaviour of the single station
problem proposed in [20] where an optimisation problem for the job scheduling with, at
most, 18 items is solved, assuming preventive maintenance. As it can be seen, the resolution
approach to these problems is with meta-heuristic methods, with a dependability model
that is set with a well-defined probability density function of failure/repair.

Another class of problems for queueing systems deals with minimizing loss (of mate-
rials or time) either by focusing on the properties of the queue or service station. If such
models are coupled with a stochastic dependability model, they can provide important
key performance indexes of a production system, identifying bottlenecks and weaknesses,
and other relevant hints that can reveal and improve the effectiveness of the production
operations, from the production scheduling to the maintenance policies. This latter cate-
gory, known as “queue with unreliable service station” or “repairable queue”, is the main
focused by this manuscript.

The resolution of unreliable queues is an interdisciplinary field between queueing
model, dependability and operational research. The main measures of a queueing system
such as waiting time, queue length, station occupancy, etc., are the objectives of such analy-
ses. Analytical methods, heuristic methods and simulations are the main methodologies
used to model and solve this class of problems.

Analytical methods include generating function, stochastic decomposition, renewal
processes and Quasi-Birth–Death (QBD) models. For instance, in [21] a mathematical model
for the optimal quality and process control of a queueing production system is proposed
to maximize expected profit per unit time. Unscheduled and preventive maintenance
of a single unreliable station processing N jobs are analysed [22] using arguments from
renewal theory which stick to a mathematical model to obtain a closed form solution. An
interesting evolution of such modelling is presented by [23] which focuses on condition-
based maintenance to increase the system-level performance of a degradation system
described with a Markovian model. A transition matrix is used in their solutions with the
limitation that this analytical model can be applied only to a few operational scenarios.

In the general category of the problem of a queue with unreliable service stations,
there is a specific type of problems called repairable queues with degradation. In this case,
it can be assumed that the service station can fail during the production activities either
because of a fault or due to a degradation of its workload capacity. Such type of scenario
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is very common and difficult to analyse with a pure analytical approach. The research
papers [8] adopt an analytical explicit solution for an M/M/1 of a repairable queueing
model, and [24] shows an approach to model the failure rate of the service station that
depends on the age of the components, without considering when the system is in idle or
in a busy mode. Arrival rate of the jobs and occurrence of failures follow a Poisson process;
service time and maintenance time are exponentially distributed.

The attention over the working conditions which can affect the system performance
is another important setting for this type of modelling. In [25], the authors examined an
M/M/1 retrial queue with an unreliable server in an exogenous random environment and
obtained the approximate orbit size distribution and mean queueing performance measures
using matrix–analytic methods (level dependent QBD). In addition, [26] considered a vari-
able failure rate for a M/M/1 queueing system with repairable service station with different
parameters in idle time and busy time. They used transform method (QBD) to obtain the
steady-state availability and the generating function method to obtain steady-state mean
queueing length. Moreover, [7,27,28] focus on a single component system: [7] assumed
time-varying operational conditions that are modelled by means of a continuous-time
Markov process, whereas [27] combined a continuous-time Markov chain with queueing
theory to obtain a model for the optimization of the repairing costs. In another work, [29]
studied the M/M/2 repairable queueing system with varying failure rate at different times
and used transform method (QBD) in steady-state period to obtain the probability of the
states, the steady-state availability and the steady-state queueing length. In [30], authors
presented and used an analytical method based on a decomposition approach that applies
to a multi-stage manufacturing system. The queueing system was modelled with a Markov
process and the degradation with a fixed decreasing yield that does not depend on the
physics of the system and of the manufacturing process.

As it can be noticed, the previous papers narrow the scenarios to the assumption that
the distribution of failure, repair, interarrival and service are random and can be modelled
with the Poisson distribution. This represents an important limitation for models which
aim to analyse real production environment. Moving towards a more realistic modelling,
an evolution model for the failure rate is proposed in [31] to evaluate the optimal integrated
predictive maintenance strategy on the manufacturing system with a gamma process to
characterize the performance degradation. Although this kind of modelling can be defined
as hybrid because it combines at once mechanics and stochastic behaviours of the system,
the main limitation of the previous manuscript is that the degradation follows a specific
distribution, set as input of the model. A different viewpoint is presented in a recent
work [32] that focuses on a joint model of production, quality control and preventive
maintenance for a serial–parallel multistage production system. The complexity of the
problem is higher than single stage queue and, as in [33], the novelty proposed is to evaluate
the machine structure importance measure and productivity when selecting the machine to
put in maintenance. In this case, the problem is modelled and solved by means of Monte
Carlo simulation, but only a single quality attribute for modelling the machine deterioration
is considered without taking into account the active contribution of operational conditions.

Therefore, according to the literature review performed, the main limitations addressed
in this manuscript are to enable a general modelling of repairable G/G/1 queue with a
repairable service station subjected to wear and aging. These, depending on the jobs
scheduling, the environmental and the working conditions, will be integrated into the
mechanical equations of physics for the modelling of the system dynamic failure rate.
Moreover, although the working station can be in a failure or degraded state [28], the
manufacturing system can, eventually, continue its work at a reduced capability and, thus,
increase the number of items waiting in the queue. Therefore, to model the proposed
system, a Monte Carlo hybrid simulation that combine Discrete-Event and Time-Driven
simulation is presented.
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3. Theoretical Background and Methodology

This section illustrates the theoretical background on which the proposed methodology
is built upon, with the aim to provide the readers with the required relevant know-how
to understand the hybrid simulation methodology for the study of a general repairable
queuing system. With reference to the queuing (Section 3.1) and reliability (Section 3.2)
theories, the main hypotheses that the hybrid modelling aims to overcome with respect to
traditional resolutions are presented.

3.1. Queueing Theory

The study of queueing systems allows one to evaluate various metrics to assess the
performance and the quality of a service such as the mean number of items in the system
(queue length), the mean waiting time, the service occupancy, etc. [34]. A queuing system
consists of items (i.e., customers or jobs in a queue) and servers.

Kendall Notation (A/B/C/D/E/F) is used to synthetize the hypotheses of a queu-
ing model [35] where A is the arrival process, B is the service process, C is the service
mechanism, D is the system capacity, E is the population and F is the queue discipline.

The simplest queueing model (Figure 1) is when, for each item, both interarrival
and service time are independent among each other (i.i.d), and it is possible to model
the corresponding probability distributions with the negative exponential distributions,
assuming, respectively, a constant rate λ= 1⁄MTA (i.e., the Mean Time of Arrive) and a
constant service rate µ= 1⁄MTS (i.e., the Mean Time of Service).

This modelling obeys the following hypotheses:

• Hp1: Interarrival of items can be modelled with a random variable characterized by a
mean interarrival time.

• Hp2: The service time can be modelled with a random variable characterized by a
mean service time.

These hypotheses bring about a special type of Continuous Time Markov Chain
(CTMC), the well-known birth and death process [36] in which jumps exist only among the
neighbouring states and each state of the Markov Chain represents the number of items in
the queue (Figure 2).
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In this process, a Birth is an arrival of a new item into the queueing system, with
the rate of λ , and a Death is a departure of a served item, with the rate of µ. Under this
assumption, the amount of time θi the system spends until another birth or death happens
is exponentially distributed with rate ϑ = λ + µ, and the sojourn probability in the state ith
can be computed as shown in Equation (1):

P{θi ≤ t} = 1− e−ϑt, t ≥ 0 (1)

For a long run, it is possible to evaluate the steady-state system probabilities:

ρ =
λ

µ
(2)

πn = (1− ρ)ρn (3)

L =
λ

µ− λ
(4)

W = L/λ (5)

where

• ρ is the probability of being served;
• πn is the probability of having n items in the queueing system;
• L is the mean number of items in the queue;
• W is the mean waiting time in the queue: W = L/λ.

As it can be understood, this simple queuing model is very unlikely in real case
scenarios for which the complexity of the corresponding processes cannot really be captured
with those assumptions. Therefore, the study of a generic G/G/k must be carried on with
other computational models such as the hybrid simulation model proposed in Section 4.

3.2. Reliability (Dynamic) Theory

Reliability is the probability that a system will operate for the entire duration of a
mission, Tm, in the mode for which it was designed, given that it was working at the
beginning of the mission. As known, the mathematic formulation of this concept is based
on the definition of a random variable θ that measures the probability of an item to survive
from time 0 up to time T:

R(T) = P·(θ > T) (6)

When a small-time interval is considered, ξ2 − ξ1 = ε, the probability that the system
fails is called failure rate h(t) [37], and the following relationships hold [38]:

h(t) = − 1
R(t)

d
dt

R(t) (7)

which brings to the general equation of the system reliability the following:

R(t) = e−
∫ τ

0 h(t) dt (8)

Dynamic reliability studies those problems for which the failure rate is dynamic, which
varies according to the physical conditions in which the system operates. The concept
of failure rate is involved in most resolution methods of reliability engineering such that,
in many industrial applications, it is assumed to analyse a system during its useful-time
period, assuming three main hypotheses, which simplify the resolution of a problem:

• Hp3: During the useful-time period, there is an approximately constant failure rate
with respect to time, where only random failures can occur.

• Hp4: The behaviour of a component can be defined by means of a dyadic operational
state (on/off).

172



Appl. Sci. 2023, 13, 271

• Hp5: The component works under well-defined operative conditions, similar to those
observed by the original manufacturer.

With these assumptions, the failure rate is constant and independent from time and
other external factors. Therefore, Mean Time To Failure (MTTF), generally provided by the
component manufacturer [39], is given, and Equation (8) can be written as follows:

R(t) = e−
t

MTTF (9)

Repairable systems represent the majority of industrial applications. In these cases, a
stochastic model is characterized by another parameter, the system downtime, referred to as
the total time required to repair it, during which the system is not available or operating [37].
A stochastic model of repairable systems is often following the next hypothesis:

• Hp6: Downtime can be modelled with a random variable characterized by its own
expected value.

In this case, it is possible to model the repair distribution with the negative exponential
distribution, characterized by Mean-Time-To-Repair that models the average time it takes
to recover from the failure [37].

For a repairable system, it is possible to calculate the percentage of time that the
component is operational, the Availability (A), and this represents the probability that a
system is available at a given point of time (point availability) [37,38,40]:

A =
average up time

average up time + average down time
=

MTTF
MTTF + MTTR

(10)

3.3. Simulation Algorithm of the Hybrid Dynamic Queueing System

The production process of an industrial product is subjected to interdependent physical
and aleatory phenomena that cannot be caught by Hypotheses Hp1–Hp6. Indeed, these
provide a rigid framework of operations which are not applicable to real cases that are
characterized by complex working and environmental conditions that can modify the
performance of a system and affect its wear. More generally, a system can be subjected to
continuous changes during its mission, and the stochastic modelling requires coupling the
aleatory behaviour of the system (linked to the uncertainties of the features of workloads
and resistance of the materials) with the physical equations that describe its mechanics
and its process. This type of modelling [33], based on the knowledge of the mathematical
relationships that make the dynamic failure rate, changes over time [39]; it aims to relax
the framework defined by the Hypotheses Hp1–Hp6. The conception and resolution of
such models is complex and can be undertaken using simulation techniques. Under this
modelling framework, numerical integration is used to integrate the dynamics equations
of the system, and Monte Carlo simulation is applied to take into account the contribution
of the random variables; the resulting model is defined as hybrid.

The simulation paradigm is required to model and evaluate complex systems for
which a closed analytical solution is difficult to model and compute. From a simulation
perspective, systems can be categorized as discrete or continuous. The difference between a
discrete and continuous system is the change in their variables that may happen in discrete
points in time or continuously.

Simulation models are analysed by numerical methods which employ computational
procedures to solve mathematical models. Within the scope of the simulation, the model
is solved by means of a “run” or “iteration” [41] which constitutes one of the possible
realizations of the system’s evolution. The simulation model must keep track of the results
generated during each run and, at the end of the simulation, it computes the average.
Therefore, in order to achieve an accurate result, simulation can be time consuming.

Figure 3 shows the flowchart of the Monte Carlo simulation (MCS) used as a general
algorithm for combining a queueing system with a dynamic reliability problem. As said, it
is important to highlight that this algorithm is able to combine together a Discrete Event
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Simulation and Time-Driven (Continuous) Simulation engines by adding the complexity
of a repairable queueing system constituted by a simple machine tool that can get broken
and repaired, overcoming the limitations of [39] and [24]. In fact, the Block.4, as explained
in the section of the case study, is the simulation component that manages the scheduling
of the production performed by the service station. The discrete simulation engine has to
consider when the manufacturing station is unavailable and, thus, shifts or extends the
processing of a work item accordingly.
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Let us illustrate the algorithm proposed.
The first block (Block.1) concerns the setting of the parameters which characterize the use

case scenario. Basically, it should be possible to configure the variables and the related distri-
butions of the queueing system (e.g., the machine tool) and of the dynamic reliability problem.

In the Block.2, the simulation engine samples the interarrival (tmi) and service (tsm)
time of each job which will enter in the queueing system, so as to build the table of the
Discrete Events.

In particular, for the ith job, it is possible to compute:

timi = F−1(·, rni) (11)

tism = R−1(·, rmi) (12)

where F−1 is the inverse of the distribution function of the time arrival, and R−1 is the
inverse of the distribution function of the service time; finally, rni and rmi are two real
random number in [0,1] extracted using a uniform distribution.

In the Block.3, the simulation start time is set so that the actual time for starting the
processing of the next job, selected in block 4 according to the FIFO policy (which at the
beginning of the simulation is the Job 1) is computed accordingly (at the beginning of the
simulation t = 0). The relevant time points computed are stored in a memory table, called
the Event-Driven Table.

From Block.5 to Block.11, the continuous Time-Driven simulation is explained. These
blocks perform the update of the dynamic failure rate for every Dtsim and, in Block.9, verify
if the service station (e.g., the machine tool) becomes broken. The operations performed by
these blocks are stored in a memory table, called the Time-Driven Table which contains
the result of a simulation-run. If the Block.9 assesses that the queuing system breaks, the
algorithm gives the control to Block.10 to compute the restoration time using the probability
function of repair characterizing the model. Therefore, the simulation parameters are
updated in Block.6, and the control is given back to the Block.8 for continuing the process
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simulation of the continuous system. During the restoration time window, the service
station of the queueing system stops working on the items enqueued in the queue; therefore,
the time points of the Event-Driven Table are update accordingly, assuming an increase in
the time of their occurrence with a value equal to the restoration time required to repair
the service station. If the Block.9 does not detect any failure, the Time-driven simulation
can proceed until the ith job is completed in Block.11. The process of simulation continues
starting a new job, and this process repeats until all the items are completed.

4. Case Study and Hybrid Modelling

The system under analysis is characterized by a production line where items are en-
queued and processed one by one in a service station. It is assumed that both the interarrival
time and the service time of the system items are random. Moreover, the service station
can be failure prone. It is assumed that smart sensors can monitor the working temperature
of operation which, in this model, will affect the dynamic failure rate of the service station.
Figure 4 shows a schema of the system, where it is possible to identify within the bold contour
the main components of the model, namely the enqueueing conveyor and the service station.
Each item (or job) is characterized by its own time for being processed (time of service),
whereas they are enqueued one by one by the picker robot (interarrival time).
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The main assumptions for this generic production line are thereby listed:

• Interarrival Time follows a rectified Normal Distribution (see Table 1 parameters);
• Service Time follows a rectified Normal Distribution (see Table 1 parameters);
• Mean Time to Failure follows a Weibull Distribution (see Table 2 parameters);
• Mean Time to Repair follows a Uniform Distribution (see Table 2 parameters);
• The machine tool is subjected to aging that depends on the operating temperature,

following the Equations (14) and (15).

Table 1 shows the main parameters of the queueing model. It was assumed that the
interarrival time and the service time follow two rectified Normal distributions to avoid
negative time values and overcome Hypotheses 1 and 2.

Table 1. Normal distribution parameters characterizing the automated factory.

Variable Symbol Value Measuring Unit

Expected service time tsmean 5 h
Standard deviation service time σts 1 h

Expected interarrival time timean 10 h
Standard deviation between jobs σti 2 h
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Table 2. Main parameters for the failure and repair distributions of the machine tool.

Distribution Variable Symbol Value Measuring Unit

Failure Event
(Weibull)

Expected Mean Life α 100 h
Shape Factor β 3 -

Repair Event
(Uniform)

Min Time to Repair TTRmin 1 h
Max Time to Repair TTRmax 8 h

The failure of the service station is modelled using a Weibull distribution characterized
by a shape factor, β = 3, and an expected machine tool life α(T) of 100 hours which
represents the mean time to failure of the service machine if it operates in the same fixed
operational conditions in which it was tested by the Original Equipment Manufacturer
(OEM). Therefore, the failure rate can be written as follows:

h(t, T) =
β

α(T)

(
t

α(T)

)β−1
(13)

The time to repair for the machine tool follows a uniform distribution time between a
maximum repair and a minimum repair time (TTRmin, TTRmax). Table 2 resumes the main
data of the failure and repair model of the machine tool.

In order to model a daily variation of the temperature during the season of the year,
the equation used to model the working temperature is the following:

T(t) = Tm + AT sin
(

2π
T

t
)

(14)

where Tm = 20 ◦C is the mean operation temperature, T = 24 h is the oscillation period of
the temperature, AT = 5 ◦C is the amplitude of the oscillation, and t is the independent
time variable.

As it was said, the machine tool is subjected to aging that depends also on the op-
erating temperature. Under this assumption, the expected machine tool life takes the
following form:

a(T) =
a0
T
T0

(15)

where a0 is the expected lifetime at the nominal working temperature T0.

4.1. Simulation Algorithm of the Hybrid Dynamic Queueing System

In a simulation model, variables can be deterministic (and non-random) or stochastic
(and random). A Monte Carlo simulation (MCS) is basically a stochastic simulation method
and a sampling technique in which random sampling is used. In this paper, the Monte Carlo
simulation (MCS) core algorithm has been codified so as to combine together Discrete-Event
and a Time-Driven simulation. In this way, MCS can change dynamically the parameters
characterizing each run of the system evolution during the mission time. In order to
understand the hybridization of the simulation, let us recall first the generic algorithms for
the queue and reliability independently before merging the two of them.

For a queueing system, one run of the simulation will result in a sample path that
models the number of items in the queue during the time. The interarrival Zi(t) and service
time Si(t), characterizing a generic ith item entering the queue, are simulated by sampling
the inverse of the distribution probability functions, Z−1 and S−1, characterizing the two
processes. This allows one to construct a sample path of the system evolution that, as shown
in Figure 5 [42], depicts for each discrete event time-point the number of items enqueued
in the system. As it can be understood, the advantage of the Monte Carlo simulation is to
overcome the limitation of the analytical “Little’s Law” which is valid only for the Poisson
distribution and to generalize the modelling with the possibility to simulate the behaviour
of a general queueing system.
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For the reliability of a system, the MCS corresponds to performing an experiment for
a certain mission time (TM) in which a large number of identical stochastic systems, each
one behaving differently, runs virtually instead of performing real physical tests.

The simulation algorithm monitors whether a system fails before the completion of
the mission and, in that case, records the time of the failure. This procedure corresponds
to the observation of several realizations of the system process. Based on the amount of
observations fallen into each range, simulation results are examined [41].

In a reliability problem, on the one hand, a set of possible states can be considered
for a component (e.g., functioning, degraded and failed, as shown in Figure 6a), and
based on its failure distribution, random numbers are generated for the duration that the
component remains in each state; on the other hand, an infinite set of other states can be
modelled considering how the failure rate h(t) changes over time, depending on the age of
the component and on the boundary conditions in which it operates (Figure 6b).
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Figure 6. Instance runs for failure analysis of a component with state (a) and failure rate (b).

Both these approaches overcome the hypothesis HP4 of dyadic states. With regard to
the first, the sojourn time into a state (duration) is computed by the inverse distribution
function F−1 that characterizes the jump towards another state. To obtain the unreliability
for a given time (t), the number of runs that have jumped into a failure state before the
mission time can be divided by the total number of runs [43]. Figure 6a shows an example of
the sample path generated by 6 runs of a simulation where the transitions among the three
different states of the components occur at different times. For the example of Figure 6a, the
component has reached the failed state in four out of the total six runs before “t”—therefore,
the unreliability of the system, F(t) = 4/6.

With regard to the second, with reference to Figure 6b, modelling the failure rate
evolution enables one to calculate the instantaneous reliability R(T) as the probability that
the component survives over the next times step ∆T. If the jump from one time step to
another can be written with a mathematical functional (F, t, ·), which is a combination of
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dynamic failure rates and deterministic (mechanical) system equations (with this latter
taking into account the dynamic change of the component’s failure behaviour and the
working conditions), it is possible to build a hybrid distribution function that overcomes
the limitation of the hypotheses HP3, HP4 and HP5. This type of modelling reconfigures a
reliability problem into a Dynamic Reliability problem where is a mathematical functional
that depends on the stochastic distribution function of the failure rate F, the time variable
t and (·) which represents all the other physical parameters included in the mechanical
relationship. Moreover, for this type of problem, the numerical integration of the functional
is carried on through adopting a time-step integration ∆tsim.

For the proposed case study, the time-step integration, ∆tsim, has been set to 1 h and
the dynamic failure rate functional that depends on the environmental temperature can be
written as follows:

∆i =
β

αi

[(
t
ai

)β−1
−
(

t− ∆tsim
αi

)β−1
]

(16)

αi =





αi = α0
T0
Ti

, i f Ti > T0

α0 , otherwise
(17)

Ti = Tm + AT sin
(

2π

T
i
)

(18)

The numerical integration of the functional can be computed using the
following formula:

i+1 = i + ∆i (19)

In order to overcome the hypothesis HP6, the restoration of a component can be
modelled by sampling the generic repair distribution which will give the time-point at
which the repair transition occurs and bring the component back to the functioning state
(i.e., as good as new with a corrective maintenance policy). Therefore, in the repairable
queue system, whenever the manufacturing station goes into the failed state, it is possible
to assume that during the unavailable state, the queueing system cannot continue its
processing (and thus decreases the number of items in the queue), but, eventually, it can be
subject only to the arrival of new items. Only when the manufacturing station gets restored,
the provision of service will start again. By assuming a general probability distribution of
repair, it is possible to write the general discrete equation of the equipment unavailability
that can be expressed as the ratio of the total accidental shutdown time over the total task
time [31]:

Ui+1 =
E
(
τmin

u
)
E(∑i+1

0 i+1) +E
(

τmin
p

)

i ∗ ∆T +E
(

τmin
p

) (20)

where E
(
τmin

u
)

is the expected value o on the jobs scheduling for the minimal repair

duration, E
(

τmin
p

)
is the expected value of the planned maintenance duration, E(∑i+1

0 i+1)

is the the expected number of failures in the (i + 1)th timestep.

4.2. Simulation Execution of the Hybrid Monte Carlo Simulation Algorithm

This section describes the results of single iteration of the simulation process for the
use case described in Section 4.1.

As explained in the previous section, the Discrete Event Table is initialized in Block.2
at the beginning of each iteration. For instance, Table 3 shows the main data-points event
times of the ith jobs of a generic iteration, which are sampled using the inverse functions of
Equations (11) and (12).

From Block.4, the continuous simulation starts, and Table 4 shows the evolution of
the system that, among other things, depends on the physical mechanical equations of the
system. The instantaneous dynamic failure rates are updated at any ∆T.
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Table 3. Discrete Events Table of the generic ith run of the simulation of the items.

Job Tmi (h) tsm (h) Measuring Unit

1 0 94 h
2 10 89 h
3 46 87 h

. . . . . . . . . h
N . . . . . . h

Table 4. Time-Driven Table of the generic iteration (run) of the simulation process.

SimTime T(t)
[◦C]

α(T)
[h] ∆

Random
Number

Failure
Test

Job
Complete

0 20.0 100.0 - 0.000 0.3834 False False
1 21.3 93.9 1.09 × 10−5 1.086 × 10−5 0.3831 False False
2 22.5 88.9 2.14 × 10−5 3.222 × 10−5 0.9560 False False
3 23.5 85.0 3.42 × 10−5 6.644 × 10−5 0.1671 False False

. . . . . . . . . . . . . . . . . . . . . False
80 24.3 82.2 9.13 × 10−5 2.52 × 10−2 0.0126 True False
87 . . . . . . . . . . . . . . . False False
. . . . . . . . . . . . . . . . . . . . . False
101 . . . . . . . . . . . . . . . . . . True

Let’s explain the meaning of each column for a better understanding of the paper.

• The column SimTime represents the time of simulation that increases according to the
integration time step (∆tsim).

• The column ∆ is the instantaneous failure rate of the machine tool, computed using
Equation (16).

• The column α(T) is the expected mean life of the machine tool, computed using
Equation (17).

• The column T(t) is the working temperature, computed using Equation (18).
• The column is the integral of the instantaneous failure rate functional.
• The column rand_num samples a uniform real random number in [0,1] to perform the

failure test.

Therefore, in the failure test column is indicated the result performed in Block.9 to
verify whether the machine tool of the service station becomes broken (Failure_Test = True)
at that time point:

Failure Test =

{
False, if e− < rand_num
True, if e− ≥ rand_num

(21)

As shown in Table 3, it is possible to see that the Job 1 would require 94 hours to complete
(see the tsm column). From the evolution of the Time-Driven Table (Table 4), it is possible
to notice that at time 80 h the machine tool becomes broken (see column “Failure Test”→
True), and it resumes after 7 h. Therefore, the next row of the Time-Driven Table has the value
SimTime = 87 h. In the end, the Job 1 completes at time SimTime = 101 h (see column “Job
Complete” True) so that the algorithm executes in Block.4 the next job. During that interval,
the machine has gone under repair, Block.10; the simulation parameters are updated (Block.6),
and the next time of failure for the service station is computed (Block.7 to Block.9).

Otherwise, if the service station is functioning, the simulation process keeps verifying
when the ith job has completed in Block.11. If it is not completed, the parameters are
updated in the Block.6; otherwise, in Block.12, the simulation engine checks whether the
jobs scheduled in Table 3 are completed. If there are other jobs to process, the simulation
starts back from the Block.4; otherwise, the run of the simulation is complete.
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4.3. Design of Experiment and Simulation Results

The case study has been analysed according to the design experiment of Table 5.
The simulation scenarios 0 and 1 model a queueing system without failures, assuming
interarrival and service times according to a negative exponential and a normal distribution;
they are needed in order to validate the coded MCS and compare the results with closed
analytical equations.

Table 5. Design of experiments.

Scenario
0 1 2 3

Parameter Description Symbol Measuring Unit

pdf of interarrival time I - neg exp norm
mean interarrival time tim h 10 10 10 10

std. deviation of interarrival time σti h 10 2 2 2

pdf of service time Z - neg exp norm
mean service time tsm h 5 5 5 5

std. deviation of service time σts h 5 1 1 1

pdf of failure time Λ #N/A Weibull
service station expected life time a0 h - 100 100

shape factor β - 3 3

pdf of repair time Φ #N/A Uniform
maintenance strategy #N/A Corrective

max restoration period TTRmax h - 8 8
min restoration period TTRmin h - 1 1

In scenarios 2 and 3, on the other hand, the restoration of the system and the evolution
of the failure rate due to aging (scenario 2) and due to aging, wear and variations of the
operating conditions (scenario 3) are modelled.

Figure 7 shows the comparison between the simulative process and the analytic
benchmark of scenarios 0. With 103 runs of the simulation, it is possible to observe that
the two models converge. In particular, the simulated mean awaiting in queue time
is W0 = 10.12 h, and the analytic mean awaiting queue time Wref = 10.0 h (mean error

∆e =
W0−Wre f

Wre f
= 1.12 %).
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Figure 7. Scenario 0—Comparison between simulated progressive mean waiting time (W0) and
analytic value (Wref).
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The simulation results of scenario 1 show that the mean waiting time is 5 h. With
regard to this scenario, inferential statistics enables one to define an upper bound for mean
waiting time in queue according to the following equation [44]:

E(Wq) ≤
σ2

ti + σ2
ts

tim(1− ρ)
= 7 h (22)

where p = tsm/tim is the level of service utilization; σti and σts are the standard deviations,
respectively, of interarrival and service time; tim is the mean interarrival time. Both the
previous results confirm the goodness of the MCS coded.

Figure 8 shows the Monte Carlo simulation process of the progressive mean waiting
time of Scenarios 1–3. The reported trends allow a person to conclude that the average
waiting time in queue increases with the increased complexity of the operative scenario.
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0.8  11.8  13.54  86.9%  84.8%  1.17  1.36 

0.9  96.0  188.35  86.9%  84.8%  9.37  18.05 

0.95  451.9  472.04  86.9%  84.8%  41.38  43.21 

0.99  708.0  811.60  86.9%  84.8%  62.77  70.85 

   

Figure 8. The Monte Carlo simulation process of progressive mean waiting in queue (W).

In fact, Scenario 1 which characterizes a system that cannot fail (max reliability of the
system) shows the shortest mean waiting time in the queue. In Scenarios 2 and 3, the mean
waiting time increases due to the increasing unavailability of the service station caused by
the modelling of the failure rate. In particular for Scenario 2, this result is mainly given by
the aging of the service station; whereas in Scenario 3, this effect is more emphasized by
the contribution of the operating temperature.

The results given by the simulation shows that the average waiting in queue time is,
respectively, W1 = 5.0 h; W2 = 5.94 h; W3 = 6.12 h. These cannot be compared with an
analytical benchmark because, as explained, the modelling and evaluation of such scenarios
are not doable with analytical methods. Finally, only for the Scenarios 2 and 3, the model
has been used to evaluate the system’s availability, the mean waiting time in queue and
the mean number of jobs in queue for different level of service utilization r = [0.5; 0.6;
0.7; 0.8; 0.9; 0.95; 0.99]. As shown in Table 6, this subset of scenarios confirms that the
performances of the queueing system decrease when operational conditions and aging
are considered, and this is more emphasized in Scenario 3 (Wi: Mean waiting time in the
queue; Ai: Availability of the machine tool; Li: Mean items in the queueing system).
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Table 6. Performances of the system (tsmean = [5, 6, 7, 8, 9, 9.5, 9.9]; σts = 0.2 tsmean).

r W2 W3 A2 A3 L2 L3

[h] [h]

0.5 5.9 6.03 86.9% 84.8% 0.57 0.60

0.6 7.4 7.68 86.9% 84.8% 0.71 0.79

0.7 9.2 9.51 86.9% 84.8% 0.94 0.96

0.8 11.8 13.54 86.9% 84.8% 1.17 1.36

0.9 96.0 188.35 86.9% 84.8% 9.37 18.05

0.95 451.9 472.04 86.9% 84.8% 41.38 43.21

0.99 708.0 811.60 86.9% 84.8% 62.77 70.85

5. Conclusions and Remarks

The importance of a more realistic modelling and evaluation of the manufacturing and
production processes is becoming a key component in the success of modern enterprises
which are called upon to be agile and reactive to the market demand. The revolution
brought with Industry 4.0 is helping to automate and digitalize such processes allowing
us to collect the relevant information to identify bottlenecks and reveal opportunities to
increase the throughput of the system processes.

In this paper, the performance evaluation of a production system has been addressed
by the implementation of a simulation model of a repairable G/G/1 queueing system with
a corrective maintenance policy. The model has been coded adopting a hybrid dynamic
dependability approach able to link the aging and the wearing of the queuing system to the
change of the working conditions, using the mechanical equations of the wearing physical
process. The rationale behind the proposed approach is that the real-time information
produced by the smart factories are now significant and help to extract, and thus model,
with more precision the characteristics of the general stochastic processes and to find out the
relationship between the working conditions and the wearing of the system. The simulation
proposed represents a powerful tool in comparison with the analytical theoretical queueing
models of the referred literature because it has been implemented in order to combine the
physics of the system with the stochastic processes of the queuing theory and reliability.
This has allowed us to consider in the model not only the randomness of the queue and of
the machine reliability but also how the operational conditions affect these two processes.
Moreover, a simple—yet valuable—corrective maintenance is analysed, but the simulation
tool could be eventually improved to model, also, a preventive maintenance policy.

As expected, the results of the analysis performed into the G/G/1 with corrective
maintenance show that the throughput of the system (mean waiting in queue) improves
with the increasing of the system reliability; but, on the other hand, it demonstrates
the importance of such advanced modelling tools that are able to take into account the
influences caused by the working conditions on real production scenarios. The Monte
Carlo simulation model has been coded using the electronic spreadsheet that—by means of
the industrial connectors plug-in (ODBC, Modbus, IoT, OPC, etc.)—can be easily integrated
into the manufacturing process. This demonstrates, on the one hand, that it is possible
to code a complex simulation scenario (Event Driven with Continuous input data) in this
software environment and that it can be used to analyse the system performance or to
evaluate how to improve the weak elements of a production process, even before any
engineering refactoring. Under this viewpoint, in future works, the model can be improved
in order to handle other types of maintenance policies and compare the performance and
the costs with respect to the corrective maintenance policy.

From the management point of view, the paper demonstrates that it is possible to
develop a simulation model that can allow one to estimate the performance of the produc-
tion line with tools which are not too complex or expensive, having a good knowledge of
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the business processes and of mathematical reliability and queuing theory. The proposed
model, moreover, offers the possibility to modify the probability distributions of the queue-
ing and reliability processes which can be customized ad hoc, depending on the production
line modelled. This allows a person not only to estimate the performance of the system as
it is, but also to analyse what modifications can be brought to the production line in order
to understand the effects and the possible improvements.

Of course, the proposed approach presents some limitation. For instance, the Electronic
Spreadsheet is not general enough to model any production scenario which could require
an ad hoc model of the system and tuning of the model. Therefore, further research
should identify other tools and generalize the proposed modelling in order to improve the
effectiveness of the Monte Carlo simulation hybrid approach discussed.
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Nomenclature

CPS Cyber Physical Systems
CTMC Continuous Time Markov Chains
ERP Enterprise Resource Planning
FIFO First-In First-Out
IoT Internet of Things
JPMS Joint Production and Maintenance Scheduling
L Mean number of items in queue
MES Manufacturing Execution System
MCS Monte Carlo Simulation
MTA Mean Time of Arrive
MTS Mean Time of Service
MTTF Mean Time to Failure
MTTR Mean Time to Repair
ODBC Open Database Connectivity
OEM Original Equipment Manufacturer
OPC Open Platform Communications
OPC-DA Open Platform Communications Data-Access
QBD Quasi-Birth–Death
SMEs Small and Medium Enterprises
TTR Time to Repair
W Mean waiting time in queue
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Abstract: Current production systems that respond to market demands with high rates of production
change and customization use complex systems. These systems are machines with a high capacity
for communication, sensing and self-diagnosis, although they are susceptible to failures, breakdowns
and a loss of reliability. The amount of data they provide as a productive system and, individually,
as a machine can be treated to improve customized maintenance plans. The objective of this work,
with an operational scope, is to collect and exploit the knowledge acquired in the industrial plant on
failures and breakdowns based on its historical data. The acquisition of the aforementioned data is
channeled through the human intellectual capital of the work groups formed for this purpose. Once
this knowledge is acquired and available in a worksheet format according to the Reliability-Centered
Maintenance (RCM) methodology, it is implemented using Case-Based Reasoning algorithms in a
Java application developed for this purpose to carry out the process of RCM, accessing a base of
similar cases that can be adapted. This operational definition allows for the control of the maintenance
function of an industrial plant in the short term, with a weekly horizon, to design a maintenance plan
adjusted to the reality of the plant in its current operating context, which may differ greatly from the
originally projected plan or from any other plan caused by new production requirements. This new
plan designed as such will apply changes to the equipment, which make up the production system, as
a consequence of the adaptation to the changing market demand. As a result, a computer application
has been designed, implemented and validated that allows, through the incorporation of RCM cases
already successfully carried out on the productive system of the plant, for the development of a
customized maintenance plan through an assistant, which, in a conductive way, guides the plant
maintenance engineer through their design process, minimizing human error and design time and
leveraging existing intellectual capital.

Keywords: case-based reasoning; failure mode; effect and criticality analysis; knowledge-based
system; nearest neighbor; reliability-centered maintenance

1. Introduction

The uncertainty of demand has led production systems to be increasingly complex. In
this context, the production requires a strategic alignment with global company objectives
and a high capacity on the part of plant operations and technology to respond to market
needs [1] and flexible equipment with many configurations for their machines [2]. This
can affect the availability of the machines and therefore their maintenance, which is why
adequate management of the information is necessary to facilitate decision making. In fact,
the academic literature shows tools that facilitate efficient maintenance management, such
as Erozan [3], the selection of an effective maintenance strategy, such as Srivastava et al. [4],
specific solutions for predictive maintenance in machining processes, such as Jimenez-
Cortadi et al. [5], or a devotion to synchronizing manufacturing and maintenance activ-
ities [6]. All this shows that the problem of selecting the best maintenance strategy is
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conditioned by a high complexity and that multi-criteria decision systems must be used, as
Aghaee et al. [7] points out.

On the other hand, the reliability is presented as principal focus for the maintenance [8].
However, in this current era of industry 4.0, according to Vrignat [9], lean manufacturing
policies are considered insufficient and must be complemented with other policies of
sustainability. The same author also highlights the need to incorporate new maintenance
strategies with prognostics and health management to make decisions in time, creating
opportunities for scheduled maintenance intervention and avoiding unexpected failure.
Therefore, a system for decision making regarding the design of customized maintenance
plans could attend to an industry demand.

Although there is a recent concern among plant experts regarding expanding the
capabilities of the Reliability-Centered Maintenance (RCM) method in order to improve
it, according to the work of Melani [10], these improvements involve the replacement
of the RCM method by a sequential model of methodologies of Functional Analysis of
Operability, Hazard and Operability Study (HAZOP), Analysis of Failure Modes, Effects
and Criticalities, Failure Mode, Effect and Criticality Analysis (FMECA) and Analytic
Network Process (ANP). Similarly, Ma et al. [11] suggests performing a data-driven RCM
process, which basically replaces the FMECA with a quantitative analysis on possible
maintenance effects and replaces the original RCM decision logic with a quantitative
decision model based on MonteCarlo Simulation. Both of the proposed models involve an
enormous effort in preparing all the documentation and studies to carry out this philosophy,
resulting in an increase in the effort and time devoted to the application of a classic
RCM process.

In addition to the methodologies to select the best maintenance action according to the
RCM process, Condition-Based Maintenance (CBM) technologies must be integrated with
Computer Maintenance Management Systems (CMMS) to achieve the maximum capacity
of the three aforementioned systems, as indicated by López-Campos et al. [12], and include
unified functional knowledge, as pointed out by Song [13]. This even includes TPM, as
proposed Kumtekar et al. [14], and Failure Modes and Effects Analysis, as proposed by
Mkalaf et al. [15].

This work presents a system for decision making regarding the design of customized
maintenance plans within a production plant whose general objective is the proposal of a
system that assists an expert in the decision making for the design of maintenance plans
tailored to the real productive context of an industrial plant, as based on the alignment of
the company’s strategic objectives and tactical and maintenance operations, according to a
customized concept.

As a result of the previously applied strategic definition, a productive area of the plant
was selected to implement the improvements [16]. This area was taken as the starting
point for the tactical definition, in which sections of the machine tree were analyzed in
detail within the cited area according to the works of Rodríguez-Padial et al. [17,18]. The
present operational definition, in synthesis, will try to solve a reliability problem posed
by the proven success methodology of Reliability-Centered Maintenance (hereafter RCM)
and driven by Case-Based Reasoning algorithms (hereafter CBR) to offer an optimized
maintenance solution adapted to a new problem presented, such as a new case. On the
other hand, Ruschel [19] considers it essential that the CBR methodology improves the
various models used in decision making, seeking to anticipate maintenance actions before
the failure occurs.

This maintenance solution will have a maintenance type or class format to be ap-
plied. Its frequency and specific instructions are to be developed in the future work order
that will be programmed in the Computer Aided Maintenance Management software
(hereafter CMMS).
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As the state of the art on the integration of RCM and CBR methodologies, it is worth
highlighting, as a background, the work of Cheng et al. [20], who developed an intelligent
system called IRCMA with a similar approach, although with a great difference in terms of
the approach regarding the treatment of the RCM process. Fundamentally, the big difference
is that it tries to apply the CBR paradigm only in the FMECA part of the RCM methodology,
making it possible to recover cases for this part, which is more difficult to document and
consumes more time by experts, according to Candea et al. [21], in subsequently applying
the decisional flowchart of the RCM process in the new context of the problem through
consultation. In this way, it is possible to, on the one hand, group the advantages of the CBR
algorithm—recovering similar cases of FMECA, achieving substantial savings in the time
spent by the expert and maximizing human capacities in terms of remembering similar
cases when there is an abundant base of cases—and, on the other hand, correctly apply the
RCM criteria regarding the classification of the maintenance policy to be carried out, not
by recovering a similar CBR case. This is intended to use only the recovery of cases in the
FMECA part of the method, closely related to the functional failure and its root cause, a
fact that depends more on the type of equipment but not on the maintenance policy, which
depends more on the context where said team works by using the original RCM criteria
established by Moubray. There is a remarkably small bibliography in which both RCM and
CBR methodologies are integrated, as indicated by Kobbacy [22], exclusively evidencing
the IRCMA reference already cited Cheng et al. [20] until 2012. In this sense, a current
bibliographic search shows that there are no other related publications to date.

The objective of this work of operational definition, as a final part of the proposed
global system, is to assist in the design of customized maintenance plans focused on
reliability in a driven way—that is, to guide the maintenance expert in an ideal way
according to RCM method. In this way, human error is minimized, as Rahman et al. [23]
suggested, and an adequate level of excellence is ensured in the applied methodology. On
the other hand, the time spent by the maintenance expert in case recovery work, analysis
and the adaptation of the same case to the new case or the reliability problem presented is
drastically reduced, since it is carried out automatically by means of a software application
developed for this purpose. A fundamental advantage resides in the fact of having a large
number of historical cases, and the expert will only consider the most similar k-cases, kNN,
where k is the number of similar cases that will be displayed by the application. All of
this translates the operational objectives by integrating the RCM method with the CBR
methodology. Therefore, the objective is the operational definition, allowing the expert or
leader of the RCM group to be efficiently conducted in the RCM method with great savings
in devoted time, specifically for the part of the method where failure modes, effects and
criticalities—FMECA—are analyzed for the organization’s business.

2. Methodology

In the design of this decision support system and the planning of customized mainte-
nance processes of any industrial plant, it has been decided to use the RCM method due
to its proven effectiveness in the industrial environments where it is implemented and
which are equipped with a knowledge-based system through CBR algorithms to endow
the RCM process with faster decision making by a group of RCM experts in its implemen-
tation. In parallel, being a driving-assisted system, human errors caused by forgetfulness
or carelessness in the correct implementation of the RCM method are minimized.

Finally, the system will be a computer support, as an independent application that
implements the RCM method according to CBR algorithms, in such a way that results in a
driven RCM method, assisting the expert from its inception to completion. The following
sections very briefly describe the RCM and CBR methodologies.
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2.1. RCM Method

The Reliability-Centered Maintenance (RCM) method was originally designed for
the aviation industry by Nowlan and Heap [24], Anderson and Neri [25] and Smith [26],
and, later, an extension of the RCM concept was used by Moubray [27] for a generic
industrial environment. The concept is based on designing a maintenance plan based on
the operational reliability of the plant. In summary, the functions required by the systems
are defined; then, a Failure Modes, Effects and Criticalities Analysis (FMECA) is used,
where they consider the possible functional failures being listed and link the different
associated failure modes, their effects and their criticalities. The critical elements of the
analyzed productive system are highlighted and located. The information is collected
in an information worksheet, as shown in Figure 1, adapted from Waeyenbergh and
Pintelon [28]. The next step indicates the use of a decision diagram, which helps in deciding
the type of maintenance to apply, whose structure is shown in Figure 1 and detailed in
Figure 2, the latter adapted from Saniuk et al. [29]. This diagram helps in recording the
decision worksheet.

Figure 1. RCM approach, structured with information worksheets, a decision diagram and a decision
worksheet; adapted from [28].

Although RCM is a proven, successful method focused on increasing the plant reli-
ability, strictly applied, it is a complex and costly method, justifiable in aeronautical and
high-risk industries, where high reliability requirements are imperative, but too expensive
for the general industry, where the maintenance problem is more economical than reliability.
These disadvantages can be overcome by replacing the strict application of the method
with a more flexible and customized approach to the maintenance to be applied.
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Figure 2. Detail of the RCM decision diagram; adapted from [29].

2.2. CBR Method

The Case-Based Reasoning (CBR) method was originally pioneered by Schank [30]
from his research work on dynamic memory [31], in which he discovered that memory
recalls solved cases as similarity patterns to solve new problems posed. In this way, he
defines reasoning based on cases as “the resolution of problems using or adapting the
solutions of old problems” [32]. Case-Based Reasoning (CBR) is an artificial intelligence
paradigm that combines problem solving and learning, as established by Watson [33]—that
is, Case-Based Reasoning (CBR) is a method to describe a problem posed where various
technologies can be used for its resolution. In this work, jCOLIBRÍ, developed by Díaz-
Agudo [34], has been used as a technology for the algorithmic implementation of the
Case-Based Reasoning (CBR) methodology in the Java programming language [35].

In summary, the Case-Based Reasoning (CBR) method is based on the hypothesis of
human reasoning, where similar problems present similar solutions; therefore, it is about
solving problems by adapting solutions to problems previously solved successfully and by
describing them in a similar way to the new problem raised. In this sense, it is possible to
differentiate two spaces: the space of the problem posed, called the description space, and
the solution space. The CBR method is described as a cyclical process, as seen in Figure 3,
with four activities: Recover, Reuse, Review and Retain. Once a new problem arises, a
new case is created in the description space, and the Retrieve activity makes it possible to
obtain from the case base those problems that are most similar to the new case described.

191



Appl. Sci. 2022, 12, 7144

Once the most similar case is obtained, called the recovered case, the second activity is
called Reuse—that is, the solution of the recovered case is used as an approximation of the
solution of the new problem posed. This proposed solution, if necessary, is revised or better
adapted to the problem initially raised, obtaining an adapted case with a new solution. If
this solution is validated as good, the last activity consists of retaining the case as a new
learned case and incorporating it as a new case added to the case base. As can be seen, the
CBR method seeks to increase knowledge by incorporating new cases each time the CBR
cycle is invoked.

Figure 3. Standard cycle of the CBR method adapted by Watson [33].

Of the four activities, attention is focused on the recovery activity to establish that this
methodology allows for the use of different technologies to recover cases due to similarity.
In this work, the Nearest Neighbor algorithm (hereafter NN) has been used to model the
similarity between the new case and the existing cases in order to obtain the recovered case.
kNN is the most widely used recovery method in the CBR methodology [36]; this has been
evaluated as the most accurate method compared to other methodologies such as k-means
clustering (k-means), FCM (Fuzzy C-Means) and SOM (Self-Organizing Map). According
to Watson [33], the similarity can be assessed as described in the following equation:

Similarity(T, S) = ∑ f(Ti, Si)·wi, (1)

The similarity between an objective case, T, and a case of the base of cases, S, is
evaluated with the similarity function, f, for the attribute, i, extending it from the first to
the last, n, of each case. As can be seen in “(1)”, it is a sum weighted by the weight, wi, that
marks the importance of each attribute, i. Extending this assessment between the objective
case, T, and all the cases of the case base, Sj, of those existing, m, a normalized and ordered
list can be obtained from the highest to the lowest, thus configuring from the most similar
cases to those least close to the target. Finally, only a group of them will be taken from the
entire list, the first k most similar to the objective. In this work, a value of k = 3 has been
considered, according to the recommendation of an interval comprised of 1 to 4 according
to the study by Salton and McGrill [37]. It has been shown in some cases that the choice of
the value of k influences the efficiency of the CBR process. Thus, a possible improvement of
the method to increase the efficiency of the recovery activity could be to not tacitly decide a
value of k, if not to calculate it automatically based on the optimization of the statistical
disparity applied to the base of cases, avoiding human intervention and its associated error
for choosing the value of k [38].

2.3. Implementation of the CBR Method with jCOLIBRI

The driven design system for Reliability-Centered Maintenance (hereafter driven RCM)
has been implemented in the Java programming language using specialized CBR libraries,
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for which the jCOLIBRI environment has been selected, according to Recio-García [39].
In particular, jCOLIBRI version 2 or jCOLIBRI 2 has been used as a framework for the
development and construction of CBR systems developed by Recio-García [40] in Java. In
this work, the development layer in Java has been used, whose architecture allows for the
representation of cases and their handling by means of a specific library of CBR methods to
be used in the dedicated CBR application that is the object of this work, called AIRCM.

The division of the application is modularized in the pre-cycle, cycle and post-cycle
periods. The pre-cycle and post-cycle periods contain methods in charge of managing the
resources required by the main cycle methods. There are two main methods of the cycle: (1)
Recovery and Selection Methods. From this group of methods, the closest neighbor (NN)
recovery method has been used, with global and local similarity metrics. The local metrics
use the similarity function, f, of “(1)” to calculate the similarity value between the different
attributes that describe the target case and those of the comparable cases in the case base,
while the global metric calculates the weighted mean (wi) of the similarity values returned
by the local metrics. Once the cases are retrieved, methods are used that select a group
of the retrieved cases to present them to the end user. The simplest approach consisting
of returning the k best cases has been used, the combination of which brings together the
retrieval method of the k most neighbors next or kNN. (2) Reuse and Review Methods,
which include basic methods for copying the solution of a case to the query or for copying
the values from the attributes to the description of the solution.

Finally, the structure of the cases is defined in a series of classes that enable all the
representations of the cases.

3. Application: Results and Discussion

The Case-Based Reasoning (CBR) and Reliability-Centered Maintenance (RCM) method-
ologies have been integrated with the ultimate objective of obtaining a customized design of
maintenance plan adjusted to the real needs of industrial plants and assisting the person in
charge of maintenance in its design. This integration of both methodologies, implemented
in the Java programming language, results in the obtention of an independent computer appli-
cation for the driven RCM model called Artificial Intelligence Reliability-Centered Maintenance
(AIRCM) and designed for the effect to be applied in any industrial environment.

In particular, the AIRCM application has been conceived in two parts. The first
part implements the FMECA, typical of the RCM method, with the CBR method using
the jCOLIBRI environment and the second part, where the maintenance policy has been
implemented according to the decisional flow chart in Figure 2, using the operating context
of the new case raised. Therefore, the maintenance policy adopted for the recovered case is
discarded. This is because the maintenance policy depends more on the operational context
where the equipment is located—that is, its effects and not the failure mode—as this is more
related to the type of equipment and the maintenance policy with the productive context.

Every Knowledge-Based System (KBS), such as the CBR method, must have access
to and the ability to modify a database where the different historical cases validated as
successful are stored. This case base is made up of the worksheets (Figure 1) of FMECA
information once the classic RCM method has been successfully applied in a productive
environment. These record sheets have been considered as already existing and will
suppose that the input information for a record in the database is a base of cases that have
been interconnected to the AIRCM application that is the object of this work. Since the
data sheets are usually arranged in spreadsheets, it is easy to dump the information and its
structure into a new spreadsheet that will make up the case record and therefore the case
base that the AIRCM application needs. This case base is a Comma-Separated Values (CSV)
file. Figure 4 shows the values of the CSV file in tabular form, each column corresponding
to the attributes specified in Table 1.
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Figure 4. Records of the CSV file that make up the Case Base. Attributes {IDP}.

Table 1. Attributes of the Case Base. CSV Database File Column Headers.

Attributes Description Typology

IDP Problem Identifier Sequential value of cases. Integer

S Machine Tree Section Alphanumeric code that identifies the section

I Installation inside the machine tree section Alphanumeric code that identifies the installation

E Equipment within the machine tree installation Alphanumeric code that identifies the equipment

FF Functional Failure Description of the failure that makes the partially required
or total required function. Character string

IDS Solution Identifier Sequential value of cases. Integer number

F Equipment Required Function Description of the required function and its nominal
operating values. Character string
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Table 1. Cont.

Attributes Description Typology

FM Failure Mode Description of the failure modes that can
trigger the failure. Character string

FE Failure Effects Description of the effects that affect the safety, production
and economy of the plant. Character String

NPR Risk Priority Number

Real value that indicates the priority regarding
the risk evaluated by the failure. It is the product

of the probability of occurrence (O), the severity (S)
and the detection (D). Real number

PT Proposed Task Description of the maintenance actions to
be carried out. Character string

MC Maintenance Classification

Maintenance policy to be carried out. Listing: Periodic search
for hidden faults, operator-based maintenance,

condition-based maintenance, time-based maintenance,
unplanned (corrective) maintenance, redesign

II Initial Interval Frequency of the application of systematic preventive
maintenance actions. Integer number

R Maintenance Responsible Group, person or workshop responsible for the correct
execution of the planned maintenance tasks

This section has been divided into three phases, according to chronological order: the
preparation of the case base used the design and implementation of the AIRCM application
and the use of it to solve a new case raised, enabling the applicability of the driven RCM
method through running the AIRCM application.

3.1. Case Base

For this work, a case base has been prepared with a total of 35 cases (Figure 4) by
means of the easy dumping of data from the worksheets corresponding to 35 problems that
actually occurred and were successfully solved under the classic RCM method on a specific
machine within the productive area as a result of a previous strategic definition.

The machine is identified with the Section code “EW”, the result of a previous tactical
definition. This machine is divided according to a machine tree in hierarchical format
(Section, Installation, Equipment) to locate the zone where the fault occurs.

3.2. Design and Implementation of Conductive RCM: Application

Once a database with structured attributes has been established, the implementation of
the AIRCM computer application begins, using the Java programming language under the
eclipse environment. In the first part of the code, the jCOLIBRI environment has been used
to implement the CBR method with the specific libraries designed for this purpose. In the
second part, the code has been implemented through conditional sentences to establish the
maintenance policy according to the RCM decision diagram for the operational context of
the new case presented. To implement the code, the Integrated Development Environment
(IDE), eclipse [41] has been used, since jCOLIBRI presents a framework prepared for this
environment through a perspective intended for this purpose, as can be seen in Figure 5.

The design has been divided into four phases: configuration, pre-cycle, cycle and
post-cycle. In the configuration, a mapping has been established between the attributes of
the case base of the CSV file and the computational variables of the computer application.
The correspondence between the attributes of the case base, Table 1, and the computational
variables of the application, the central red box in Figure 5, which distinguish between the
descriptive variables of the problem “d.” and the descriptive variables of the solution “s.”,
is noted. The complete mapping can be seen in Table 2. This is done with the assistance of
jCOLIBRI assigning headers through a drop-down of variables. Regarding persistence or
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memory storage, the location of the case base must be indicated by its memory address,
as can be seen in Figure 5 on the file that contains RCM_EW.csv. The last part of the
configuration is based on the third XML file that can be seen inside the config folder of the
same figure, called similarityConfig.xml, which is generated from the jCOLIBRI wizard,
as can be seen in Figure 6. In this figure, the similarity of the method used has been
configured—in this case, Nearest Neighbors (NN). It can be seen that the variables to
consider for the comparison of cases are the three inherent locations within the machine
tree (Section, Installation, Equipment) and that of the problem description (Functional
Failure). Likewise, these variables have been combined with each other to obtain a global
mean according to the chosen variable, weighting them to give more emphasis to those
variables that have been considered more important, according to “(1)”. In this case, it
has been decided to weight the functional failure variable with 70%, considering it the
most important, since it is what the application tries to solve; however, the equipment
and its location within a machine must be taken into account to resolve a possible tie
between similar descriptions. In this case, it involves a 30% weighting, each variable
of the section, installation and equipment being distributed equally at 10%. The local
similarity function used for all the variables is the MaxString function in order to compare
the similarity between the texts of the new case raised (objective) and all the available cases
in the case base.

In the pre-cycle and post-cycle phases, cases have been loaded before executing the
cycle and the resources have been released once the cycle has been executed, respectively,
through connectors to the case base. However, the corresponding cycle phase contains the
logical functioning flow of the CBR method (Figure 3) and is executed through queries. This
cycle presents two stages. The first one applies the flow of CBR on the FMECA part of the
RCM method; this is a recovery of failure modes within the base of cases, comparing them
with the new problem raised through consultation. The second stage attempts to reapply
the maintenance actions, re-evaluating the Risk Priority Number (NPR), the maintenance
task instruction, the maintenance policy or class, the interval and the person assigned.

Figure 5. Java development environment in the eclipse IDE from the jCOLIBRI perspective.
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Table 2. Attributes Mapping of the Case Base and Variables implemented in the AIRCM Application.

Attributes Base Case (CSV) AIRCM Variables Domain or Space

E Equipment Description
FF Functional_Failure Description
I Installation Description

IDP CaseID Description
S Section Description
F Function Solutions

FE Failure_Effect Solutions
FM Failure_Mode Solutions
IDS SolutionID Solutions
II Initial_Interval Solutions

MC Maintenance_Classify Solutions
NPR NPR Solutions
PT Proposed_Task Solutions
R Responsible Solutions

Figure 6. Configuration of the similarity function of the NN method under the jCOLIBRI perspective.

3.2.1. First Stage—CBR-Based FMECA

Recover: At this stage of the Java source code using jCOLIBRI libraries, the NN
method has been implemented. In the first place, the similarity configuration seen in the
configuration phase (Figure 6) has been obtained to later use it in the retrieval of cases,
according to a query introduced in the cycle method as an input parameter. This query
corresponds to the description of the problem of the new case raised. In the second instance
of the code, the collection of all retrieved cases has been stored in a variable, where a score
has been added for each case based on its similarity to the query.

Reuse: In this stage of the code, the selection of the k closest cases has been imple-
mented due to their similarity to the new case. In this work, it has been decided to select
the k = 3 most similar cases, considered as the ideal value within the range [1,9], as justified
previously. In this way, the user has been allowed to choose between the three most similar
cases, making himself the final decision maker on the similarity of the new case presented
with respect to the case base. In the first sentence, the selected cases variable stores the
three closest cases in order of the similarity of the cases retrieved in the previous eval
collection, while in the second sentence, the choice variable stores the three cases selected
but orders them in a table to be presented on the screen to the application user by using a
pop-up window.
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However, this window, in addition to presenting the three most similar cases in
descending order, allows the user to decide which case is finally selected from the three
presented, allowing the user to decide which one best suits the problem, as seen in the third
block of the code using the Buy or Quit conditional.

Review: At this stage of the code, the user has been allowed to review the selected case
by creating a case using the bestCase variable and copying the selected one (choice). The
revision itself is based on modifying the values contained in the attributes of the identifier,
the newCaseID description and the newSolutionID solution of the bestCase case in such
a way that a new case is prepared with sequential identification to the last case of the
case base.

3.2.2. Second Stage—Driven RCM within the CBR Cycle Review Activity

In this second stage, being within the review activity within the CBR cycle, the code
has been implemented to modify the values of those attributes that involve the operational
context by the RCM method—that is, instead of retrieving the values of the attributes of
the entire solution, only those associated with the FMECA are retrieved, and the rest of
the attribute values will be modified (revised) by the user according to the RCM decision-
making methodology through the decision diagram (Figure 2), allowing the operational
context to be reconsidered again when designing the solution of the new case raised. The
aforementioned decision diagram has been implemented in Java code through conditional
sentences so that the solution can be reviewed through established questions—hence the
name of the conductive RCM method. The attributes whose values have been reviewed
through the implementation of the driven RCM are: Risk Priority Number (NPR) (through
its occurrence, severity and detection factors), Proposed Task (PT), Initial Interval (II) and
Responsible (R). Finally, the new maintenance policy or Maintenance Classification (MC)
has been applied, obeying the RCM decision diagram and leading the user through the
questions to obtain the maintenance action to be applied in this context.

The final part of the cycle is the Retain activity. In this case, the code only presents a
single sentence. Where the new case chosen and reviewed, bestCase has been stored in the
case base by adding one more instance in the RCM_EW.CSV file.

3.3. Use of the Application to Resolve a New Failure Case by Assistance

Starting from a situation in which the complete planning and design assistance system
has been launched (that is, a previous strategic definition has been applied) and obtaining
as a result a productive area of interest to the management, for that productive area, a
previous tactical definition by middle managers is later applied, resulting in a machine
(section) to which the RCM design must be applied in order to improve its reliability
and maintainability. At this moment, instead of applying a classic design using the RCM
method, the use of driven RCM is made possible through the AIRCM application designed
in a previous section for this purpose, with the advantages of minimizing the time spent by
the users responsible for the design and the human errors inherent in handling extensive
case databases.

At this point, the AIRCM application has been launched on the machine identified
as section “EW”, the result of a previous tactical definition. Once the case base has been
prepared, the data needed as input information will be fourfold, as can be seen in Figure 7.
The last three variables locate the area where the problem to be analyzed has occurred, while
the textual description of the problem has been entered with the first input variable. This
has been prepared in this way because users (machine operators) who request maintenance
intervention must submit a work request, PT, which is nothing more than the start of a
Work Order (OT) of the CMMS application used by the maintenance department. It takes
advantage of the existing equivalence between the description of a work request and the
functional failure of a device, attribute FF, in Table 1.
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Figure 7. Initial window for input information running on Windows 10.

The input information of the new problem posed in the query window of Figure 8 has
been introduced, describing the problem as a Functional Failure: “They do not center the
axes”; for the AXIS equipment; for the Equipment: “AXIS”; within Installation: “RESMAS”;
and Section: “EW”.

Figure 8. Problem data input (above) and output window with the three similar cases.

The three recovered cases similar to the problem raised have been obtained and
ordered in descending order of similarity. As can be seen in the table in Figure 8, the case
identified as ID = 2 of the Cases Base is the most similar to the problem posed. As can be
seen, the cases ID = 3 and ID = 1 will be the second and third most similar among those
found in the case base. However, the user of the application can choose the case that best
suits the three cases presented, since it also allows him to see other variables such as failure
modes or failure effects, which complete the FMECA. In this way, it is possible to recover
similar cases and carry out an analysis of failure modes, effects and criticalities faster and
easier than doing it again, in addition to adding the existing knowledge of the previous
analysis of proven success.

Once the user has chosen the case that best suits the needs of the new case or problem
raised, he selects it himself by clicking on the Select attribute of the three cases presented on
the screen. In this work, he has chosen the first one, ID = 2, since it is the most similar to the
problem posed. Obtaining as an output the recovered case ID = 2, the review stage begins,
assigning the case ID = 36 as an additional case to the 35 existing cases in the case base.

Continuing with the review process, the second stage of the driven RCM process
begins immediately by reviewing the contextual information of the new problem, as shown
in Figure 9. With the occurrence, severity and undetectable data entered, the new Risk
Priority Number (NPR) is automatically calculated.

The second revision stage comprises redefining the new maintenance policy or class by
following the RCM diagram in a guided way—that is, the user has been guided through the
questions in the diagram, as seen in Figure 10, where the user answers the questions and the
maintenance policy is obtained as an output. In this work, the maintenance classification
obtained is Maintenance by Operator, thus completing the solution of the chosen case (see
the last case in Figure 11).
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Figure 9. Data review windows for the new chosen case using questions from the operational context.

Figure 10. Data review window for the new chosen case using questions of operational context.
Second stage: driven RCM to apply the maintenance policy.
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Figure 11. Case Base in the RCM_EW.CSV File with the new Case ID = 36 REGISTERED.

Finally, the retention activity is checked by verifying the persistence (that is, verifying
that the new case is stored in the database)—in this case, in the RCM_EW.CSV file—and
that a new case is added with the description identifiers and solutions IDP = 36 and
IDS = 36, respectively, as evidenced in Figure 11. The newly added case is also highlighted
in Figure 11, where it can be seen how the case number 36 has been added within the case
identifier attribute as a consecutive number to the last existing case in the original case base.
It is verified that all the registered attributes of case 36 contain all the values obtained in
the solution process of the new case, according to the conductive process in Figures 8–10.

3.4. Achieved Development

A maintenance model focused on driven RCM has been developed in such a way
that it assists the user responsible for the customized design of the maintenance plans of
any industrial plant, making three great advantages possible: the first is the considerable
saving of time involved in carrying out an FMECA; the second the minimization of human
error regarding the treatment of an extensive series of historical cases; and the third
advantage is that the AIRCM application created for this purpose is used as training for the
inexperienced maintenance user, where they can be fully guided in the process, accessing
all the historical cases stored and successfully resolved. In this way, an AIRCM application
is available, which can be used as a training system through case simulation, providing a
didactic component.

Once the AIRCM application has been validated, different input cases are entered
and the corresponding solution is obtained. The advantages and benefits of the proposed
driven RCM model have been successfully tested by raising a series of new cases in the EW
section, where there is a base of success stories of RCM programs already implemented.

3.5. Results Analysis

A conductive RCM model has been developed in such a way that it assists the user
responsible for the customized design of maintenance plans for an industrial plant, thus
enabling three major advantages: the first is the considerable time savings involved in
carrying out a Failure Modes, Effects and Criticalities Analysis (FMECA); the second is
the minimization of human error in the treatment of an extensive series of historical cases;
and the third advantage is that the AIRCM application created for this purpose is used as
training for the inexperienced user of maintenance, where he can be totally guided in the
process, accessing all the historical cases stored and successfully resolved. In this way, he
has an AIRCM application that can be used as a training system through case simulation,
providing a didactic component.

Once the AIRCM application has been validated, different input cases are entered
and the corresponding solution is obtained. The advantages and benefits of the proposed
conductive RCM model have been successfully tested by proposing a series of new cases
in the EW section, where there is a database of successful cases of Reliability-Centered
Maintenance (RCM) programs already implemented. The new cases have enabled the
simulation in the AIRCM application environment, obtaining the results shown in Table 3.
The total number of simulated cases for each of the input variables {INSTALLATION,
EQUIPMENT and FUNCTIONAL FAILURE} is shown with X.
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Table 3. Simulations carried out for the validation of the AIRCM application.

Simulation Installation Equipment Functional Failure Success (%)

1 X 100
2 X 100
3 X 100
4 X X 100
5 X X 100
6 X X 100
7 X X X 100

It should be noted that the robustness of the proposed conductive RCM model has been
verified, leaving some values corresponding to the input variables empty, as evidenced
in Table 3 for simulations 1 to 3, where only one input variable has been reported, for
simulations 4 to 6, reporting two input variables, and for simulation 7, reporting all the
input variables. For all the simulations carried out, it has been observed that the retrieved
cases most similar to the problem posed are correctly displayed as results, even with
a lack of input information, thus concluding the validation process. In the same way,
the goodness of the system has been verified, introducing some input cases as a query
to the problem. This only informs the FUNCTIONAL FAILURE (FF) input field in the
query, approximately as what would be done in a real case, leaving the rest of the fields—
EQUIPMENT, INSTALLATION and SECTION—empty, without input information. That is,
it is about describing the problem of an existing case by means of a similar description to
observe the response of the system. Table 4 highlights this type of simulation to show the
results, such as similar recovered cases, concluding that there is a good system response.

Table 4. Simulations of raised cases and similar cases recovered.

Posed Problems Query Description (FF) First Recovered Case (Description FF) IDs

1 Packaging is folded Not centering the unfolded
packaging on the bands 29, 30, 2

2 Magneto-thermal trigger The alarm system for
magneto-thermal failure 31, 14, 15

3 Pallet turns Not transferring the loaded pallet 21, 22, 19

4 Paper length is not adjusted
by spreader bars

Not centering the unfolded
packaging on the bands 29, 30, 27

The use of the application developed in a maintenance design process in an industrial
plant in operation has allowed us to observe the following improvements in the results.

Empirically, a notable reduction in the time devoted to applying the Reliability-
Centered Maintenance (RCM) methodology has been achieved. Considering that a case
like the one presented in this work requires a series of meetings of the RCM group created
expressly, in addition to a documentary analysis of the specifications of the assets subject to
maintenance and their operational context, the development of the Mode Analysis process
of Failure, Effects and Criticalities (FMECA) and the correct application of the Reliability-
Centered Maintenance (RCM) flowchart, a reduction of the four hours dedicated to the
classic RCM process by the person responsible for the maintenance design is obtained—
only thirty minutes is required to use the conductive RCM process through the AIRCM
application developed and used in this work. This does not account for the time that has
had to be devoted by the members of the RCM group in the different meetings organized.

Another advantage achieved with the execution of the AIRCM application has been
the management of the knowledge acquired regarding the resolution of problems that have
occurred in the plant. Starting from successfully executing the application of the conductive
RCM program a vast number of times, a large number of effectively resolved historical cases
will be obtained, which implies a large amount of information, which will be considered
as stored intellectual capital. When a large number of cases are available in a database, it
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becomes difficult and arduous to manipulate it through direct consultation by a maintainer.
This phenomenon is mitigated by similar case retrieval processes implemented in the
application itself, so case retrieval is handled very precisely, and this problem is solved.

Special emphasis is placed on the use of the developed application as a knowledge
manager in the broadest term, since, by hosting a large base of success stories regarding the
solution of real plant problems, it enables its use a simulator to train novice or inexperienced
users in the maintenance plan design processes.

4. Conclusions

The successful integration of both methods—Reliability-Centered Maintenance and
Case-Based Reasoning (RCM-CBR)—for the scope of the improvement in the optimal
management of the maintenance of assets of an industrial plant is the aim pursued in this
work. Although the individual benefits of both methods have been shown to improve
the efficiency of industrial processes, the union of both pointing to the single direction
of designing maintenance plans produces a combined effect in terms of their efficiency,
their precision and the minimization of the time devoted to obtaining it. An additional
advantage of redirecting the time dedicated to customizing the maintenance plan has
been achieved, since, by saving time in the use of the RCM method by using a driven
process and the automatic recovery of solutions to the problem posed, it allows the person
responsible for the design of the maintenance plan to invest his time in customizing, by
adapting recovered cases, the new proposed solution, in addition to correctly monitoring
the execution of the proposed solution.

As a conclusion of this operational definition, within the global process of assisting in
the decision making and planning of maintenance processes, an independent application
in the Java programming language has been developed and used to conduct the complete
RCM process with the use of Case-Based Reasoning (CBR) algorithms in order to recover
and explore similar failure cases from a base of historical cases that have occurred and
whose solutions were successfully applied in equivalent industrial plants. This has meant
an exploitation of the knowledge of historical problems and their solutions that occurred
in industrial plants, and this has also made it possible to extend and pool the human
intellectual capital inherent in all industries, such as experts from various areas; the middle
management of maintenance, production, process and maintenance engineers; workshop
personnel; mechanics and electricians; etc. This philosophy of the integration of both
paradigms (RCM-CBR) has made it possible to group the different previously described
agents that are involved in the reliability problems of the industrial plant in order to reduce
the time spent applying a classic RCM process. This time saving is a competitive advantage
as soon as the implementation of the corrective actions become part of the maintenance
management program. The effects of their application are obtained earlier compared to the
classic application of the RCM method, channeling the analysis effort into the following
critical areas for improvement. Finally, this last part is much faster, more operational
and its objectives are aligned with the two preceding objectives—tactical and strategic,
respectively—whose joint effect has resulted in increasing the overall efficiency of the
industrial company.

As a result of this operational definition, a solution has been established as a main-
tenance action or task to be applied in response to a reliability problem detected for the
equipment from a chosen section of the previous tactical definition. This solution, carried
out iteratively on the section under analysis, allows for the creation of a complete mainte-
nance plan for it to be programmed in the CMMS. It should be noted that this methodology
is based on a continuous improvement scheme, which allows it to be applied frequently
according to the launch of the complete system together with the previous strategic and
tactical definitions, or independently when a loss of reliability is detected.

Although the term “adaptive maintenance” (AdM) has not been coined, Burggräf [42]
suggested that the maintenance function should not only restore or maintain the operating
condition of productive equipment and used the term “adaptive remanufacturing” (AdR)

203



Appl. Sci. 2022, 12, 7144

to suggest that the evolution towards intelligent and strategic maintenance should improve
productive resources by increasing the life cycles of assets, monitoring their performance
levels and considering the technical, economic and ecological aspects. It is considered
relevant for future work to add this new concept of adaptive maintenance to this operational
definition, where, in addition to re-establishing the required function of the high-impact
asset to be maintained, the availability is ensured and the required function is increased—
for example, when there is an increase in the speed of a machine due to the demands of
the changing production context. In summary, it is suggested that scheduled maintenance
interventions provide opportunities for the improvement or adaptation of the originally
projected required functions of production systems in an increasingly demanding context.
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Abstract: Refurbished products are gaining importance in many industrial sectors, specifically
high-value products whose residual value is relevant and guarantee the economic viability of the
re-manufacturing at an industrial level, e.g., turbine blades for power generation. In this paper,
we address the robust scheduling scheme of re-manufacturing activities for turbine blades. Parts
entering the process may have very different wear states or presence of defects. Thus, the repair
process is affected by a significant degree of uncertainty. The paper investigates the uncertainties
and discusses how they affect the scheduling performance of the re-manufacturing system. We then
present a robust scheduling framework for the re-manufacturing scheduling strategies, policies, and
methods. This framework is based on a wide variety of experimental and practical approaches in
the re-manufacturing scheduling area, which will be a guideline for the planning and scheduling of
re-manufacturing activities of turbine blades. A case study approach was adopted to examine how
re-manufacturers design their scheduling strategies.

Keywords: turbine blades; re-manufacturing; uncertainty; robust scheduling

1. Introduction and Industrial Motivation

In the past few years, increasing attention has been devoted towards enhancing the sus-
tainability of manufacturing processes by reducing the consumption of resources and key
materials, energy consumption and environmental footprint, while also reducing costs and
increasing competitiveness in the global market. Re-manufacturing, which can be defined
as “the rebuilding of a product to specifications of the original manufactured product using
a combination of reused, repaired and new parts” [1], is a form of product recovery process
entailing the repair or replacement of worn out components to obtain re-manufactured
products with the same characteristics as new products. The re-manufacturing paradigm is
aimed at supporting sustainability challenges in strategic manufacturing sectors for high-
value products whose residual value is high, such as aeronautics, automotive, electronics,
consumer goods, and mechatronics [2].

Re-manufacturing processes, compared to the original manufacturing processes, entail
higher degrees of uncertainty, complexity and dynamics, due to the unpredictable and
variable conditions of the used parts to be processed. This significantly affects process and
production planning, as well as the requirements driving the design of systems operating
re-manufacturing activities. Thus, low production efficiency, unstable product quality,
frequent abnormal production accidents and high product rework rates are typical char-
acteristics of re-manufacturing systems [3]. To address these operating scenarios, smart
approaches are needed to match production management and control decisions with the
updated state of production processes, resources and requirements.

Industry 4.0, which is one of the most trending topics in manufacturing area, considers
smart manufacturing as its central element, and relies on the adoption of digital technolo-
gies such as Internet of Things (IoT), cloud services, big data and analytics, to gather data
in real time and to analyze it, providing useful information to the manufacturing system [4].
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To hedge against unexpected events in the manufacturing system, predictive and reactive
approaches can take advantage of advanced sensor technologies providing monitoring ca-
pability and artificial intelligence supporting analyses and decisions [5]. Taking advantage
of the described scenario, smart management approaches for re-manufacturing systems are
required to support management, planning and scheduling, within the circular economy
paradigm [2].

Grounding on this perspective, this paper focuses on scheduling approaches for re-
manufacturing activities, able to cope with uncertainty affecting both processing times
and steps. The aim is to devise a robust schedule to mitigate the impact of these uncertain
events. The industrial application addressed is gas turbine blade, an extremely complex
and high-value product.

The paper is organized as follows: Section 2 reviews relevant literature; Section 3
describes the addressed re-manufacturing environment entails the characteristics and
operating environment of turbine blades, re-manufacturing process and associated uncer-
tainties; Section 4 presents the proposed robust scheduling framework, while a case study
is reported in Section 5. Finally, Section 6 provides final considerations and conclusions.

2. Literature Review

Re-manufacturing, as one of the most important sustainable economy paradigms,
has drawn a lot of attention due to its advantages on cost-effectiveness, energy-saving
and emission-reduction. Tolio et al. [2] revises system level problems, methods and
tools to support the re-manufactuing paradigm and highlights the main challenges and
opportunities towards a new generation of advanced re-manufacturing systems. Goodall
et al. [6] reviews the work on tools and methods which have been developed to support the
decision process of assessing and evaluating the viability of conducting re-manufacturing,
and evaluate how they have met the requirements of the decision stage.

Turbine blades re-manufacturing environment is an emerging industrial sector where
many advanced tools and technologies are proposed. Rickli et al. [7] described a frame-
work for re-manufacturing systems that aims to take advantage of additive manufacturing
processes to remanufacture end–of–life cores. Huang et al. [8] proposes a re-manufacturing
scheme design method based on the incomplete reconstruction of used part information to
solve the uncertain and highly personalized problems in re-manufacturing. Nevertheless,
re-manufacturing environment for turbine blades is way more complicated than the tradi-
tional manufacturing environment, and it involves enormous decision-making practices
due to the uncertainties incurred by the different demand, inventory, processing routes
and times, which depend on the condition of the returned products [9]. However, among
the literature on the tools and approaches for re-manufacturing environment, 48% focus
on strategic-level and 34% on tactical-level, with only 5% focusing on operational-level,
evenly, only 36% of the studies address uncertainties which is a highly important factor
companies face in product recovery management [10,11].

Production planning and scheduling, which play important roles in the organization
of manufacturing activities and directly affect the overall performance of manufacturing, is
also extensively studied in the re-manufacturing environment. Morgan and Gagnon [12]
classified the re-manufacturing scheduling into disassembly versus integrated scheduling,
single versus multiple products scheduling and reviewed the relevant literature. Kin et
al. [13] proposed a conceptual methodology for reconditioning process sequence planning
based on the ranking of the defects and the precedence relationships which consider the crit-
icality of the defects. Zhang et al. [14] addressed the re-manufacturing scheduling problem
by adopting a simulation-based optimization framework and proposed a genetic algorithm
to optimize two objective functions. Liu and Urgo [9] proposed a approximate branch
and bound algorithm for 2-machine permutation flow shop scheduling re-manufacturing
activities for the repair of turbine blades, with a value-at-risk performance investigated.

In the re-manufacturing of turbine blades, two main sources of uncertainty are pro-
cessing routes and times, which depend on the condition of returned products. To our best
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knowledge, no general framework exists to support the scheduling of re-manufacturing
activities with uncertain processing routes and times.

3. Re-Manufacturing of Turbine Blades

Gas turbine (Figure 1), in which burning of an air-fuel mixture produces hot gases
that spin a turbine to produce power, is one of the most widely-used power generating
technologies. Turbine blades (Figure 2), whose individual price is close to a middle-class
car (i.e., about ten-thousand euros), is one of the most important and expensive parts in a
gas turbine. To maximize the performance of a gas turbine, they are constituted by multiple
stages, each of them equipped with specially-designed turbine blades. According to the
specific OEM (Original Equipment Manufacturer), the number of stages can vary, as an
example, a F-class turbine [15] needs about 400 blades for 3 to 6 stages. Blades belonging
to the same stage of the turbine are usually manufactured/re-manufactured in batch to
guarantee homogeneous characteristics and the balancing of the portion of the rotor for
the stage.

Figure 1. GE H-series power generation gas turbine [16].

Figure 2. New turbine blade [17].

During the functioning of the turbine, blades are exposed to an extremely strenuous
environment (high temperatures, stresses, vibration and corrosion) constituting a major
cause for wear and failures of the blades (Figure 3) and, consequently, reduced energy
conversion efficiency, and potentially disruptive failures of the whole turbine.
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Figure 3. Damaged blades resulting from exposure to high temperature and stress [17].

Thus, planned maintenance operations are enforced for gas turbines, requiring all
the blades in the rotor to be disassembled, inspected and, if needed, re-manufactured or
replaced with new ones.

3.1. Re-Manufacturing Processes

Taking the economy cost into consideration, extending the service life of blades
through re-manufacturing is a feasible and attractive choice, since their replacement with a
new one is far more expensive.

The re-manufacturing of turbine blades generally involves multiple processes and
technologies, e.g., visual inspection, non-destructive testing, machining, additive manufac-
turing, grinding, heat-treatments, coating, etc. The whole process can be summarized in
the following main steps:

1. Blades are disassembled at the production site and shipped to the OEM to be refur-
bished/renewed.

2. Upon arrival at the OEM, blades are inspected to assess the severity of wear and
damages. Blades that cannot be repaired are discarded and the supply/production
of new blades is issued. On the contrary, for reparable blades, the re-manufacturing
process starts, whose process parameters depends on the assessed damage level.

3. The re-manufacturing process consists of removing the damaged (e.g., cracked) parts
of the blades, restore the removed material through welding/additive technologies,
machining/grinding the blade to reconstruct the desired shape. During the material
removal phase, as well as at the end of the processing, non-destructive tests are
operated to verify the complete removal of the defects.

4. The blades undergo the definition of small-size features (e.g., internal cooling ducts,
specific shapes in the terminal side or in the coupling with the rotor) and are succes-
sively coated with high-resistance materials.

5. Finally, the blades belonging to the same stage are assembled together and balanced.
Hence they are shipped back to the operating site of the turbine where they will be
re-assembled and be ready to go into production again.

In this paper the focus is on the core part of the re-manufacturing process, i.e., only the
phases operating the removal of the defects, the reconstruction of the original shape through
an additive process, and the machining of the blade to obtain the desired final shape. While
the blades go through these phases, due to the different and unpredictable degree of wear
and severity of the damages on the parts, rework activities and non-destructive testing
operations could be needed, as shown in Figure 4.

Thus, depending on their characteristics, wear and possible presence of damages,
different blades will undergo different sequences of operations. Figure 4 presents an
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example of the repairing process for two different batches of turbine blades. The process
flow of the first batch of blades (i.e., stage 1) is described with a black arrow, while a
blue dashed arrow is used for the second batch blades. Oi denotes the operations belongs
to defects removal, material additive, machining and NDT process steps respectively.
Although both stage 1 and stage 2 blades undergo the four main process steps, the detailed
operations could differ according to the specific stage they belong to.

Figure 4. Re-manufacturing process example for two batches of turbine blades.

3.2. Uncertainty in Re-Manufacturing Processes

One of the peculiar requirements of re-manufacturing processes is the capability to
cope with the intrinsic uncertainty affecting the parts and products to process. This drives
the need for re-manufacturing plants able to operate in variable conditions with high degree
of efficiency awhile guaranteeing the quality of the processed products [2,18].

The main sources of uncertainty to manage can be summarized in the following
classes:

1. A major source of uncertainty is embedded in the characteristics and volumes of the
parts to be processed. Used parts arrives from different use-phase conditions and,
thus, could be worn differently. Moreover, grounding on their characteristics, the
number of parts whose re-manufacturing is feasible or attractive could be different,
thus impacting on the actual volumes of parts to be re-manufactured.

2. The re-manufacturing process plan could vary for different specimens of the same
products. Thus, according to the characteristic of the item (wear, presence of dam-
ages, etc), different process steps arranged in different sequences could be needed.
This impact on the management of the re-manufacturing system due to the need of
implementing different routines among the available resources.

3. Grounding on the characteristics of each specific part, re-manufacturing process can
differ in terms of the characteristics and parameters of re-manufacturing operations.
This a clear impact on the execution of the processes (forces, velocity, processing
times, etc.)

The described sources of uncertainty also fits the case of re-manufacturing turbine
blades. As stated in Section 3, blades are repaired in batches, consisting of a set of blades
belonging to the same stage of the turbine. Blades belonging to different stages, as well as
blades in different positions in the same blade, could be exposed too different stresses and
environmental conditions and, thus, result in different degrees of wear. Moreover, after the
initial inspection phase, a subset of the blades results not repairable and must be discarded.
Thus, the number of blades to be processed as well as their characteristics are not known
in advance.

Moreover, repairable blades with a higher degree of damages will likely entail longer
processing times and different process parameters respect to the less severely damaged
blades. The severity of the damages can be partially estimated in the initial inspection
phase but, while the re-manufacturing process is operated, deviations from what initially
estimated could emerge. These deviations can just affect the processing time of specific
operation or, in some cases, require different sequence of operations to be executed, e.g.,
non-destructive testing and rework (Figure 5). Thus, processing times as well as the steps
to be operated in the system entail a certain degree of uncertainty.
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Figure 5. Repairing process example for a batch with rework.

The sources of uncertainty described above primarily affects the planning and schedul-
ing of re-manufacturing operations, responsible of matching the requirements of the cus-
tomers (delivery dates) as well as defining planned execution of operations matching the
characteristics and constraints within the re-manufacturing system. Thus, it would not be
possible to obtain a realistic schedule of re-manufacturing operations without being able of
taking into consideration the complexity and uncertainty of the described re-manufacturing
environment [19], entailing the need of the development and adoption of robust scheduling
approaches [20,21].

4. Robust Scheduling Framework

Robust scheduling approaches focus on constructing preventive schedules to min-
imize the effects of disruptions on the performance measure and try to ensure that the
predictive and realized schedules do not differ drastically, while maintaining a high level
of schedule performance [20]. In this section, a resource constrained project schedul-
ing (RCPSP) approach is used to formalize the re-manufacturing process of turbine blades,
different modelling approaches are used to describe relevant sources of uncertainty, proper
robustness measures are introduced to support the devising of robust schedules.

4.1. Shop Scheduling Model

Grounding on the description of the re-manufacturing process in Section 3.1, several
batches of turbine blades are repaired in the same shop, different batches may need different
sets of operations, sharing the same resource (e.g., workers, machines). The scheduling of
batches of turbine blades can be modeled through a resource constrained project scheduling
problem (RCPSP) with limited renewable resources [22]. The structure of the processes to be
operated is defined by precedence relations among the activities, the associated processing
times can be modeled through random variables to consider the associated uncertainty.
The aim of the scheduling approach is the minimization of the makespan, supporting the
optimized utilization of the resources [23].

Each activity represents a processing operation of a whole batch of blades in a specific
process phase. Activities cannot be interrupted, hence, a non-preemptive schedule is
pursued. The set of precedence relations are usually given as a directed acyclic graph,
where nodes represent activities while an edge (u, v) models a precedence relation enforcing
u to finish before v is allowed to start. The graph contains two dummy activities, the source
node S and the sink node T, modeling the start and finish of the whole set of activities.
A graph representing the processing of k batches of blades is reported in Figure 6. A
set of batches (1, 2, 3, . . . , k) of turbine blades which come from different of customer
orders and stages need to be re-manufactured, each horizontal chain from source node S
to sink node T represents the processing steps of one batch of turbine blades. Different
batches undergo different process steps while with many equal operations (A, B, C, D, . . . )
consuming same resources.
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Figure 6. RCPSP model for re-manufacturing process of turbine blades.

The set of renewable resources represents production resources in the shop (e.g.,
experienced workers, machines). Each resource has a maximum capacity per time slot
while each activity is associated to a requested amount of each resource for each time slot
(greater or equal to zero). The dummy source and sink activities require no resource.

With respect to the objective to be pursued, the minimization of the makespan (i.e.,
the completion time of the dummy sink activity) is addressed in this paper. Nevertheless,
pursuing a robust approach entails the need of addressing the uncertainty affecting the
scheduling problem in the objective function. The following subsections are going to
address this aspect.

4.2. Modeling Uncertainty

Grounding on the description of uncertainties in the re-manufacturing process of
turbine blades in Section 3.2, different classes of unexpected events must be modeled.
Specifically, with respect to turbine blades, the effects of these classes of uncertainties affects
processing times and the sequence of process steps.

4.2.1. Uncertainty Affecting Processing Times

The uncertainty affecting processing times can be modeled in different ways, according
to the available amount of knowledge and data. The simpler approach is the definition
of an interval so that the processing time of an operation pi can assume values within an
interval [pLi , pUi ], i.e., pi ∈ [pLi , pUi ]. The probability distribution associated to the interval
can be the uniform one [24].

Pursuing this approach, only the possible minimum and maximum values of the
processing times should be determined, grounding on the available knowledge or on
historical production data [25]. In the re-manufacturing of turbines, the blades are repaired
in batches and the processing time uncertainty associated to a batch depends on two main
factors as anticipated in Section 3.2:

1. The number of blades in a batch depends on their level of damage. Extremely worn
blades cannot be refurbished and must be discarded. A rejection rate table based on
the damage level of each type of blade is defined. Thus, each batch of blades to be
processed is assigned a level of damage (high, medium, low) sampled from a discrete
distribution. Hence, the rejection rate is modeled as an uniform distribution defined
by a lowest and highest rejection rates for that class of blades.

2. The processing time of an operation on a single blade is modeled as an interval whose
boundaries can be determined grounding on historical data. Thus, the distribution
of the processing time of a batch of blades can be obtained through a convolution
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operation between the distribution of the number of blades in the batch to be re-
manufactured and the distribution of the processing time of a single blade.

If more detailed information and knowledge are available, uncertainty related to
processing times can be modeled by independent random variables with an associated
general probability distribution, either discrete or continuous [26]. Differently from the
approach described above, additional hypotheses are required for the definition of the
probability distributions, namely, their type and the associated parameters. The main rule
here is trying to limit hypotheses that cannot be fully supported by the available data. Thus,
simple distributions (e.g., triangular) are preferred [27].

4.2.2. Uncertainty Affecting the Process Steps

In re-manufacturing, the characteristics of the parts to be processed, e.g., their level of
wear, could entail the need of operating different processes. A typical situation is the need
of executing a rework.

The execution of rework activities can be modeled in different ways, grounding
on the specific characteristic of the process and re-manufacturing environment as well
as with respect to the available data. A first approach is incorporating possible rework
activities in the standard process, thus, modeling the distribution of processing time to
take into consideration the possibility of longer times due to the need to operate a rework.
Although simple, this approach is clearly giving up in modeling the actual sequencing of
operations. In fact, rework activities are usually operated after a verification of the standard
process. Thus, they are usually operated at a later temporal stage. Putting work and rework
operations in the same scheduled activity is not correctly modeling the fact that, in the
meanwhile, other activities can be processed. A second approach is hypothesizing that all
batches need to be reworked, which is a really common occurrence in the re-manufacturing
of turbine blades. Thus, an additional set of activities is considered, for each batch of blades
to be processed). These are then added to the original RCPSP introduced in Section 4.1,
considering the associated processing times as well as precedence constraints.

Another approach considers that not all the possible rework activities are always
operated. Thus, their occurrence is modeled through a Bernoulli distribution while the
associate processing time is still defined by a probabilistic distribution, thus:

1. A RCPSP model is defined considering both work and rework activities.
2. The processing time of rework activities is obtained through the convolution of the

occurrence and processing time distributions described above.

4.3. Robustness Measures

A robust schedule, which is defined as a schedule that is insensitive to unforeseen
disturbances [20], minimizes the effect of uncertainties on the primary performance measure
of the schedule when implemented. Most of the robust scheduling approach consider the
expected realized performance of the schedule, while it is really limited since minimizing
the expected value fails in estimating the quality of the schedule in a stochastic point of
view [28]. In this paper, we consider risk based robustness measures, specifically, the
min-max regret, value-at-risk and conditional value-at-risk of the realized schedule are
investigated.

4.3.1. Minimizing the Maximum Regret of the Objective Function

The min-max regret scheduling approach is a risk-aversion method focusing on the
worst case scenarios, rather than considering all the possible realizations. It takes into
account the regret, i.e., the deviation of an outcome from the best possible one in each
specific scenario. Thus, this is not an absolute measure of performance of the solutions, but
relative to the best available performance for a specific scenario [29].

The described re-manufacturing process of turbine blades with uncertain processing
times and rework activities is modeled as a resource constrained project scheduling (RCPSP)
problem (Section 4.1), grounding on the modeling of the uncertainty related to processing
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times and rework activities as described in Section 4.2. For this class of problems, the
optimization of the maximum regret can be addressed considering extreme scenarios
only [30]. In the case under study, this is pursued considering extreme scenarios for the
processing times pi, i.e., with pi = pmin

i or pi = pmax
i for all i and exploiting the algorithm

proposed in [31].

4.3.2. Minimizing the Value-at-Risk/Conditional Value-at-Risk of the Objective Function

The minimization of the maximum regret has the advantage of only requiring knowl-
edge about the extreme scenarios and, consequently, the simple knowledge of the extreme
values of the domains for uncertain variable is enough. At the same time, focusing the
optimization on worst-case scenarios, that may be unlikely to occur, tends to be too con-
servative. To cope with this limitation, different risk measures can be used to guide the
optimization, namely, the value-at-risk (VaR) and the conditional value-at-risk (CVaR) [32].
These indicators take into consideration the whole distribution of uncertain variables and,
thus, are able to consider the impact of uncertain events both in terms of their effect and
occurrence probability. The use of both the VaR and CVaR was initiated in the financial
area [32] but their popularity in robust scheduling area is rapidly increasing [21,33,34].

In the case of the deterministic RCPSP, a solution to the RCPSP is a schedule s, i.e., a
vector of starting times (s0, s1, . . . , sn, sn+1), with each activity duration is a constant. While
for the scheduling problem under study, the decision maker does not know which exact
information of activity duration, and yet a number of sequencing decisions need to be
made. Hence, the execution of the project with uncertain activity durations is a dynamic
decision process, and a schedule solution which denoted as a vector x, is a policy, which
defines actions at the start of the project and at the completion times of activities. A vector
of random variables y = {p1, . . . , pn}models the random processing times, governing by
a probability measure P on Y and independent of scheduling decision x. The probability
distribution of the makespan, fCmax (x, y), depends on the values of x and y. For a given
schedule x, the resulting cumulative density function (cdf) for the makespan is defined as:

FCmax (x, ζ) = P( fCmax (x, y) ≤ ζ|x) (1)

Then, the value-at-risk α (VaRα) of Cmax, associated with a schedule decision x, de-
noted as ζα(x), is defined according to the following:

ζα(x) = min{ζ|FCmax (x, ζ) ≥ α} (2)

Further, the α − CVaR of (1) associated to a schedule x is the mean of the α−tail
distribution (3) [35].

Fα
X(z) =

{
0, when z < ζα(X)
FX(z)−α

1−α , when z ≥ ζα(X)
(3)

By considering the proposed Equation (2), VaR can be specified as the risk measure on
the random f (x, y), and minimizing ζ corresponds to seeking the schedule solution with
the smallest possible VaR measure for a specified α value, i.e., for confidence level α, VaRα

is the (1− α)- quantile of the makespan distribution which is the largest value that ensures
that the probability of obtaining a makespan less than this value is lower than 1− α [33].

CVaR at confidence level α, i.e., CVaRα, is defined as the expected value of makespan
smaller than the (1− α)-quantile of the probability distribution of makespan, i.e., VaRα [36].
CVaR is the expected value of the makespan for the worst α% cases with a value greater
than the VaR.

The main difficulty in pursuing robustness through the minimization of the VaR/CVaR
lies in the need to calculate the distribution of the objective function, e.g., the makespan. In
scheduling problems affected by uncertainty, thus entail the capability of dealing with the
correlation among all the possible paths in the network of activities (Section 4.1) [37,38]. To
overcome this difficulty, a Markovian Activity Network(MAN) approach can be used to
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support the analytical estimation of this distribution. Basic MANs require the processing
times of the activities to follow exponential distributions [39] but can be extended to cope
with general distributions, approximated by phase-type distributions [40]. Grounding on
this, the distribution of objective function based on the completion times of the activities
(e.g., the makespan), enables the use of risk measures to address robustness of scheduling.

5. Case Study

The proposed robust scheduling framework has been preliminary tested in an indus-
trial environment to support the scheduling of the re-manufacturing activities for turbine
blades. In this case study, four turbine stages are considered. Each stage consists of a
set of identical blades that are thus processed as a batch. The steps of the repair process
are the same for all the batches, i.e., defects removal, material additive, machining, and
non-destructive testing (Section 3). Within these steps, 9–12 operations in total are executed,
with some differences among the different types of batches. Moreover, 2/3 operations in
the process may need a successive rework. The initial state of the turbine blades is modeled
in terms of their damage level, defined for each stage grounding on historical data, reported
in Table 1. Starting from the damage level, a rejection rate can be defined (the probability
for a blade to be too damaged to be repaired), as well as the distribution of the processing
times for rework operations (Section 4.2.1). Each activity is expected to require a single
renewable resource from a resource set with four different resources representing machines
and human workers involved.

Table 1. Damage level table.

Damage Level Rejection Rate LB (%) Rejection Rate UB (%)

Heavy 60 90
Medium 30 60

Light 0 30

We will show how to appropriately use the framework to provide relevant information
to the decision-makers, and help them develop robust schedules in their turbine blades
re-manufacturing plants.

A resource constrained project scheduling model (RCPSP) is used to formalize the
described scheduling problem (Section 4.1). A total of four batches are considering, result-
ing in 41 activities to schedule (including the start and complete dummy activity). The
objective of the approach is the minimization of the maximum regret of the makespan
(Section 4.3.1). The processing time of each activity is modeled with an interval derived
from historical data and convolution operations (Section 4.2.1). Rework activities are de-
scribed through a Bernoulli distribution modeling the probability to occur (Section 4.2.2).
Thus, the integrated uncertainty is described by a set of scenarios, obtained by considering
the possible occurrences of processing times and reworks for all the activities. For each
scenario, a processing time vector [p0, p1, . . . , p40] is used to describe the processing time
for all the activities. Since only extreme scenarios need to be examined in the maximum
regret minimization model [30], 2(41−2) scenarios in total need to be evaluated in this case
study, the scenario relaxation algorithm with accelerated convergences for robust resource-
constrained project scheduling problem proposed in [23] has been adopted to support the
definition of robust schedules.

To demonstrate the benefits of this robust scheduling framework, an alternative
scheduling approach is used for comparison, namely, one only considering the expected
values of processing times and a probability of 50% rework occurrence, ignoring the
disturbance and volatility in the re-manufacturing process, is compared with the pro-
posed framework.

Due to the large amount of possible scenarios, it is unfeasible to test the schedule
obtained through the alternative approach on all of them. To overcome this limitation, a
subset of the total number of scenarios is sampled and, for each of them, the performance
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obtained with the schedule considered (i.e., the makespan). These values are then used
to assess the value of the stochastic solution (VSS), i.e., the value of exploiting stochastic
information to support a robust schedule. It is calculated as the average deviation between
the performance of the robust approach and the one just considering expected values
(Equation (4)) over the considered set of scenarios [41].

VSS =
1
|S| ∑

s∈S
(EVSs − RVSs) (4)

In Equation (4), EVS denotes the value of the solution considering expected values
of the stochastic variables, and RVS is the one of the robust schedule. Moreover, |S| is the
number of scenarios considered, and s denotes a specific scenario in the set.

The proposed robust scheduling framework has been tested on 50 randomly generated
problem instances. Each instance represents the re-manufacturing of a turbine with all its
stages. Considering the results obtained for the whole set of instances, the relative value of
the VSS is on average 5.4%. Since the absolute value of the VSS depends on the test instance,
a scatter plot of the relative values of the VSS is presented in Figure 7, showing that for the
vast majority of them, values are positive. This supports the value of the proposed robust
scheduling framework in comparison with the expected value solution (EVS).

Figure 7. Relative value of VSS.

To further investigate the performance of the proposed robust approach, an instance
has been selected, and the objective values of the two approaches with respect to 20
randomly generated scenarios. The results are shown in Figure 8 (left), showing that, for
most of the scenarios, the robust scheduling framework performs better, i.e., leads to a
smaller makespan. Furthermore, the results obtained in the described scenarios has been
evaluated in terms of the difference between the makespans obtained. The results are
reported in Figure 8 (right), showing that the proposed robust approach performs better
on average (the 0.25-quantile of the difference EVS-RVS is positive). Moreover, the top
whisker of the plot shows that, in extremely unfavorable cases, the protection provided by
the robust schedule is extremely valuable.
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Figure 8. Performances under two approaches.

In addition, an extreme scenario has been analyzed, i.e., a worst-case scenario where
all the processing times have the maximum possible value and all rework operations
occur. The resulting execution of the robust schedule and the one obtained considering
the expected values of uncertain variables are represented in Figure 9 where the blue one
is the robust schedule and red the expected value one. The figure provides an aggregate
representation, showing the aggregate processing of stages, and a detailed one, showing
the detailed processing of all the re-manufacturing activities. It is clear from the Gantt in
Figure 9 that, upon the occurrence of an extreme scenario, the robust schedule guarantees a
smaller makespan.

Figure 9. Cont.
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Figure 9. Gantt Chart.

6. Conclusions

In this paper, a robust scheduling framework is proposed to support re-manufacturing
activities for gas turbine blades. The re-manufacturing problem and the relevant sources
of uncertainty are described and formalized. To pursue the definition of robust schedules,
different robustness measures, i.e., minimax regret and VaR/CVaR, are exploited. A
case study, which can be a guideline for supporting the planning and scheduling of re-
manufacturing activities of turbine blades, is presented.

Although robust scheduling approaches have the potential to bring significant ad-
vantages in the minimization of risks, it may lead to non-optimal solutions in a subset of
scenarios. To overcome this limitation, proactive-reactive approaches [42] could serve and
will be investigated in further research activities. Moreover, only the core repair process of
the considered re-manufacturing process has been addressed in this paper. Future work
will also address the extension to a wider portion of the whole re-manufacturing process,
including inspection, disassembly, additional repair steps and re-assembly.
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Featured Application: In this work, a methodology for the quantitative assessment of additive
manufacturing and conventional manufacturing technology value chains is presented for the
production of injection molding tools.

Abstract: The development of injection molding tools is an expensive, time-consuming, and resource-
intensive process offering little to no flexibility to adapt to variations in product design. Metal
additive manufacturing can be used to produce these tools in a cost-effective way. Nevertheless, in
an industrial context, effective methods are missing for the selection of the most suitable technology
for the given tooling project. This paper presents a method to compare process chains based on
additive and conventional subtractive technologies for the manufacturing of metal tooling for injection
molding. The comparison is based on a technology focused-performance analysis (TFPA) through
computer simulation performed using Tecnomatix Plant Simulation developed by Siemens Digital
Industries Software combined with a customized cost–benefit economic analysis tool. The analysis
of the technology comparison highlights potential bottlenecks for production, such as the printing
phase and the heat treatment. It also gives a deeper understanding of the technology maturity level
of conventional milling machines against laser powder bed fusion machines. The result is that the
total costs for an insert made by AM and CM are indeed rather similar (the cost difference between
the two tooling process chains is lower than 5%). The cost analysis reveals major costs drivers in the
production of high-performance molding tools, such as the cutting tools employed for the milling
steps and their changeover frequency. The industrial case of a 32-cavity mold insert for plastic
injection molding is used to perform the study, develop the analysis, and validate the results.

Keywords: value chain; additive manufacturing; subtractive manufacturing; cost comparison; plant
simulation; technology comparison; industry 4.0

1. Introduction

Metal additive manufacturing (MAM) technologies like laser powder bed fusion
(LPBF) represent laser-based techniques employed to develop products using powdered
metals. It is used to manufacture prototypes during product development, as well as for
applications with small batch sizes and with frequent design changes [1]. Thanks to its
flexibility, speed, and cost effectiveness [2], the technique is also being investigated for
the development of injection molding tools [3]. The conventional methods of producing
these tools are through subtractive manufacturing, which is time-consuming and relatively
expensive. Furthermore, additive manufacturing (AM) offers opportunities for innovative
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modifications in the product design that conventionally are not possible in an effective and
efficient way.

The choice of injection mold tooling using AM can bring several advantages, such as
flexible development, design freedom (to improve the product’s performance), and reduced
assembly effort, but also some disadvantages such as higher machine and material cost
and the skills gap in using sophisticate machinery and software [4,5].

Hence, the manufacturing of high-performance tooling can currently be achieved
either with conventional machining (CM), i.e., subtractive technologies such as milling,
or AM [6]. As both methodologies present advantages and disadvantages, a detailed
analysis must be conducted to identify the consequences of selecting a method over the
other throughout the process and value chains.

Such a comparison of subtractive and additive manufacturing is already available in
literature; for example, in [7], Quinlan et al. compared AM against conventional manu-
facturing processes. To describe AM, they introduced the statement of “complexity for
free”. The metaphor describes the fact that, in the case of AM, an increased complexity in
product design does not correspond to an increase in cost of production, which is contrary
to conventional manufacturing. Furthermore, the research presents a framework for a
direct comparison of LPBF and conventional machining (computer numerical controlled
(CNC) milling). However, a detailed split of the costs and time contributions to the full
value chain has not been fully investigated and, currently, a research gap in this topic
remains. The lack of such a perspective makes the decision of the manufacturing route
to follow (AM or CM) not as informed as it should be, without a clear understanding of
the costs and lead time involved, together with the general productivity of the specific
technology chosen.

In the research presented in this paper, AM and CM value chains are compared
quantitatively and qualitatively for producing mold inserts for plastic injection molding,
with the goal to provide a relevant example of the costs, lead time, and production efficiency
involved in the two manufacturing routes, together with a proven methodology to conduct
such a comparison. The AM and CM produced mold inserts are equally capable and
can withstand the same number of molding cycles; therefore, the AM products are not
considered as a prototype or a preventive maintenance tool (as in [8]) or a spare part
(as in [9,10]), but a fully functional and finished product, totally comparable to the tools
produced by CM. At first, a detailed technology comparison is presented, followed by the
economic analysis. Such a step-by-step analysis is particularly relevant to better understand
the consequence in terms of the technologies involved and the economic impact of the
choice of the two streams on the final product. The article is structured as follows: Section 1
(‘Introduction’) presents the research topic and explains how the work addresses the
current research gap in terms of quantitative comparison of tooling value chains; Section 2
(‘Related Research’) discusses the relevant state-of-the-art in the fields of virtual models
and simulation of production and cost modelling techniques of additive manufacturing;
Section 3 (‘Materials and Methods’) describes the details of the analyzed tool insert and
study case; Section 4 (‘Technology comparison’) and Section 5 (‘Economic analysis’) present
the application and the results of the process chain simulation and of the cost analysis,
respectively; Section 6 (‘Results’) discusses the cost drivers of both value chains and their
implications in terms of productivity; finally, Section 7 (‘Conclusions’) summarizes the
paper and provides indications for future research.

2. Related Research

The use of virtual models in a computer simulation to simulate production floor is not
novel in the literature. Factory simulation allows experiments to be conducted efficiently
to test different scenarios and process capabilities, reducing the need for costly and time-
consuming physical experiments. Such physical experiments are also difficult to conduct
directly online [11]. To run a simulation of the production parameters, one of the most
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popular tools is Tecnomatix Plant Simulation by Siemens Digital Industries Software, which
is a discrete simulation program, event-controlled, and object-oriented [11–13].

Many researchers have used the tool to optimize manufacturing systems, for example,
Klos et al. [13], who analyzed resource availability, user allocation, and throughput in a
conventional manufacturing factory floor [14,15]. Vaclav et al. presented a simulation
for planning an assembly system, with the goal to improve workflow and remove inter-
ruptions [16]. Tecnomatix has also been successfully used to evaluate machine utilization
and production efficiency [17] and energy-related considerations towards the creation of a
digital factory [18]. Other applications include a detailed analysis of production process
and the detection of bottlenecks [19]. Moreover, Trebuna et al. used a simulation tool to
early compare different production plans, verifying the accuracy of the different solutions
before realization [20].

Regarding cost models, especially for AM, different examples can be found in the
literature, as discussed in [21]. Most of them focused on a single aspect of the AM process
(typically the part generation by the machine), without necessarily covering a holistic view
of the full process chain from design to deployment. In the field of injection molding tool
inserts’ manufacturing, a cost model and comparison between the costs of AM- and CM-
based process chains was presented in [22]. Fera et al. analysed previous cost models for
AM and presented a new model named MiProCAMAM (mixed production cost allocation
model for additive manufacturing) [23]. The model consists of five phases: preparation,
build job, setup, building, and removal. The model calculates the production costs starting
from the process and the geometry of the part, considering the design freedom given by
AM. Process times and performance are evaluated by estimating the build time. A similar
structure is presented in this paper.

Other techniques can be applied to conduct cost estimations and to collect the data
required for the technology and cost model. For example, Baldinger et al. [24] identified
four classes of data required for such a cost analysis. These are qualitative—intuitive (based
on experience), qualitative—analogical (based on historical data), quantitative—parametric
(defined from a variable), and quantitative—analytical (using enterprise resource planning).
Qualitative data are easier to use and are helpful in early decision-making; however, they
can sometimes lack accuracy. Intuitive data rely on the experience of skilled specialists,
but they make it possible to run an early evaluation when little or no stored data exist.
Intuitive and analogical data are the types mainly used in this research. Extra input data
were obtained from the literature data, where necessary and available. Obviously, a proper
and reliable data collection plan is vital for the success of such a project, as the quality of
the input data will affect the quality of the simulations and the results of the cost model.
The great variety of applications of AM shows the importance of having a reliable method
for an accurate manufacturing methods’ comparison, including a more detailed business
model and cost–benefit calculation tools, as reported in the review in [25].

3. Materials and Methods

For running this evaluation, a dedicated industrial case study was selected, as pre-
sented in Figure 1. This is the design of a mold insert for plastic injection molding used to
manufacture consumer goods made in acrylonitrile butadiene styrene or ABS [26].

The insert is made of maraging steel grade 300 (1.2709), a very common material in the
tooling industry. The insert can be manufactured with both CM and AM. With the higher
design freedom allowed by AM, it was demonstrated that the number of cavities in the
insert could be increased from 16 to 32, thanks to a better thermal management supplied by
the conformal cooling channels [26].
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Figure 1. Mold insert for plastic injection molding (adapted with permission from from [26]).

To run the technology analysis and the production performance, the production pro-
cess was simulated using discrete simulation, while the detailed cost–benefit analysis was
performed with a custom-built tool based on an Excel spreadsheet that also incorporates
the performance of the insert during the injection molding process.

The data used in this paper come partially from the literature and were partially
collected by interviewing knowledgeable experts in the company where the research was
conducted.

4. Technology Comparison

The simulation is used to obtain a full technology comparison between the CM and AM
process chains. The dynamic simulation helped to define lead times, identify bottlenecks,
and understand resource utilization. Different scenarios were defined and simulated to
achieve this, allowing opportunities for improvements. The methodology used in the
simulation presented is inspired by [27].

As a first step for this analysis, the process flow for the fabrication of the selected tool
had to be mapped. The simplified process flow schematic of CM and AM process chains is
presented in Figures 2 and 3, respectively.
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In the CM flow, the first step consists of drilling in the metal block the holes for cooling
channels (CCs) and ejector pins and plugging one of the ends, followed by rough milling
(RM) and grinding with three-axis CNC. Finish-milling (FM), semi-finishing (SF), and
finishing (F) operations are conducted with five-axis CNC, in order to achieve the specified
shape and dimensional tolerances. To achieve the required texture and shape for the plastic
product, the next step consists of electrical discharge machining (EDM) or manual polishing.
Laser engraving is performed to mark the surface of the cavity for traceability. The last two
steps are ultrasonic cleaning (UC) of the insert, to remove all residual lubricants, oil, and
chips, before proceeding to quality control (QC) via 3D scanning.

The AM process chain starts with the MAM process and relative post-processes (i.e.,
powder cleaning, cutting from build plate, and support removal) and heat treatment.
The next steps are then very similar to the CM workflow. However, at the start of each
step, some additional time may be required to select the suitable cutting tools, as the
printed part is near-net-shape and has different surface characteristics as compared with
the CM-generated components.

To build up the model and run the simulation, it was necessary to collect, among others,
data regarding the setup time [28], processing time [29], availability (the ratio between
the time the machine is running successfully and the total time in which it could be
running) [30], MMTR (mean time to repair, i.e., the time necessary to repair a machine) [31],
number of workers, and any special observations.

The data were, as mentioned, collected through (i) conversations with experienced
users, (ii) historical data, and (iii) literature research. An average was calculated when
differences were noticed. The data were collected for each step of the manufacturing flow
for both the CM and AM process chains. The processing and setup time data collected to
run the simulations are presented in Table 1.

Table 1. Time data for CM and AM manufacturing flow (N/A: not applicable).

Process Step Conventional Manufacturing Additive Manufacturing

Processing (min) Setup (min) Processing (min) Setup (min)

AM process N/A N/A 3240 120

AM post-processes N/A N/A 130 N/A

Heat treatment N/A N/A 2880 N/A

Drilling CC/ejectors 180 60 N/A N/A

Plugging 60 N/A N/A N/A

Rough mill back 180 30 N/A N/A

Rough mill front 180 90 N/A N/A

Grinding 30 30 180 180

Finish mill back 105 75 180 120

Semi finish front 540 60 540 60

Finish front 540 60 540 60

EDM 480 60 480 60

Laser engraving 60 15 60 15

UC 40 N/A 40 N/A

QC 22 5 22 5
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In the considered case, there are twenty-two workers in the factory, of which fifteen
are dedicated to the CM area, two on AM, four on EDM, and one for the UC and QC. The
number of workers is proportional to the number of machines involved.

The setup of the simulation model used is presented schematically in Figure 4, with a
3D view taken from Tecnomatix Plant Simulation. It consists of four main manufacturing
areas: CM (three three-axis milling; four five-axis milling machines; and one laser engraver,
UC, and QC), AM (two one-laser LPBF machines and one furnace), EDM (four wire cutters
and four EDMs), and grinding (two grinding machines).
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Three scenarios were considered to evaluate the impact on the production throughput
of selecting AM or CM as the manufacturing method:

• Scenario 1: one-to-one comparison of the AM and CM flow, with only one machine
per type active and performing one step of the process chain;

• Scenario 2: an AM-to-CM comparison that includes all of the machines available listed
above in the model setup, in order to consider the full factory capabilities;

• Scenario 3: focus on the AM process chain flow performance where a third newer
machine is added, equipped with four lasers.

Each scenario was run to calculate the number of inserts manufactured in 1 year
(considered as 250 days of active work), with the machine running 24 h a day, 7 days a
week. A few assumptions were necessary to run the simulation, for example, the heat
treatment is a parallel process to the printing and can fit eight inserts at the same time,
while the UC can clean four parts at the same time.

4.1. Scenario 1—AM-to-CM Comparison—One Machine per Type Active

The results collected from running this production simulation for one year are pre-
sented in Figures 5 and 6 for CM and AM respectively. In this comparison, with the CM
workflow, 595 inserts can be produced in one year, while 105 inserts can be produced with
the AM process chain. The analysis of the resource shows that the LPBF machine represents
the process bottleneck, as this step takes up to 54 h. Hence, the AM machine waiting times
block the workflow productivity.
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Figure 6. Resource statistics simulation for the AM workflow. The number of inserts produced in one
year is 105.

4.2. Scenario 2—AM-CM Comparison—All Machines Active (Full Factory Capability)

The results of the simulation for one year of production are presented in Figures 7 and 8
for CM and AM respectively. The second scenario, in which all machines present at the
production site are used, and thus two AM machines are employed, confirms the earlier
conclusion that the printing step was the bottleneck; that is, its reduction by adding one
extra AM machine almost doubles the throughput for AM (210 inserts). The productivity
increase for CM is only marginal (two extra inserts produced compared with scenario 1,
or a 0.3% increase). The AM step continues to be a bottleneck in this scenario too, as its
occupancy is the highest, blocking the successive steps. An interesting aspect is that the
next bottleneck in the flow can already be identified in the heat treatment because of the
long time it takes and only one machine being available. One of the reasons that, in the
CM manufacturing line, there is not such a big breakthrough compared with AM, despite
the addition of an extra grinding and five-axis CNC, is that there are two consecutive

229



Appl. Sci. 2022, 12, 10410

bottlenecks: semi-finishing and finishing. These should be removed at the same time to
further increase throughput.
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Figure 8. Resource statistics simulation for the AM workflow. The number of inserts produced in one
year is 210.

4.3. Formatting of Mathematical Components

Only the AM workflow is considered in this scenario. One additional AM machine is
included, this time equipped with four lasers, thus being considerably faster (Figure 9). The
bottleneck of the printing step is decreased further, creating a breakthrough in throughput,
which rises to 589 inserts per year. As foreseen in the previous simulation, the bottleneck is
now definitely represented by the heat treatment, which is working continuously. No more
inserts can be produced without reducing the heat treatment procedure and/or purchasing
more furnaces. The presence of bottlenecks at the beginning of the manufacturing process
means that the laser engraving, UC, and QC equipment are very underutilized.
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year is 589.

5. Economic Analysis

The aim of this section is to understand the financial impact of choosing CM or
AM routes to tooling fabrications, which is done with a time and cost breakdown for
labour and machines for each step. All of the data for each step presented in the previous
Figures 2 and 3 were collected.

All costs and prices refer to the Danish market. The labour rate is considered to be
650 DKK/h, so a round figure of 88 €/h is used (1 € = 7.4 DKK).

For cost calculation, the AM step is divided into four phases: preparation, setup, build,
and removal.

• The preparation phase includes the time required to prepare the CAD design and for
job preparation, which takes an average of 2 h, depending on the complexity of the
design. This phase is thus estimated to cost 176 €;

• The setup costs include the machine preparation time, addition of powder, and other
general manual preparation, which takes an average of 1 h. The machine then needs
to start heating up the build plate and remove the oxygen from the chamber, which
will also take approximately 1 h. The AM machine hourly rate needs to be considered
for this step and, for a relatively old (≈10 years) and robust machine (including its
depreciation), the final cost is of 55 €/h. Thus, the cost of this phase is 143 €;

• The build phase needs 54 h for printing the test insert, at the same hourly rate cal-
culated previously. The electricity consumption cost (based on Danish industrial
electricity) is 0.0688 €/h, with machine consumption being 3.23 kWh. It is required
now to consider the product: the mass of the geometry calculated from the volume of
the insert and the density of the material (8100 kg/m3) is multiplied by the cost per
kilo of the powder (88 €/kg). The final price of 3392 € is derived by multiplying and
summing all of the costs involved;

• The final removal phase includes cutting of the parts from the build plate, cleaning
leftover powder, and the removal of supports. Overall, it takes approximately 2 h. The
heat treatment takes 48 h. The furnace consumption is 15 kWh at the same energy cost.
Summing all the activities and costs, the final price is 225 €.

All conventional processes also need to be considered for the CM flow, as well as for
the finishing of the AM chain, which uses only five-axis CNC. The machine costs used
here are approximations calculated from the external hourly rate for one hour of milling
(approximately 101.35 €/h). It is important to consider the cutting tool costs, i.e., drill bits,
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required to manufacture the inserts. For the three-axis CNC, three tools are required, each
costing 402 €, plus a drill bit set of 134 €. An important aspect to consider is how many
times the tools are changed per insert produced. Mold makers prefer to change the tools as
often as possible, in order to ensure the highest quality of the products. This means that a
set of tools can be used to manufacture one or two inserts only. If each set of tools is used
for two inserts, then the final figure for tools’ costs for three-axis manufacturing is 675.68 €.
A similar calculation was performed for the five-axis machine operations, which require
five tools that each cost 402 €, with the final price being 103,151 €. An extra cost of 402 €
needs to be added for the CM manufacturing flow to take into account the price of the
initial block of steel. Given the processing time reported in Table 1, the final costs are 4193 €
for the AM finishing steps and 8017 € for the full CM production stream.

The two products (made with the AM and CM process chain, respectively) converged
at this point, and not relevant cost variation can be found for the last steps of the chain. The
EDM steps cover both spark erosion, used to obtain the desired shape and surface of the
cavity, and wire-cutting, employed to refine the holes in the insert. The EDM spark erosion
also requires the design and manufacture of copper electrodes by milling that, together
with CAM programming, takes around 5.5 h. The material cost is calculated considering
between 8 and 10 electrodes per insert, with each block of copper costing 67 €, giving a
total value of 608 €. The total cost associated with the EDM then becomes 3118 €.

Regarding the quality control step, again it is the same for both AM and CM. Roughly
5 min is necessary to manually prepare the products for the 3D scanner (machine cost of
34 €/h), which takes an average of 17 min to complete. Ultrasonic cleaning (machine cost
of 40 €/h) takes 40 min. The machine costs are calculated by dividing the initial purchase
price by the number of depreciation years multiplied by the number of working hours per
year. In total, the cleaning and quality control phase costs 44 €.

The total costs involved are summarized in Table 2 and in the graph in Figure 10.

Table 2. Total AM and CM costs’ overview.

Process Additive Manufacturing Conventional Manufacturing

AM printing 3936 € -
CNC roughing - 3824 €

CNC semi and finishing 4193 € 4193 €
EDM and QC 3162 € 3162 €

Total costs 11,290 € 11,179 €
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6. Results and Discussion

The result is that the total costs for an insert made by AM and CM are comparable,
while the common thinking is that AM products are more expensive to produce [7]. The
fact that they are comparable can be related to the cost associated with the cutting tools
for the machining step, which represent a big proportion of the final price, and often their
impact is either not included or considerably underestimated.

If we consider that cutting tools are changed for every insert, the calculation will
actually show a total cost of 12,304 € for AM and 12,868 € for CM. In this case, the AM
product is cheaper than the CM product, thanks to the production of a near-net shape
component. It is, therefore, essential to strictly monitor the wear and the changeover of
cutting tools to avoid unexpected costs.

Another consideration is the amount of time dedicated to labor and machine time
for each stream. With a one-laser LPBF machine for AM, the total lead time is longer
than CM (167 h against 88 h), but 89% of the AM time is taken by the machines working
unsupervised. On the CM flow, only 68% is only machine time. Another consideration is
the use of a newer LPBF machine for the AM chain, for example, equipped with four lasers,
which would make the printing approximately 3.5 to 4 times faster.

It is important to consider that the final AM and CM product is not the same. AM
allows to produce a mold insert that has double the number of cavities, and thus improves
the performance in the injection molding phase. As a rough evaluation, it was known that
the CM insert (16 cavities) has a cycle time of 9.1 s, while the AM insert (32 cavities) has a
cycle time of 10.1 s. Considering an insert lifetime of 10 million shots, this corresponds to
117 continuous days for the AM insert and 105 days for the CM insert. With a difference
12 days, 160 million more molded elements can be produced with the AM insert. That also
means that, during the same production time, e.g., 100 days, the AM and CM tool inserts
will have potentially produced close to 27.4 and 15.2 million parts, respectively, with a
potential productivity increase of 80.2% during the same production time of the AM inserts
compared with the CM inserts.

7. Conclusions

This research presents an investigation into the process chains based on AM and CM
manufacturing paths for the production of tooling, in particular multi-cavity mold inserts
for plastic injection molding. A detailed technology and economic analysis was conducted
to understand the impact of the choice.

One of the main conclusions of this project is the renewed highlighted importance
of keeping a holistic vision of the complete process chains, in order to give an objective
evaluation, potentially also including the performance of the manufactured tools in their
intended final application. As demonstrated in this research, often (but not always),
manufacturing a mold insert additively may incur higher production costs, but such a
higher initial cost is completely paid back by the enhanced final performance, in this case
represented by the productivity of the tool in terms of injection molded plastic components
within the same production time.

The technological analysis demonstrated the production capabilities of the two streams,
identifying the bottlenecks, and the results of the simulation showed how to potentially
eliminate them (i.e., using newer AM machine with a higher number of lasers, adding
more furnaces).

The aim of this study was not to recommend one technology path over the other,
but rather to analyze in detail both process chains. The analysis helped to highlight the
relatively high importance of costs that are often neglected (such as the change in the cost
of cutting tools due to wear). Here, it was demonstrated that they play a considerable
part in the final cost. However, a challenge faced during this exploration was in the data
collection itself, as some of the data used in the comparison came from the literature or,
alternatively, from user experience. The quality and truthfulness of the comparison, when
looking at a real factory environment, will increase if only historical quantitative data are
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used. Still, the relevance of the data highly depends on the level of digitalization of the
considered factory. Potential future research on this field could start from a work similar
to [32] to develop a tool specialized for mold components in order to (i) compare the CM
and AM process chains, as well as to (ii) support the engineers in the selection of the best
method for each tool component during the design of the injection mold.

As a next investigation, it would be worth analyzing more in depth the design process
and programming phase, which are executed at the computer, for preparing the design and
the machines’ programs to perform the job, as different types of software and skills level are
required, and different levels of design complexities are involved for the two manufacturing
flows. In the current work, the design approach for the AM and CM component was in
fact the same. However, it has been demonstrated in previous research that, by adopting
a design with the AM (DfAM) approach, a better trade-off between performance and
manufacturing costs can be achieved [33].

Lastly, a final observation should be made in regard to the process technology maturity
and the product complexities, whose considerations also represented a challenge of this
investigation. AM- and CM-based process chains were compared in this analysis as if they
were producing the exact same product. This was, however, not the case, as demonstrated
by the final performance. The AM design could have been even further improved, for
example, by topology optimization, as investigated in a similar case study by Sinico et al.
in [34], to reduce weight and, consequently, the printing time. A similar investigation with
a focus on the possible workflow to adopt for redesigning components to fully exploits the
AM technology potential was conducted by Dalpadulo et al. in [35]. In addition to topology
optimization, another DfAM area that could be further investigated for application areas,
such as injection molding, is the possibility of part consolidation. A design method to
explore this area was proposed by Kim et al. in [36].

The comparison was, despite the mentioned differences, carried out in the same
way. The processes also compared CNC and LPBF, which have very different levels of
technological advancement and industrial maturity. LPBF might reach the same level as
CNC in the next decade, improving its performance further.
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Abstract: Imagine the possibility to save a simulation at any time, modify or analyze it, and restart
again with exactly the same state. The conceptualization and its concrete manifestation in the
implementation OntologySim is demonstrated in this paper. The presented approach of a fully
ontology-based simulation can solve current challenges in modeling and simulation in production
science. Due to the individualization and customization of products and the resulting increase in
complexity of production, a need for flexibly adaptable simulations arises. This need is exemplified
in the trend towards Digital Twins and Digital Shadows. Their application to production systems,
against the background of an ever increasing speed of change in such systems, is arduous. Moreover,
missing understandability and human interpretability of current approaches hinders successful, goal
oriented applications. The OntologySim can help solving this challenge by providing the ability
to generate truly cyber physical systems, both interlocked with reality and providing a simulation
framework. In a nutshell, this paper presents a discrete-event-based open-source simulation using
multi-agency and ontology.

Keywords: ontology; production simulation; multi-agent; digital twin

1. Introduction

Product differentiation and customer satisfaction today demonstrate a shift from a
technical product focus towards customized, unique products. Increasing this product
individualization leads to changes and increases in the complexity of production systems
and amplifies the necessity for more flexible production systems [1,2]. Changes in produc-
tion directly affect both modeling and the simulation of production systems, as these are
carried out with the purpose of providing analyses and insights into the up-to-the-minute,
real production system [3]. Most notably, to provide insights into complex systems and
make decisions, for instance, regarding production changes [4]. To meet this new demand
for flexibility of production system simulations [3], this paper presents an ontology-based
simulation enabling the transfer of ontology advantages to simulation. The ontology’s
ability to dynamically map multi-dimensionality representations [5] offers new possibilities
for simulation [6]. In this paper, the conceptualization of a simulation based on a knowl-
edge graph as an instantiated ontology is presented. This is extended by introduction of
the manifestation, the Owlready [7]-based open source solution OntologySim, which fully
integrates an ontology into the simulation and offers a visualization via web development.
The multi-agent-based OntologySim, thus, provides an ideal basis for the application of
a digital twin. This research aims to present a combination of ontology with manufactur-
ing simulation, which is available as an open-source solution to the general public and
is distinguished from previous solutions by its flexibility and storability.A digital twin,
as an up-to-the-minute representation of the real system [3], is instantiated based on the
OntologySim as a digital master. Hence, the current production system shall be mapped
in detail to the simulation, the ontology-based model that is both describing the state
as a knowledge graph and generally modeling the ontological structure of the regarded
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system, as shown in Figure 1. The underlying concept of this storable and expandable
ontology-based simulation is discussed in more detail in Section 4.1.

Figure 1. Outline of an ontology-based simulation model.

The paper is organized as follows. In Section 2, Foundation, the terms ontology and
simulation are introduced. Section 3, Related Work, categorizes existing simulations and
ontology-based simulations in the realm of production and beyond. In Section 4, Proposed
Ontology-based Simulation, the unique features of an ontology-based simulation approach
are presented and extended in Sections 5–7, introducing the manifestation OntologySim
and the individual components and functionalities in more detail. This paper finishes with
a discussion in Section 8 and a Summary and Outlook in Section 9.

2. Foundation

Given the novelty of the approach of using ontologies as means for simulating produc-
tion systems and the necessity to elaborate both topics individually, this section presents an
introduction to ontologies in Section 2.1, classical simulation in the context of production
systems in Section 2.2, and a delimitation of simulations based on an ontology in Section 2.3.

2.1. Ontology

The term ontology was initially coined in philosophy and describes the semantic
representation of existence. For today’s problems, the term ontology is often associated
with the term knowledge-base [8]. For the exact definitions of an ontology, there are
multiple versions available, but, for this application, the following definition is quite
appropriate [9]:

The formal description of an ontology is

O = (C, R, A, Top),

where C is the set of all concepts, R the set of all assertions, and A the set of all axioms. Top
defines the top level of the hierarchy. R contains the two subsets H and N, where H is the
“set of all assertions in which the relation is a taxonomic relation” [9], and N “a set of all
assertions in which the relation is a non-taxonomic relation” [9]. An instantiated ontology
can best described with the term knowledge graph, where concepts refer to vertices, and
relations refer to assertions that signify the type and structure of the relation between
two concepts.

The strengths of an ontology compared to object-oriented languages (OOL) are “reuse-
ability, interoperability, flexibility, consistency and quality checking and reasoning” [10]. In
the field of OOL, there are only UML diagrams that offer a similarly good basis for reuse
and interoperability. However, implemented applications are often incompatible, even if
stated with the same UML diagram. Furthermore, reasoning, by design achievable with
ontologies, offers classification, consistency checking, and knowledge extraction, which
can only be achieved with significantly more effort in OOL [10].
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To take full advantage of an ontology, five design principles have been established [8].
These are named and briefly explained below:

• Clarity pursues the goal to design definitions objectively and formally and to prefer
fully consistent definitions whenever possible.

• Coherence is the property of being logical and consistent.
• Extendability allows the ontology to be extended or modified regarding new relations

and vocabularies.
• Minimal encoding bias means that the chosen representation goes beyond the current

implementation to ensure knowledge-sharing over the current use-case.
• Minimal ontological commitment: An ontology should have few requirements and re-

strictions on the modeled world to represent specialized and individual circumstances.

These design principles are also applied to the OntologySim, with a focus on “minimal
ontological commitment” and “minimal encoding bias”. The goal of the OntologySim is to
represent diverse production types and characteristics in the best possible way to be able
to map complex and individualized production plants with all their characteristics to an
ontology. One classification of ontologies is based on a three-step approach that classifies an
ontology based on the scope of concepts that are included: (1) general ontologies, including
cross-divisional concepts, (2) top level ontologies, focused on a particular application, and
(3) domain ontologies, that translate known class and data models [11]. Another classifica-
tion can be based on the purpose of an ontology, which can be limited to communication
enablers, where agents derive their communication convention from a commonly accepted
ontology, the purpose of automatic reasoning to identify new concepts and relations or the
purpose of representation through knowledge reusability [12].

Typical languages for the description and exchange of ontologies in the wake of
the Semantic Web Initiative [13] are the Resource Description Framework (RDF), initially
developed to describe metadata by describing resources with characteristics and links to
other resources, and the Extensible Markup Language (XML), developed to annotate and
describe data and documents. Their power can be vastly increased by using schemata, i.e.,
ontology languages, such as the Resource Description Framework Schema (RDFS), a set
theory-based formalism for ontologies, and the Web Ontology Language (OWL) family,
based on description logic and set theory [7,14].

In the following, two classification approaches for ontologies are presented in more
detail, firstly, the distinction between static versus dynamic ontologies [15]. Secondly,
from a programming perspective, the distinction between the SPARQL Protocol And RDF
Query Language (SPARQL), a graph-based query language for the Web Ontology Language
(OWL) [16], and ontology-oriented programming for OWL [7,17], as well as traditional
Application Programming Interfaces (API), is made.

A static ontology assumes that the world is static, so only queries are possible, and
“inference, classification or dynamic class creation” are not allowed [17]. Examples of static
ontologies are given by Kalyanpur et al. [18] and Goldman [19]. Dynamic ontologies allow
the creation of classes and instances during runtime [17]. They often use concepts that
include state, state transition, and process and are inspired by finite state machines and
Petri nets [10].

An overview of the classification of an ontology is visualized in Figure 2.
In the structure and access of an ontology, three types have been established, SPARQL,

the traditional OWL API, and object-oriented OWL. The differences between the two types
are explained using the Java OWL API and Owlready. SPARQL will not be discussed
further in the following because of the following significant disadvantages. SPARQL is an
RDF query language based on SQL (Structured Query Language), but, since it is not based
on OWL and queries have to be written for each access [17,20], it is significantly slower
than the alternatives. OWL API and Owlready use the OWL2 standard based on the W3C
specification [21]. OWL2 is an extension to OWL concerning “richer data types, data ranges,
qualified cardinality restrictions, asymmetric, reflexive, and disjoint properties” [21]. The
RDF (Resource Description Framework) sets the standard grammar for formal “association
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among resources” [10] and is based on an XML schema [10]. OWL extends the RDF
concerning the ”ability to express more information about the characteristics of properties
and to define classes by grouping those instances that meet these characteristics” [10].

Figure 2. Summary of the OntologySim foundation, based on [8,10].

Traditional APIs define unified methods and classes to modify and customize the
ontology. The Java-based OWL API allows loading and saving of different syntaxes, but
with an independent internal syntax. The OWL API is widely used in Protégé-4 [22],
SWOOP [23], and NeOnToolkit [24,25], which are tools capable of modeling ontologies,
sometimes even graphically.

In ontology-oriented programming, the entities of the ontology classes, properties,
and individuals are considered as classes, attributes, and instances in the object model [17].
The basic structure of Owlready is based on a SQLite3 database, which stores the opti-
mized RDF quadstore [7]. If required, the ontology entities are loaded in Python, and a
modification of the Python objects leads to an automatic update of the quadstore [7]. The
advantages of ontology-oriented programming are lower programming effort and easy
readability of the code [17]. Furthermore, Owlready combines the agility of object-oriented
programming with the expressiveness of an ontology with good access speeds through
relational databases [26]. These reasons were decisive for the use of Owlready2.

A comparison of the resource efficiency between OWL API and Owlready shows that
Owlready requires less memory and has faster loading times than the OWL API for smaller
applications (with about 60,000 classes). For larger ontologies (5 million triples), the loading
time for OWL API is 100% faster. In terms of listening time, OWL API is significantly faster,
although the gap increases exponentially with larger applications [17]. For this reason,
when designing an ontology, care must be taken to ensure that the ontology remains
compact, as the resource overhead increases exponentially, especially for listening for
very large ontologies. For the application of the simulation in the presented OntologySim
framework, for instance, with 5 machines, Owlready has 73 classes and 1225 objects, and it,
thus, uses significantly fewer classes and edges than the benchmark test. For this reason,
the problem regarding large, slow ontologies is of less relevance in this case. Owlready
was introduced in 2017 and has been successfully used in biomedical informatics [17], for
football games [27], and production simulation [28]. However, the differences between
Liu [28] and OntologySim are discussed in Section 3.

2.2. Simulation

The term simulation refers to mapping a system to analyze its dynamic processes
in a simplified replica (of the target system) and to obtain transferable knowledge [29].
When modeling the simulation, different approaches can be used either individually or in
combination. There is a distinction between Discrete Event Simulation (DES), which has
event-based step sizes, System Dynamics, which has a top-down approach over system
changes per time, and Agent-based Simulation, which executes decision processes based on
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agents. Agent-based simulation can be further divided into multi-agent-based and single
agent-based systems [30]. For the application in complex systems, multi-agent-based can be
advantageous because of the decentralized and robust structure [31–33]. The OntologySim
is a discrete event-based, multi-agent system. The exact classification of the simulation is
discussed in Section 4.

Besides the modeling type, a simulation consists of the following components ac-
cording to the VDI3633 [29]: a simulation kernel, data management (see Figure 3), user
interface, and interfaces to external databases. The simulation kernel contains the model
world and necessary elements, particularly events to ensure automatic execution [29]. The
last level, the interfaces to external databases, is not included in this simulation because the
OntologySim attempts to represent as many applications as possible, and this interlocking
with a particular external database conflicts with the many individual external databases
prevailing in real production systems. Hence, a config file or owl file specifying the required
information to be extracted before or while execution and API interfaces serve as external
interfaces. For more detail, the reader is referred to Section 7.

Figure 3. Components of the OntologySim simulation tool (DES), based on [29].

2.3. Term Ontology-Based Simulation

Ontology-based simulation as a term is used differently throughout the literature as the
degree of ontology application is not clearly defined. The proposed classification scheme,
as shown in Figure 4, is based on References [30,34] and has been adapted and integrated
with respect to simulations based on an ontology. The Ontology Integration Level (OIL) for
simulations continuously increases from production capacity to ontologies that store all
subcategories and simulation specifications. It allows the classification of ontologies that
are interwoven with an ontology-based simulation in the area of production simulations.
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Figure 4. Examining the Ontology Integration Level for ontology-based production simulation.

The definition of each level is as follows:

• Lvl1: Production capacity: The ontology contains information about the capacity and
structure of the ontology, such as machines, transporters, and queues.

• Lvl2: Process specification: The next level adds information regarding processes, setup
behavior and resource change.

• Lvl3: Product specification: An ontology enables products to be produced in simula-
tion. This means that production plans are included in the ontology and the current
processing step of the product is known in the ontology at any time.

• Lvl4: Event & history specification: Events and data from the past lay the foundation for
processes and allow the determination of the next simulation step.

• Lvl5: Simulation specification: The highest ontology integration level contains all
information of the previous levels and focuses on all further necessary information,
such as current time steps or work orders, to be contained in the ontology. Fully
ontology-based simulations allow saving the ontology, and, thus, the simulation core
and current status, at any time without information loss. This is possible when both
the data management and the simulation kernel are integrated into the ontology.

According to this definition, OntologySim is a fully ontology-based simulation in
ontology integration level 5.

3. Related Work

As introduced in Section 2.3, different integration levels for ontologies in simulation
and production exist. The literature in this domain is reviewed and extended with other
approaches of ontology-based simulations in Section 3.1. Then, available simulations for
production systems are reviewed in Section 3.2.

3.1. Literature Review

In the literature, there are many approaches to integrate ontologies in production and
simulation. The majority of approaches to date focus on using the ontology as a memory
or database to build a simulation model. This is similar to handling the simulation data
management with the help of an ontology, yet, the simulation itself remains unchanged.
Based on a grounded theory literature review [35], a large set of papers dealing with both
simulation and ontology or both digital twin and ontology in the domain of production
research were identified. By manual analysis a total of 20 papers, the most relevant research
approaches were selected (cf. Table 1), with priority given to approaches with higher
Ontology Integration Levels and the requirement of including ontologies from a research
perspective in production organization. In general, the existing approaches can be clustered
as follows:

• Concepts/schemata for production simulation:
This category is characterized by the fact that schemes and concepts for a simulation
are presented, but the active use has not yet been implemented or has only been
carried out for an example case. Some of the concepts differ greatly in scope and
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structure of the ontology. Thus, multi-agent approaches were designed, such as
that by Karageorgos et al. [36], who define an agent-based approach to support
logistics and production planning; and Mönch and Stehli [37], who store data based
on domain-related predicates, such as machine structure and task-related predicates,
such as scheduling. Additionally, there are concepts for the description of the factory
layout [38] by ontological means. Furthermore, there are databases, such as ONKI [39],
available, which hold production data sets and ontology schemata for production.

• Real world application (CPS, MES):
These ontology approaches are characterized by the fact that a virtual representation
of a production plant and a Manufacturing Execution System (MES) is extended by an
ontology to maintain flexibility. In these approaches, the ontology often serves as a
classic knowledge database. Examples are the use of ontologies for MES and OPC-UA
interfaces [40] and a digital twin for a Cyber-physical Production system (CPS) [28].
A different approach is followed by the virtual factory data model presented by
Terkaj [41], which aims at representing factory objects, i.e., from products to machines,
virtually, in a static way.

• External data source to facilitate easier production simulation start:
These papers pursue the integration of different external data sources to create a
uniform simulation data model through an ontology. It is noticeable for this type
of concept that multiple ontologies are used for modeling [42–44]. The simulation
models are either converted into executable models, as in Silver et al. [42], or the
ontology serves as a knowledge database adjunct to the simulation model [43,44].
Benjamin et al. [43] introduce an ontology-driven framework based on scheduling,
simulation and optimization ontology. Du et al. [44] implement a framework, where
multiple databases are integrated into multiple ontologies and then combined to one
core ontology model. A hybrid approach focuses on modeling external data sources, a
static virtual model of the factory and its history, presented by Terkaj and Urgo [45],
likewise uses ontologies and extends so far static representations with the system’s
history and evolution. Thus, these can be classified as a digital shadow [3]. An
extension of this approach is described by Terkaj et al. [46], who use this continuously
synchronized, ontology-based virtual model to enable ”in situ” simulation of future
system behavior. Hence, the approach aims at enabling a foresighted digital twin [3].

• Fully ontology-based simulations:
A similar approach to the OntologySim is only provided by the paper of
Warden et al. [47]. Here, an attempt was made to create a simulation for trans-
port logistics utilizing several ontologies, which were divided into different layers.
The goals regarding ”scalable, portable and reusable domain models [...] fell short [...]
and turned out to yield more pain than gain” [47].

The categorization of different literature examples is presented in Table 1.
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Table 1. Literature review.
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Concepts / schemata for production simulation

Terkaj and Urgo [45]  # #    # # 4 # # Performance
Terkaj et al. [41]  # #  # # # # 3 # # Virtual model
Viljanen et al. [39]  # # # # # # # - # # Database
Mönch and Stehli [37]   #   # # # 3 # # MAS
Cheng et al. [6]   # # # # # # 3 # # Concept
Scholz and Schabus [38]  # #  # # # # 1 # # Schema
Gurjanov et al. [48]  # # # # # # # 2 # # Product
Karageorgos et al. [36]   #  # # # # 3 # # MAS
Fumagalli et al. [49]  # #  # # # G# 3 # # MES
Mazzola et al. [50]  # # # #  # # 2 # # Concept
Guizzardi and Wagner [51] # # # # # # # 4 # # DES

External data source to facilitate easier production simulation start

Du et al. [44]       # # 3 #  AnyLogic
Terkaj et al. [46]  # #    # # 4 #  Speed
Benjamin et al. [43]       # # 3 # # Framework
Silver et al. [42]  G#  #   # # 3 # # Parsing

Real world application (CPS, MES)

Liu et al. [28]  # #  # #   3 #  digital twin
Ansari et al. [52]  # #   #  # 2 # # Problem
Katti et al. [40]  # #  # #   2 # # OPC UA
Chen and Tu [53]  # #  # # G# G# 1 #  CPS

Fully ontology-based simulations

Warden et al. [47]   #   # # # 4 # # Scheduling

Legend:  regarded G# rudimentary regarded # not regarded

All in all, there is still a research gap regarding fully ontology-based simulations
that do not only use the ontology as a data storage. The use of the ontology as a control
element, event handler, and data base has been little considered so far. However, promising
advantages of continuing the ontology integration are flexibility [47], correct data through
interlinkage with the real system [28], and extendability [45] among others. Thus, the need
for researching and introducing concepts on Ontology Integration Level 5 arises.

3.2. Simulation Programs

Table 2 compares existing simulation systems on the market. For the comparison, a
Python-based discrete-event simulation and, for simplification, two widely used commer-
cial products, AnyLogic and Siemens Plant Simulation (PLM), are used. The selection of
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the 3 simulation tools from the available simulation is based on the similar use in the pro-
duction environment and the high popularity. Given the regarded scope of the comparison,
commercial alternatives, such as Arena- or Petri net-based production system simulation,
do not differ greatly. While commercial applications include visualizations, open source
approaches, such as SimPy [54,55], seldom provide this kind of user-friendliness. Ease
of use and first start is typically provided by graphical editors [56] or configurations,
thus providing little flexibility. Furthermore, given DES cannot be interrupted, the sim-
ulation core changed, and then continued, a feature dubbed intervention. Furthermore,
KPIs are typically self defined or calculated, omitting international standards, such as the
ISO-22400-2:2014 standard [57].

Table 2. Comparison of a selection of existing simulation applications.
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SimPy [54] # G#  G#  # G#
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Siemens PLM  G#  G# # # G#

Legend:  implemented G# partly implemented # not possible

In comparison to traditional approaches, the main advantages of the OntologySim lie
in the combination of a storable, changeable DES on open source basis with visualizations.
In the following chapter, the structure and advantages of the OntologySim are explained in
more detail.

4. Proposed Ontology-Based Simulation

In this chapter, the OntologySim idea is explained in more detail. Furthermore, the
OnologySim is classified according to VDI 3633 [29], and the unique selling propositions,
that fit the previously outlined research gaps, are presented.

4.1. OntologySim Conceptualization

The main requirement in the conception and implementation of OntoloySim is to
implement a flexible, modular simulation that can be saved and reloaded at any time.
The process of changing and loading the simulation enables a direct linkage and runtime
adjustement to the reality, which is shown graphically in Figure 5. Thereby, OntologySim
enables a truly interlinked Digital Twin.

Figure 5. Main idea of OntologySim.
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After configuration and the start of the simulation, the OntologySim can be saved
at any time, with or without interruption. Since large parts of the simulation core are
directly connected and modeled within the ontology and the fact that the ontology holds
all relevant information. After saving the ontology in an ”owl” file, changes can be made
within or outside of the executable OntologySim, such as adding a machine or AGV
(Automated Guided Vehicle). Loading the ontology guarantees the seamless continuation
of the simulation at any time.

4.2. Unique Selling Proposition (USP)

Figure 6 summarizes the main points of differentiation from other simulations. The
individual contents of the framework are explained in more detail in the various chapters:
Sections 5–7.

Figure 6. Unique position of the simulation.

The USP is based on the following advantages over existing discrete-event simulations:

• Saving, Loading of Simulation:
Interrupting the simulation during runtime enables new use cases and possibilities,
which are shown in Figure 7. When saving the simulation, the current state of the
ontology is stored in a single OWL file. This saved data is sufficient to restart the
simulation, as all essential information is contained in the ontology. In particular, the
following new use cases are enabled:

– The stored image can be run on other computational units and enables the easy
extraction of information data.

– After saving a defined state, several strategies, multi-agents, etc., can simulate
different simulation runs, and the best agent configuration can be selected to
facilitate research in this domain [31,55,58].

– Furthermore, time saving is achieved because the initial run-up and warm-up
of a simulation into a static state can be skipped, as a static stimulation can be
loaded, that is ”identical” to the real system state to increase inference accuracy
required for real-world use cases [59,60].

– A real world digital twin is enabled, as up-to-the-minute virtual models can be
started with the exact same initial situation [3].
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Figure 7. Use cases for saving and loading simulation.

• Extendable during simulation run:
Saving and loading the simulation provides the basis for the simulation to be extended
during a run. In addition to changing the strategy, adjustments can also be made to
the manufacturing system which affect resources, such as machines, transporters, or
processes. Thus, for example, transporters can be removed or added, or process times
can be changed. It is also possible to add data and information that is not needed
currently for the simulation. By adding supplementary nodes, it is possible to link
external (real-world) data or to model the current description in detail. An example
would be the addition of installation space sizes for the product, novel products added
to the portfolio [33], or changes in the shopfloor management, as well as increased
worker competencies [61].

• Extendable open source application:
Another advantage compared to the majority of simulations reviewed in Section 3
is that OntologySim is implemented with the basic idea of being an open-source
publication and software. Thus, the focus of the implementation is to make the
simulation easily adaptable and to provide clearly defined and explained interfaces.
This makes it possible to simply extend the simulation with self-implemented agents
and access the ontology through standardized wrapper methods.

• Generalization:
The interaction of the ontology and the Python modules enables a good generalization
of simulation models. It is possible to model different production systems, be it line
production, a workshop production or matrix production, or any combination. The
ontology can be extended and customized to meet specific requirements. This includes
the possible integration of information about tangible objects, such as products, intan-
gible information, such as production planning, and control organization [33,58], or
ever-changing, human-centered Industry 4.0 implementations [61].

• Step wise going back in simulation:
Going back within a single simulation run in a step-by-step manner is another special
feature of the OntologySim. Going back enables a better analysis of the simulation
and increases the traceability and understanding of complex production systems [60].
This feature is made possible by the fact that, at any point in time, a defined state
is available, and the past events are stored. These two properties are sufficient to
recreate the past and explicitly analyze its states. By doing so, the analysis of ”what-
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if” scenarios within a single simulation run can be evaluated without the need to
instantiate many different simulations, for instance, for time-constraint adherence
predictions [59,60].

• Digital twin:
The OntologySim can ideally serve as a digital twin. It possesses the unique ability to
serve as digital twin, digital master, and, to some degree, digital shadow, all at once.
Starting from any current state in the real system, the ontology can be created and
updated externally, manually, or by connection to data sources, such as MES or ERP
systems. Then, an instantiation, or, in other terms, a simulation run, can be started
directly within the OntologySim framework. This enables increasing digital twin
capabilities for production systems [3].

4.3. Classification of simulation

This section classifies the simulation according to VDI3363 [29], as shown in Figure 8.
The OntologySim is a discrete event-based simulation. The event-based programming has
the advantage of simple implementation, high execution speed, and flexibility; for example,
one event can easily trigger several other events [54]. Furthermore, the OntologySim is a
multi-agent-based simulation. Each machine and transport unit represents an agent that
can be instantiated as to decide independently.

Figure 8. Classification of simulation according to VDI3363 [29].

5. Design Principles for the OntologySim

The OntologySim concept and the structure of the developed ontology presented
below is intended to enable mapping diverse production systems, such as line production,
workshop production, and matrix production, efficiently, in a modular way. The basic
requirement for the OntologySim development is the ability to save the simulation state
at any time, without data loss, and the ability to restart the simulation using the saved
ontology. From this requirement follows that all entities have to be mapped in this ontology,
achieving Ontology Integration level (OIL) 5. Thus, not only machines and transporters
are stored in the ontology, but also set-up processes, defects and services, their statistics,
the production plan for all products, and relevant future and past events. The storage
of any entities in the ontology enables a high degree of flexibility since, on the one hand,
relationships from zero to n are possible, and, on the other hand, a high degree of detail
can be generated. Furthermore, the information and relationships within the ontology
are dynamically adapted. Each executed event or simulation step executes changes to
the ontology. Because past events are also stored in the ontology, it is possible to recreate
past states from the current state of the ontology. This past information is also seamlessly
available to enable machine learning-based production control, for instance, with reinforce-
ment learning [55,58]. The concept and functioning of the ontology are exemplified by the
entities Machine, Event, and Product type in the following.
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5.1. Machine

The basic components of machines are queues, which are divided into different cate-
gories. One is the input and output queues, which serve as a buffer, and the ”ProdQueue”,
in which products are processed. A queue can serve as both an input and output queue,
but not as a ”ProdQueue” and an input or output queue at the same time. The next level is
the position, which serves as the interface to the products. Each position can be reserved in
advance by exactly one product. In addition to the queues, the set-up processes and pro-
duction processes are stored with respective distributions. The machine is also connected
to events, past events (”EventLogger”), and various defects and maintenance entities. The
exact configuration of a machine is always adapted to the individual use case so that, for
example, the number of queues and positions can be flexibly varied. A simplified machine
is visualized in Figure 9.

Figure 9. Concept of a machine in OntologySim.

5.2. Event

The states of the simulation are not controlled by state entities and are based solely
on events and the information stored within the ontology. The state of an entity, e.g., a
machine or transport unit, is defined by the currently valid and connected event. Each event
contains information about the start time, duration, and type of event and is connected to
the entities, which are influenced by the event. From this information, the state of each
entity can be extracted at any time. Events that lie in the future can also be generated.
However, the agents and control algorithms do not have access to the future events but
only see the current state to preserve comparability in respect to the real world. Creating
future events is useful for processing tasks at once in the simulation. For example, if the
task is to produce a product on a machine, then two events are created, one to change the
machine setup to the new process and the other to feed the product into the machine for
processing. This possibility facilitates the implementation of the simulation.

It is always possible to infer in both directions (bidirectionally) in the simulation.
This increases flexibility and allows easier access to entities. The disadvantage of this
is that more data is stored, which hurts performance. As shown by Reference [17], the
performance for compact ontologies is significantly better. For this reason, past events are
only made available in one direction, which has the great advantage that, when querying
the state and the next steps of a machine, only a few future events need to be queried,
and it is not necessary to iterate over all past and future events. Figure 10 illustrates the
differences between past and future events and their connectivity to entities.
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Figure 10. Explanation of the (semi-)bidirectional event-resource mapping.

5.3. Product Type

The mapping of product types and their current state is based on the structure of a
Petri net, which is a feasible representation, for instance, in disassembly [62]. The state node
in the ontology is equivalent to a place S, and the production process represents transitions
T. Each product type has a production plan with start and end nodes. The arrangement
and sequence of the process steps can be freely designed, as shown in Figure 11. The
individual products always refer to their current state. The Petri net-like structure offers the
advantages that different and complex production plans with many potential paths can be
stored and iterated through with high performance and that information can be extracted
quickly. For example, the calculation of the fastest path, the selection of the process with
the shortest machine queue, and the number of production steps still required is possible.
The graphic in Figure 11 shows a simple, yet relatively complex, production plan.

Figure 11. Exemplary concept of product type.

An overview of the classes and relationships and more in-depth information on how
the ontology has been implemented in concrete terms are summarized in the ReadThe-
Docs documentation (https://ontologysim.readthedocs.io, accessed on 30 December 2021)
for the OntologySim [63]. The code for the frontend and for the simulation are both pub-
lished in two seperated github projects (ontologysim_react (https://github.com/larsKiefer/
ontologysim_react, accessed on accessed on 27 December 2021) [64], ontologysim (https:
//github.com/larsKiefer/ontologysim, accessed on 27 December 2021) [65]).

6. Procedure of OntologySim

Based on the simulation steps as shown in the VDI3363 [29] and the adjustments
regarding the application of an ontology, the following 4-stage pipeline was designed:
Configuration of the simulation, Reasoning/loading of the simulation, Running through
the simulation, Logging & storage of KPIs. The individual steps are briefly described below
and visualized in Figure 12.
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Figure 12. OntologySim pipeline.

6.1. Configuration of the Simulation (1)

The configuration of the simulation is provided via config-files, owl-files, or an API
interface. To simplify the configuration from lines to matrix production, different tem-
plates and examples can be used. Additionally, the OntologySim provides support for the
configuration by visualization means [64].

6.2. Reasoning/Loading of the Simulation (2)

When starting the simulation, the model is created in Owlready2, and the reasoning
is started [65]. For performance and resource efficiency reasons, the reasoning is only
carried out at the beginning. All changes are made via wrapper methods so that the model
remains consistent, and queries are executed directly on top of objects. This leads to a faster
simulation procedure. However, the ability to perform reasoning on this ontology during
or after simulation runs remains.

6.3. Running through the Simulation (3)

Running through the simulation offers two possibilities. One is the step-by-step run,
and the other is the direct run [64], which is used for a fast simulation execution. Running
through the simulation step-by-step allows you to go back and forth between simulation,
live display of KPIs and events, and visualization of the production. Furthermore, the
simulation can also be accessed via an API [63]; thus, the required data can be retrieved
at any time. The goal of the step-by-step process is to better understand and analyze the
decisions of the agents and algorithms in order to facilitate better algorithm or machine
learning model design to enable further studies into the explainability of such systems [55].

6.4. Logging & Storage of KPIs (4)

After the simulation run, all KPIs and events can be obtained either as CSV files or an
SQLite database [64,65]. The KPIs are based on the standard defined by Kang et al. [66]. For
each run, up to 22 KPIs for machines, 8 KPIs for transporters, 11 KPIs for products, 1 KPI for
queues, and 4 KPIs for the general simulation can be stored. There is one summary per KPI
and element (machine, transporter, queue) and one per time interval. The configuration
allows the time interval to be changed and KPIs to be added and removed.

7. Technical Description
7.1. Basic Building Block of the Ontologysim

The basis of the OntologySim is the Python library Owlready2. The ontology frame-
work is used to store the data and the status of the production. A more detailed description
of how Owlready works can be found in Section 2.1 and References [17,26].
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The structure of the OntologySim is shown in Figure 13 below. Around the entire
ontology, wrapper methods have been designed to standardize access to the ontology.
The search queries are realized via unique IDs and via iteration through the connections.
This approach has high-speed advantages over SPARQL and SWRL (Semantic Web Rule
Language). Building on top of the wrapper methods, simulation, loggers, agents, and KPI
modules are implemented. These modules form the basis for ontology-based simulation
and contain, in addition to the ontology, the core logic of the simulation. To start the
simulation, either config files or owl files are loaded or a request to the webserver is sent.
Nevertheless, the wrapper methods are generalized, so that only the config or owl is
required to instantiate a simulation run. The agent integration is structured in such a way
that standard agents, such as FIFO, Shortest Queue, etc., are pre-implemented, and their
programmed agents can be easily created via a predefined interface.

Based on the basic simulation, a web server is integrated, which enables more tar-
geted access to simulation data and lays the foundation for the visualization, as shown in
Figure 13. The designed API interface is implemented with Flask, which is a stateful service
due to the discrete running simulations. The basic functions of the API are to call KPIs, log
data, and create and configure simulations. Together with the simulation module and the
web server, this forms the backend of the software structure [64,65]. A frontend Framework,
here React, is used for the visualization of the simulation. The data is retrieved from the
Flask web server using Ajax calls and stored in the Redux Store. The Redux Store serves as
the basis for displaying KPI diagrams, event logger tables, and simulations. The connection
between frontend and backend is enabled using AJAX calls.

Figure 13. OntologySim structure.

7.2. Visualization

The website (Frontend) visualizes the information available during and after the
simulation. In the following, the three most elementary pages are presented in more
detail: (1) simulation with back and forward data, hover functions for more information
(Figure 14); (2) dashboard and charts with KPIs (Figure 15); and (3) event logging including
filtering and sorting of events (Figure 16).
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Figure 14. Simulation with back and forward data, hover functions for more information.

The following elements are displayed in the graphic visualization of the simulation:
Queue, Process Queue, Machine, and Transporter. In addition, the last event is displayed
for the transporter and the machine. To be able to distinguish individual products, various
product types are colored differently, and the progress is symbolized by the fill level of the
circle and hovering over the product provides further information, such as queue time and
the start of production. Furthermore, the visualization makes it possible to go back to steps
in the production to better understand the agents’ decisions.

Figure 15. KPI Dashboard of a simulation run.

The KPI overview enables quick analysis of the production. For this purpose, the
summarized value and the course of the KPIs are displayed during the simulation. Selected
KPIs are visualized graphically, and the remaining KPIs are displayed in tabular form, as
shown in Figure 15.
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Figure 16. Event logger of simulation.

The event logging page allows the display of all past events and the filtering and
sorting of events, as exemplified in Figure 16. For example, this enables to track the path of
individual products exactly or to display only one product type on a machine.

All in all, the proposed framework is adaptable, as the strict division of the simulation
core and visualization allows simple integration and adaption with existing systems and
requirements. Thus, the overview is as presented in Figures 14–16.

8. Discussion

Regarding the aim of ”[presenting] a combination of ontology with manufacturing
simulation, which is available as an open-source solution to the general public and is
distinguished from previous solutions by its flexibility and storability”, the proposed
OntologySim satisfies all requirements outlined in the literature review in Section 3. As
shown in Table 3, the OntologySim uses the underlying ontology (or several ontologies)
both as a schema and as the underlying simulation storage and core. Thereby, it provides an
application framework with the ability to support multi-agent systems and interventions.
The latter is crucial and enabled by the truly ontology-based schema and storage and, thus,
enables the OntologySim to achieve Ontology Integration Level 5.

As explained in Table 4, OntologySim can be compared to existing simulation frame-
works in terms providing a visualization, changeability via GUI and integration of KPI
calculation or flexibility. The latter is based on the ontology simulation core approach and,
hence, additionally enables changeability of the simulation and interventions beyond the
state-of-the-art. The challenge in developing ontology-based simulations, however, is to
achieve high performance in terms of execution speed. The OntologySim is slower com-
pared to SimPy, Anylogic, and other commercially available simulations. Slower, although
massive, speed improvements have been achieved by avoiding SPARQL and SWRL rules.
Nevertheless, further speed improvements are required to ensure the applicability in much
larger systems and, thus, to enable more use cases the benefits of an OntologySim-enabled
real digital twin. Furthermore, the implemented web application is not a stateless API
because of the state storage in the ontology. In today’s web applications, stateless APIs are
used to enable multi-user operation. Hence, this multi-user operation should be included
and examined in the application for further follow-up studies. Nevertheless, the provided
OntologySim as an Ontology Integration Level 5 framework enables the application of
truly interlocked digital twin, the analysis of “what if” situations in up-to-the-minute
simulations, and the convenience for extendability of an open source software.
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Table 3. OntologySim classification according to the literature review.
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Table 4. Comparison of simulation application.
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Despite the previously described advantages and approaches to circumvent the dis-
advantages of an ontology-based production simulation, in general, detrimental issues
are as follows: Simulation speed is extenuated due to numerous knowledge graph or
ontology queries. While queries, for instance, with SPARQL, are more flexible than existing
frameworks, they are yet typically more complex to apply than semi-graphical GUIs. The
direct integration into existing MES or ERP systems is not (yet) regarded.

9. Summary and Outlook

In order to enable fully autonomous digital twins that interact with real world entities
and allow the digital representation of changing and flexible production systems, an
ontology-based simulation model, the OntologySim, is presented. The OntologySim is an
open-source fully ontology-based event-discrete simulation, which has high flexibility and
modularity due to the developed ontology schema and the defined interfaces. Due to the
fully ontology-based approach, it is possible to change and save simulations during runtime.
The designed user interface allows a detailed analysis of the agents using KPIs, event, and
simulation display. Since OntologySim is published as open source (AGPL-3.0 License),
we hope to contribute to the growing collaboration and exchange in the production and
simulation community.
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Follow up research shall continue the development to enable to join and separate
products. This would offer new possibilities to better map production processes in the
industry and likewise enable portfolio external products and their influences on the pro-
duction system to be analyzed [33]. Furthermore, work on the OntologySim is ongoing
and feedback from the community is being incorporated. To further close the research
gap as outlined before, experimental studies with real world use cases shall be continued
to be conducted. Last, but not least, the advantages provided by the ontology core can
be researched with the integration of autonomous production control, understandable
reinforcement learning [55], and novel production planning approaches that make use of
the available real-time data and experimentation ability in further research projects.
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Abstract: The facility layout problem is one of the fundamental production system management
problems. It has a significant impact on overall system efficiency. This paper introduces a new
facility layout problem that allows for choosing from multiple variants of each facility. The need
for choosing the most suitable selection from the facility variants while at the same time optimizing
other layout quality indicators represents a new optimization challenge. We build on our previous
work where single- and multi-objective evolutionary algorithms using indirect representation were
proposed to solve the facility layout problem. Here, the evolutionary algorithms are adapted for
the problem of facility variants, including the new solution representation and variation operators.
Additionally, a cooling schedule, whose role is to control the exploration/exploitation ratio during
the course of the optimization process, is proposed. It was inspired by the cooling schedule used in
the simulated annealing technique. The extended evolutionary algorithms have been experimentally
evaluated on two data sets, with and without the alternative variants of facilities. The obtained results
demonstrate the capability of the extended evolutionary algorithms to solve the newly formulated
facility layout problem efficiently. It also shows that the cooling schedule improves the convergence
of the algorithms.

Keywords: facility layout problem; evolutionary algorithms; numerical modeling; multi-objective
optimization; performance analysis

1. Introduction

The facility layout problem (FLP) is one of the most important problems in production
management and industrial engineering. It is a nonlinear combinatorial optimization
problem defined as finding the most efficient arrangement of non-overlapping facilities
on the factory floor with respect to one or more objectives subject to various constraints.
Typically, the optimization goals are to maximize the utilization of the area available,
minimize material-handling costs, or fulfill the adjacency or distance requirements between
facilities. Furthermore, various constraints are imposed on the solution sought, such
as the total area available, maximum acquisition or material handling costs, maximum
maintenance costs, and other indirect expenses limits. The problem of finding the optimal
layout of a set of elements occurs at various levels of a complex manufacturing environment,
e.g., when arranging machines in a workshop, production lines in a production hall, or
buildings on factory premises [1–3].

The FLP is a challenging task that has a direct impact on production efficiency, as it
directly affects manufacturing costs, work in process, lead times, and productivity. A good
layout of facilities contributes to the overall efficiency of operations and can reduce total
operating costs by 20% to 50% [1]. Additionally, it has been shown that more than 35% of
system efficiency is likely to be lost by applying incorrect layouts and location designs [4].

Numerous variants of the FLP problem have been formulated and researched. They
can be categorized by different aspects as static or dynamic FLP, single- or multi-objective
FLP [5], single- or multi-floor FLP, or FLP with equal or unequal facility areas, etc. [6–9].
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When considering facility characteristics, several factors and design issues are addressed
in the literature, such as the production variety and volume, the facility shapes and di-
mensions, the material handling system chosen, and different possible movement types
allowed for parts, to name a few. Regarding the shapes and dimensions, there are two types
of facilities: facilities with regular rectangular shapes and those with irregular shapes, i.e.,
generally polygons. In the former case, a facility can be defined by fixed length and width,
and this facility is called fixed or rigid block [10]. An important FLP variant with numerous
practical uses is the FLP with loosely-defined facility shapes and dimensions. In that case,
each facility is associated with its area and a shape constraint, e.g., the maximum aspect
ratio allowed (quotient between greater and lesser side measurements) or the minimum
side length.

Layout problems are known to be generally NP-hard, which means that no exact
algorithm exists that can provide an optimal solution in a reasonable polynomial time.
On the one hand, there are many works in the literature that successfully use mathe-
matical programming approaches to solve particular FLP variants. For instance, discrete
quadratic assignment problem models were used for FLP with regular-shape equal-area
facilities [11,12], and continuous linear and non-linear mixed integer programming mod-
els were used for FLP with irregularly-shaped facilities of unequal areas [13–17]. On
the other hand, these approaches are applicable only to a rather small number of FLP
instances, typically a few dozen facilities at most. Thus, many recent developments in
solving the FLP are based on iterative metaheuristic approaches such as Tabu Search [18],
Ant System [19,20], Particle Swarm Optimization [21], Variable Neighborhood Search [22],
Simulated Annealing [23], and Evolutionary Algorithms [24–31].

We build on our previous work [32] that considers the FLP with workstations to be
optimally placed into a production hall. A realistic definition of the hall and workstations
was introduced there. The hall is defined as a rectangular area with obstacles (i.e., where
no workstation can be placed) and communications (i.e., the areas that can be used only
by relevant parts of the workstations). Workstations have a rectangular working area to
which one or more handling zones can be attached. Furthermore, input/output points are
optionally defined as well. These are used to define dependencies among workstations,
such as links for material or semi-product handling. Each workstation can appear in the
floor plan in one of six possible orientations. To solve this FLP, single- and multi-objective
evolutionary algorithms have been proposed in [32]. The main feature of the evolutionary
algorithms is that they use an indirect representation. This means that the exact position
and rotation of the workstations are not directly encoded into the solution representation.
Instead, the floor plan is represented indirectly using a so-called priority list that encodes
the order and how the workstations will be added to the floor plan.

In this paper, we propose a new FLP variant with a new definition of loosely-defined
facilities. Here, the facilities are not allowed to freely change their shapes within allowed
boundaries. Instead, there are only several possible fixed-shape alternatives defined for
each facility. The optimization task is to generate an optimal layout using exactly one
variant per facility. Therefore, the optimization algorithm can not morph the shape of
facilities arbitrarily. Instead, it has to choose among the feasible alternatives available for
each facility. An important aspect of this FLP formulation is that the alternatives for a
particular facility differ not only in shape and dimensions but also in other characteristics
such as construction costs, operating costs, etc. Thus, a given selection of workstations’
alternatives affects various quality and performance indicators of the corresponding layout.

This work was motivated by our research activities carried out in cooperation with the
ŠKODA AUTO a.s. company. Our joint project aimed to propose machine learning-based
approaches to optimally place multiple assembly lines’ workstations within a production
hall, given particular objectives and constraints. This is an optimization problem that
occurs every time the product portfolio assigned to the respective hall is to be changed.
Then, the assembly lines must be re-configured accordingly and placed in the production
hall most effectively while respecting the products’ assembly workflow, production hall
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infrastructure, logistics, and other requirements and constraints. An essential part of
this optimization process is the re-design of some of the existing workstations and the
design of new ones. The idea behind the possible use of multiple workstation variants
is inspired by real-life best practices used by the experts when designing feasible layouts
of the workstations. Usually, many constraints and restrictions affect the workstation’s
shape, such as internal dependencies related to the particular technology implemented by
the workstation, the workstation’s interface with the outside world, etc. Thus, only a few
well-defined realizations might be considered for a given workstation.

To solve this FLP, we adopt the approach presented in [32] and further extend it so
that multiple alternatives of each workstation can be defined and considered during the
optimization process. To improve the exploration capabilities of the evolutionary algo-
rithms, a new variation operator is defined for the extended representation. Additionally, a
cooling schedule similar to the one used in simulated annealing [33,34] is introduced. Its
role is to control the search mode along the optimization process. It slowly turns the search
mode from a global search to a local one in order to restrict variation operators’ scope to
the tail section of the priority list as the algorithm converges. All in all, the primary goal of
this paper is to introduce a new variant of FLP, its properties, and the implications for the
solutions one can get, compared to the original FLP formulation with a single alternative
defined for each workstation.

The main contributions of this work are:

• A new FLP with alternative variants of workstations was formulated. The use of the
alternatives is a new FLP feature and represents a new challenge for optimization
methods. To the best of our knowledge, this type of FLP has not yet been solved in
the literature.

• Single- and multi-objective evolutionary algorithms to solve the problem were proposed.
• A cooling schedule that controls the search mode during the optimization process was

incorporated into the evolutionary algorithms.
• The efficiency of the evolutionary algorithms and the impact of the cooling schedule

on their performance at solving the new FLP problem were analyzed.
• Altogether, the new FLP formulation with redundant workstation definitions plus the

proposed algorithms for finding high-quality plant layouts make up a truly flexible
manufacturing system [35], which further contributes to sustainability within the
whole production enterprise.

• A data set for the new FLP formulation (possibly a new benchmark in the field) was
created. It will be made publicly available upon publication of this paper.

The paper is organized as follows. The problem solved in this work is defined in
Section 2. Section 3 provides a concise description of the most important features of the
approach we build on here. The proposed representation and algorithmic extensions that
allow for using alternative workstation variants are described in Section 4. Section 5 de-
scribes the experiment set-up. Results obtained with the compared methods are presented
and discussed in Sections 6 and 7. Finally, Section 8 concludes the paper.

2. Problem Definition

The FLP solved in this work is defined as follows. Givens include a particular spec-
ification of the hall, a set of N workstationsW = {w1, . . . , wN}, and a set of U pairwise
dependencies between workstations L = {l1, . . . , lU}. The hall specification defines its
geometry, including restricted areas and internal communications; see Figure 1a. Each
workstation is defined by its geometry, including the working area, handling areas, and
position of its input/output points, and by other characteristics such as its size and cost.
At least one of the workstations is defined in two possible variants, which can differ in
any of the workstation’s characteristics; see Figure 1b. The dependencies L define a set
of source–destination links between workstations. Each link li = (wj, wk) defines a di-
rected connection between the output point of wj and the input point of wk. These are
typically used to represent the material flow between workstations. The goal is to find a
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floor plan containing exactly one variant of each workstation that is optimal with respect
to the given optimization objective(s) subject to the no-overlap constraint imposed on
all workstation–workstation pairs as well as workstation–hall pairs. See [32] for formal
definitions of the constraints.

Figure 1. An example of (a) the production hall geometry and (b) three alternative variants of the
same workstation.

In the following, we use the term FLP with alternatives for this new FLP formulation
and the term FLP without alternatives for the original FLP as proposed in [32].

3. Preliminaries

The main feature of the original method introduced in [32] is that the evolutionary
algorithms (see the pseudocode in Appendix A) use an indirect representation. This means
that the layout of the floor plan, i.e., the exact position and rotation of the workstations, is
not directly encoded into the solution representation. Instead, the solution is represented
using a so-called priority list, which encodes the order in which the workstations will be
added to the floor plan using placement heuristics designed for the problem. The priority
list is thus a sequence of tuples

tj = (id, orientation, heuristic),

where each tuple at the position j = 1 . . . N in the priority list specifies which workstation
(id) with what orientation (orientation) will be added to the floor plan using what place-
ment heuristic (heuristic). Mapping from the priority list to the floor plan is accomplished
through an iterative process. It starts with an empty floor plan. Then, the priority list is
traversed from left to right, and the workstations are successively added one by one to the
developed floor plan according to the ‘instructions’ given in the corresponding tuple. The
mapping process is illustrated in Figure 2. For more details, refer to [32].

An important aspect of this representation is its redundancy. On the one hand, each
priority list maps to exactly one floor plan. On the other hand, multiple different priority
lists can potentially map to the same floor plan. This is an important feature, as it allows
for converging to an optimal solution via different search trajectories.

In [32], a single crossover and several mutation operators were used. The crossover
operator is a variant of a standard order-based crossover operator [36]. It takes for its input
two parental priority lists and starts generating the offspring by randomly choosing two
crossover points. Standard tournament selection is used to select the parents. Then, the
head and tail parts are inherited from the first parent. The middle part is filled in with
the missing elements in the same order in which they appear in the second parent. The
crossover points delimiting the head, middle, and tail parts are found randomly anew for
each crossover operation. In the following, we denote this operator as a 2-point crossover. We
also implement a simple 1-point crossover operator. It generates the offspring by inheriting a
randomly-chosen head part from the first parent and then appending missing elements in
the same order in which they appear in the second parent.
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Figure 2. Illustration of the effect of mapping of the priority list P to the floor plan. Each term wsi

stands for a tuple representing a particular variant of the workstation i. Workstations are placed into
the floor plan in a top-down manner as indicated by the yellow arrows of decreasing intensity. The
head part of the priority list (ws32, ws17, and ws6) maps to the top region of the floor plan. The tail
part of the priority list (ws48, ws31, and ws15) maps to the bottom region of the floor plan.

The mutation operators operate on a single priority list. They are designed to modify
a randomly-chosen element of the parental priority list so that it changes either its position
within the priority list or the way the corresponding workstation is added to the floor plan,
i.e., its orientation or heuristic.

In the original work, two optimization criteria, maxFreeSpace and minConnDist, were
defined. The first one maximizes the compactness of the floor plan, defined as the maxi-
mization of the free space remaining between the lower horizon of the placed workstations
and the bottom edge of the hall. This objective ensures that among the maximally-compact
floor plans, the ones with the remaining space concentrated towards the bottom edge of
the hall are preferred. As its name suggests, this objective drives the optimization towards
floor plans that have the greatest potential for placing new workstations. This objective
exhibits desired properties, as it drives the search towards maximally-compact floor plans
and simultaneously maximizes the utilization of the available area. Contrary to traditional
variants of FLP space occupation-related objectives that try to pack the entities within the
smallest rectangular envelope, our maxFreeSpace objective better optimizes for space uti-
lization. The minConnDist objective minimizes the total length of all connections between
workstations calculated as the sum of Euclidean distances between the output point of
the source workstation and the input point of the destination workstation over all pairs of
interconnected workstations in L; see [32] for details.

4. Proposed Method
4.1. Extended Representation

Here, we extend the representation so that it allows for multiple variants of each
workstation. The priority list is composed of tuples t

′
i of the following form

t
′
j = (id, orientation, heuristic, variant) ,

with the new attribute variant defined as a tuple (geometry, size, cost), where

• geometry is a definition of the workstation’s variant geometry, including its shape, po-
sition of its handling areas, and the position of its input/output points (see Figure 1b),

• size is the size of the working area of this variant, and
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• cost is the cost of this particular realization of the workstation.

There are ni alternative variants defined for each workstation wi. Thus, the size of the
priority list is M = ∑N

i=1 ni. The whole solution, i.e., the floor plan, is represented by an
extended priority list, which is a permutation of a set of tuples T that contains all variants
of all workstations

T = {t′1,1, . . . , t
′
1,n1

, . . . , t
′
N,1, . . . , t

′
N,nN
}. (1)

The extended priority list is interpreted via an iterative process similar to the one used
for the original single-shape representation version. The priority list is traversed from left
to right, and the corresponding workstations are added to the floor plan in a first-come-
first-served manner. This means that the left-most occurrence of each workstation’s variant
within the priority list is used in the floor plan; i.e., it is an active variant. The remaining
inactive ones are just ignored.

4.2. Mutation

In order to reflect the extended representation and the fact that the search space
significantly increases with the introduced workstation alternatives, we have added a new
mutation operator to the evolutionary algorithms. This operator swaps two elements of the
priority list associated with the same workstation. Given the parental priority list P as a
permutation of set T, see (1), the mutation works in the following steps:

1. Randomly choose a position k within the parental priority list P;
2. Find a set of positions Sk in P, excluding the position k, that are associated with the

same workstation as the element P[k],
Sk = {l : (P[l].id = P[k].id) ∧ (l 6= k)};

3. Randomly choose one position j from Sk;
4. Swap elements at positions j and k.

If one of those two swapped elements is the left-most occurrence of the workstation
in the priority list, then this action most likely leads to the effective modification of the
corresponding floor plan. Otherwise, the mutation operation does not affect the floor
plan represented by the priority list. This is a so-called silent mutation, and it has been
shown to be beneficial for preserving diversity within the population in evolutionary
algorithms [37,38].

Note that each workstation variant can be present in the priority list with only 1 out
of 12 configurations, given there are 6 possible orientations and 2 placement heuristics.
Variants present in the priority list can change their configuration via standard mutations
that change the orientation and heuristic. Importantly, this new mutation operator
works with particular workstation variant configurations, as they are stored in the priority
list. By executing the effective mutation, a new variant of a certain workstation with its
particular configuration becomes active (i.e., will be used in the floor plan). However, the
other one, which becomes inactive, stays intact with its configuration in the priority list,
thus available for its later re-use.

4.3. Cooling Schedule

Simulated annealing (SA) is a metaheuristic optimization technique. It searches for
the optimal solution in an iterative process, where in each iteration, it generates a random
neighbor of the current solution and either accepts the neighbor as the new current solution
or rejects it. The neighbor is always accepted if it is not worse than the current solution. It
may also be accepted with probability pc, even if it is worse than the current solution. The
probability pc is high at the beginning of the run and gradually decreases through time,
approaching zero towards the end of the run. This way, SA gradually changes its search
mode from a global exploration to a local one. The probability pc changes according to the
cooling schedule, which is either defined by the user or automatically adapted during the
course of the run [34].
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Here, we adopt a similar approach to control the search mode along the optimization
process. The idea behind it is based on the relation between the priority list and the
mapping process. The mapping process starts at the upper-left corner of the empty hall.
Then, the workstations are added to the floor plan one by one, filling up the available hall
space in a left-right and top-down manner. The workstations are served in the order they
come in the priority list; see Figure 2. This means that changes made to the head part of the
priority list have a greater impact on the resulting floor plan than changes made within the
tail part of the priority list. This is reflected by the cooling schedule proposed in this work,
as it gradually restricts variation operators’ scope to the tail section of the priority list as
the algorithm converges. It is realized by preventing the variation operators (i.e., crossover
and mutations) from perturbing elements of the priority list whose position is less than
or equal to the left-most variation point. In this way, the search mode slowly turns from a
global one to a local one.

There are many possible ways to define the cooling schedule. The one used in this
work is shown in Figure 3. It sets the left-most variation point to 1 for the first half of
the run. Then, it jumps to |T|/4, making the leading quarter of the priority list fixed. As
the run progresses towards the end, the fixed portion of the priority list linearly increases
to 3 ∗ |T|/4. Thus, in the first half of the run, the algorithm works in a standard global
exploration mode. Then, the operation mode changes to the local one. However, even in
the final phase of the run, the exploration capabilities stay at a significant level, as the tail
quarter of the priority list can still be modified by variation operators.
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Figure 3. Cooling schedule.

4.4. Optimization Criteria

In this work, we use two optimization criteria defined in [32]—the maxFreeSpace and
minConnDist. The maxFreeSpace objective maximizes the free space concentrated towards
one side of the hall. The minConnDist objective minimizes the sum of Euclidean distances
between input and output points of interconnected workstations.

In addition to the two optimization criteria, the minCost objective is defined to make
use of the newly defined cost attribute of the workstation. It minimizes the sum of cost
values of particular workstation variants used in the given floor plan. Note that this is
an optimization objective that explicitly defines quality for any particular selection of the
workstations’ variants. In the following, we use the term explicit objective in connection with
the minCost. On the contrary, the maxFreeSpace and minConnDist objectives are implicit
ones in the sense that they are not directly calculated out of the parameter values of the
selected workstations’ variants. Instead, their value depends on how well the workstations’
variants are placed in the floor plan.

The size and cost attributes were added to the workstation definition in order to il-
lustrate another possible dimension of the optimization problem. With these new attributes,
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the optimization task can be formulated as a multi-objective optimization problem that
seeks trade-off solutions to optimize both the implicit objective, i.e., maxFreeSpace, and the
explicit objective, minCost.

5. Experiments

In this section, the experimental setup is described. First, the data sets are described.
Then, the compared algorithms are listed together with their configurations used in the
experiments. Finally, the experiments, tested hypotheses, and the evaluation scheme used
to analyze the algorithms’ performance are described.

5.1. Data Set

Two data sets are used in the experiment:

• Data set DA (data set without alternative workstation variants)—a data set derived
from the one used in [32]. It contains 58 workstations, each provided in just a single
variant. The length of the priority list is |T| = 58. New attributes cost and size
have been added to the workstation definitions. The total cost of all workstations is
coststatic = 284.200. The total working area of the workstations is 33.829 m2.

• Data set DB (data set with alternative workstation variants)—a data set derived from
the data set DA so that a second variant has been defined for 30 randomly-chosen
workstations out of the original 58. Thus, the length of the priority list increases to
|T| = 88. The two variants for each such workstation differ in both the working area
size and cost. The size is inversely proportional to the cost. The total cost of the set of
workstations with only the lower-cost variants and the set of workstations with only
the higher-cost variants is 238,900 and 329,000, respectively.

5.2. Compared Algorithms

Single-objective (EA) and multi-objective evolutionary algorithms (MOEA) are used in
the experiments. We use the notation ‘A_V_C’ to refer to the particular algorithm’s variant,
with A∈ {EA, MOEA}, V ∈ {T, F} denoting whether the alternative workstations’ variants
are used (T—true) or not (F—false) and C∈ {T, F} denoting whether the cooling scheme is
used or not. The evolutionary algorithms were run with the following configuration:

• Population size: 200;
• Maximum number of generations (G): 1000;
• Tournament size: 4;
• Probability of crossover: 0.6;
• Probability of mutation: 0.5.

Note that the algorithms were run with the same parameter setting in all experiments.
No parameter tuning was carried out, since one of the goals of the experiments is to demon-
strate the viability and robustness of the proposed algorithms, given that no knowledge
about the best values of the parameters is available.

5.3. Goals of Empirical Investigation

The following three experiments were carried out to evaluate the performance of the
single- and multi-objective evolutionary algorithms on the FLP with alternatives:

• Experiment 1—The goal of this experiment was to analyze and compare the perfor-
mance of the algorithms on the FLP with and without alternatives. Note that the
search space in the case of the FLP with alternative shapes is much bigger than the
search space of the single-shape FLP. Thus, the question was whether the algorithms
could converge to solutions that were at least as good as the solutions found on the
single-shape FLP. Experiments with both the EA and MOEA were carried out. In the
former case, the maxFreeSpace optimization objective was used. In the latter one, the
maxFreeSpace and minConnDist objectives were used. Note that, in this case, both
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optimization objectives were of the implicit type, as the workstation cost was not
considered here.

• Experiment 2—The goal of this experiment was to investigate the effect of using the
cooling scheme on the quality of solutions. Again, experiments with the EA and
MOEA were carried out while optimizing the same objectives as in Experiment 1.

• Experiment 3—The goal of this experiment was to investigate the performance of
the MOEA, given the optimization objectives were a mixture of explicit and implicit
ones. The MOEA was run with the implicit maxFreeSpace and the explicit minCost
objectives. As mentioned in Section 4.4, the minCost objective can easily be improved
just by choosing the cheaper variant for each workstation. On the contrary, improving
the maxFreeSpace objective requires finding a better placement for the given selection
of the workstation variants. So, it is likely that the algorithm may prematurely con-
verge to the set of solutions composed of low-cost/high-size workstation variants,
thus exhibiting low maxFreeSpace values. Thus, the question was whether the MOEA
could efficiently search for a diverse set of high-quality solutions.

5.4. Evaluation

One hundred independent runs were carried out with each tested algorithm’s variant
in each experiment. In the case of the single-objective optimization, the median best-of-run
values were compared. In the case of multi-objective optimization, there is typically no
single best solution produced by the MOEA. Instead, a set of so-called non-dominated
solutions is delivered by the MOEA at the end of its run. We used a so-called hypervolume
performance metric [39], frequently used in the literature, to assess the quality of the set of
non-dominated solutions. It calculates the hypervolume of the multi-dimensional region
enclosed by the set of non-dominated solutions and a reference point; see Figure 4.
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Figure 4. Illustration of the hypervolume calculation for a set of non-dominated solutions S, given
the maximization objective maxFreeSpace and minimization objective minConnDist.

The coordinates of the reference point were calculated as the worst value of the respec-
tive objective observed in the final non-dominated fronts over all 100 runs. The hypervol-
ume expresses the size of the region that is dominated by the non-dominated set. Similarly
to the single-objective case, we then compared the median of the hypervolume values.

Note that the same random generator seeds were used for all series of 100 independent
runs in all experiments. This implies that the runs with the cooling schedule followed the
same search trajectory as those without the cooling schedule, up to generation 500 (i.e.,
G/2). Then, the two trajectories departed from each other and went their own way. This
allowed us to accurately measure the effect of the cooling schedule.

In order to assess the statistical significance of the differences among the methods,
we analyzed them pair-wise using the Wilcoxon rank-sum test, which rejects the null
hypothesis that the compared result sets are sampled from continuous distributions with
equal medians at the 5% significance level.
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6. Results
6.1. Experiment 1

First, we analyzed the performance of the evolutionary algorithms on the extended
FLP with alternative workstations’ variants. Tables 1 and 2 show the results obtained for
the single-objective and multi-objective cases, respectively. In Table 1, the best median
maxFreeSpace value of 10,501 was observed for the variant EA_F_T (i.e., without alter-
natives, with cooling). This is significantly better than the median maxFreeSpace value
achieved by EA_T_T. Also, the results obtained by EA_F_F are slightly better than those
achieved by EA_T_F, although not significantly so as indicated by the p-value of 0.37.

Table 1. Results for the single-objective case of Experiment 1 (variants = false vs. variants = true) and
Experiment 2 (cooling = false vs. cooling = true). The median of the set of 100 best-of-run values is
presented for each method plus the p-values calculated pairwise with the Wilcoxon rank-sum test.
The statistically significant differences are highlighted in bold.

Median p-Value

maxFreeSpace [m2] EA_T_T EA_T_F EA_F_T EA_F_F

EA_T_T 10,176 - 2.2 × 10−8 3.1 × 10−2 1.6 × 10−6

EA_T_F 9879 - - 2.9 × 10−13 0.37

EA_F_T 10,501 - - - 1.6 × 10−11

EA_F_F 9940 - - - -

Table 2. Results for the multi-objective case of Experiment 1 (variants = false vs. variants = true) and
Experiment 2 (cooling = false vs. cooling = true). The median of the set of 100 hypervolume values is
presented for each method plus the p-values calculated pairwise with the Wilcoxon rank-sum test.
The best values are highlighted in bold.

Median p-Value

Hypervolume MOEA_T_T MOEA_T_F MOEA_F_T MOEA_F_F

MOEA_T_T 1.61× 107 - 0.16 9.76 × 10−4 7.97 × 10−2

MOEA_T_F 1.55× 107 - - 1.2 × 10−5 2.13 × 10−3

MOEA_F_T 1.71× 107 - - - 5.96 × 10−2

MOEA_F_F 1.65× 107 - - - -

The same trend is also observed for the multi-objective optimization case; see Table 2.
Again, the runs not using alternative variants yielded significantly better results than the
corresponding runs with alternatives. Here, the difference between results obtained with
and without alternatives was even stronger than in the single-objective case.

These observations confirm our hypothesis that the FLP with alternatives is signifi-
cantly harder than the one without alternatives. The algorithms were not able to converge
on the extended data set DB to produce solutions of the same quality as the ones obtained
from the data set DA, given the same computational resources.

6.2. Experiment 2

In Table 1, a clear trend that the cooling schedule helps to converge to better solutions
can be observed. EA_T_T significantly outperformed EA_T_F, and the same held for
EA_F_T and EA_F_F.

Using the cooling schedule led to better solutions in the multi-objective optimization
case as well, but the differences were not as profound as in the single-objective case. While
MOEA_T_T is not significantly better than MOEA_T_F in terms of the median hypervolume,
as indicated by the p-value of 0.16, the run using the cooling schedule resulted in a better
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set of non-dominated solutions compared to the corresponding run not using the cooling
schedule, in 70 out of 100 runs. A similar ratio, 73:27, was observed for MOEA_F_T and
MOEA_F_F. This indicates that the cooling schedule has a positive effect on performance,
even in the multi-objective optimization scenario.

The observed difference in the effect of the cooling schedule in the single- and multi-
objective optimization may also point to the fact that in the multi-objective case, it is even
more important to keep the population maximally diverse throughout the whole run. This
applies particularly to the head parts of individuals’ priority lists. As soon as the cooling
schedule becomes effective, the head parts get ‘frozen’ and cannot be modified any more.
Suppose a majority of head parts of the priority lists in the population determine floor
plans that are good in terms of one particular objective. In that case, there is only a small
chance that additional floor plans, good in terms of the other objective, will effectively
evolve from then on. In the single-objective case, this is not an issue.

6.3. Experiment 3

Figure 5 clearly demonstrates the ability of the MOEA to efficiently evolve a population
of candidate solutions and to converge to a diverse set of high-quality solutions even when
the optimization criteria are a mixture of explicit (minCost) and implicit (maxFreeSpace)
ones. It shows all non-dominated solutions from the initial and final populations of all
independent runs. One can see that, starting from very poor solutions with the initial
population, the MOEA converges to much better solutions in the end. In particular, the
final non-dominated fronts have shifted both to the right and downwards, thus signifi-
cantly improving both objectives. However, the median maxFreeSpace value of the final
non-dominated solutions still remains well below the maxFreeSpace value obtained with
a single-objective EA from the data set DA (i.e., the value of EA_F_T in Table 1). We hy-
pothesize this can be attributed to the MOEA having to deal with a mixture of explicit and
implicit objectives, where the explicit ones are much easier to improve than the implicit
ones. Thus, the optimization algorithms need to be further enhanced to cope with this situ-
ation efficiently. On the contrary, the vast majority of final solutions lie below the coststatic
value of minCost. Many of them are also very good in terms of the maxFreeSpace value.
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Figure 5. Evolution of non-dominated solutions using MOEA_T_T. Initial (red) and final (blue) sets
of non-dominated solutions generated in 100 independent runs are shown. The horizontal dashed
line indicates the minCost= coststatic value of solutions produced for the data set DA (i.e., without
alternative workstations). The vertical solid line indicates the median maxFreeSpace value obtained
with single-objective EA on data set DA.

We also experimented with different genetic operators, namely the 1-point and 2-
point crossovers. Figure 6 shows the final sets of non-dominated solutions obtained with
MOEA_T_T using the 1-point and MOEA_T_T using the 2-point crossover. As for the
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median minCost value, the results are almost equal. A bigger difference, in favor of
the 2-point crossover, can be observed with respect to the median maxFreeSpace value.
The 2-point crossover also outperforms the 1-point one in terms of the hypervolume
dominated by the final set of solutions. The median hypervolume dominated by the 2-point
crossover solutions is 2.83 × 109, while the median hypervolume of the 1-point crossover
solutions is 2.72 × 109. This is a statistically significant difference, as indicated by the
p-value of 4.3 × 10−4. This observation clearly shows the importance of using appropriate
sampling operators.
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Figure 6. Comparison of MOEA_T_T using 1-point and MOEA_T_T using 2-point crossover. The
sets of non-dominated solutions generated in 100 independent runs are shown.

Figure 7 shows illustrative examples of two floor plans evolved in a single run of
MOEA_T_T. Several workstations are realized differently in these two floor plans; examples
are the three workstations marked ‘A’, ‘B’, and ‘C’.

Figure 7. Examples of two floor plans using different workstation variants: (a) a floor plan with
maxFreeSpace = 10.010 m2 and minCost = 261.500. (b) a floor plan with maxFreeSpace = 10.620 m2

and minCost = 243.900. Workstations marked with ‘A’, ‘B’, and ‘C’ are examples of workstations
realized differently in the two floor plans.
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7. Discussion
7.1. Applicability of the Proposed Approach

The proposed FLP, with the realistic definition of workstations together with the finite
set of possible fixed-shape realizations available for each workstation, fills the current gap
in the literature. Existing FLP formulations involving loosely-defined facility shapes and
dimensions rely on the concept that the facilities can freely vary their shape and dimensions
within some limits. However, this is not a general case. In many practical situations,
facilities can only be realized by a small number of fixed-shape variants. One example is
the automotive industry, with assembly lines composed of dozens of interconnected work-
stations. Every time a new car model is to be introduced to production, the workstations
and assembly lines must be re-configured and reorganized within a production hall accord-
ingly. Importantly, the design of a feasible workstation realization is a highly-constrained
optimization problem itself. It involves various constraints related to the specifics of the
technological procedure implemented by the workstation and to the workstation’s interface
with other workstations it interacts with.

7.2. Advantages and Disadvantages of (MO)EA

In general, EAs are optimization techniques with many advantages—they can be
used for an arbitrary type of optimization problem (continuous, discrete, multimodal,
single/multi-objective, nonlinear, constrained, etc.). Thus, they are particularly well-suited
for the FLP problem as well.

From a practical point of view, EAs are easy to implement. They also allow easy
incorporation of arbitrary constraints and optimization objectives. This is often much easier
than extending the model for a given mathematical programming method.

Perhaps the most important advantage of the proposed approach is its ability to
deliver a diverse pool of high-quality solutions. This is demonstrated in Figure 7, which
illustrates the ability of the multi-objective algorithm to evolve high-quality non-dominated
solutions in a single run while different workstation variants are automatically chosen for
different floor plans. In general, this technique generates multiple solutions from which
the user can choose the best one according to his/her expert knowledge. We believe that
this is the feature that makes the method truly usable in practice. Often, when solving
real-world problems, not all aspects of the desired solution can be captured within the
formal definition of the optimization problem. Thus, only the most important ones and the
ones that can be formally described are used to control the search process. Even then, it
is very beneficial if the user is provided with a set of diverse, high-quality solutions from
which he/she can further select the best-looking one in the end.

EAs also have a known limitation that they might be computationally intensive
because they require processing the entire population of candidate solutions in each gen-
eration. On the other hand, when solving many real-world problems, including the FLP,
the solver has enough time to generate a high-quality solution. Moreover, the EA can be
interrupted at any time and return the current best solution generated thus far.

7.3. Potential for Improvement

While the experimental results show that the proposed evolutionary algorithms are
effective and robust, there is still some room for further improvement. As mentioned above,
it is absolutely essential that the evolutionary algorithm maintain a diverse set of candidate
solutions during the course of the whole run while converging to ever-improving solutions.
To attain this, the trade-off between exploration and exploitation has to be ensured. To
achieve this, the algorithms have to ensure a balance between exploration and exploitation.

It is also important that efficient genetic operators are used to sample new candidate
solutions. It was demonstrated that the performance of the 1-point crossover and the
2-point one differ significantly. This suggests that new types of operators for the indirect
representation are worth exploring. Last but not least, the experiments showed that the
multi-objective algorithm experiences difficulties when simultaneously optimizing explicit
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and implicit objectives. The algorithm tends to prioritize the explicit objective over the
implicit one. This is not unexpected, as improving the explicit objective value is much easier
than improving the implicit one. Techniques for diversity preservation such as novelty
search, niching, or fitness sharing might help to remedy these issues.

8. Conclusions

We formulated a new FLP problem that involves alternative variants of facilities. This
is a new FLP feature and represents a new challenge for optimization methods. The realistic
definition of workstations and their variants suits many practical situations in factory floor
optimization and management.

We proposed extensions to the single- and multi-objective evolutionary algorithms
to solve the problem. Besides including a new mutation operator, a cooling schedule was
proposed to control the search mode during the optimization process. It progressively
restricts the scope of the crossover and mutation operators, thus changing the optimization
mode from a global one at the early stages of the run to a local one at the end of the run.
Experiments showed that the cooling schedule significantly improves the performance of
the algorithms.

The efficiency of the extended evolutionary algorithms has been tested and analyzed
for the data sets with and without alternative facility variants. It was demonstrated that
the algorithms are able to efficiently solve the extended FLP, which involves a much
larger search space than the FLP without alternatives. However, there is still room left for
improvement of the optimization algorithms.

Finally, the performance of the multi-objective algorithm was analyzed within an opti-
mization scenario that involves both explicit and implicit objectives, where the explicit ones
are much easier to improve than the implicit ones. Although the algorithm demonstrated
its potential to generate well-fit solutions, it also showed that its limits could be pushed
even further. This remains a challenge for our future research.

In our future research, we will investigate different variants of the cooling schedule
procedure. This can involve investigation of the linear vs. exponential schedule, static vs. dy-
namic setting of the schedule parameters, deterministic vs. probabilistic schedule, automatic
identification of the trigger points based on the statistics of the current population, etc.

While the current formulation of the proposed FLP assumes only rectangular worksta-
tion shapes, it can be straightforwardly adapted to consider free-form, possibly non-convex,
rectilinear shapes as well. New constraints and objectives can easily be introduced as well.
This is also the topic of our further research.

Author Contributions: Conceptualization, J.K., L.K. and P.K.; Methodology, J.K., L.K. and P.K.;
Software, J.K.; Validation, J.K.; Formal analysis, J.K.; Investigation, J.K., L.K. and P.K.; Data curation,
J.K.; Writing—original draft, J.K., L.K. and P.K.; Funding acquisition, P.K. All authors have read and
agreed to the published version of the manuscript.

Funding: This work was funded by the Ministry of Education, Youth, and Sport of the Czech Republic
within the project Cluster 4.0 number CZ.02.1.01/0.0/0.0/16_026/0008432. The publication was
created with support from the project “Regeneration of Used Batteries from Electric Vehicles” (Slovak
ITMS2014+code 313012BUN5), which is part of the Important Project of Common European Interest
(IPCEI) called European Battery Innovation (code OPII-MH/DP/2021/9.5-34), announced as a part
of Operational Program Integrated Infrastructure.

Data Availability Statement: The data are available from the corresponding author upon request.

Acknowledgments: This work was funded by the Ministry of Education, Youth, and Sport of the
Czech Republic within the project Cluster 4.0 number CZ.02.1.01/0.0/0.0/16_026/0008432. The
publication was created with support from the project “Regeneration of Used Batteries from Electric
Vehicles” (Slovak ITMS2014+code 313012BUN5), which is part of the Important Project of Common
European Interest (IPCEI) called European Battery Innovation (code OPII-MH/DP/2021/9.5-34),
announced as a part of Operational Program Integrated Infrastructure.

Conflicts of Interest: The authors declare no conflict of interest.

272



Appl. Sci. 2023, 13, 5032

Nomenclature
The following nomenclature and abbreviations are used in this manuscript:

EA Evolutionary Algorithm
FLP Facility Layout Problem
FLP without alternatives FLP with a single variant for each workstation
FLP with alternatives FLP with multiple possible variants defined for each workstation
MOEA Multi-Objective Evolutionary Algorithm
SA Simulated Annealing
A Flag indicating the evolutionary algorithm type, A ∈ {EA, MOEA}
C Flag indicating the usage of the cooling scheme
coststatic Total cost of the workstations of the FLP without alternatives
G Maximum number of generations
L Set of pairwise dependencies between workstations
M Size of the priority list for the FLP with alternatives
N Number of workstations
ni Number of variants of the workstation wi
pc Probability of accepting a worsening step in the SA method
P Priority list
Sk Set of positions in P, excluding the position k, that are associated

with the same workstation as the element P[k]
tj Tuple representing the j-th element of the priority list,

used with the FLP without alternatives
t
′
i Extended version of ti used with the FLP with alternatives

T Set of tuples that contains all variants of all workstations
U Number of pairwise dependencies between workstations
V Flag indicating the FLP variant
wi i-th workstation
W Set of all workstations to be placed in the floor plan

Appendix A. Pseudocode of the Evolutionary Algorithms

Algorithm A1: Single-objective evolutionary algorithm, EA
Input: PopSize . . . population size

G . . . maximum number of generations
PC . . . crossover rate
PM . . . mutation rate
EliteSize . . . number of elite individuals

Output: Floorplan represented by the best individual

1 init(population)
2 evaluate(population) # NSGA-II specific
3 g← 0
4 while g < G do
5 tempPop← {}
6 while |tempPop| < PopSize do
7 par1← select(population) # NSGA-II specific
8 if rand() < PC then
9 par2← select(population) # NSGA-II specific

10 child← crossover(par1, par2)
11 if rand() < PM then
12 mutate(child)

13 else
14 child← par1
15 mutate(child)

16 evaluate(child) # NSGA-II specific
17 tempPop← tempPop + child

18 tempPop← tempPop ∪ elite(population, EliteSize) # NSGA-II specific
19 population← getUnique(tempPop, PopSize) # NSGA-II specific
20 g← g +1

21 return bestOf(population) # NSGA-II specific
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The EA starts with a random initialization and evaluation of the initial population of
individuals. Evaluation of an individual means that, first, the individual’s priority list is
mapped to the actual floor plan, and then the quality measure of the floor plan is calculated.
Then, the algorithm iterates through G generations, lines 4–20. In each generation, a new
population is created as follows. A population tempPop is created through a standard
evolutionary process using selection, crossover, and mutation. When the tempPop of
size PopSize has been generated, a number of EliteSize top best unique individuals from
the previous generation are added to tempPop, line 18. Finally, the best PopSize unique
individuals from tempPop are selected to the new population, line 19. In the end, the best
floor plan of the last population is returned.

Multi-objective evolutionary algorithm, MOEA, implements the NSGA-II algorithm [40].
The pseudocode of the EA algorithm applies to MOEA as well, with only a few modifica-
tions listed below:

• Floor plan’s quality assessment, line 2 and line 16: contrary to EA, in MOEA, multiple
quality measures are calculated for each solution.

• Parental selection, line 7 and line 9: the EA uses a standard tournament selection that
chooses the best competitor solution with respect to the single objective. In MOEA,
the crowded-comparison operator is used within the tournament selection. It guides the
selection process towards a uniformly-spread-out Pareto-optimal front by considering
both the quality and uniqueness of the solutions; see [40].

• Forming the final population in generation g + 1, line 18 and line 19: instead of the
actions taken on line 18 and line 19 of the EA, MOEA adopts the procedure that
prefers high-quality and unique solutions out of the set tempPop ∪ population; see
Figure 2 in [40].

• Selection of the final solution(s), line 21: in EA, a single best-of-run solution is returned.
In MOEA, the whole set of all non-dominated solutions of the last population is returned.
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Abstract: While attracting increasing research attention in science and technology, Machine Learning
(ML) is playing a critical role in the digitalization of manufacturing operations towards Industry 4.0.
Recently, ML has been applied in several fields of production engineering to solve a variety of tasks
with different levels of complexity and performance. However, in spite of the enormous number
of ML use cases, there is no guidance or standard for developing ML solutions from ideation to
deployment. This paper aims to address this problem by proposing an ML application roadmap for
the manufacturing industry based on the state-of-the-art published research on the topic. First, this
paper presents two dimensions for formulating ML tasks, namely, ’Four-Know’ (Know-what, Know-
why, Know-when, Know-how) and ’Four-Level’ (Product, Process, Machine, System). These are used
to analyze ML development trends in manufacturing. Then, the paper provides an implementation
pipeline starting from the very early stages of ML solution development and summarizes the available
ML methods, including supervised learning methods, semi-supervised methods, unsupervised
methods, and reinforcement methods, along with their typical applications. Finally, the paper
discusses the current challenges during ML applications and provides an outline of possible directions
for future developments.

Keywords: machine learning; Industry 4.0; manufacturing; artificial intelligence; smart manufacturing;
digitization

1. Introduction

Within the fourth industrial revolution, coined as ‘Industry 4.0’, the way products
are manufactured is changing dramatically [1]. Moreover, the way humans and machines
interact with one another in manufacturing has seen enormous changes [2], developing
towards an ‘Industry 5.0’ notion [3]. The digitalization of businesses and production compa-
nies, the inter-connection of their machines through embedded system and the Internet of
Things (IoT) [4], the rise of cobots [5,6], and the use of individual workstations and matrix
production [7] are disrupting conventional manufacturing paradigms [1,8]. The demand for
individualized and customized products is continuously increasing. Consequently, order
numbers are surging while batch sizes diminish, to the extremes of fully decentralized
’batch size one’ production. The demand for a high level of variability in production and
manufacturing through Mass Customization is inevitable. Mass Customization in turn
requires manufacturing systems which are increasingly more flexible and adaptable [7–9].
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Machine Learning (ML) is one of the cornerstones for making manufacturing (more)
intelligent, and thereby providing it with the needed capabilities towards greater flexibility
and adaptability [10]. These advances in ML are shifting the traditional manufacturing era
into the smart manufacturing era of Industry 4.0 [11]. Therefore, ML plays an increasingly
important role in manufacturing domain together with digital solutions and advanced
technologies, including the Industrial Internet of Things (IIoT), additive manufacturing,
digital twins, advanced robotics, cloud computing, and augmented/virtual reality [11].
ML refers to a field of Artificial Intelligence (AI) that covers algorithms learning directly
from their input data [12]. Despite most researchers focusing on finding a single suitable
ML solution for a specific problem, efforts have already been undertaken to reveal the
entire scope of ML in manufacturing. Wang et al. presented frequently-used deep learning
algorithms along with an assessment of their applications towards making manufacturing
“smart” in their 2018 survey [13]. In particular, they discussed four learning models:
Convolutional Neural Networks, Restricted Boltzmann Machines, Auto-Encoders, and
Recurrent Neural Networks. In their recent literature review on “Machine Learning for
Industrial Applications”, Bertolini et al. [12] identified, classified, and analyzed 147 papers
published during a twenty-year time span from Jan. 2000 to Jan. 2020. In addition, they
provided a classification on the basis of application domains in terms of both industrial
areas and processes, as well as their respective subareas. Within these domains, the
authors analyzed the different trends concerning supervised, unsupervised, and reinforced
learning techniques, including the most commonly used algorithms, Neural Networks
(NNs), Support Vector Machine (SVM), and Tree-Based (TB) techniques. The goal of another
literature review from Dogan and Birant [14] was to provide a sound comprehension of
the major approaches and algorithms from the fields of ML and data mining (DM) that
have been used to improve manufacturing in the recent past. Similarly, they investigated
research articles from the period of the past two decades and grouped the identified articles
under four main subjects: scheduling, monitoring, quality, and failure.

While these classifications and trend analyses provide an excellent overview of the
extent of ML applications in manufacturing, they mainly focus on introducing ML algo-
rithms; the implementation of ML solution for different tasks in an industrial environment
from scratch has not yet been fully discussed. In general, a comprehensive formulation of
industrial problems prior to the development of ML solutions seems lacking. Therefore,
the issue we aim to address in this paper is how ML can be implemented to improve manu-
facturing in the transition towards Industry 4.0. From this issue, we derive the following
research questions:

• RQ1: How does ML benefit manufacturing, and what are the typical ML application
cases?

• RQ2: How are ML-based solutions developed for problems in manufacturing engineering?
• RQ3: What are the challenges and opportunities in applying ML in manufacturing contexts?

To answer these research questions, more than a thousand research articles retrieved
from two well-known research databases were systematically identified, screened, and
analyzed. Subsequently, the articles were classified within a two-dimensional framework,
which takes value-based development stages into account on one axis and manufacturing
levels on the other. The development stage concerns visibility, transparency, predictive
capacity, and adaptability, whereas the four manufacturing levels are product, process,
machine, and system.

The rest of this paper is structured as follows. Section 1 introduces the key concepts,
research questions, and motivations. Section 2 proposes the methodology of ’Four-know’
and ’Four-level’ to establish a two-dimensional framework for helping to formulate indus-
trial problems effectively. Based on the proposed framework, a systematic literature review
is carried out and the identified articles are analysed and classified. Section 3 describes a
six-step pipeline for the application of ML in manufacturing. Section 4 explains different
ML methods, presenting where and how they have been applied in manufacturing accord-
ing to the prior identified research articles. Section 5 formulates common challenges and
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potential future directions; finally, the paper concludes in Section 6 with a summary and
discussion of the authors’ findings.

2. Overview of Machine Learning in Manufacturing

Despite numerous ML studies and their promising performance, it remains very
difficult for non-experts working in the manufacturing industry to begin developing ML
solutions for their specific problems. The first challenging part of application is to formulate
the actual problems to be solved [15]. Therefore, this section aims to overcome this problem
by introducing the categories of Four-Know and Four-Level to help formulate ML tasks in
manufacturing and describing the benefits of applying ML in manufacturing from ML use
cases categorized using the Four-Know and Four-Level concepts (RQ1). Lastly, an overview
and developing trends in recent ML studies are provided as formulated by Four-Know and
Four-Level.

2.1. Introduction of Four-Know and Four-Level

According to the Acatech Industrie 4.0 Maturity levels [16], the development towards
Industry 4.0 in manufacturing can be structured into the following six successive stages:
computerization, connectivity, visibility, transparency, predictive capacity, and adaptability.
The first two stages, computerization and connectivity, provide the basis for digitization,
while the rest are analytic capabilities required for achieving Industry 4.0. ML, as powerful
data analytics tools are normally applied in the last four stages. Inspired by the Acatech
Industrie 4.0 Maturity levels, ML studies in manufacturing can be categorized into four
subjects: Know-what, Know-why, Know-when, and Know-how, which to a degree overlap
with visibility, transparency, predictive capacity, and adaptability, respectively. The Four-
Know definitions are presented below:

• Know-what deals with understanding of the current states of machines, processes, or
production systems, which can help in rapid decision-making. It should be noted
that Know-what goes beyond visualization of real-time data. Instead, data should be
processed, analyzed, and distilled into information which enables decision-making.
For instance, typical examples of Know-what in manufacturing are defect detection
in quality control [17,18], fault detection in process/machine monitoring [19,20], and
soft sensor modelling [21,22].

• Know-why, based on the information from Know-what, aims to identify inner patterns
from historical data, thereby discovering the reasons for a thing happening. Know-
why includes the identification of interactions among different variables [23] and the
discovery of cause-effect relationship between an event and other variables [24,25].
On one hand, Know-why can indicate most important factors for understanding
Know-what. On the other hand, Know-why is the prerequisite for Know-when, as the
reliability of predictions is heavily dependent upon the quality of casual inference.

• Know-when, built on Know-why, involves timely predictions of events or prediction
of key variables based on historical data, allowing the decision-maker can take ac-
tions at early stages. For instance, Know-when in manufacturing includes quality
prediction based on relevant variables [26,27], predictive maintenance via detection of
incipient anomalies before break-down [28,29], and predicting Remaining Useful Life
(RUL) [30,31].

• Know-how, on the foundation of Know-when, can recommend decisions that help adapt
to expected disturbance and can aid in self-optimization. Examples in manufacturing
include prediction-based process control [27,32], scheduling of predictive maintenance
tasks [33,34], dynamic scheduling in the flexible production [35,36], and inventory
control [34].

The aim of applying ML in manufacturing is to achieve production optimization across
four different levels: product, process, machine, and system. Therefore, the use cases for
applying ML can be further categorized by these different levels, as shown in Figure 1 and
Table 1, which answer RQ1 in terms of ML typical use cases.
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Table 1. Typical ML use cases categorized by Four-Level and Four-Know.

Level Know-What Know-Why Know-When Know-How

Product Defect detection [37],
Product design [38]

Correlation between process
and quality [23] Quality prediction [26] Quality improve-

ment [39]

Process Process monitoring [40]
Root cause analysis of pro-
cess failure [41], Process
modelling [42]

Process fault predic-
tion [43], Process character-
istics prediction [44]

Self-optimizing process
planning [45], Adaptive
process control [46]

Machine Machine tool monitor-
ing [47]

Fault diagnosis [48], Down-
time prediction [49]

RUL prediction [50], Tool
wear prediction [51]

Adaptive compensation
of errors [52,53],

System Anomaly detection [54]

Root cause analysis of
production disturbances
or casual-relationship
discovery [55]

Production performance
prediction [56], Human
behavior control [57]

Predictive schedul-
ing [58], Adaptive
production control [59]

Figure 1. Four-Level and Four-Know categorization of ML applications. The Four-Know categories,
from Know-what to Know-how, are respectively demonstrated by the four concentric circles, from the
inner circle to the outer circle, with each circle divided into four quarters according to the Four Levels.

2.2. Literature Review Methodology

In order to address the research questions laid out in Section 1, a systematic litera-
ture review following the PRISMA methodology [60] was carried out. Two well-known
research databases, Scopus (Elsevier) and Web of Science (WoS), were chosen for retrieving
documents. The overall literature review process is shown in Figure 2.
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Figure 2. The overall literature review process following PRISMA. All identified documents were
screened and assessed for eligibility, then subjected to Four-Level and Four-Know classification.

Table 2 shows the limitations used when performing the document search. It should
be noted that the query strings were used for Title, Abstract, and Keywords as well as
Keyword Plus (only in WoS).

Table 2. Limitations for document searching.

Item Description

Query string

( “manufacturing” OR “industry 4.0” OR “industrie 4.0” )
AND ( “machine learning” OR “deep learning” OR “super-
vised learning” OR “semi-supervised learning” OR “unsuper-
vised learning” OR “reinforcement learning” )

Year Published from 2018 to 2022

Language English

Subject/Research area Engineering

Document type Article

Following the document search, 2547 documents were found from Scopus and 1784
from WoS. The identified publications from the two databases were merged and duplicates
were removed, resulting in 2861 publications. The documents were then evaluated and
selected by reading the Title and Abstract field, and articles that did not meet the following
selection criteria were excluded:

• The study dealt with the context of manufacturing;
• The study dealt with ML applications in specific fields.

Therefore, conceptual models, frameworks, and studies that only focused on algorithm
development were considered to be out of scope.

Finally, the remaining 1348 documents were analyzed and classified based on the
Four-Level and Four-Know categories. Figure 3 shows the trend of ML applications in
manufacturing over the past five years from the Four-Level perspective. Figure 4 reveals
the detailed distribution of ML applications in Four-Know terms. It should be noted that
because the literature review was conducted in August 2022, the actual numbers for the
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full year 2022 should be higher. As can be seen, there has been a gradual increase in the
number of ML publications in manufacturing in all levels over the past five years. Typically,
what stands out in this figure is the dominance of the product level. From Figure 4, it can
be seen that recent ML applications in product level are mainly focused on Know-what
and Know-when. A similar pattern can be found at the machine level. Interestingly, a
considerable growth in Know-how is observed at the process and system levels compared
to the others. The reason for this may be correlated with higher demand for adaptability
with respect to changes on the process and system levels.

The identified documents were analyzed and classified according to their applied ML
methods, providing examples for non-experts when dealing with similar tasks.

Figure 3. Trends in ML publications in manufacturing in the past five years by Four-Level grouping.

Figure 4. Four-Know development trends for each level over the past five years.

3. Pipeline of Applying Machine Learning in Manufacturing

ML is a technique capable of extracting knowledge from data automatically [12]. In-
creasing research on ML has shown that it is an appealing solution when tackling complex
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challenges. In recent years, more and more manufacturing industries have begun to lever-
age the benefits of ML by developing ML solutions in several industrial fields. However,
despite plenty of off-the-shelf ML models, there are challenges when applying ML to
real-world problems [61]. In particular, it is harder for small and medium-sized enterprises
to develop in-house ML solutions, as commercial ML solutions are normally confidential
and inaccessible. Therefore, this section aims to provide a pipeline for applying ML for
those who are starting from scratch (RQ2). Applying machine learning in manufacturing
normally involves the following six steps: (i) data collection, (ii) data cleaning, (iii) data
transformation, (iv) model training, (v) model analysis, and (vi) model push, as shown in
Figure 5.

Figure 5. Pipeline of applying machine learning in manufacturing.

3.1. Data Collection

The lifeblood of any machine learning model is data. In order for an ML model to
learn, clean data samples must be continuously fed into system throughout the training
process. When the collected data are highly imbalanced or otherwise inadequate, the
desired task may not be achievable. Data can be collected from different sources, including
machines, processes, or production with the aid of sensors or external databases. In terms
of data types, the data used in machine learning can be generally categorized as follows:

• Image data, matrices of pixels with two or more dimensions, such as gray-scale images
or colored images. Image data can acquired by with vision systems, through data
transformations such as simple concatenation of several one-dimensional vectors
with same length, or by the transformation of images from the spatial domain to the
frequency domain.

• Tabular data organized in a table, where normally one axis represents attributes and
another axis represents observations. Tabular data are typically observed in production
data, where the attributes of events of interest are collected. Though tabular data
share a similar data structure with image data, the latter are more focused on one-
dimensional interaction among attributes, while image data typically stress spatial
interactions in both dimensions.

• Time series data, sequences of one or more attributes over time, with the former corre-
sponding to univariate time series and the latter multivariate time series. In manufac-
turing, time series data are normally acquired with sensors whenever there is a need
for monitoring time flow changes of data.

• Text data, including written documents with words, sentences or paragraphs. Ex-
amples of text data in manufacturing include maintenance reports on machines and
descriptions of unexpected disturbances or events in production.

3.2. Data Cleaning

Real-world industrial data are highly susceptible to noisy, missing, and inconsistent
data due to several factors. Low-quality noisy data can lead to less accurate ML models.
Data cleaning [62] is a crucial step when organizing data into a consistent data structure
across packages, and can improve the quality of the data, leading to more accurate ML
models. It is usually performed as an iterative approach. Methods include filling in missing
values, smoothing noisy data, removing outliers, resolving data inconsistencies, etc.
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3.3. Data Transformation

Data transformation is the process of transforming unstructured raw data into data
better suited for model construction. Data transformation can be broadly classified into
mandatory transformations and optional quality transformations. Mandatory transforma-
tions must be carried out to convert the data into a usable format and then deliver the
transformed data to the destination system. These include transforming non-numerical
data into numerical data, resizing data to a fixed size, etc. It should be noted that data
transformations are not always straightforward. Indeed, in certain situations data types
can be interconvertible by leveraging specific processing techniques, as shown in Figure 6.
For instance, univariate time series can be converted into image data using the Gramian
Angular Field (GAF) or Markov Transition Field (MTF) [63] methods. Unstructured text
data can be converted into tabular data via word embedding [64]. Tabular data can be
transformed into image data by projecting data into a 2D space and assigning pixels, as
in Deepinsight [65] or Image Generator for Tabular Data (IGTD) [66]. Image data are
preferable for data analysis, as they allow the power of Convolutional Neural Networks
(CNNs) [67] to be exploited.

In real-world applications, data are normally high-dimensional and redundant. When
performing data modelling directly in the original high-dimensional space, the computa-
tional efficiency can be very low. Hence, it is necessary to reduce the dimensionality in order
to obtain better representation for data modelling. This is achieved by feature selection,
which selects the most informative feature subset from raw data, or feature extraction,
which generates new lower-dimensional features. After feature engineering, features are
either manually designed, so-called “handcrafted features” [68], or automatically learned
from data, so-called “automatic features”. Handcrafted features are heavily dependent on
domain knowledge, and normally have physical meaning. However, these features are
highly subjective [69] and inevitably lack implicit key features [70,71].

By contrast, automatic features driven by data require no prior knowledge. Therefore,
they have been gaining increasing research attention in recent years. Conventionally,
automatic features are obtained by linear transformations such as Principle Component
Analysis (PCA) [72] or Independent Component Analysis (ICA) [73]. However, with the
development of Artificial Neural Networks (ANNs), direct learning of implicit features has
become possible by optimizing the loss function. Thus, neural networks have gradually
developed into an end-to-end solution where knowledge is directly learned from raw data
without human effort. Typically, CNNs [74] and Recurrent Neural networks (RNNs) [75]
are used for image data and time series data, respectively.

A summary of typical features for different data types can be seen in Table 3.

Table 3. Typical features for different data types.

Data Type Handcrafted Features Automatic Features

Image data LBP [76], SIFT [77], HOG [78] ICA, CNNs

Tabular data feature selection PCA, ICA, ANNs

Time series data
Time domain: mean, min, max, etc.
Frequency domain: power spectrum [78]
Time-frequency domain: DWT [79], STFT [80]

ICA, RNNs

Text data Bag of Words (BoW) [81] Word2vec [82]

3.4. Model Training

After selecting the features, it is necessary to form the correct data structure for each
individual ML model used in the subsequent steps. Note that different ML algorithms
might require different data models for the same task. Furthermore, results can be improved
through normalization or standardization. Then, the ML models can be applied in the actual
modelling phase. The first step in training a machine learning model typically involves
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selecting a model type that is appropriate for the nature of the data and the problem at
hand. After a model has been chosen, it can be trained by providing it with the training
data and using an optimization algorithm to find the set of parameters that provide the best
performance on those data. Depending on the task, either unsupervised, semi-supervised,
supervised, or reinforcement learning can be applied. These are individually introduced in
the following section.

3.5. Model Analysis

Analysis of model performance is an important step in choosing the right model. This
stage emphasizes how effective the selected model will perform in the future and helps
to make the final decision with regard to model selection. Performance analysis evaluates
models using different metrics, e.g., accuracy, precision, recall, and F1-score (the weighted
average of precision and recall) for classification tasks and the root mean square error
(RMSE) for regression tasks.

3.6. Model Push

Although state-of-the-art ML models improve predictive performance, they contain
millions of parameters, and consequently require a large number of operations per infer-
ence. Such computationally intensive models make deployment in low-power or resource-
constrained devices with strict latency requirements quite difficult. Several methods,
including model pruning [83], model quantization [84], and knowledge distillation [85],
have been suggested in the literature as ways to compress these dense models.

Overall, In the context of manufacturing applications, data collection, data cleaning,
data transformation, model training, model analysis, and model push are key steps in
the implementation of utilizing historical data with ML in order to optimize production
and improve efficiency, quality, and productivity. For instance, data collection involves
gathering data from various sources, such as sensor data, production logs, and quality
control records. Data cleaning involves removing any errors, inconsistencies, or irrelevant
information from the data. Data transformation involves preparing the data for analysis via
formatting in a way that is suitable for the chosen model. Model training involves using the
cleaned and transformed data to train a machine learning model. Model analysis involves
evaluating the performance of the model and identifying any areas for improvement. Model
push involves deploying the model in a production environment and making predictions
or decisions based on the model. All of these steps are critical to ensuring that the results
from ML models are accurate, reliable, and useful for manufacturing production.

Figure 6. Data types used in ML and their convertibility.
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4. Machine Learning Methods and Applications

Model development is the core of ML-based solutions, as the selection of an ML model
plays a critical roles in the outcome. Therefore, this section aims to provide a comprehensive
overview of ML methods and their potential possibilities in manufacturing applications,
including supervised learning methods, semi-supervised learning methods, unsupervised
learning methods, and reinforcement learning methods. In addition, example typical
applications for each category of ML method are listed to support model selection.

4.1. Supervised Learning Methods

Supervised learning methods aim to learn an approximation function f that can map
inputs x to outputs y with the guidance of annotations (x1, y1), (x2, y2), . . . , (xN , yN). In
supervised learning, the algorithm analyzes a labeled dataset and derives an inferred
function which can be applied to unseen samples. It should be noted that labeled dataset
is a necessity for supervised learning, and as such it requires a large amount of data and
high labeling costs. Supervised learning methods are generally used for dealing with two
problems, namely, regression and classification. The difference between regression and
classification is in the data type of the output variables; regression predicts continuous
numeric values (y ∈ R), while classification predicts categorical values (y ∈ {0, 1}). In
terms of principles, supervised learning methods can be further categorized into four
groups: tree-based methods, probabilistic-based methods, kernel-based methods, and
neural network-based methods.

Tree-based methods: Tree-based methods aim at partitioning the feature space into
several regions until the datapoints in each region share a similar class or value, as depicted
in Figure 7. After space partitioning, a series of if–then rules with a tree-like structure can
be obtained and used to determine the target class or value. Compared with the black-box
models in other supervised methods, Tree-based methods are easily understandable models
that offer better model interpretability. Decision trees [86], in which only a single tree is
established, are the most basic of tree-based methods. It is simple and effective to train a
decision tree, and the results are intuitively understandable, though this approach is very
prone to overfitting. A tree ensemble is an extension of the decision tree concept. Instead of
establishing a single tree, multiple trees are established in parallel or in sequence, referred
to as bagging [87] and boosting [88], respectively. Commonly used tree ensemble methods
include Random Forest [89], Adaptive Boosting (AdaBoost) [88], and Extreme Gradient
Boosting (XGBoost) [90].

Thanks to their better model interpretability, tree-based methods can be used to
identify the most important factors leading up to events. Their possible applications in
manufacturing are mainly in the Know-why and Know-when stages. For instance, exam-
ples of Know-why tasks with tree-based methods at the product and machine level include
identifying the influencing factors that lead to quality defects [91] or machine failure [92],
thereby allowing the manufacturer to diagnose problems effectively. In addition, the identi-
fied important factors when using tree-based methods can help in further predicting target
values such as product quality [93](Know-when, product level) or events of interest before
they happen, such as machine breakdown [31] (Know-when, machine level).

Probabilistic-based methods: For a given input, probabilistic-based methods provide
probabilities for each class as the output. Probabilistic models are able to explain the
uncertainties inherent to data, and can hierarchically build complex models. Widely used
probabilistic-based methods include Bayesian Optimization (BO) [94] and Hidden Markov
Models (HMM) [95].
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Figure 7. The principle of a decision tree. As shown, the feature space is partitioned into several
rectangles in which the input point can find the corresponding class.

The dependencies among different variables can be well captured by Bayesian net-
works [94], enabling a greater likelihood of predicting the target. This can be potentially
beneficial for manufacturing when it comes to Know-what and Know-when tasks, for in-
stance, detection or prediction of events such as quality issues [96] (product level), machine
failure [97] (machine level), or dynamic process modelling [98] (process level).

Markov chains [95], on the other hand, are a type of probabilistic model that describe
a sequence of possible events in which the probability of each event depends only on
the state attained in the previous event. Markov chains can be utilized in manufacturing
to model and analyze the behavior of systems (Know-why, system level) such as pro-
duction lines [99] or supply chains [100]. In addition, the capability of predicting future
states with Markov chains enables applications predicting joint maintenance in production
systems [101] (Know-when, system level) and optimizing production scheduling [102]
(Know-how, system level).

Kernel-based methods: As depicted in Figure 8, kernel-based methods utilize a defined
kernel function to map input data into a high-dimensional implicit feature space [103].
Instead of computing the targeted coordinates, kernel-based methods normally compute
the inner product between a pair of data points in the feature space. However, kernel-based
methods have low efficiency, especially with respect to large-scale input data. Due to the
promising capability of kernel-based methods in classification and regression, they can
be utilized in the Know-what and Know-when stages in manufacturing, such as defect
detection [104] (Know-what, product level), quality prediction [105] (Know-when, product
level), and wear prediction in machinery [106] (Know-when, machine level). There are
different types of kernel-based methods in supervised learning, such as SVM [107] and
Kernel–Fisher discriminant analysis (KFD) [108].

Figure 8. The principle of kernel-based methods. Using a kernel, the linearly inseparable input data
are transformed to another feature space in which they become linearly separable.
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Neural-network-based methods: Inspired by biological neurons and their ability to
communicate with other connected cells, neural network-based methods employ artificial
neurons. A typical neural network, such as ANNs, consists of an input layer, hidden layer,
and output layer, as illustrated in Figure 9. Common ANNs types include CNNs [109],
RNNs [110], and Deep Belief Network (DBN) [111].

Thanks to their powerful feature extraction capability when using matrix-like data,
CNNs are widely used for image processing. In terms of possible applications in man-
ufacturing, CNNs can be used in the Know-what stage to perform image-based quality
control [112] (Know-what, product level) or image-based process monitoring [113] (Know-
what, process level). In addition, by converting time series data from sensors to 2D
images [114], CNNs can be used to detect and diagnosis machine failure as well.

RNNs are typically used to process sequential input data such as time series data or
sequential images. Therefore, in terms of possible applications in manufacturing, RNNs are
well-suited to the Know-when stage for analyzing sensor data or live images from machines,
processes, or production systems. For instance, RNNs can enable the real-time performance
prediction, such as the remaining useful life of machinery [115] (Know-when, machine
level), process behavior prediction [116] (Know-when, process level), or the prediction of
production indicators for real-time production scheduling [117] (Know-when, system level).

Figure 9. The scheme of an ANN, which normally consists of an input layer, hidden layer and
output layer.

The typical supervised learning approaches applied in manufacturing are summarized
in Table A1.

4.2. Unsupervised Learning Methods

Unsupervised learning algorithms aim to identify patterns in data sets containing
data points that are not labeled. Unsupervised learning eliminates the need for labeled
data and manual feature engineering, allowing for more general, flexible, and automated
ML methods. As a result, unsupervised learning methods draw patterns and highlight
areas of interest, revealing critical insight into the production process and opportunities
for improvement. This can allow manufacturers to make better production-focused de-
cisions, driving their business forward. The primary goal of unsupervised learning is to
identify hidden and interesting patterns in unlabeled data. In terms of principles, there
are three types of unsupervised tasks: Dimension Reduction [118,119], Clustering [120],
and Association Rules [121]. Many aspects of unsupervised learning can be beneficial
in manufacturing applications. First, clustering algorithms can be used to identify out-
liers in manufacturing data. Another aspect is to handle high dimensional data, e.g., for
manufacturing cost estimation, quality improvement methodologies, production process
optimization, better understanding of the customer’s data, etc. Usually, a dimensional
reduction support algorithm is required to handle data complexity and high dimensionality.
Finally, it is challenging to perform root cause analysis in large-scale process execution
due to the complexity of services in data centers. Association rule-based learning can be
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employed to conduct root cause analysis and to identify correlations between variables in a
dataset.

Dimensional reduction is the process of converting data from a high-dimensional
space to a low-dimensional space while preserving important characteristics of the
original data.

Principal component analysis (PCA) [118]: The main idea of PCA is to minimize the
number of interrelated variables in a dataset while preserving as much of the dataset’s
inherent variance as possible. A new set of variables, called principal components (PCs),
are generated; these are uncorrelated and sorted such that the first few variables retain the
majority of the variance included in all of the original variables. A pictorial representation
of PCA is shown in Figure 10.

Figure 10. Principal Component Analysis.

The five steps below can be used to condense the entire process of extracting principal
components from a raw dataset.

1. Say we wish to condense d features in our data matrix X to k features. The first step is
to standardize the input data:

z = x− µ/σ

where µ is the mean and σ is the standard deviation.
2. Next, it is necessary to find the covariance matrix of the standardized input data. The

covariance of variables X and Y can be written as follows:

cov(X, Y) =
1

n− 1

n

∑
i=1

(Xi−~x)(Yi− ȳ). (1)

3. The third steps is to find all of the eigenvalues and eigenvectors of the covariance matrix:

A~v = λ~v (2)

A~v− λ~v = 0 (3)

~v(A− λI) = 0. (4)

4. Then, the eigenvector corresponding to the largest eigenvalue is the direction with
the maximum variance, the eigenvector corresponding to second-largest eigenvalue
is the direction with the second maximum variance, etc.

5. To obtain k features, it is necessary to multiply the original data matrix by the matrix
of eigenvectors corresponding to the k largest eigenvalues.

289



Appl. Sci. 2023, 13, 1903

PCA is particularly useful for processing manufacturing data, which typically have a
large number of variables, making it difficult to identify patterns and trends. A variety of
applications of PCA in manufacturing are listed below:

1. Quality improvement (Know-why, product level): by analyzing the variations of a
product’s features, PCA can be used to identify the causes of product defects [122].

2. Machine monitoring (Know-why, machine level): by analyzing sensor data from
a machine, PCA can be used to detect incipient patterns in the data that indicate
potential issues with the machinery, such as wear and tear [123].

3. Process optimization (Know-why, process level): by analyzing variations in the pro-
cess data, PCA can be used to identify the most important factors that affect the pro-
cess, allowing the manufacturer to optimize the process and thereby reduce costs [124].

Autoencoder (AE) [119] is another popular method for reducing the dimensionality of
high-dimensional data. AE alone does not perform classification; instead, it provides a
compressed feature representation of high-dimensional data. The typical structure of AE
consists of an input layer, one hidden or encoding layer, one reconstruction or decoding
layer, and an output layer. The training strategy of AE includes encoding input data
into a latent representation that can reconstruct the input. To learn a compressed feature
representation of input data, AE tries to reduce the reconstruction error, that is, to minimize
the difference between the input and output data. An illustration of AE is shown in
Figure 11.

Figure 11. A pictorial representation of (a) an Autoencoder and (b) a Denoising Autoencoder. An
autoencoder is trained to reconstruct its input, while a denoising autoencoder is trained to reconstruct
a “clean” version of its input from a corrupted or “noisy” version of the input.

There are different types autoencoders that can be used for high-dimensional data. Stacked
Autoencoder (SAE) [119] is built by stacking multiple layers of AEs in such a way that the output
of one layer serves as the input of the subsequent layer. Denoising autoencoder (DAE) [125]
is a variant of AE that has a similar structure except for the input data. In DAE, the input
is corrupted by adding noise to it; however, the output is the original input signal without
noise. Therefore, unlike AE, DAE has the ability to recover the original input from a noisy
input signal. Convolutional autoencoder [126] is another interesting variant of AE, employing
convolutional layers to encode and decode high-dimensional data.

AEs can be used for a variety of applications in manufacturing, such as:

1. Anomaly detection (Know-what): an AE can be trained to reconstruct normal data
and detect abnormal data by measuring the reconstruction error, which allows the
manufacturer to detect and address issues such as product defects [124] and machinery
failure [127].

2. Feature selection (Know-why): an AE can be used to identify the most important
features in the data and remove the noise and irrelevant information, which can be
used for diagnosis of product defects or to detect events of interests [128].

3. Dimensionality reduction: an AE can be used to reduce the dimensionality of large
and complex datasets, making it easier to identify patterns and trends [129].
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Furthermore, AEs can be used in conjunction with other techniques, such as clustering
or classification, to improve the accuracy of prediction and enhance the interpretability of
the results [130]. Additionally, AEs can be used for data visualization. By reducing the
dimensionality of the data, AEs allow high-dimensional data to be visualized clearly and
interpretably [129] in a way that can be easily understood by non-technical stakeholders.

Clustering: The objective of clustering is to divide the set of datapoints into a number
of groups, ensuring that the datapoints within each group are similar to one another
and different from the datapoints in the other groups. Clustering methods are powerful
tools, allowing manufacturers examine large and complex datasets and gain meaningful
insights. There are different clustering methods available, each with their own strengths
and weaknesses, and the choice of method depends on the characteristics of the data
and the problem to be solved. Among the widely used clustering methods are Centroid-
based Clustering [120], Density-based Clustering [131], Distribution-based Clustering [132], and
Hierarchical Clustering [133]. Clustering algorithms have a wide range of applications in
manufacturing. For instance, clustering can be used to group manufactured inventory
parts according to different features [134] (Know-what). The obtained clusters can be used
as a guideline for warehouse space optimization [135]. Clustering can be used for anomaly
detection [136] (Know-what) and process optimization [137] (Know-how), and can be used
in conjunction with other techniques to improve the interpretability of results.

Association rule-based learning [121]: Association rule-based learning is an unsu-
pervised data-mining technique that finds important interactions among variables in a
dataset. It is capable of identifying hidden correlations in datasets by measuring degrees
of similarity. Hence, association rule-based learning is suitable in the Know-why stage in
manufacturing. For instance, association rule-based learning can be utilized to accurately
depict the relationship between quantifiable shop floor indicators and appropriate causes
of action under various conditions of machine utilization (Know-why, system level), which
can be used to establish an appropriate management strategy [138].

4.3. Semi-Supervised Learning Methods

Unsupervised learning methods do not have any input guidance during training,
which reduces labeling costs; however, their performance is normally less accurate. There-
fore, semi-supervised learning methods can be used to take advantage of the accuracy
achieved by supervised learning while limiting costs thanks to the reduction in labeling
effort. Therefore, researchers have turned to data augmentation [139,140] to enlarge dataset,
with the inputs and labels generated massively based on the existing dataset in a controlled
way while incurring no extra cost in the labeling phase. Taking an image with its label
as an example, it can be enriched by basic transformations such as rotation, translation,
flipping, noise injection, etc. It can be enriched by adversarial data augmentation, such
as by generating synthetic dataset using generative models, e.g., Generative Adversarial
Network (GAN) [141] and Variational AutoEncoder (VAE) [142], thereby obtaining new
images for training ML models at low cost. However, the improvements obtainable with
data augmentation are limited, and more real data are better than more synthetic data [143].
Therefore, increasing attention is being paid to the combination of supervised learning and
unsupervised learning, namely, semi-supervised learning, in which both unlabeled data
and labeled data are leveraged during training.

Semi-supervised learning methods can be generally divided into two groups: data
augmentation-based methods and semi-supervised mechanism-based methods. An overview
of semi-supervised methods is provided in Figure 12.

Data augmentation: through data augmentation, labeled data can be enlarged and aug-
mented by adding model predictions of newly unlabeled data with high confidence as pseudo-
labels, as shown in Figure 13. However, the model continues to be run in a fully supervised
manner. In addition, the quality of the pseudo-labels can highly affect model performance, and
incorrect pseudo-labels with high confidence are inevitable due to their nature. To improve the
quality of pseudo-labels, there are hybrid methods combining pseudo-labels and consistency
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regularization, such as MixMatch [144] and FixMatch [145]. Nevertheless, data augmentation-
based methods are simple, and there is no need to carefully design the loss. Therefore, data
augmentation-based methods can be potentially useful for non-experts in manufacturing for
enlarging labeled dataset when it is easy to collect massive amounts of unlabeled data.

Semi-supervised mechanisms: by contrast, semi-supervised mechanism-based meth-
ods are more focused on the mechanism of utilizing both labeled data and unlabeled
data. The principle of semi-supervised mechanisms is illustrated in Figure 14, where both
labeled data and unlabeled data can be model inputs while their losses are calculated in a
different way. Semi-supervised mechanism-based methods can be further categorized into
consistency-based methods, graph-based methods, and generative-based methods.

Figure 12. Overview of semi-supervised methods.

Figure 13. Data augmentation-based methods.

Figure 14. Semi-supervised mechanism-based methods.
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Consistency-based methods take advantage of the consistency of model outputs after
perturbations [146]; therefore, consistency regularization can be applied for unlabeled data.
Consistency constraint can be either imposed between the predictions from perturbed
inputs from the same sample, for instance, the π model [147], or between the predictions
from two models with the same architecture, such as MeanTeacher [148]. Thanks to the
perturbations in consistency-based methods, model generalization can be enhanced [149].
In terms of applications in manufacturing, depending on the output values consistency-
based methods can be used in the Know-what and Know-when stages. For instance,
consistency-based methods can be utilized in quality monitoring based on images (Know-
what, product level).

Graph-based methods aim to establish a graph from a dataset by denoting each data
point as a node, with the edge connecting two nodes representing the similarity between
them. Label propagation is then performed on the established graph, with the information
from labeled data used to infer the labels of the unlabeled data. Graph-based methods result
in the connected nodes being closer in the feature space, while disconnected nodes repel
each other. Therefore, graph-based methods can be used to address the problem of poor
class separation due to intra-class variations and inter-class similarities [18]. Consequently,
graph-based methods can be potentially useful for defect classification [18] (Know-what,
product level) or machine health state monitoring [150] (Know-what, machine level) where
there are problems with insufficient label information or poor class separation. However, it
should be noted that graph-based methods are normally transductive methods, meaning
that the constructed graph is only valid for the trained data and rebuilding the graph is
necessary when it comes to new data. Typical examples of graph-based methods include
Graph Neural Networks (GNNs) [151] and Graph Convolution Networks (GCNs) [152].

The main point of generative-based methods is to learn patterns from a dataset and to
model data distributions, allowing the model to be used to generate new samples. Then
during training, the model can be updated using the combination of the supervised loss
(for existing data with labels) and unsupervised loss (for synthetic data). An inherent
advantage of generative-based methods is that the labeled data can be enriched by a trained
model which has learned the data distribution. Therefore, generative-based methods are
well-suited for situations where it is difficult to collect labeled data, such as process fault
detection [153] (Know-what, process level) and anomaly detection in machinery [154]
(Know-what, machine level). Examples include the semi-supervised GAN series (SS-
GANs), such as Categorical Generative Adversarial Network (CatGAN) [155], Improved
GAN [156], and semi-supervised VAEs (SS-VAEs) [157].

Table A3 lists semi-supervised applications in manufacturing taken from the selected
documents in Section 2.2.

4.4. Reinforcement Learning Methods

Reinforcement Learning (RL) algorithms consist of two elements, namely, an agent
acting within an environment (see Figure 15). The agent is acting, and is therefore subject to
the desired learning process by directly interacting with and manipulating the environment.
Based on [158], the procedure of a learning cycle is as follows: first, the agent is presented
with an observation of the environment state st ∈ S; then, based on this observation (along
with internal decision making), the selection of an action at ∈ A. S refers to the state
space, that is, the set of possible observations that could occur in the environment. The
observation has to provide sufficient information on the current environment or system
state in order for the agent to select actions in an ideal way to solve the control problem. For
selecting the action, A refers to the action space, that is, the set of possible actions chosen by
the agent. After at is performed (in a given state st), the environment moves to the resulting
state st+1 and the agent receives a reward rt+1. Then, the reinforcement learning cycle
continues to iterate as shown in Figure 15. The agent aims to maximize the (discounted)
long-term cumulative reward by improving the selection of actions towards an optimum.
In other words, the RL agent wants to learn an optimal control policy for the environment.
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Figure 15. Overview of the Reinforcement Learning approach based on [158].

In general, RL approaches can be split into model-based, i.e., the agent has an internal
model of how the environment works, and model-free. The latter is most common thanks to
the advent of deep learning, and simplifies application, as feature selection can be applied.
Model-free approaches themselves can be divided into short value-based or policy-based
approaches by their approach to storing state-action value pairs, which are used to select
the action for optimal value return; the latter directly optimize the action selection policy.
In contrast to the other machine learning techniques, RL does not require large dataset,
only a clearly specified environment. Typically, an RL agent is trained on a simulation or
digital twin model [159]; after successful training, it can be implemented on the Know-how
level for its original purpose. Otherwise, the agent starts with random non-optimal actions,
leading to undesired system behavior.

Considering the aim of achieving the Know-how level for autonomous control in
processes, machines, or systems, RL is extremely important for applications in future
production. In addition, multi-agent RL is becoming of interest to the research commu-
nity [33], and can even be applied for controlling products [160]. However, RL remains
under-exploited in the industrial area, especially in respect to other machine learning
techniques [161].

As of now, applied approaches can be summarized as shown in Table A4. Note that
the applications reviewed here are implemented in a simulation or digital twin [159], and
features are manually crafted from raw data.

5. Challenges and Future Directions

A large number of ML use cases have shown the great potential for addressing complex
manufacturing problems, from knowing what is happening to knowing how employ self-
adapting or self-optimizing systems. The data-driven mechanisms in ML enable broader
applications in different fields as well as at different levels, from individual products to
whole systems. However, in spite of the great potential and advantages offered by ML and
numerous off-the-shelf ML models, there are critical challenges to overcome before the
successful application of ML in manufacturing can be realized. The following demonstrate
typical challenges that manufacturing industries might confront during the application
and deployment of ML-based solutions, along with corresponding future directions for
tackling these challenges (RQ3).

• Lack of data. Preparing the data used for ML is not a simple task, as the scale and the
quality of data can greatly affect the performance of ML models. The most common
challenge involves preparing a large amount of organized input data, and ensuring
high-quality labels if labels are needed. Despite manufacturing data becoming increas-
ingly more accessible due to the development of sensors and the Internet of Things,
gathering meaningful data is time-consuming and costly in many cases, for example,
fault detection and RUL prediction. This issue might be alleviated by the Synthetic
Minority Over-sampling Technique (SMOTE) [162]. However, SMOTE cannot capture
complex representative data, as it often relies on interpolation [163]. Data augmenta-
tion [139,164] or transfer learning [165] may address this problem. The aim of data
augmentation is to enlarge dataset by means of transforming data [139], by trans-
forming both data and labels, as with MixUp [166], or by generating synthetic data
using generative models [167,168]. On the contrary, instead of focusing on expanding
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data, transfer learning aims to leverage knowledge from similar external datasets. A
typically used method in transfer learning is parameter transfer, where a pretrained
model from a similar dataset is employed for initialization [165]. Another situation
involving lack of data is that certain data cannot be shared due to data privacy and
security issues. In confronting this problem, Federated Learning (FL) [169] might be a
potential opportunity to enable model training across multiple decentralized devices
while holding local data privately.

• Limited computing resources. The high performance of ML models always comes
with high computational complexity. In particular, obtaining high accuracy with a
neural network requires on millions or even billions of parameters [170]. However,
limited computing resources in industries makes it a challenge to deploy heavy ML
models in real-time industrial environments. Possible approaches include model
compression via pruning and sharing of model parameters [171] and knowledge
distillation [172]. Parameter pruning aims to reduce the number of model parameters
by removing redundant parameters without any effect on model performance. By
contrast, seeking the same goal, knowledge distillation focuses on distilling knowledge
from a cumbersome neural network to a lightweight network to allow it to be deployed
more easily with limited computing resources.

• Changing circumstances. Most ML applications in manufacturing focus only on model
development and verification in off-line environments. However, when deploying these
models in running production, their performance may be degraded due to changing cir-
cumstances, leading to changes in data distribution, that is, drift [173,174]. Therefore, man-
ual model adjustment over time, which is time-consuming, is usually unavoidable [175].
However, this could be addressed in the future by automatic model adaption [174], in
which data drifts are automatically detected and handled with less resources.

• Interpretability of results. Many expectations have been placed on ML to overcome all
types of problems without the need for prior knowledge. In particular, ML models are
expected to directly learn higher level knowledge such as Know-when and Know-how,
which is difficult for human beings to obtain in manufacturing. However, without
the foundations of early-stage knowledge and an understanding of the data, the
results inferred from big data by black-box ML models are meaningless and unreliable.
For instance, predictions blindly obtained from all data, including both relevant
and irrelevant data, might even degrade performance due to the GIGO (garbage in,
garbage out) phenomenon [176]. To overcome this problem, future directions within
ML development might include incorporating physical models into ML models [177]
or obtaining Four-know knowledge successively.

• Uncertainty of results. Related to the challenge of interpretability is the challenge of
uncertain results. The success of manufacturing depends heavily on the quality of
the resulting products. As every manufacturing process has a degree of variability,
almost all industrial manufacturers use statistical process control (SPC) to ensure a
stable and defined quality of products [178]. A central element of statistical process
control is the determination and handling of statistical uncertainty. The uncertainty
of ML results often cannot be quantified reliably and efficiently, even with today’s
state-of-the-art [179–181]. Furthermore, model complexity and severe non-linearity
in ML can hinder the evaluation of uncertainty [182]. Although there are promising
approaches, e.g., Gaussian mixture models for NN [183,184] and Probabilistic Neural
Network (PNN) [184], or the use of Baysian Networks [180], there are several limita-
tions limiting potential applications, such as high computational cost and simplified
assumptions [184]. Therefore, future research needs to make progress on the general
theory of integrating uncertainty into ML methods to allow manufacturing in order to
ensure high quality and stability in production.

To summarize, while ML is a fairly open tool which can be used to handle a variety
of problems in manufacturing, it is necessary to have an understanding of the hidden
challenges in ML application in order to provide more realistic and robust outcomes. For in-
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stance, early in ML application in manufacturing, one might face the problem of lacking data.
During the deployment of ML-based solutions, one might confront challenges around inte-
grating the solution into the industrial environment. After deployment, one might encounter
the challenge of evaluating ML results on product and process in terms of interpretability
and uncertainty. The future directions pointed out in this review can help to address the
above-mentioned challenges and ensure reliable improvements in manufacturing contexts.

6. Conclusions

It is fully recognized that ML is playing an increasingly critical role in the digitization
of manufacturing industries towards Industry 4.0, leading to improved quality, produc-
tivity, and efficiency. This review has paper aimed to address the issue of how ML can
improve manufacturing, posing three research questions related to the above issue in
the introduction. To address these research questions, we carried out a literature review
assessing the state-of-the-art based on 1348 published scientific articles.

To answer RQ1, we first introduced the concepts of the ‘Four-Know’ (Know-what,
Know-why, Know-when, Know-how) and ‘Four-Level’ (Product, Process, Machine, System)
categories to help formulate ML tasks in manufacturing. By mapping ML use cases into the
Four-Know and Four-Level matrix, we provide an understanding of typical ML use cases
and their potential benefits for improving manufacturing. To further support RQ1, the
identified ML studies were classified using the ’Four-Know’ and ’Four-Level’ perspective
to provide an overview of ML publications in manufacturing. The results showed that
current ML applications are mainly focused on the product level, in particular in terms
of Know-what and Know-when. In addition, considerable growth in Know-how was
observed at the process and system levels, which might be correlated to higher demand for
adaptability to changes on these levels.

To fill the gap between academic research and manufacturing industries, we provided
an actionable pipeline for the implementation of ML solutions by production engineers from
ideation through to deployment, thereby answering RQ2. To further explain the ’model
training’ step, which is the core stage in the pipeline, a holistic review of ML methods
was provided, including supervised, semi-supervised, unsupervised, and reinforcement
learning methods along with their typical applications in manufacturing. We hope that this
can provide support in method selection for decision-makers considering ML solutions.

Finally, to answer RQ3, we uncovered the current challenges that manufacturing
industry is likely to encounter during application and deployment, and provided possible
future directions for tackling these challenges as possible developments for ensuring more
reliable and robust outcomes in manufacturing.
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Abstract: Injection molding is one of the most important processes for the mass production of plastic
parts. In recent years, many researchers have focused on predicting the occurrence and intensity of
defects in injected molded parts, as well as the optimization of process parameters to avoid such
defects. One of the most frequent defects of manufactured parts is blush, which usually occurs around
the gate location. In this study, to identify the effective parameters on blush formation, eight design
parameters with effect probability on the influence of this defect have been investigated. Using
a combination of design of experiments (DOE), finite element analysis (FEA), and ANOVA, the most
significant parameters have been identified (runner diameter, holding pressure, flow rate, and melt
temperature). Furthermore, to provide an efficient predictive model, machine learning methods such
as basic artificial neural networks, their combination with genetic algorithms, and particle swarm
optimization have been applied and their performance analyzed. It was found that the basic artificial
neural network (ANN), with an average accuracy error of 1.3%, provides the closest predictions to
the FEA results. Additionally, the process parameters were optimized using ANOVA and a genetic
algorithm, which resulted in a significant reduction in the blush defect area.

Keywords: plastic injection molding; design of experiments; machine learning; digital twin;
process optimization

1. Introduction

With the widespread use of algorithms in the engineering sciences, lots of additional
costs associated with time-consuming and expensive tests have been eliminated from the
product design and production development cycle. Today’s modeling, prediction, and opti-
mization methods have extremely reduced the need to use traditional experimental trials
and measurements for product and process improvement. These techniques include statis-
tical methods such as Analysis of Variances (ANOVA), machine learning methods such as
Artificial Neural Networks (ANNs), as well as optimization methods using meta-heuristic
algorithms. Nowadays, the use of Finite Element Analysis (FEA) methods combined with
modern optimization methods has helped manufacturers select the optimal levels of input
parameters and achieve the highest quality products [1,2]. Due to the complex behavior of
polymers, particularly when processed by injection molding, many parameters can affect
the product quality. Hence, monitoring and controlling each of these parameters as well as
their interactions is vital to prevent injection defects. For example, a fundamental quality
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of injection molded parts is based on the reduction of warpage. Among statistical methods,
Genetic Algorithm (GA) is known as a popular technique for reducing warpage [3], as
well as other defects. Additionally, ANNs have been widely used to predict the shrinkage
values of the examined parts [4]. Wang et al. [5], by taking an ANN approach, found that
the shrinkage of the manufactured part has an inverse relationship with process parameters
such as packing time, injection pressure, holding pressure, and melt temperature, and
a direct relationship with cooling time and mold temperature. Altan et al. [6] conducted
a study to reduce the shrinkage of a manufactured part. They studied parts composed of
polypropylene and polystyrene. After the design of experiments based on the Taguchi
method, an ANOVA was performed. As a result, optimal levels for design parameters were
obtained, and by employing these optimal parameters in the simulation, the shrinkage of
the parts was reduced significantly. An ANN was also trained to predict response values,
and it was found that this kind of network has a good ability for this purpose. In a study
conducted by Chen et al. [7], it was found that the parameters of holding pressure and
melt temperature are the most effective factors in the warpage of the parts. A model was
also presented that demonstrated the ability to predict parts warpage in both simulations
and experimental tests with relatively high accuracy. It is also possible to use several
optimization methods, such as Taguchi method, ANN, GA, Response Surface Methodology
(RSM), Particle Swarm Optimization (PSO), etc. simultaneously to optimize the parameters
involved in the part’s warpage. Finally, according to the prediction error and the number
of iterations performed, the best optimization method can be selected [8–11]. The Taguchi
optimization method has been used to reduce the warpage of the parts and improve their
strength. Consequently, the holding pressure was found to be the most significant factor in
the warpage of the parts [12]. Similar research has been conducted using the Taguchi, Non-
dominated Sorting Genetic Algorithm (NSGA-II), and RSM methods to optimize warpage,
shrinkage, and residual stress by Li et al. [13]. Reduction of warpage by considering mold
filling as a constraint using the RBF (Radial Basis Function) method was achieved in [14].
The RBF method was also used to perform a multi-objective optimization to reduce produc-
tion time, clamping force, and warpage in the study by Kitayama et al. [15]. ANNs and GA
were used to study shrinkage. Researchers found a relationship between design variables
and the target parameter, which showed a great ability of ANN to predict the results [16]. In
two separate studies, Kitayama et al. arranged two multi-objective optimizations that both
used the RBF method to improve the weld lines. In one of these studies, the weld lines were
optimized while reducing the clamping force. In a second study, the goal of the research
was to reduce cycle time and weld lines [17,18]. Other than the determination of the optimal
levels for the factors related to the process parameters, meta-heuristic algorithms have
been also used to determine the optimal values for the composition ratio of polymers to
reduce the maximum shrinkage in the molded products [19]. Xu et al. used the Taguchi
method, ANN, multi-objective PSO algorithm, and a combination of ANN with PSO to
attain the optimal level for design parameters to reduce the part weight, shrinkage, and
flash size [20]. Along with the shrinkage of the produced part, other parameters such
as clamping force have been inspected simultaneously in a multi-objective optimization
using the RBF method [21]. To reduce the part shrinkage, the cycle time, and injection
time at the same time, a multi-objective optimization using an ANN-based program was
carried out [22]. Some studies have examined other types of defects. For example, the
research by Tabi et al. [23] aimed at improving the needle-shaped defects around the gate
location. The role of residual stress in the occurrence of cracks in parts [24], and the use of
RSM for cutting down the average shear rate around the gate [25] were also investigated.
Furthermore, improving the optical properties of polymer optics as a result of reducing
residual stress in injection molded plastic lenses was the subject of another study [26]. Li
et al. employed Kriging and NSGA-II methods to investigate the effect of runner diameter
and process parameters on the quality, cost, and production efficiency [27]. The Taguchi
method has been used to investigate the effect of process parameters on the mechanical
properties of parts produced with recycled plastic. It was revealed that injection time with
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40.5% and material temperature with 43.3% of impact are the most important factors in
warpage and yield stress of the produced part, respectively [28]. Additionally, Martowi-
bowo et al. [29] used a GA, with a prediction error of approximately 1%, and could find the
optimal values of process parameters in such a way that the production time of the part
was significantly reduced. In other studies, FEM and conventional optimization methods
were used to decrease the cycle time to a minimum by providing an optimal design for
the cooling system [15,30]. Eladl et al. [31] studied the effect of process parameters on the
formation of flash defect. During the study, polypropylene (PP) and acrylonitrile butadiene
styrene (ABS) were investigated. The outputs of the study were part mass, flow length, and
flash formation. After employing DOE and statistical analysis, it was shown the injection
speed and packing pressure were the most influential factors on the flash area for both
materials. Regi et al. [32] used a different technique to investigate the flow propagation in
the molds. They used a transparent window on one of the walls of the mold to visually
observe the flow of the material. The objective of the study was to compare FEA simulation
results with experiments with focus on flow hesitation. A high-speed camera was used
to record the mold filling phase with two different materials of PP and ABS. After em-
ploying DOE and ANOVA, the results demonstrated that flow progression and hesitation
are dependent on wall thickness, injection velocity, and material type. Loaldi et al. [33],
using the same techniques (DOE and FEA) focused on the experimental validation of the
injection molding simulation of microparts, also with a focus on flash formation. Results
confirmed that higher values of holding pressure, injection speed, mold temperature, melt
temperature generate larger flash areas. The trends were correctly predicted by the FEA
flow simulations. Chen et al. [34] employed the Taguchi, ANOVA, backpropagation ANN,
GA, and Davidson-Fletcher-Powell methods to improve the product quality. As a result
of this optimization, as well as increasing demands in terms of products quality, issues
such as waste, number of defective parts, need for inspection during production, need
for recycling, and production time were also decreased. By using machine learning meth-
ods, Finkeldey et al. [35] were able to accurately predict the weight and thickness of the
manufactured part. Mehat et al. [36] used process parameters optimization instead of
adding additives to improve the mechanical properties in a part produced with recycled
plastic. Clearly, considerable research efforts have been focused recently to optimize injec-
tion molding parts characteristics and minimize several types of defects. However, very
limited research has investigated the factors affecting the blush defect. At least, one study
can be indicated to have addressed the influence of process parameters on blush: results
by Llado et al. [37] indicated that injection flow rate and melt temperature are the most
effective parameters. Blush defect not only deteriorates the appearance of the part but
also reduces the lifetime and strength of the product. Therefore, due to its importance and
the limited research performed so far, there is a clear need for further investigation on the
parameters affecting the incidence and exacerbation of this defect. Despite the importance
of preventing the incidence of this defect in plastic injection, so far, only a few studies have
investigated its causes and impacts.

The present research has inspected the effects of eight injection molding factors (flow
rate, melt temperature, holding pressure, mold temperature, runner diameter, gate diam-
eter, gate angle, included angle) on the blush. The novelty of the present study is the
relatively number of investigated parameters, including both process and design factors.
By examining a large variety of parameters, the study results in a comprehensive view of
the causes of this defect. What is more, contrary to previous research, the interaction effects
of design parameters on the incidence of the defect have also been studied in the current
study. In addition, for the first time, different types of ANNs have been used to predict
the values of blush defect, and a GA is utilized to optimize the levels of effective factors to
achieve the lowest probable blush defect.

The research method of this study began with the creation of a CAD model of the
injection molded component (plastic bushing). Then, as screening step, the fractional
factorial DOE with two levels and the eight design parameters has been conducted. After
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performing FEA, the results were included in an ANOVA routine to identify effective and
ineffective factors. Thereafter, for a more detailed study of the effect of the most relevant
parameters, a second design of experiment of CCD (Central Composite Design) type has
been performed with five levels on the effective factors.

2. Materials and Methods
2.1. Modeling

Blush is a visual defect that occurs as white halos, usually around the gate location.
The part under study was a size bushing produced with an injection mold equipped with
two cavities. Bushings are a kind a fitting in piping that can be used to connect two pipes
together, change the pipeline and flow direction, derive new pipe branches, and to blind
a branch. Polyvinyl chloride (PVC) fittings are commonly used in industry due to their
ease of use, durability, and cost effectiveness. The geometry of the bushing and injection
mold runners is shown in Figure 1. The gate is of round type, and the length of the sprue
is 76 mm with a conic angle of 3◦. All the geometrical dimensions to reproduce the CAD
model are included in Figure 1.
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Figure 1. Bushing geometry and dimensions of runner system of the original mold.

The material used in the study is a commercially available grade of polyvinyl chlo-
ride (PVC) produced by Solvay ET CIE (Brussels, Belgium) under the commercial name
Benvic IR705. This type of PVC is widely used in the production of pipes and fittings.
Some of its mechanical, thermal, and rheological properties are presented in Table 1 [34].
Figure 2 shows the PVT data and viscosity characteristics (pressure, specific volume, and
temperature) of the material based on the Autodesk Moldflow software database.

Table 1. Properties of Benvic IR705 [34].

Parameter Value

Maximum allowable shear stress 0.2 MPa
Glass transition temp 79–80 ◦C

Specific heat 1767 J/kg ◦C
Conductivity 0.13 W/m ◦C

density 1.3253 kg/dm3

Shrinkage 0.60%
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Figure 2. (a) pvT data and (b) viscosity curves of the Benvic IR705 PVC material.

As the first step, the CAD model of the bushing was created. This model was imported
into the Autodesk Moldflow software for mesh generation and creating the runner system.
Concurrently, the bushing has been masked using 459,096 3D tetragonal elements for both
mold cavities. The overall element size of the bushing is 3.5 mm, and due to the greater
sensitivity of the gate location area, the element size of this area is set to 2 mm.

His section may be divided by subheadings. It should provide a concise and precise
description of the experimental results, their interpretation, as well as the experimental
conclusions that can be drawn.

2.2. Measuring the Simulation Results

A visualization of blush simulation is shown in Figure 3a. As an assumption, the shape
of the defect was assumed, due to the visual similarity and to avoid adding unnecessary
complexity to the problem, assumed to be similar to an ellipse. Therefore, the formula
for calculating the area of the ellipse has been applied to determine the area of the defect.
Figure 3b represents the measures needed to calculate of the defect area.
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The area of the ellipse can be calculated by Equation (1):

Area = π × L
/
2×W

/
2 (1)

where L and W represent the large and the small diameter of the ellipse, respectively. To
calculate the area of the defect, a direct measurement of the value of W, the value of L was
calculated by measuring the length of the arc from top edge to bottom edge of the defect,
as shown in Figure 3b, via Equations (2)–(7).

β1 = tan−1(h1

/

g1
) (2)

α1 = 180− (2× β1) (3)

Having Equations (2) and (3), the angle of the top arc of defect (α1) can be calculated.
Additionally, Equations (3) and (4) calculate the same parameter (α2) for the bottom part of
the defect.

β2 = tan−1(h2

/

g2
) (4)

α2 = 180− (2× β2) (5)

Equation (6) sums up the amounts of top and bottom angle of the defect’s arc. Thus,
αT represents the total angle of the defect’s arc.

αT = α1 + α2 (6)

L =
αT
360
× 2πR (7)

According to Equation (7), the value of L can be calculated. Having the values of L
and W, the area of the defect was calculated in each case through Equation (1).

2.3. Experimental Results and Measurements

To validate the simulations, experimental tests were carried out according to the
procedure shown in Figure 4. In the first step, the PVC compound with the properties
given in Table 1 was fed into the injection molding machine. Next, process parameters
were set in the digital process setting panel. After that, the process started with closing
the mold, and after injection, the bushing was manufactured. As the next step, accurate
and high-resolution imaging was employed to obtain a high-quality representation of the
bushing. Eventually, the images were processed by a computer software to better visualize
the blush defect. For experimental measurement of the blush defect area, the length and
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the width of the defect were measured. These measurements enabled us to calculate the
defect’s area using the ellipse area measurement formula (Equation (1)).
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2.4. Function Approximation by ANOVA

Using Minitab software, a fractional factorial design was first created as the screening
step, based on the eight previously mentioned parameters with a ratio of an 1/8. This ratio
means that the number of experiments performed in the fractional DOE is 1/8 of the full
factorial design. The number of full factorial DOE trials is 256, but with an 1/8 ratio, the
fractional DOE is reduced to 32 experiments. The input parameters have been considered
to all vary between two levels (see Table 2). After identifying the most effective parameters,
a CCD design of the experiments will be conducted to clarify the impact of each effective
parameter. After that, the results of ANOVA will represent the effective parameters and
eventually a regression predictive model presented by the software.

Table 2. Levels of parameters required for performing simulation analyses.

Flow Rate
(cm3/s)

Melt
Temperature

(◦C)

Mold
Temperature

(◦C)

Holding
Pressure

(MPa)

Gate
Diameter

(mm)

Runner
Diameter

(mm)

Gate Angle
(◦)

Included
Angle

(◦)

Lower bound 15 185 25 60 2.5 7 0 25
Higher bound 25 195 35 80 4.5 10 45 45

2.5. Basic and Hybrid Machine Learning Algorithms
2.5.1. ANN

To provide a model for predicting the area of blush, several machine learning algo-
rithms were considered and employed. The algorithms used in this research include basic
ANN, combination of ANN and PSO, and combination of ANN and GA. The most straight-
forward ANN involves an input layer, a hidden layer, and an output layer. Each layer
can contain one or more neurons. According to Equation (8), the value of each neuron is
multiplied by the specified weight assigned to each link and added to the same value for all
the other neurons in the same layer, and eventually enters the neurons of the next layer [7].

Sj =
N

∑
j=0

xi × wij (8)
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where xi is the output of the ith neuron of the previous layer, and wij is the weight of the
link between the ith neuron of the previous layer and the jth neuron of the present layer. Sj
represents the sum of the previous layer’s outputs multiplied by the connection weights,
which is the net input entering the jth neuron, and N represents the number of inputs to
the jth neuron in the hidden layer. Each neuron in the network produces its output (Oj) by
entering Sj that is a Tansig activator function similar to one indicated in Equation (9) [9]:

Oj = F(Sj) =
1− e−Sj

1 + e−Sj
(9)

2.5.2. Training ANN

• Basic ANN

In this research, the training was conducted with 70% of the available data provided
in the DOE phase. Then, 15% of the available data was used as a validation dataset and
the rest, 15% as a test dataset. In the first step, the weights were imported to the network
randomly. Applying the gradient descent method causes these weights to be continuously
updated during successive iterations. To train the network, the mean square error (MSE) of
the predicted values should move towards minimization. Equations (10)–(12) represent
this method [9,20]:

E = MSE = 1
/
N

N

∑
i=1

(yp − yt)
2 (10)

∆wij = −η
∂E

∂wij
×Oj (11)

wm
ij = wm−1

ij + ∆wij (12)

where η is the learning rate and controls the network convergence (a number between
0 and 1), E represents the MSE, N for the number of inputs, yt desired output, predicted
output by the ANN, and m indicates the iterations counter.

• ANN + GA

This method is similar to the basic ANN method, except that instead of using the
gradient descend function used in basic ANN, the appropriateness of the weights assigned
to each link is determined through the GA process, which is the selection of the best, the
crossover, and the mutation, so that the MSE is minimized. In this algorithm, the probability
of selecting each parent is assessed through Equations (13) and (14) [9]:

fi =
k
/

mi
(13)

pi =
fi

/
N
∑

j=1
fi

(14)

where k is a coefficient, mi symbolizes the fitness of ith input, N substitutes for the number
of generation population, and j indicates the number of generations. Equation (15) is
applied to combine the two chromosomes of Ci and Ch to produce the next generation [9].

{Cij=Cij(1−b)+Chjb
Chj=Chj(1−b)+Cijb

(15)

where b substitutes for a random number between 0 and 1 and indicates the chromosome’s
intersection point. In addition, the Equations (16) and (17) are used to model the mutation
in this algorithm [9].

Cmn =
{

Cmn+(Cmn−Cmax)× f (g),r>0.5
Cmn+(Cmin−Cmn)× f (g),r≤0.5 (16)
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f (g) = r2(1− g
/

Gmax
) (17)

where Cmn represents the gene Cmn, Cmin and Cmax stands for the higher and lower bounds
for genes, and r and r2 are random numbers while r is between 0 and 1, g indicates the
number of present generation population and Gmax is the maximum generations con-
sidered to iterate. So, the algorithm finally reaches a generation with perfectly fitting
responses. A flowchart of the ANN + GA is shown in Figure 5 and its pseudocode is
reported in Appendix A.
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• ANN + PSO

The PSO algorithm is a method established on swarm intelligence inspired by the
behavior of a bird flock. The behavior of the particles, their speed, and the direction of
their movement are influenced by the best experience of the particle itself in matching
the goal and the best experience among all members of the population. The objective
of this algorithm is to reduce the average fitness of all members of the population. In
Equations (18)–(20), the best personal position of the particle is presented as Pbest, and
the best position of the whole particle swarm is symbolized by Gbest. If the particles
are located in an N-dimensional space, the vector Xi = (Xi1, Xi2, . . . , XiN) and the vector
Vi = (Vi1, Vi2, . . . , ViN) represent the position and velocity of the particle i, respectively. In
each generation, the values of these vectors must be updated and compared to the previous
generation. The Equations (19)–(21)are used to update these values.

w(t) = wmax −
t(wmax − wmin)

tmax
(18)

vt+1
i,n = wvt

i,n + c1r1,n(Pbestt
i,n − xt

i,n) + c2r2,n(Gbestt
n − xt

i,n) (19)

xt+1
i,n = xt

i,n + vt+1
i,n (20)
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where t is counter index for generations, c1 and c2 stand for two positive coefficients for
acceleration while r1,n and r2,n are two random coefficients with uniform distribution in
Nth dimension of the space, n shows particle number, and m represents the inertia weight
employed [7]. Figure 5 depicts a flowchart of steps of optimizing layer weights and training
the network using basic ANN, ANN + GA, and ANN + PSO. The pseudocodes for each of
the three algorithms are also given in the Appendix A.

In Figure 5, the (a) route shows the basic ANN’s flowchart, the (b) route shows the
steps of ANN + GA, and the (c) represents the flowchart of ANN + PSO. To calculate the
training accuracy of the networks, the Equations (21)–(23) are employed.

PE =
BP − BM

BM
(21)

ME =

n
∑
1

∣∣∣PEn

∣∣∣

n
(22)

AccuracyTr = (1−ME)× 100 (23)

where PE indicates the prediction error for each data group, BP and BM represent the
predicted value of the blush defect and the measured value of the defect, respectively.
n indicates the number of data sets, ME represents the average error of the whole data set,
and AccuracyTr shows the accuracy of training.

After training the networks, an optimization was conducted. Additionally, after
training an accurate ANN, the prediction accuracy of the network has been measured, and
the most accurate network has been employed as the fitness function of a GA to optimize
the levels of design parameters. Then, the levels optimized by ANOVA and the GA will
be compared together. In the flowchart shown in Figure 6, the research method has been
shown. In this figure, the simulation and DOE sections indicate all the steps taken through
the creation of digital twin, getting the results of it, and employing statistical analysis on
the data. The ANN section demonstrates the steps of using different machine learning
methods to analyze the data. Then, as the last step, the GA optimization section reveals
the work that has been conducted to optimize the parameters’ levels to reach the robust
process setting with the lowest blush defect area.
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3. Results and Discussion
3.1. FEA Validation

To ensure the accuracy of the FEA, experimental tests were performed and compared
with the simulation results. Table 3 shows the validation results. As can be observed
from this table, the results of FEA are in relatively good agreement with the results of
the experimental tests, and the absolute value of the average deviation error is 5.6%. The
parameters of flow rate, melt temperature, and holding pressure were varied to verify the
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results. Other parameters remained constant due to practical limitations in changing the
geometry of the mold.

Table 3. Validation of FEA.

Experimental Test No. 1 2 3 4

Flow rate (cm3/s) 15 15 25 25
In

pu
ts

Melt temperature (◦C) 185 195 185 195
Mold temperature (◦C) 35 35 35 35

Holding pressure (MPa) 60 80 60 80
Runner diameter (mm) 10 10 10 10

Gate diameter (mm) 3.5 3.5 3.5 3.5
Gate angle (◦) 0 0 0 0

Included angle (◦) 45 45 45 45

O
ut

pu
ts Experimental defect area (mm2) 2108 1621 2483 1696

Simulation defect area (mm2) 2212 1553 2777 1674
Deviation error 4.9% −4.2% 11.8% −1.3%

According to the shear stress heat map, the area that exceeded the maximum allowable
shear stress (0.2 MPa) appeared as the blush [34]. As can be concluded from Table 3, lower
amounts of error were observed for simulations associated with process configurations,
resulting in a smaller area of defect. Since the objective of the study is to decrease the
area of defect, the closer the study gets to its goal, the lower the error amount. Figure 7
shows a comparison between the simulation results for maximum shear stress and the
blush defect in an experimental test performed with the same parameter settings.
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Figure 7. Simulation result (a) and enclosed area of defect in the experimental test (b) obtained with
the same injection molding process settings (melt temperature = 185 ◦C, mold temperature = 35 ◦C,
flow rate = 25 cm3/s, holding pressure = 80 MPa, runner diameter = 10 mm, gate diameter = 3.5 mm,
gate angle = 0◦, and included angle = 45◦).

3.2. Statistical Analysis

To determine the effective parameters, a screening step was implemented using the
fractional factorial design. The ANOVA results are given in Table 4. These results indicate
that the parameters of flow rate, melt temperature, holding pressure, and runner diameter
were effective due to the lower p-value of 0.05. The parameters of mold temperature,
gate diameter, gate angle, and included angle only slightly impacted the defect area.
Furthermore, the meaning of squares, which is obtained by dividing the treatment sum of
squares by the degrees of freedom, can be used to determine which factors are significant.
The higher the mean square, the more of an effect it has on the results [38,39].
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Table 4. ANOVA results of the screening step.

No. Source Mean of Squares p-Value

1 Model 3,424,612 0.011
2 Flow rate 4,978,362 0.011
3 Melt temperature 19,348,900 0.001
4 Mold temperature 870,044 0.138
5 Holding pressure 6,600,269 0.007
6 Runner diameter 32,488,905 0.000
7 Gate diameter 458,198 0.250
8 Gate angle 1946 0.934
9 Included angle 96,108 0.571

The DOE intended for the screening step to be executed with all parameters varying
between two levels. In the second phase, by performing CCD with an alpha coefficient of
1.4, the number of parameter levels was increased to five (shown in Table 5). This could
lead to a better understanding of the parameters’ effects on the process outputs.

Table 5. The levels of CCD.

No. Flow Rate
(cm3/s)

Melt Temperature
(◦C)

Holding Pressure
(MPa)

Runner Diameter
(mm)

1 12 185.2 54.6 6.4
2 14 187 59 7
3 19 191 70 8.5
4 24 196 81 10
5 26 197.8 85.4 10.6

To predict the area of the defect with a regression equation, an ANOVA was imple-
mented on the results of the simulations suggested by the CCD. According to Table 6 and
considering the p-value of the model equal to 0.000, it can be concluded that the model
presented by ANOVA has good accuracy in the prediction of the defect area. The effect of
all four parameters known to be effective in the previous step has been reaffirmed by the
design of experiments carried out by considering more levels. Diagrams related to effective
parameters can be seen in Figure 8.

Table 6. Results of the second ANOVA (CCD).

No. Source Mean of Squares p-Value

1 Model 1,463,290 0
2 Linear parameters 4,473,581 0
3 Flow rate 1,209,310 0.039
4 Melt temperature 1,369,223 0.049
5 Holding pressure 460,154 0.027
6 Runner diameter 16,845,635 0
7 Squares 533,923 0.008
8 Flow rate × Flow rate 6013 0.815
9 Melt temperature ×Melt temperature 53,785 0.486
10 Holding pressure × Holding pressure 527 0.945
11 Runner diameter × Runner diameter 1,474,471 0.002
12 Interactions 76,008 0.641
13 Melt temperature × Flow rate 4789 0.834
14 Melt temperature × Holding pressure 9658 0.767
15 Melt temperature × Runner diameter 50,917 0.498
16 Flow rate × Holding pressure 126 0.973
17 Flow rate × Runner diameter 175,496 0.216
18 Holding pressure × Runner diameter 215,063 0.173
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diameter on the defect area.

Figure 8 illustrates the manner of the impact of each parameter on the results. Accord-
ing to the p-value obtained from the effects of ANOVA, the runner diameter has the most
significant impact on the area of the blush defect. After that, the parameters of holding
pressure, flow rate, and melt temperature have the highest impact on the defect area,
respectively. Utilizing ANOVA, a regression equation to predict the area of the defect has
been worked out using all input parameters presented in Equation (24).

Area = −12367 + (25.7× A)− (25.4× B)− (13.82× C) + (3898× D)− (193.2× D× D) (24)

where A indicates the flow rate, B the melt temperature, C the holding pressure, and
D represents the runner diameter. The standardized residual and histogram plot shown in
Figure 9 reveal the accuracy of Equation (24). As can be seen from the Versus Order plot,
the predicted data are in general equally scattered around the zero line. Additionally, the
histogram plot in this figure shows that the amount of data with a standard residual equal
to or near zero is much higher than the amount of data with higher residuals. Thus, it can
be concluded that the defect area amounts predicted by the regression model are in good
agreement with the FEA results.
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3.3. ANN Validation and Comparison with ANOVA

After training the ANN, the network should be verified with the data intended for
testing. The test data in this study included 15% of the total data that had not been used in
the ANN training phase. Table 7 also compares the prediction accuracy of different types
of ANN with that presented by ANOVA.

Table 7. Comparison of response prediction methods.

No. Predictor Neurons in
Hidden Layer

Number of
Particles Population Size Iterations AccuracyTr

Training Time
(s)

1

Basic ANN

4 178 99.96% 2
2 6 134 99.97% 2
3 8 91 99.99% 1
4 10 102 99.98% 1
5

ANN + PSO

10 245 97.88% 59
6 30 198 98.23% 178
7 50 179 98.78% 264
8 70 171 99.26% 408
9

ANN + GA

10 276 98.76% 51
10 30 251 98.61% 159
11 50 237 98.33% 256
12 70 209 98.17% 357
13 ANOVA 86.57% -

According to Table 7, the best networks of each type have been chosen to compare
the prediction accuracy. For basic ANN, the trained network in row 3 is considered as the
selected basic ANN with the best performance. The type of activator function is “TanSig”
for the first layer and “Linear” for the second layer. For ANN + PSO, the trained network
in row 7 is regarded as the most suitable algorithm of this type. The trained network in
row 11 has also been chosen as the most suitable ANN + GA combination. The mutation
rate in this algorithm is 15%, and the cross-over rate is 65%. Additionally, Figure 10
exhibits a comparison between the predicted values via the regression formula provided
by ANOVA, selected neural networks of all three types (basic ANN, ANN + GA, and ANN
+ PSO) with the value obtained from the FEA. Furthermore, Table 8 presents the values
predicted by each algorithm for all the data sets compared with ANOVA predicted values
and FEA results.
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Table 8. Comparison of normalized values predicted by ANOVA, ANN Algorithms, and FEA.

No. FEA ANOVA Basic ANN ANN + PSO ANN + GA

1 −0.161 0.298 −0.161 −0.157 −0.119
2 1 0.849 1 0.688 0.754
3 0.762 0.83 0.762 0.779 0.704
4 −1 −0.219 −1 −0.551 −0.52
5 0.284 0.477 0.284 0.38 0.43
6 0.21 0.417 0.237 0.044 0.016
7 0.015 0.706 0.015 0.876 0.783
8 −1 −0.571 −1 −0.781 −0.786
9 0.859 0.799 0.233 0.811 0.686

10 −1 −0.54 −1 −0.797 −0.745
11 −1 −0.389 −1 −0.71 −0.625
12 −0.376 0.311 −0.376 −0.342 −0.124
13 0.444 0.558 0.444 0.074 0.231
14 −1 −0.37 −1 −0.623 −0.65
15 0.393 0.523 0.393 0.296 0.152
16 0.274 0.629 0.274 0.742 0.531
17 0.945 1 0.945 0.809 0.81
18 −1 −1 −1 −0.886 −0.854
19 0.507 0.679 0.507 0.517 0.644
20 −1 −0.59 −1 −0.757 −0.755
21 −1 −0.42 −1 −0.648 −0.705
22 0.233 0.417 0.237 0.044 0.016
23 0.34 0.647 0.34 0.693 0.606
24 0.252 0.417 0.237 0.044 0.016
25 −0.214 0.276 −0.214 −0.081 −0.191
26 0.225 0.417 0.237 0.044 0.016
27 0.233 0.417 0.237 0.044 0.016
28 0.263 0.417 0.237 0.044 0.016
29 −1 −0.741 −1 −0.82 −0.837
30 0.24 0.417 0.237 0.044 0.016
31 0.336 0.536 0.336 0.241 0.151

As it is clear from Figure 10 and Table 8, ANOVA with 86.5% accuracy and basic ANN
with 99.99% accuracy provide the farthest and the closest predictions to the FEA response,
respectively. Additionally, according to these data, the basic ANN presented in row 3 of
Table 7 (with eight neurons in the hidden layer) has been chosen as the most appropriate
prediction model. The graph presented in Figure 11 indicates the training procedure of
the basic ANN. During 91 epochs, the basic ANN converged. The MSE trend of training
data can be seen alongside this trend for validation and test data. In addition, this figure
represents the regression analysis of the basic ANN model for training, validation, and test
data. Additionally, the regression model for the whole data set can be seen in the bottom
right corner of Figure 11.

3.4. Optimization Using GA

To optimize the parameter levels, a trained ANN with the specifications listed in the
third row of Table 4 is used as the cost function. The parameters of melt temperature, flow
rate, holding pressure, and runner diameter are considered as the inputs of the GA, and
the area of the blush defect is regarded as the only output. The allowable range for each
of these parameters is specified in Table 3. Additionally, for the GA, values of 300 were
taken into account as the initial population, 300 as the maximum number of generations,
60% as the crossover rate, and 40% as the mutation rate. During the optimization process,
the value of the cost function of the GA is constantly decreasing, which indicates the proper
performance of the algorithm in finding the optimal values. At the end of the process,
the algorithm had reached the optimal response after approximately 170 iterations, after
which the response showed little change. The algorithm introduces the values of 197.1,
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25.6, 84.9, and 6.4 as the optimal levels for the parameters of melt temperature, flow rate,
holding pressure, and runner diameter, respectively. Figure 12 shows the optimization
process by the GA. Using experimental validation, it is possible to compare the results of
the experimental tests, GA, and ANOVA. This comparison can be seen in Table 5.
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From the results obtained from Table 9, it can be seen that, on account of optimization
using GA, the amount of blush defect area has been reduced by 81.7%. Additionally, the
optimization performed using the CCD method has reduced the defect area by 74.0%.
Figure 13 shows a visual comparison between the blush area, before and after optimization
in the injection molding simulation, alongside the image of the defect in the bushing
produced with the optimized parameters.

Table 9. Comparison of the defect area before and after optimization.

Title Melt
Temperature (◦C)

Flow
Rate

(cm3/s)

Holding
Pressure

(mm)

Runner
Diameter

(mm)

Defec
tArea
(mm2)

Initial bushing 197.0 12.0 35.0 10.0 1978
Optimal bushing suggested by CCD optimization 197.8 26.0 56.4 6.7 517

Optimal bushing suggested by GA 197.1 25.6 84.9 6.4 362
Experimental test on the dataset suggested by GA 197.1 25.6 84.9 6.4 366
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4. Conclusions

This study aimed at the determination of the effect of eight process parameters (flow
rate, melt temperature, mold temperature, holding pressure, runner diameter, gate diameter,
gate angle, and included angle) on the blush defect in PVC bushings produced by injection
molding. Some prediction models have been created to estimate the area of the blush defect
using ANOVA and ANNs. Among the prediction models used, the basic ANN method
with a training accuracy of 99.99% has shown the best performance compared to other
prediction methods for predicting the FEA results.

Results showed that flow rate, melt temperature, and runner diameter have a partic-
ularly strong effect on the blush defect and can be related to the viscosity of the molten
material. The viscosity can increase with rapid cooling of the material, making the mate-
rial’s shear stress exceed the allowable limit and, in turn, promoting blush.
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Holding pressure has also affected the blush defect. With the increase in holding
pressure, the blush defect decreases. Lower values of holding pressure can cause some
semi-cooled material (which has a high viscosity) to enter the mold cavity. Reflowing the
material in these high viscosity conditions can cause high amounts of shear rate, which is
the underlying reason of blush defect occurrence. The parameters of mold temperature,
gate diameter, gate angle, and included angle have a negligible effect on the result.

The key results of the research can be summarized as follows:

• After optimization using the GA through the trained ANN as the cost function, values
of 197.1 ◦C, 25.6 cm3/s, 84.9 MPa, and 6.4 mm were introduced as the optimal levels
for the parameters of melt temperature, injection flow rate, holding pressure, and
runner diameter, respectively.

• After applying the optimized parameter levels by GA in a new FEA, the defect area
was reduced by 81.7% compared to the pre-optimization defect area.
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Appendix A. Pseudocodes of the Algorithms

• ANN

1. Start of program
2. Train percent = tr
3. Test percent = ts
4. Initialize data
5. Separate input and output data
6. Normalize all data
7. Initialize a network structure
8. Set a random matrix for initial layer weights and biases
9. repeat
10. Use tr percent of data for training network
11. Use Equation (10) to Evaluate trained network with ts percent of data
12. Use Equations (11) and (12) to reset the weights and biases
13. Until termination criteria
14. Simulate the trained network with input data
15. Calculate and report the MSE
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For the ANN + PSO and ANN + GA algorithms, all steps are similar to the above
pseudocode. Only the steps for optimizing layer weights (lines 8–12) are overwritten.
In other words, the following pseudocodes are replaced with the iterative loop in the
upper pseudocode.

• ANN + PSO

1. Start of weight optimization
2. for each particle(each neural network)
3. Initialize particle position(Network weights) and velocity vectors
4. end for
5. Fitness = f(X)i
6. Personal best position = Xpb
7. Global best position = Xgb
8. repeat
9. for particlei i = 1 to Nparticles
10. Fitness = calculate the Fitness of particlei
11. if f(Xbp)i < f(Xbp)
12. Xbp = Xi, Pbest = Fitnessi
13. end if
14. if f(Xgb)i > f(Xgb)
15. Xgb = Xi, Gbest = Fitnessi
16. end if
17. update the velocity of the particle using Equations (18 and (19)
18. update the position of the particle using Equation (20)
19. end for
20. Until termination criteria

• ANN + GA

1. Start of weight optimization
2. N = number of network weights
3. G = Number of maximum generations
4. RecomPercent = r/100
5. CrossPercent = c/100
6. MutatPercent = 1 − RecomPercent − CrossPercent
7. Initialize genes randomly(initial Network weights)
8. Calculate fitness = f(X)i
9. Sort Chromosomes according to fitness
10. for i = 1 to G
11. Create new population(RecomPercent×N + CrossPercent×N + MutatPercent×N)
12. Calculate fitness
13. Sort Chromosomes according to fitness
14. end for
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Abstract: Smart surfaces are becoming more and more popular in the field of intralogistics, as they
combine great flexibility with easy reprogrammability. Pursuing this trend, the following article
proposes a modular surface to perform handling tasks, such as sorting, stopping, or slowing down
material flows. Differently from the current technology, the surface used is under-actuated, thus,
it exploits the speed, already possessed by the object, or the gravity to perform, with a simplified
hardware, for the aforementioned tasks. In practice, these handling actions are completed using an
array of rotors, of which only the direction of the rotation axis is controlled. Moreover, the axis can
only assume certain discrete orientations in the plane, further simplifying the design. Thus, what is
created is a controllable and under-actuated friction field, which, in contrast with similar existing
systems, does not require active driving forces to manipulate the material flow. In the article, the
analytic model of the surface is described, and a software simulation environment is introduced to
demonstrate its functioning. In addition, examples of sorting, slowing down, and stopping operations
and a validation of the simulation itself are presented.

Keywords: smart surface; friction force field; under-actuation; feeding; simulation; material
flow handling

1. Introduction

The material transport inside factories and warehouses is a very studied topic. How-
ever, companies are always searching for new, cheaper solutions while keeping an eye on
efficiency and flexibility [1–4]. Starting with the most basic conveyors, many alternative
systems [5–12] have been developed in order to move, sort, orient, and handle the material
flow. More recently, the focus of investigation has shifted towards modular devices and
surfaces that allow high handling capability, adaptability, and reconfigurability [3,4,13].
This happens because the market increasingly demands a flexible industry, and this is
reflected in all production levels, even the internal transportation. These devices are often
called smart surfaces because they are controllable and reprogrammable with computers.
Thanks to these characteristics, these new systems permit achieving their goals without
structural changes [4,13]. In addition, the new devices are capable of identifying a part
with sensors and acting in diverse ways, according to their programming. As a result,
supervision by an operator is no longer required for the decision process and the system
becomes autonomous, promising to reduce errors and costs [14].

The most relevant solutions among the smart surfaces, according to the current state of
the art and classified by the operating principle, are: micro electro-mechanical systems, vi-
brating surfaces, ciliary motion, variable morphology surfaces, pneumatic surfaces, surfaces
with rotors, and mobile platforms. Micro electro-mechanical systems (MEMS) [6,15,16] are
an array of microscopic cantilevers or tilting planes, actuated electrically, that generate
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forces to transport the object in contact. The second category of the list are vibrating sur-
faces. These consist of vibrating plates on which a sequence of supply frequencies is applied
to generate a two-dimensional force field for the handling tasks [5,17]. In [12,18–20], ciliary
motion is proposed to move and manipulate objects, taking advantage of an array of control-
lable cilia for contact conveyance. Another class are variable morphology surfaces [9,21–23].
For these devices, gravity together with inclined planes and vertical actuators at different
altitudes are used to create a preferential path for the movement and rotation of an object.
Additionally, pneumatic surfaces [7,24–30] were introduced to handle materials without
direct contact. The working principle for the latter is to have modules with nozzles to move
parts by directing the air flow below them. On the other hand, surfaces with rotors take
advantage of contact forces made by actively driven wheels to manipulate the material
flow [3,11,13,14,31–35]. Finally, mobile platforms [8,36–39] consist of mobile pallets, not
connected to fixed axes and free to move on a plane, transporting objects on top. Despite the
categorization, not all of these are practically used for macroscopic intralogistics purposes
(object size and displacement > cm). In fact, as summarized in Figure 1, some of them, such
as MEMS, together with some mobile platforms [8,37–39] and ciliary devices [12,18,19],
are more suitable for microscopic transport (object size and displacement < mm). In con-
trast, pneumatic systems, vibrating surfaces, surfaces with rotors, variable morphology
surfaces, some mobile platforms [36], and even tilted brushes (Cilia) [20] can be used to
move macroscopic and mesoscopic (object size and displacement > mm, <cm) objects.
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Figure 1. Smart surfaces classification and field of application.

Referring to the previous classification, the system proposed in this paper can be
included in the surfaces with rotors category. The literature review conducted on this
category identified two main types of modular smart surfaces: systems where each module
has only one degree of freedom [3,11,13,35] and systems where each module has two [14,34].
The former, which are the most recent in the literature, exploit multiple omnidirectional
and motorized wheels called “omniwheels” positioned in the module with their axes fixed.
The layout and number of wheels is not the same in every study, however; as a reference,
three or more wheels are usually employed and their spinning axes are positioned out of
alignment to create controllable forces in both directions of the plane. As first example of
modules with more than three wheels, study [13] alternates units with seven wheels—one
large in the center and six small on the sides, to units with five—two large on the sides and
three small in the center. For both layouts, the axes of the large wheels are perpendicular
to the axes of the small ones to ensure driving forces in the plane. In contrast, in [3,11,35],
each module of the device studied, called “Celluveyor”, contains three omnidirectional
wheels with axes arranged at 120° to one another. Each wheel can rotate at different speeds
to control the magnitude of the force exchanged with the transported object, and all three
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forces together are used to handle the body motion. On the other hand, the second group of
systems, i.e., those with modules with two degrees of freedom, consist of units composed
of one or more motorized and swiveling wheels. In this case, therefore, as presented
in [14,34], the basic element of the module is a simple wheel driven by a motor mounted on
its axis of rotation. This wheel, however, unlike the one degree of freedom systems, is also
mounted on a vertical axis, which is itself motorized and therefore swiveling. Summarizing,
these devices just described are fully implemented and contain several motors per module,
specifically, three or more for the first class and at least two for the second. They can
actively drive, sort, and manipulate the material flow, creating a totally actuated surface
with significant handling skills. However, the use of several motors and their control
necessarily involves a greater effort in the management of the system, as well as increasing
costs and complexity. According to the current state of the art, a simpler under-actuated
device without motors is missing for the same intralogistic tasks. For that reason, seeking
cost reduction and simplification of both control and design, without losing the flexibility
of this class of systems, in this paper the authors propose an under-actuated surface
composed of modules. Unlike existing concepts, each module contains an idle rotor instead
of a motorized wheel. The axis of rotation of the mentioned rotor is not driven continuously
by a motor but can be oriented in a limited number of directions in the plane of the surface,
creating a directionable friction force for object handling. In order to compensate for the
under-actuation, the material is moved by exploiting gravity or an initial velocity of the
object provided by another system (e.g., a previous conveyor belt). Therefore, compared
to the existing systems [3,11,13,14,31–35], the novelty that distinguishes this active surface
from the literature technology lies in its simplicity. In fact, the two main characteristics
of the system proposed by the authors, compared to those in the same category, are the
under-actuation and the limited directions of the rotor axis, both of which are reductions
to a minimal form of concept technology, but which save components and make the most
of sources already present in the application environment, such as gravity and the speed
of the objects in the transport line. Against potential assumptions of performance losses,
the authors proved through simulations that the same goals and efficiency [3,4,35] of
sorting and handling can be achieved with a minimal design architecture, consisting of few
components, while decreasing costs and saving energy.

The focus of this article lies on the study of the surface, the description of the working
principle, and its simulation with the purpose of providing an initial proof of concept
for possible applications and future developments. Furthermore, the simulation environ-
ment allowed numerical results to be obtained for typical intralogistics tasks, giving the
opportunity for an initial comparison with the corresponding current technology. The sim-
ulations presented in this article are carried out with a customized code developed by the
authors using the software MATLAB (Version R2022a). In addition, a validation of the
simulation results was obtained with the well-known program for multi-body dynamic
simulations Hexagon D&E Adams MSC (Version 2022.1). The authors decided to develop
their own simulation environment because of its significant lower computing time. Thus,
their software is eligible to control the actual physical system in real time in the future.

The remainder of this paper is organized as follows: Section 2 . describes the concept
of the surface. Section 3 explains the analytic model used to describe the working principle.
Section 4 describes the simulations of the system for different tasks. Finally, Section 5
reports the results, Section 6 consists in the validation of the latter, and Section 7 describes
the conclusions.
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2. Concept Description

This section provides a qualitative description of the functioning of the surface and
the modules of which it is composed. The operating principle of the surface is based on
an array of modules with an idle rolling element and an orientable axis of rotation. These
axes are used to generate directionable friction forces on the body in contact with the
surface. The origin of the friction forces lies in the very working principle of a rotor. In fact,
these are constructed and used (e.g., conveyor rollers) to facilitate motion in one direction
(perpendicular to their axis of rotation). This leads to a difference in the friction forces
exchanged with an overlying object.

In practice, there will be a smaller component, perpendicular to the axis, caused
mainly by rotational friction, and a larger one, parallel to the axis, due to linear friction
(Fperp and Fpar, respectively, in Figure 2c). Therefore, the main friction component will
be predominantly along the axis, so by orienting the latter, the main force will also be
directed. The choices of the axis directions are limited to a fixed number. For example,
the simplest configuration is with two orientations (0, 90°), whereas more complex designs
are with four (0◦, −45◦, 45◦, 90◦) (Figure 2b) or more. In Figure 2b, the four orientations
are shown, with the rotors displayed like cylinders (the projection is a rectangle) and the
axes like dashed lines. For applications such as slowing or stopping the material flow, two
orientations may be enough, whereas for sorting, four orientations should be taken into
account. Therefore, modules with four directions will be considered in the following pages.
For its intended applications, the module must be used together with others to create the
surface (Figure 2a), so the sum of the forces exerted by every unit will control the objects
for sorting and feeding purposes. In Figure 2a, the surface setup is summarized, showing
the grid of modules with the object on top, and the arrows inside each cell represent
directions of motion promoted by them. As noted in the introduction section, the system is
under-actuated, so the surface can only slow down the object while it completes its task of
sorting or feeding. If, for example, a body is simply placed on the surface without external
actuation, it will not move. To overcome this situation, the surface plane can be tilted to
use the gravity effect as the missing actuation, or an initial velocity can be given to the
part before crossing the surface. Depending on the application and the task of the system,
one solution may be preferred over the other, or a combination of both may be chosen.
For instance, if the extension of the surface is big, because the objective is to orient a body,
the tilted solution could be better, whereas, if the goal is to sort parts in a conveying line,
the initial velocity of the object, given by the conveyors before the sorting area, is enough.

In addition, similar to other active surfaces that use rotors for intralogistic purposes,
the application is limited to parts with at least one planar surface, in order to have simul-
taneous contact with three or more rotors. Another limit will be the maximum load per
module, but this is related to the resistance of the device, which is not studied in this article.
However, the study conducted is done considering the dimensions of the modules and their
resistance comparable with the similar actuated existing systems. To provide a reference,
the base of a transported object has the minimum dimensions of b × h = [20 cm × 20 cm],
and the weight bearable by a single module is 20 kg.
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Figure 2. Illustration of: (a) the modular active surface, (b) the four possible orientations of the rotors,
and (c) the three contact forces between the object and the rotor.

3. Analytical Model

Continuing with the description of the functioning of the surface, this section reports
the hypothesis, the forces involved to move the objects, and the model applied to determine
these, respectively, in the subsections Assumptions, Friction Forces Model, and Equilibrium
Equations. As stated in Section 2, the working principle of the module is based on the
contact forces exchanged between the rotor and the transported object. With this in mind,
the analysis starts from the actions on a single module and then expands to the whole
surface and to the equations describing the motion of an object.

Figure 3 introduces the notation used in the next pages. In particular, [xg, yg, zg] are the
coordinates of the object’s center of mass, G, according to the reference frame {O, x, y, z},
and G̃ is the projection of G on the object base along the Z axis (Figure 3a).
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Figure 3. Schematic illustration of the object on the surface: (a) lateral view, (b) upper view.
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3.1. Assumptions

Listed here are the fundamental assumptions that allowed the definition of the analyt-
ical model describing the motion of an object on the surface.

1. The first assumption states that there are only the three forces for each interaction
rotor-object: two components in the plane of the device and one normal to this
(Figure 2c). Considering that the contact area of the module below the object is small
compared to the object itself, the previous assertion is plausible and it is translated
into the possibility of neglecting the exchanged torques.

2. The second assumption is about the normal component N. In fact, considering
that the contact in most of the cases is on more than three rotors, the constraint is
hyperstatic and the equilibrium equations of the body are not enough to determine
the normal reactions. In particular, for determining the distribution of the forces Ni,
an optimization algorithm described in Equation (1) is used.

minX f (X) such that

{
Aeq · X = beq

lb ≤ X ≤ ub
(1)

where the first vector equation represents the equilibrium in the vertical direction and
around the two axes of rotation in the plane, and the second vector equation states
the boundary conditions. The function to be minimized f (X) is the Euclidean norm
of the Ni array. The single terms are:

Aeq(3 × n) =




1 1 ... 1
yG̃P1

yG̃P2
... yG̃Pn

−xG̃P1
−xG̃P2

... −xG̃Pn


, beq(3 × 1) =




mg cos(γ)
−mÿzg

mẍzg −mgzg sin(γ)


,

X(n × 1) =




N1

...
Ni
...
Nn




, lb(n × 1) =




0
0
...
0


, ub(n × 1) =




mg cos(γ)
mg cos(γ)

...
mg cos(γ)


, f (X) = ‖X‖

where n is the number of rotors under the object, m is the mass of the object, g is the
gravity acceleration, and γ is the inclination of the surface compared to the ground
(Figure 3a). In addition, xG̃Pi

and yG̃Pi
are the x and y components of the vector that

connect G̃ to the ith contact point Pi.
3. The third assumption asserts that the inertia of the rotors is negligible, as they are

small and made of lightweight material. Instead, the rotational friction given by the
spinning of the rotor around its axis is included in the calculation of contact forces.

4. The fourth assumption states that, for an object in motion on the rotors, the friction
conditions at the contact points (rotors–object) are as follows: dynamic friction (sliding)
in the direction of the axis of the rotors and pure rolling in the perpendicular direction.
This is plausible, as the center of instantaneous rotation (CIR) of the rigid body
(object) is very unlikely to be located at the center of an underlying rotor. This
would guarantee a different static friction and force modeling (Fpar, Fperp). However,
with only a few discrete points as supports, it is unlikely that the CIR is located
on these. In practice, for the axis direction, this assumption justifies the choice of
a smooth Coulomb friction model, which is computationally stable and reliable, as
the sliding condition prevails ([40]). The same model is considered for the friction
force, due to the rolling, in the perpendicular direction. This value depends on the
rotational friction of the rotor axis (assumption 3), so it can also be expressed using
the same Coulomb formulation. More complex rotational friction models have been
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avoided to reduce complexity and the computational cost (for the simulation) without
adding relevant contribution, as this friction component is very small and almost
negligible compared to the axis direction component. In conclusion, this assumption,
introducing the friction model, results in the boundary condition F = µN for the
calculation of friction forces.

3.2. Friction Forces Model

In this subsection, considering the previous assumptions regarding sliding and pure
rolling and taking into account that the friction forces oppose motion, the directions of
the two forces (Fpar, Fperp) and their final formulation are determined. Thanks to the third
assumption, these directions are related only to the object velocity at the contact point with
the rotor,

−→
Vp = [ẋp, ẏp]; an example is shown in Figure 4a.
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Figure 4. Schematic representations of: (a) velocities and forces exchanged in a contact point, (b) the
calculation of the velocity in the contact point, (c) the resulting forces from the contacts.

In particular, the velocity
−→
Vp can be split into a perpendicular and a parallel component

(Figure 4a), and the two forces Fpar and Fperp are in the opposite directions of these velocities.
In Figure 4a, three more angles are introduced: ε, β, and α (all angles are defined positive in
the anti-clockwise direction from the x axis):

• ε is the angle between the rotor axis and the x axis;
• β is the angle between the velocity of the object’s contact point and the x axis;
• α is obtained by the difference between the previous two (α = ε− β), so it is the angle

between the velocity of the body’s contact point and the rotor axis.
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The velocity of the object’s contact point is determined using the formula of the

kinematics of a rigid body:
−→
Vp = [ẋg î, ẏg ĵ] + θ̇g k̂ ×

−→̃
GP, where [ẋg, ẏg] and θ̇g are the linear

and angular velocity of the object, and
−→̃
GP is the vector that connects G̃ to the contact point

P. The velocity identification is also reported in Figure 4b, where the piece is schematized
with the shape of the base, and the rotors with a grid of points. This scheme presented in
Figure 4b is also useful in visualizing how the rotor–object contact points are determined.
In fact, knowing the values [xg, yg, θg] and the mathematical formulation of the base area
with respect to these, it is possible to know the set of coordinates of the points inside the
base perimeter. More specifically, given a planar reference frame {G̃, x̃, ỹ} with coordinates
x̃, ỹ, centered in [xg, yg] (G̃) (Figure 4b) and oriented by θg, let Q be a set of geometrical
parameters that depends on the shape of the object base (e.g., radius for a circle or base
and height for a rectangle) and let GD ∈ Q. Let Λ be a set of indexes. For every λ ∈ Λ,
let Fλ : R2 × Q → R be functions such that W = {(x, y) : Fλ(x, y, GD) = 0, ∀λ ∈ Λ} is
the perimeter of the object base. The area of the object base, D, is defined as D = {(x̃, ỹ) :
Fλ(x̃, ỹ, GD) ≤ 0, ∀λ ∈ Λ}. Therefore, given the xR, yR coordinate pairs that define the
position of the rotors in the array (which are fixed), it is verified whether or not they

belong to the set, i.e., if
[

xR
yR

]
=

[
xg
yg

]
+ Rθg

[
x̃
ỹ

]
has solution for a pair of x̃, ỹ ∈ D, where

Rθg =

[
cos θg − sin θg
sin θg cos θg

]
is the rotation matrix of the reference frame with coordinates

x̃, ỹ and centered in G̃. Now all the elements to describe the two forces in the plane of
the surface (Fpar, Fperp) have been introduced and the result, according to Figure 4a, is
summarized in Equation (2a,b).

Fpari = µmax N ∗ tanh(k|Vp|) ∗ sgn(cos(α)) (2a)

Fperpi = µminN ∗ tanh(k|Vp|) ∗ sgn(sin(α)) (2b)

where the two friction coefficients are, respectively:

• µmax is the friction coefficient between the object and the rotor;
• µmin is the friction coefficient that represents the rolling resistance of the rotor.

The sgn function models the direction of the forces, according with the orientation
of the object velocity in the contact point, whereas tanh and the coefficient k (selection of
this parameter explained in Section 6) smooth the discontinuities ([41]). The perpendicular
force would be ideally 0, however, it is generally small as inertia forces are neglected and
only the rotational friction of the rotor around its axis is considered. The parallel friction
force can reach significantly higher values and is opposed (in the axis direction) to the
object velocity. Therefore, it is the dominant driver to manipulate the object.

3.3. Equilibrium Equations

This subsection shows how the equations of motion of the object on top of the surface
are obtained from the contact force components. In practice, once these components are
calculated for each contact point, they can be added together to obtain the total reactions
on the part and its equilibrium equations. To achieve this, first, the friction forces in the
plane at the various contact points are decomposed along the x and y directions, knowing
the arrangements of the rotors (εi):

Fxi = −Fpari cos(εi)− Fperpi sin(εi) (3a)

Fyi = −Fpari sin(εi) + Fperpi cos(εi) (3b)
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The signs introduced for these forces are in accordance with Figure 4a,c. The resulting
equilibrium equations are summarized in Equation (4).





ẍg = 1
m ((∑ni

i=1 Fxi ) + mg sin(γ))

ÿg = 1
m (∑ni

i=1 Fyi )

θ̈g = 1
J (∑

ni
i=1((xPi − xg)Fyi − (yPi − yg)Fxi ))

(4)

where ẍg , ÿg, and θ̈g are, respectively, the two linear and the angular accelerations of the
object; xpi and ypi are the coordinates of the ith point of contact; and J is the moment of
inertia of the object around the axis perpendicular to the surface plane. Considering that
also J can be expressed as a function of the mass, it is possible to notice that the inertia
affects the system only from a structural point of view. In fact, as it is visible from the
Equations (1), (2a,b), and (4), m can be simplified.

4. Simulations

In this section, the simulation process carried out with the analytic model implemented
in MATLAB is shown. As a first step, this simulation environment permitted verifying in a
general way that moving objects with the proposed theory and concept is possible. Second,
it allowed several tests to be carried out in order to prove the usability of the system for
some common intralogistics applications, such as sorting, orienting, stopping, and slowing
down material flows.

The simulation takes advantage of an iterative loop (shown in Figure 5a) that involves
the following steps: initialization, rotor identification, stopping criteria, contact forces and
equilibrium computation, and two steps of integration. The initialization of the problem
is made at the beginning by providing data from the object and the surface (example:
object mass, base shape, initial position and velocity, friction coefficients, module pattern,
inclination of the surface, rotor orientations, etc.). After that, the iterative loop can start.
For each step (e.g., the sth step), the rotors below the object are identified (thus the contact
points as well), knowing the position of the object from the previous iteration ((s− 1)th)
and the disposition of the modules (as introduced in Section 3). Once the rotors below the
object and their orientation are determined, the object velocity from the previous iteration
((s− 1)th) together with the inclination of the surface are evaluated by the stopping criteria:
if “ẋg ≤ 0 m/s and γ = 0◦”, the object is stopped because of negative velocity and null
inclination and the loop ends. This is true assuming, in general, that the initial conditions
always provide an input towards positive x (γ ≥ 0° or ẋg0 ≥ 0). When the stopping
condition is not reached, the loop continues and the forces in the contact points can
be computed (still considering the object velocity from the previous iteration ((s− 1)th)).
With these forces, the equilibrium of the body and the accelerations are calculated according
to Section 3. Finally, in order to obtain the velocity and the position, two integration steps
of the acceleration vector are implemented. The derived values are the input of the next
iteration ((s + 1)th) of the loop.

So far, the model seems to represent the operation of the surface adequately when
the body velocity is greater than zero in the x direction and for the stopping condition.
However, when, as an example, the object is about to start from a standstill with rotors and
surface inclined, an undesirable phenomena such as reversal of motion (negative x) can
occur. This happens because, in the friction assumptions, the static condition is not initially
considered (Equation (2a,b)). However, reverse motion is obviously not possible in reality,
then, in practice, when the condition of ẋg ≤ 0 m/s is achieved (γ > 0°, otherwise the object
is stopped as described before), the process needs to be adjusted. The logic instructions
to solve this problem and at the same time implement the analytical model of Section 3
are summarized in the block diagram of Figure 5b, which in practice is executed inside
“Friction forces & Object equilibrium” block of Figure 5a. In detail, the process works as
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follows: first, the Ni terms are calculated as explained in Section 3, then, since the velocity
along x is known from the previous iteration, the condition “ẋg ≤ 0 m/s” is verified. If it is
false and “ẋg ≥ 0 m/s”, there is no problem of standstill or stopping and the procedure
continues as described in Section 3, thus, friction forces calculation (Equation (2a,b)) and
equilibrium ((Equations (3a,b) and (4)). In contrast, if the velocity is less or equal to zero
(“ẋg ≤ 0 m/s” is true), an initial positive speed is assigned to the object ẋg = 0.0001 m/s,
the friction model is applied, and it is verified if the gravity effect is stronger than the

friction forces in the x direction (“
ni
∑

i=1
Fxi + mg sin γ > 0”). At this point, if gravity wins,

the object is moving according to the process defined before (Equations (3a,b) and (4)); in
contrast, if gravity is not enough, the friction forces in the x direction will be of the same

magnitude of the gravity effect (“
ni
∑

i=1
Fxi + mg sin γ = 0”), and the displacement will be in

the y direction (always according to Equations (3a,b) and (4)). To clarify the diagram of

Figure 5b, the condition “
ni
∑

i=1
Fxi + mg sin γ = 0” permits the calculation of the Fpari terms,

while Fperp is the same as the previous case. For instance, this procedure permits us to
obtain the motion of the object when it is placed without an initial velocity on the inclined
surface, with the rotors oriented at 45°. In fact, with a sequence of displacement in the y
and x directions, the movement is achieved.
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Figure 5. (a) Iterative loop scheme for the simulation. (b) Block diagram of the logic process
behind the model to avoid the reverse motion and to calculate friction forces (Equation (2a,b)) and
equilibrium equations (Equations (3a,b) and (4)).

The simulations conducted to test the surface are divided into three main categories,
according to the application of the system:

1. Sorting of material flows on a conveying line;
2. Slowing of material flows on a conveying line;
3. Stopping of material flows on a conveying line.

The first category of simulations concerns sorting. The objective of the setup and the
sorting itself is to divert an object from the transport line. The layout considered for the
simulation involves an array of modules, of which the subset performing the task has the
rotors with the rotation axes inclined at ±45° (in Figure 6a inclined at +45°). The area
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outside the line, where the objects are directed, is simulated as an array of low-friction
(µexsur f ) support points, distributed as the sorting modules. In this zone, the friction is
totally opposite to the velocity of the object, without considering any rotor inclination.
The sorting is assumed achieved when the body moving on the line is deflected in such a
way that it is only in contact with the elements outside the line.

The second simulated application is the slowing activity. The rotor arrangement
consists of a few modules within a line to create a controllable friction on the object to
modulate its speed, without pushing it to the sides. The layout in this case can use rotors
oriented with their axes in the direction of the flow (εi = 0◦) (Figure 6b) or inclined at +45◦

in a row and −45◦ in the other (Figure 6c).
The last application concerns stopping the motion of an object. This task is the

extreme application with respect to the previous application of slowing down. In fact,
the modules are still placed with their axes in the flow direction (Figure 6b) or oriented at
±45◦ (Figure 6c), but aim to stop the object.

These three types of simulations do not yet include either real-time control of the rotors
or position or trajectory tracking for the object, because, as already indicated, the authors’
objective in this paper is to verify the mechanical functioning of the surface. However, it is
possible to imagine that by having sensors that recognize the object arriving at the surface,
the modules can pre-arrange the rotors, as shown in Figure 6, depending on the application
or sorting direction. This lays the foundation for using the system as a smart surface.
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Figure 6. Examples of simulation layouts for: (a) sorting, (b) slowing or stopping with εi = 0◦, and
(c) slowing or stopping with εi = ±45◦.

Figure 6 introduces the symbols used in the following sections to display the layouts
of the simulations implemented in MATLAB: the red elements correspond to the transport
line, the blue dots correspond to the area (array of support points) out of the line, and the
green square contour corresponds to the object base. Regarding the transport line, dots
represent rotors centers, and lines represent the rotors axes. The red lines before the active
area (the green square) are oriented perpendicularly to the flow line and their effect is to
reduce in a minimum way the motion of the box in the flow direction, and the inclined
lines (εi 6= 90◦) simulate the sorting, the slowing, or the stopping surface.

The fixed initial parameters, which are used in all the simulations, are shown in Table 1.
In particular, the first four parameters are about the dimension and the inertia of the object,
whereas the following three are the friction coefficients. These last values have been chosen
by making the following considerations: µmax must be a medium-high friction value
(assumed µ = 0.5, because is similar to the kinetic friction coefficients between paperboard
and the conveyor belt in [42,43]), as it models the sliding of the object on the rotor in the
direction of the axis; µmin must be a low value (µ ≤ 0.1), as it models the rotational friction
of the rotors (assumed µ = 0.01, similar to a rolling friction coefficient); and, µexsur f has to
be a low value as well (µ = 0.005 is selected), as it models the area outside the line where
one can imagine having load-bearing spheres supporting the material (according to the
Omnitrack catalog [44], µ = 0.005÷ 0.03). Actually, the coefficients described would depend
on the materials in contact, which have not yet been defined. However, the exact values are
not relevant for the purpose of proving the surface capabilities; the important thing is that
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µmax > µmin, µexsur f is maintained. Finally, the last parameters are the distances in the x
and y directions between two rotors centers and the object initial position and acceleration.
Exceptions to these starting conditions are indicated with the results for each particular
case, together with the missing parameters such as initial velocity of the object [ẋg0, ẏg0, θ̇g0]
and the inclination of the surface γ.

Table 1. Initial fixed parameters for the MATLAB simulations.

Parameter Description Value

b × h object base dim. 0.25 m×0.25 m

zg height of G 0.1 m

m object mass 10 kg

J moment of inertia (1/12)m(h2 + b2)

µmax max. friction coef. 0.5

µmin min. friction coef. 0.01

µexsur f friction coef. out of the line. 0.005

dxm x dist. between 2 rotors 0.1 m

dym y dist. between 2 rotors 0.1 m

[xg, yg, θg] obj. initial pos. and orientation [b/2, 1 m, 0 rad]

[ẍg, ÿg, θ̈g] obj. initial acc. [0 m/s2, 0 m/s2, 0 rad/s2]

5. Results

This section presents the simulation results for all three categories: sorting, slowing,
and stopping. For each category, the authors illustrate their results for relevant parameter
sets and indicate a practical use of the program for the real setup design.

5.1. Sorting

This subsection reports the results of the first of the three categories, sorting. Initially,
graphical examples of the function under varying input conditions are shown, then an
application for the design of the actual system is presented, and finally a comparison with
existing sorting systems is given. Figure 7a,b show the sorting towards the two directions,
y > 0 and y < 0, respectively, with an initial object velocity ẋg0 = 1.5 m/s and without
surface inclination. Figure 7c, on the other hand, shows the sorting at different tilting angles
of the surface and without an initial velocity. Each plot displays the trajectory of G (object’s
center of mass) during the sorting and the position and orientation of the object at the end
of the simulation time.

In Figure 7a, the green square and its trajectory show that, with rotors inclined at−45◦,
sorting towards y > 0 can be achieved, as the object is shifted completely off the line.

The opposite sorting condition was tested as well; the only difference for the initial data
was the direction of the rotors (+45°). The result is shown in Figure 7b and the trajectory
is mirrored to the first one. In fact, as expected in reality, the ending displacements of the
object are equal in modulus and with opposite sign for the y and θ displacements (Table 2).

Figure 7a,b show the capability of the surface to deflect the object trajectory for sorting
purposes. Furthermore, coherent results were achieved for both sorting directions, for a
reasonable initial velocity, and within one second of simulation time. From now on, since
the mirroring of the results has been demonstrated for a symmetric rotor arrangement,
the outputs are shown only for one sorting direction.
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Figure 7. Illustration of the trajectories and the final position and orientation of the object during:
(a) the sorting towards y > 0 (up) task, (b) the sorting towards y < 0 (down) task, (c) the sorting
towards y < 0 (down) with different γ.

After this first presentation of the sorting capability for the under-actuated system,
instead of using an initial object velocity on a horizontal surface, the sorting task was
studied with an initially stationary object on an inclined surface with the identical rotor
arrangement (Figure 7c).

In Figure 7c, the first case (green) proves that, without any external actuation, the
object is not moving in the simulation, as in the real word. In the second case (black
square, Figure 7c), with the surface inclination of γ = 5◦, the body moves, but for
the chosen simulation time (t = 1.5 s) it has not yet completed its sorting. This can
be seen from the fact that the black square contour still contains the center of a sort-
ing rotor (red). Finally, the third case (magenta square), where the surface inclination
is γ = 10◦, reports a completed sorting activity. Summarizing the black and magenta
bodies in Figure 7c demonstrate that it is possible to transport and sort parts by inclin-
ing the surface. In particular, the more it is tilted, the faster the object moves, and the
quicker the sorting is achieved. In Figure 7c, the values of the position and orientation
reached at the end of the simulation (tblack = 1.5 s) for the γ = 5◦ case (black line) are
[xg, yg, θg]black = [0.369 m,−0.171 m,−36.05◦] (Table 2), while those of the magenta line
for the same value of yg = −0.171 m are [xg, yg, θg]mag = [0.402 m,−0.171 m,−28.62◦]
and the simulation time for which they are obtained is tmag = 0.917 s. Comparing these
values, it can be seen that when the surface is more inclined (magenta line), it requires more
space in the x direction to perform the sorting xg,mag > xg,black, but the time required is
less tblack − tmag = 0.583 s. In addition, different γ also produce different final orientations,
in this case smaller for larger γ: θg,mag < θg,black.

Table 2 summarizes the results and the initial data about the previous sorting simulations.

Table 2. Specific initial data and results for the sorting simulations.

[ẋg0,ẏg0,θ̇g0] γ Sim. Time Final [xg ,yg ,θg] Figure

[1.5 m/s,0 m/s,0 rad/s] 0◦ 1 s [0.859 m,0.532 m,14.83◦] Figure 7a

[1.5 m/s,0 m/s,0 rad/s] 0◦ 1 s [0.859 m,−0.532 m,−14.83◦] Figure 7b

[0 m/s,0 m/s,0 rad/s] 0◦ 1.5 s [0 m,0 m,0◦] Figure 7c green

[0 m/s,0 m/s,0 rad/s] 5◦ 1.5 s [0.369 m,−0.171 m,−36.05◦] Figure 7c black

[0 m/s,0 m/s,0 rad/s] 10◦ 1.5 s [1.057 m,−0.515 m,−12.16◦] Figure 7c magenta

A practical use of the simulation is to determine the minimum number of modules
necessary for sorting before building the real system. In general, as it was already presented,
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this result is affected by various initial conditions. However, it can be interesting to know
how many columns of rotor units are necessary to successfully complete the different tasks
for different object sizes and velocity ranges. In order to derive this relationship, a set of
simulations can be performed. Table 3 reports the results of the discussed analysis for two
object sizes: b× h = 0.25 m ×0.25 m, called “S-box”, and b× h = 0.45 m × 0.45 m, called
“B-box”. “B-box” and “S-box” have the same mass (m = 10 kg) and height (zg = 0.1 m).

The counting of the number of columns for the sorting is done starting from the first
column with the inclined rotors to the last one touched by the object before being out of the
line. As is visible from Table 3, the sorting with low initial velocities is not always possible:
with ẋg0 less than 0.8 m/s for “S-box” and less than 1.1 m/s for “B-box”, the boxes come to
a stop within the transport line. Despite this, the speed values considered in the simulations
are within the most common operating ranges of conveyors; however, any speed can be
implemented in the software. In general, the missed sorting occurs because the deflecting
forces also tend to slow the object, which may stop before reaching the target. In addition,
the displacement to achieve to be out of the line is related to the dimension of the object,
so the bigger it is, the more absolute transversal displacement is required to achieve the
sorting. Summarizing, thanks to the simulation described, it is possible to realize such
tables depending on the specific application, considering that the results are influenced
by the layout of the modules and the initial position. In particular, for Table 3 the “S-box”
layout is the same of the sorting simulations of Figure 7b, but with more columns of sorting
rotors in order to test a bigger range of velocities. Instead, for the “B-box” there are two
more rows of rotors in the sorting line, always with the rotors oriented for sorting towards
y < 0 (εi = +45◦), making a total of four instead of two lines.

The data from the simulations carried out to produce Table 3, coupled with further
simulations with, as input, only the inclination of the surface, allowed for a comparison
of performance with similar existing sorting systems [45]. Figure 8 presents these results.
The red dots represent the values of the sorting rate when only the initial velocity is set as
input, whereas the blue dots are for when only the inclination of the surface is exploited. Fig-
ure 8 shows the most common sorting capacity ranges [45] and, as can be seen, the system
proposed by the authors guarantees a medium rate for most input values, with few excep-
tions in both directions, i.e., high capacity and low capacity. The rate is defined as objects
sorted per hour (pcs/h) and can be easily calculated, considering the time needed to per-
form the sorting and a successful sorting condition. In practice, the condition of successful
sorting is when yg ≥ yg,limit (for the rectangular shape: yg,limit = h/2 +

√
(b/2)2 + (h/2)2),

i.e., when the displacement in the direction y is such that, whatever the orientation of the
object, the base is no longer in contact with the sorting rotors. The input velocity values
presented in Figure 8 are within the common ranges of use for sorting systems. In particular,
Ref. [45] for devices similar to the surface proposed by the authors, but fully actuated and
called “Torsional discs”, defines input velocities between 0.5 and 1.5 m/s. “Torsional discs”
have sorting capacities ranging between 1600 and 4500 pcs/h when the size and weight
of the transported objects are comparable to those considered in the authors’ simulations
(“S-box” and “B-box” characteristics). The system developed in this paper, although it is
under-actuated, also allows sorting rates within the same range, providing good perfor-
mance and in line with the current technology. Obviously, given the under-actuation, there
are minimum input speed thresholds, as shown in Table 3, however, they do not seem to
limit the application ranges of the device. Tilting the surface and starting from zero initial
speed requires longer sorting times and thus provides lower rates than those with velocity
as input. However, according to Figure 8, the inclination also provides a predominantly
medium sorting capacity, without the need for a prior conveyor. Therefore, the results
obtained from the comparison of sorting performances showed that the surface introduced
by the authors, with the advantage of the simplicity of the under-actuation, still guarantees
sorting capabilities at the same level as current technology, both using initial speed and
surface inclination as inputs.
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Table 3. Minimum number of rotor columns required to achieve sorting with γ = 0°, but changing ẋg0.

ẋg0 [m/s] nº Columns S-Box nº Columns B-Box

0.8 3 /

0.9 3 /

1.0 4 /

1.1 4 7

1.2 4 7

1.3 4 7

1.4 4 7

1.5 4 8

1.6 5 8

1.7 5 8

1.8 5 8

1.9 6 9

2.0 6 9

2.1 6 9

2.2 7 10

2.3 7 10

2.4 7 11

2.5 8 11

2.6 8 12

2.7 8 12

To sum up, the results of this subsection show that the surface is capable of sorting
with the two different types of input (Figure 7 and Table 2). In addition, thanks to the
developed simulation environment, it was possible to obtain the performance of the system
proposed by the authors and compare it with the current technology. This showed that
the surface provides a medium sorting capacity (Figure 8), in the same range as existing
systems. Finally, for certain objects, the initial input speed was associated with the number
of rotors required for sorting (Table 3). This was proposed as a further demonstration of
the usefulness of the simulation environment for the design and control of the real system.

5.2. Slowing

The second set of results, here presented, is derived from the slowing simulations. The
purpose of these simulations is to simplify and speed up the determination of the number
of modules required for the slowing task, which, as with sorting, is linked to the initial
parameters. Similar to the sorting results, graphical examples of the functioning and an
application for the design of the actual system are given in this subsection.

In order to show the results of the slowing task, in this case the evolution of the object
speed over time ([ẋg, ẏg, θ̇g]) is reported. Different from the sorting, here the object is not
pushed away from the line, so the trajectory does not represent the course of the activity as
simply as speed does. Considering the layout of the system, the only velocity component
different from zero is in the x direction, which is the one plotted. Four different setups
shown in Figure 9 were simulated to demonstrate the concept’s operation. The graphs
in Figure 10a,c show the results of the slowing simulations for the “S-box” and “B-box”
cases, respectively.
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Figure 8. Sorting rates obtained with MATLAB simulations for the “S-box” and “B-box” objects,
with, as input, only initial velocity (red) and only inclination of the surface (blue).
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Figure 9. Layouts of the simulations for the slowing and the stopping tasks with: (a) “S-box” εi = 0°,
(b) “S-box” εi = ±45°, (c) “B-box” εi = 0°, (d) “B-box” εi = ±45°.

The initial data for this analysis are the same as in Table 1, with additionally γ = 0°
and [ẋg0, ẏg0, θ̇g0] = [1.5 m/s, 0 m/s, 0 rad/s]. As visible from Figure 10a,c, both layouts are
capable of reducing the speed of the object, fulfilling the slowing task. However, the speed
drop is different with the orientation of the rotors. When the rotors are with εi = 0°,
all the Fpar forces in the x direction cause a stronger slowing, whereas with εi = ±45°
layout, where the Fpar are inclined like the rotor axes, the slowing is less. For these initial
parameters and rotor dispositions, the ratios between the speed before and after the slowing
rotors (r = ẋgout/ẋg0) are: rS−box

0 = 0.23, rB−box
0 = 0.18 and rS−box

±45 = 0.53, rB−box
±45 = 0.52.

Additionally, Figure 10 shows the effect of Fperp, which is slightly reducing the velocity
when the rotors are with εi = 90°. In fact, the plots in Figure 10a,c show that the lines are a
bit inclined before and after the slowing area, which is included between the “Start slowing”
and the “End slowing” dotted lines. It represents the contribution of rotational friction to
the deceleration.

As for sorting, a parameters study was conducted within the simulation environment
to derive the required number of rotor columns to achieve the slow down task of the objects.
The results are displayed in Table 4. Additionally in this case, different initial speed and
the two different object sizes were tested (“S-box”, “B-box”). The reference layouts for the
simulations are the ones in Figure 9. In Table 4, the counting of the columns number begins
with the first column with inclination: εi = 0° or εi = ±45°, that the object encounters
starting from the left. For example, considering Figure 9a and assuming that slowing is
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verified, the result will be 2 columns (with εi = 0°). The target condition was set to at least
halving the speed of the object while remaining a positive value after the slowing process
(0.5ẋg0 ≥ ẋgout > 0). The two configurations (εi = 0° and εi = ±45°) were possible for the
rotor layout, so the configuration with the smallest number of columns was chosen case
by case to satisfy the slowing condition. As shown in Table 4 for both layouts and for all
speeds analyzed, the number of rotors was identified. The introduction of the εi = ±45°
configuration was necessary, as for some speeds the variant with εi = 0° generated a
total stop of the conveyed object (e.g., for the first two values in Table 4). The εi = ±45°
positioning also seems promising for the self-alignment of the conveyed material in the
center of the transport line. In conclusion, in this subsection, the operation of the surface
for slowing tasks was demonstrated (Figure 10). Additionally, as with sorting, certain
input speed values of the object were associated with the number of rotors required for the
task (Table 4). This provides data for the realization of the physical system and proves the
usefulness of simulations for this objective as well.
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Figure 10. Velocity trends for “S-box” during (a) the slowing and (b) the stopping, and (c) the “B-box”
during the slowing and (d) the stopping with: εi = 0° (red), εi = ±45° (blue).

5.3. Stopping

The last results, as before, consist of graphical examples of the function and an appli-
cation for the design of the actual system; however, in this subsection, they are related to
the simulations of the stopping condition. In this case, the initial parameters and layouts
implemented in the software are the same as before (Figure 9), and only the number of
columns of the working rotors changes. Starting from the slowing modules from Table 4
and adding to the right an extra column of rotors with εi = 0°, the motion of the object
can be stopped. The addition of a column proved to be an effective method for simulated
speed values; it is not certain that for different values one column is sufficient. Therefore,
considering this, Table 4 can also be used for the stopping layout planning. Similar to the
slowing, an example (Figure 10b,c) is presented, and only the ẋg0 of the object is reported.
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However, in this case, the deceleration produced by the rotors of the slowing, plus the extra
column, is capable of stopping the object even if the initial velocity simulated is the same as
for slowing ([ẋg0, ẏg0, θ̇g0] = [1.5 m/s, 0 m/s, 0 rad/s]). In general, according to Table 4 and
Figure 10, the size of the object for the slowing and the stopping tasks has less influence than
for the sorting (Table 3). This can be seen from the fact that, compared to Table 3, in Table 4,
the numbers of columns to slow (then also to stop) the “S-box” and the “B-box” are only
different in one case (ẋg0 = 2.6 m/s). In the end, also for this subsection, the functioning of
the surface for the stopping task was demonstrated (Figure 10b,c) and the table with input
speeds and number of rotors was explained. Therefore, as final consideration for the whole
section, the simulations enable the determination of the layout of the surface, including
the module arrangement and the surface inclination for specific applications, while taking
the initial conditions of the object into account and which tasks have to be performed.
The same MATLAB environment allowed us to obtain the results here presented, proving
graphically and numerically the capabilities of the system proposed in this paper.

Table 4. Minimum number of rotor columns and orientations of their axes (εi) required to achieve
slowing (0.5ẋg0 ≥ ẋgout > 0) with γ = 0°, but changing ẋg0.

ẋg0 [m/s] nº Columns S-Box nº Columns B-Box

0.9 1⇒ εi = ±45° 1⇒ εi = ±45°

1.0 1⇒ εi = ±45° 1⇒ εi = ±45°

1.1 1⇒ εi = 0° 1⇒ εi = 0°

1.2 1⇒ εi = 0° 1⇒ εi = 0°

1.3 2⇒ εi = ±45° 2⇒ εi = ±45°

1.4 2⇒ εi = ±45° 2⇒ εi = ±45°

1.5 2⇒ εi = 0° 2⇒ εi = 0°

1.6 2⇒ εi = 0° 2⇒ εi = 0°

1.7 3⇒ εi = ±45° 3⇒ εi = ±45°

1.8 3⇒ εi = 0° 3⇒ εi = 0°

1.9 3⇒ εi = 0° 3⇒ εi = 0°

2.0 3⇒ εi = 0° 3⇒ εi = 0°

2.1 4⇒ εi = 0° 4⇒ εi = 0°

2.2 4⇒ εi = 0° 4⇒ εi = 0°

2.3 4⇒ εi = 0° 4⇒ εi = 0°

2.4 5⇒ εi = 0° 5⇒ εi = 0°

2.5 5⇒ εi = 0° 5⇒ εi = 0°

2.6 6⇒ εi = 0° 5⇒ εi = 0°

2.7 6⇒ εi = 0° 6⇒ εi = 0°

6. Validation

In order to validate the previous results, this section presents a comparison between
the MATLAB environment realized by the authors and a commercial multi-body dynamics
software. In the first part of the section, the problem and details on how the validation was
carried out are explained, and the second part reports the results.

6.1. Introduction to the Validation

Focusing on the setup of the validation, this subsection is devoted to presenting the
objectives, the data, and the ideas behind the comparison. As previously introduced,
the sorting system was also modeled in a commercial software for multi-body dynamic sim-
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ulations: Hexagon D&E Adams MSC. The multi-body dynamic model, called hereinafter
Adams for brevity, has two main objectives:

1. Providing further demonstration of the functioning of the under-actuated system
introduced in this paper;

2. Comparing the results with the ones from MATLAB and SIMULINK to have a first
validation of the analytical model and the self-developed simulation environment.

Simulations with the Adams software require longer computational time compared
to the MATLAB simulations (timeAdams ≈ 60÷ 300 s, timeMATLAB ≈ 0.1÷ 2 s, with a HP
ProDesk 400 G7). For this reason, Adams was only used for the validation part and not as a
standard simulation environment. In fact, using a software as a planning and control tool
within the physical system in real time requires very short calculation times, of which the
authors’ software is capable.

Figure 11a shows one surface configuration that was previously used in the MATLAB
environment for sorting. The identical surface configuration was replicated in Adams,
shown in Figure 11b. As it is visible in Figure 11b, the sorting setup was designed in
Adams using three different types of bodies: a box (orange wire frame) for the object,
cylinders (colorful cylinders) for the rotors, and spheres (pink spheres) for the area out of
the line. The chosen inertial and dimensional parameters are shown in Table 5. It should
be noted that, for the validation, the values of some inertial parameters are different from
previous simulations because the mass properties in Adams were introduced by assigning
the material of the bodies. The constraints used for the model are: a fixed joint for the
spheres and rotational joints for the cylinders, and the box has contact constraints with
the other bodies. The parameters of the contact and the joints are illustrated in Table 6.
In particular, for the first five values of this table, the selection was done according to the
suggestion of [46,47]: St and Pd are the default values for the contact, whereas Dp = 8 kg/s
instead of 10 kg/s, Stv and Ftv are smaller than the default (respectively, 100 mm/s and
1000 mm/s) to better simulate the stiction at low speeds. On the same line, the MATLAB
parameter, k, of the smooth Coulomb model, is set to k = 5000 to have a similar friction
curve. The friction coefficients are the same values implemented in MATLAB, whereas the
joint friction parameters are selected to simulate the rotational friction of the joint, similar
to the analytic model. To conclude the description, in Adams, the inclination of the surface
is simulated changing the gravity vector direction, and the initial velocity is assigned as an
intrinsic input condition to the object. Finally, the simulation time considered was t = 1 s
and the step size in the range [1× 10−4s÷ 0.5 × 10−4s].
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Figure 11. Model of under-actuated active surface configured for sorting in: (a) MATLAB, (b) Adams.
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Table 5. Inertial and geometrical parameters implemented in Adams for the simulation.

Objects Parameters

m box mass 5.48 kg

Ixx box m. inertia x axis 4.68 × 10−2 kgm2

Iyy box m. inertia y axis 4.68 × 10−2 kgm2

Izz box m. inertia z axis 5.70 × 10−2 kgm2

b × h × zg object dim. 0.25 m×0.25 m×0.1 m

mr rotor mass 8.61 × 10−3 kg

Irxx rot. m. inertia x axis 4.30 × 10−7 kgm2

Iryy rot. m. inertia y axis 2.87 × 10−2 kgm2

Irzz rot. m. inertia z axis 2.87 × 10−7 kgm2

rr × l rot. dim. 0.01 m×0.01 m

γ inclin. of the surf. [5÷ 15]◦

Table 6. Contact and friction parameters implemented in Adams for the simulation.

Contact Parameters

St stiffness cont. 105 MPa

Dp damping cont. 8 kg/s

Pd penetration depth cont. 0.1 mm

Stv stiction transition vel. 0.1 mm/s

Ftv friction transition vel. 1 mm/s

µmax friction coef. 0.5

µexsur f friction coef. out the line. 0.005

Joint friction parameters

µmin min friction coef. 0.01

Tv transition vel. 0.001

Friction option chosen sliding only

The MATLAB setup (Figure 11a) corresponds to the previous sorting setup in Section 5,
Figure 7, but in this case it uses the same geometric and inertial data as Adams to simulate
the same sorting process. In this way, the results from the two software differ only because
of their intrinsic analytic modeling.

After this brief introduction to the Adams model, the simulations performed to meet
the two objectives are now described. The configuration with a tilted surface and no initial
object velocity was simulated for different angles of inclination ranging from γ = 5◦ to
γ = 14◦ with an increment of 0.25◦. Additionally, the horizontal configuration (γ = 0◦) has
been simulated with an initial velocity ẋg0 = 0.9 m/s.

6.2. Results of the Validation

This section reports the results of the validation, which are distinguished according
to the two objectives of the Adams model. Concerning the first objective, i.e., the proof
of functioning of the under-actuated system, Figure 12 graphically reports the results of
some Adams simulations. Considering initially only Figure 12a,b, in Figure 12a, sorting
is simulated given an initial velocity of zero (ẋg0 = 0 m/s) and an inclination of γ = 10◦;
in Figure 12b, the initial velocity is ẋg0 = 0.9 m/s and the inclination is zero (γ = 0◦). In
Figure 12a,b, it is possible to see the trajectory taken by the G of the object and its final
position and orientation given the simulation time of t = 1 s. The object at the end of the
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simulation is for both images (Figure 12a,b) outside the sorting zone (zone with cylinders),
so the activity is considered completed.

(a) (b) (c)

Figure 12. Object trajectories from Adams with: (a) γ = 10◦, ẋg0 = 0 m/s, and t = 1 s of simulation,
(b) γ = 0◦ , ẋg0 = 0.9 m/s, and t = 1 s of simulation, and (c) γ = 5◦, ẋg0 = 0 m/s, and t = 1.8 s
of simulation.

In addition to the case illustrated in Figure 12a, among all the thirty-seven simulations
made by varying the inclination of the surface, the ones with γ ≥ 9.5◦ (Figure 13a,b)
complete the task. For the rest, the target is not really missed, but, because of the limited
simulation time (t = 1 s), it is not achieved yet. This time was selected because it represents
a normal operating condition, for example: there is 1 m of space available in the line
for sorting and the conveyor has a speed of 1 m/s. However, as a general rule, when
the surface is inclined and with the rotors as in Figure 12, the motion does not self-stop,
if (
√

2/2)µmin < sin(γ). As proof of this, Figure 12c displays the trajectory of the object
with γ = 5° but t = 1.8 s of simulation time, instead of t = 1 s, and the sorting is clearly
obtained. Therefore, the sorting is achievable with this under-actuated system, but it takes
time and space. Instead, if the surface is not inclined and there is just the initial speed,
the time could be not the only cause of the missed sorting. In this case, the object velocity
is inevitably reduced by the friction until the part is stopped, because the gravity is not
helping the motion. The same result was highlighted before in the MATLAB environment,
which confirms that the simulation environment can be used to predict these conditions.
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Figure 13. Final position with γ > 8.5◦ in: (a) Adams MSC, (b) MATLAB.

Figure 13 plots the final positions when the sorting is considered achieved for the
two software packages (Figure 13a Adams, Figure 13b MATLAB). Having completed the
verification of the first objective of the Adams model, it is possible to move on to the
second one. Summarizing briefly, objective number two is to exploit the Adams model to
show the proximity with the MATLAB results, considering that the same initial data are
provided. Figure 14 shows a graphical comparison between the two models referring to
the two trajectories of Figure 12a,b. In this case, the trajectories are transposed into a graph
(Figure 14) with the corresponding result from MATLAB.

351



Appl. Sci. 2023, 13, 1937

0 0.5 1 1.5

x [m]

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

y
 [

m
]

Adams

Matlab

 Line motion

(a)

0 0.5 1 1.5

x [m]

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

y
 [

m
]

Adams

Matlab

 Line motion

(b)

Figure 14. Comparison of the trajectories with: (a) γ = 10◦ , ẋg0 = 0 m/s, (b) γ = 0◦, ẋg0 = 0.9 m/s.

As is visible from Figure 14a,b, the two objects follow very close trajectories and end up
almost in the same position and with the same orientation. The absolute and the relative percent-
age errors obtained for these two simulations are: [|ex|, |ey|, |eθ|] = [0.0011 m, 0.0001 m, 1.735°],
[|ex%|, |ey%|, |eθ%|] = [0.24, 0.05, 7.06] % when the input is γ = 10°, ẋg0 = 0 m/s and
[|ex|, |ey|, |eθ |] = [0.003 m, 0.0037 m, 1.56°], [|ex%|, |ey%|, |eθ%|] = [0.65, 1.59, 6.97] % when
the input is γ = 0◦, ẋg0 = 0.9 m/s. The errors are calculated as shown in Equation (5a,b).

[ex, ey, eθ ] = FINAL DISP.Adams − FINAL DISP.Matlab (5a)

[ex%, ey%, eθ%] =
FINAL DISP.Adams − FINAL DISP.Matlab

FINAL DISP.Adams
× 100 (5b)

The two examples graphically visualize the similarities and the differences between
the models. However, to show and summarize all the results for the thirty-seven setups
(γ = 5°÷14°), the final displacements of the Adams and MATLAB simulations together
with the errors between them are reported, respectively, in Figures 15 and 16. Considering
the x and y results (Figures 15 and 16), the two models (Adams, MATLAB) are not so
different, and the relative percentage errors are below ex% < 1 % and ey% < 8 %. The trends
of the percentage errors seem to have a slight tendency to decrease, and the higher error
values occur for small γ. In contrast, for high γ values, both coordinates have minimum
errors, ex% < 0.5 % and ey% < 3 %. This is because small inclinations generate reduced
displacements, especially along y, and the sorting is not completed in the fixed simulation
time (t = 1 s). This implies that, in the calculation of the percentage error, there are initially
very small denominators, and then they become an order of magnitude larger. On the other
hand, the absolute errors along γ values keep oscillating, with a bigger frequency for x and
smaller for y.

For the orientation, higher eθ% values are reached (eθ% ≤ 12%) compared to those of x
and y. In this case, the phenomenon of the larger percentage error for smaller rotations is
not noticed, as in a single simulation there can be counter-rotations, particularly when γ
is big enough to reach the completed sorting area. Thus, the final orientation represents
the sum of clockwise and counterclockwise rotations, and its value has not undergone
monotonic growth like for the x and y displacements. In general, larger errors of rotations
can be explained by comparing how the calculation of normal forces occurs between the
two simulations. Adams uses a penetration model to calculate the contact forces, whereas
the optimization algorithm (Equation (1)) is implemented in MATLAB. The distribution of
normal forces (and therefore also of friction) mainly affects the calculation of the moment,
as the position with respect to the pole is important. Whereas, for the x and y displacements,
the over mentioned distribution does not have influence, as the resultant force does not
change. In addition, an explanation for others slight deviations in trends is the use of
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different step sizes in some Adams simulations. This was necessary because in a few cases
the specific step size chosen was creating a numerical problem, preventing the completion
of the simulation. In conclusion, however, the errors are limited and the two models behave
in a similar way, thus giving value to the results provided by MATLAB.

To quantify how different MATLAB and Adams values are, the mean values and standard
deviations (SD) of the two types of error are listed in Table 7 for the different displacements.
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Table 7. Mean and standard deviation of the relative percentage and absolute errors obtained from
the difference between Adams and MATLAB simulations.

ex% ey% eθ% ex [mm] ey [mm] eθ [◦]

Mean 0.02 1.41 −4.47 0.12 0.25 0.96

SD 0.44 3.48 4.36 1.50 5.20 1.02

As results from Table 7 show, the errors of x and y displacements are very limited.
This guarantees that the placing made by the real system can be foreseen in advance
with an accuracy appropriated to the applications, so when the sorting line is designed,
the simulation can be used to define the layout. For the rotation, the errors are bigger, but,
despite this, for a simple sorting operation the final orientation is not interesting, so the
MATLAB model can be considered reliable. Furthermore, if in a hypothetical application,
the errors allowed are the in the range of those shown in Table 7, the model provides usable
results. Concerning that, in many cases it is simply important that the object is not rotated
by 180◦ or 90◦ with respect to the desired condition.

7. Conclusions

In this paper, the authors present a new modular surface for several intra-logistical
tasks. In contrast to similar existing systems, their surface is under-actuated, in particular,
composed of idle instead of actuated rotors, whose axes can be fixed in defined, discrete
positions within the surface plane. The surface can be used in a horizontal orientation by
exploiting an object’s initial velocity, in a tilted orientation by exploiting the gravitational
force on the object, or with a combination of both. The authors derived an analytic model
and implemented a programmable simulation environment with the software MATLAB
for this modular surface. As result, the functioning of the surface concept for the sorting,
stopping, and slowing activities was demonstrated, together with the capabilities of the
simulation environment. In particular, the MATLAB code showed its potential for predict-
ing, with very short calculation times (≈ or < 1 s), the number of modules required for
the three handling tasks and how the transported object will behave by simply changing
the initial conditions. The same code also made it possible to obtain numerical results of
sorting performance and thus have a comparison with current technology, showing that
the system proposed by the authors guarantees a medium sorting capacity. These results
and examples highlight the usefulness of this environment for real system planning and
design. In addition, a validation of the concept and of the simulation environment was
conducted with the software Adams. As Adams is a highly sophisticated and well accepted
commercial software for dynamic simulations frequently used by engineers to simulate
and predict the physical interaction of different components adequately, it is a reasonable
tool to be considered as a first reference for the comparison.

In conclusion, the simplifications introduced in the surface, such as the under-actuation
and the discrete number of orientations for the rotors, are not limiting the handling capa-
bilities and the performances, but rather they are minimizing the number of constructive
components requested and, thus, the costs. In fact, the same goals can be achieved with
a reduced design and using in a convenient manner the external actuation, for example,
gravity or previous conveyors, already in the line. Additionally, the validation with Adams
also showed the accuracy of the main simulation. The differences between the two models
are limited and the errors acceptable for many intra-logistics applications. This may open
the way to other possible tasks for the surface integrated with the MATLAB environment,
such as position and trajectory tracking. In these cases, each time the external environment
requires a new position or trajectory of the object, the software calculates the orientation to
be given to the rotors. The physical system must be integrated with sensors to adjust in
real-time the rotors and achieve the tracking objectives. The implementation of sensors and
control strategies for trajectory and position tracking greatly increases the adaptability and
flexibility of the system.
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No reference is made in the article to construction details in order to keep the validity
of the work presented as general as possible. At this point, in order to provide some
practical elements and above all to highlight the feasibility of the concept, some schematic
solutions are proposed in Figure 17.
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Figure 17. Schematic concepts for the under-actuated module: (a) idle wheel concept, (b) spheri-
cal concept.

Figure 17a shows an idle wheel mounted on a vertical axis of rotation. The operating
principle is similar to the functioning of a stepper motor, which could be used for this pur-
pose. In contrast, the concept in Figure 17b depicts a spherical rotor whose axis of rotation
is locked using mechanically or electro-mechanically driven pins. New tracking objectives,
an accurate design, and the control law for the modules are ongoing research topics.
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Nomenclature
The following nomenclature and abbreviations are used in this manuscript:

CIR Center of instantaneous rotation
SD Standard deviation
MEMS Micro electro-mechanical system
B-Box Big box
S-Box Small box
{O, x, y, z} Absolute reference frame
{G̃, x̃, ỹ} Mobile planar reference frame
î, ĵ, k̂ Absolute reference frame versors
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g Acceleration of gravity
m Object mass, [kg]
J Object moment of inertia, [kg ×m2]
b, h Object base width and length, [m, m]
G Object center of mass
G̃ Object center of mass projection on the base
P Generic contact point between the object and the surface
zg G vertical coordinate, [m]−→̃
GP Vector connecting G̃ to P
n Number of contact points
i Sub-index to indicate the ith contact point
t Time, [s]
s sth step of the loop
xg, yg, θg G coordinates and object orientation, [m, m, rad]
ẋg, ẏg, θ̇g Object velocity components, [m/s, m/s, rad/s]
ẍg, ÿg, θ̈g Object acceleration components, [m/s2, m/s2, rad/s2]
xg0, yg0, θg0 G initial (t = 0 s) coordinates and object orientation, [m, m, rad]
ẋg0, ẏg0, θ̇g0 Object initial (t = 0 s) velocity components, [m/s, m/s, rad/s]
ẍg0, ÿg0, θ̈g0 Object initial (t = 0 s) acceleration components, [m/s2, m/s2, rad/s2]−→
Vp Object velocity in P, [m/s, m/s]
Vpar Object velocity in P along the axis direction, [m/s]
Vperp Object velocity in P along the direction perpendicular to the axis, [m/s]
ẋp, ẏp Components of Vp, [m/s, m/s]
ẋgout Object velocity along x after the slowing rotors
r Speed ratio between the velocities after and before the slowing area
F Force, [N]
µ Friction coefficient
N Vertical component of the contact force between the object and a rotor, [N]
ε Angle between the x axis and the rotor axis, [◦]
β Angle between the x axis and Vp, [◦]
α Difference between ε and β, [◦]
Fpar, Fperp Friction force components of the object-rotor contact, [N, N]
µmax, µmin Friction coefficient in the directions parallel and perpendicular to the axis

Fx, Fy
Friction force components of the object–rotor contact in the
frame directions, [N, N]

µexsur f Friction coefficient outside the sorting area
X Array of variables
f (X) Function to be minimized
Aeq Linear equality matrix
beq Linear equality vector
lb Lower bounds vector
ub Upper bounds vector
ex, ey, eθ Absolute error components, [mm, mm, °]
ex%, ey%, eθ% Relative percentage error components
Λ, λ Set of indexes and a one of its generic elements
Q, GD Set of geometrical parameters and one of its generic elements
Fλ λth function that is used to define a perimeter of the objet base

W, D
Sets of coordinates that represents the perimeter and the area
of the object base
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Featured Application: This paper presents a simulation model based on cosimulation between
ADAMS and MATLAB/Simulink, designed to evaluate pick-points for an arbitrary object gripped
with a two-fingered (2-F) robotic gripper.

Abstract: Robotic bin-picking performance has been gaining attention in recent years with the devel-
opment of increasingly advanced camera and machine vision systems, collaborative and industrial
robots, and sophisticated robotic grippers. In the random bin-picking process, the wide variety of
objects in terms of shape, weight, and surface require complex solutions for the objects to be reliably
picked. The challenging part of robotic bin-picking is to determine object pick-points correctly. This
paper presents a simulation model based on ADAMS/MATLAB cosimulation for robotic pick-point
evaluation for a 2-F robotic gripper. It consists of a mechanical model constructed in ADAMS/View,
MATLAB/Simulink force controller, several support functions, and the graphical user interface
developed in MATLAB/App Designer. Its functionality can serve three different applications, such
as: (1) determining the optimal pick-points of the object due to object complexity, (2) selecting the
most appropriate robotic gripper, and (3) improving the existing configuration of the robotic gripper
(finger width, depth, shape, stroke width, etc.). Additionally, based on this analysis, new variants of
robotic grippers can be proposed. The simulation model has been verified on a selected object on
a sample 2-F parallel robotic gripper, showing promising results, where up to 75% of pick-points
were correctly determined in the initial testing phase.

Keywords: intralogistics; robotic bin-picking; simulation model; ADAMS; pick-point determination;
MATLAB/Simulink; 2-F robotic gripper; performance analysis

1. Introduction

The term Industry 4.0 (I4.0) represents the fourth industrial revolution. Its beginning
dates to 2010, and the term Industry 4.0 is often used interchangeably with the term
“smart industry.” The concept’s core idea lies in that today’s industry needs answers to
economic, sociological, and political changes generated by the end-users [1]. However,
the industry usually requires some time to adapt to new concepts and adjusts its business
accordingly. Therefore, the novelties in the industry need some time to be implemented,
as is the case with I4.0. While there is no single definition of what precisely the term
I4.0 represents, we can generally divide the I4.0 concept into three major categories, such
as Cyber-Physical Systems (CPS), the Internet of Things (IoT), and cloud computing [2].
The first concept describes the ability to couple the physical properties of a system with
advanced computational algorithms, such as in the field of predictive maintenance [3]. The
IoT relates to the interconnection of various devices that rely on sensors, communication,
networking, and information processing technologies [2]. Sensor networks can gather data
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regarding the manufacturing process and then later use that data to optimize the process.
Cloud computing refers to sharing documents, collaboration, distributed production, and
resource optimization [4]. The main advantage of cloud computing is scalability, which
means extra computing power is ensured if additional demand arises [5]. We can conclude
that the I4.0 concepts were developed to improve industrial processes by collecting and
using the data for optimization.

Since the industry depends heavily on logistics services, the logistics processes must
be adapted accordingly to cope with the increasing demands. Hence, the Logistics 4.0
(L4.0) term has been coined based on the Industry 4.0 term [6,7]. Logistics 4.0 describes
advanced usage of various technological advancements such as those in Industry 4.0,
such as intelligent devices, IoT, and other CPS, which aim to reorganize some of the basic
concepts of logistics [7]. This holds especially true due to the rising trends of E-commerce [8]
and the concerning trends of workforce deficiency and the aging population [9]. Logistics’
global market size accounted for around EUR 8.43 trillion in the year 2021 [10], while the
E-commerce market accounted for over EUR 440 billion in the year 2021 [11].

One of the most critical aspects of logistics is intralogistics, which focuses on the
processes carried out inside warehouses and distribution centers and ensures the correct
flow of materials and information [12]. One of the essential processes in the warehouse is
order-picking of goods according to the customer’s order. It is estimated that order-picking
accounts for around 55% of the warehouse operation costs [13]. Therefore, automatization
in warehouses is necessary to achieve high throughput rates, cope with the increasing
trends of “batch size one,” and provide the shortest delivery times [8]. In warehouses, the
most labor- and time-intensive process is the order-picking process, which requires a lot of
(human) intervention and does not add expressive increased value to the product. Several
solutions have already been developed to reduce the operators’ workload and reduce the
non-value-adding transport of the product within the warehouse. Mobile robots are used to
transport goods along the operators [14], and mobile robots are equipped with robotic arms
to pick the objects directly from the shelving units [15] to the most advanced automated
storage and retrieval systems coupled with the robotic bin-pickers [16].

Robotic bin-picking systems aim to reduce or eliminate human intervention during
the bin-picking processes for the bulk objects (items) with the help of a (collaborative)
robotic arm, a vision system, robotic grippers, and control systems. The most demanding
task of robotic bin-picking systems is to automatically and autonomously pick items
from the bin that are various by shape, color, and weight and have different mechanical
properties. The essential steps in robotic bin-picking can be roughly categorized as (1) object
detection, (2) object localization, (3) grasp detection, (4) path/trajectory planning, and
(5) object manipulation [17]. The first two steps are in the domain of the vision system,
which provides the information of the location and orientation of the object to be bin-picked,
while the third step means that to manipulate the object successfully, one must first correctly
determine object pick-points. The fourth and fifth steps are in the domain of the robotic
subsystem, which determines robotic arm dynamics.

Determining object pick-points can happen before or during the bin-picking operation,
directly before the object manipulation [18]. Since the vision system cannot give complete
information regarding the objects being observed, the researchers aim to extract possible
grasp candidates from partial observation based on RGB-D images or point-cloud, coupled
with various machine-learning techniques [19,20]. Lately, the most used are deep-learning
methods, where multiple types of neural networks are used (e.g., CNN, DCNN, etc. [21]).
Those types of determining-grasp candidates can achieve very high accuracy even on
previously unseen (novel) objects [22,23], while usually requiring pretraining and setting
the correct hyperparameters, which can also be very time intensive [24]. The second
most notable option is to perform mechanical simulations before the bin-picking process
in computer simulations or on the physical system, the latter being the most time- and
labor-intensive. Since performing experiments on the physical system is not feasible for
many objects, computer simulations using multibody physics simulators [25] are practical.
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A more significant number of correctly determined object pick-points (or grasp candidates)
correspond to a higher possibility of correctly picking an item from a bin, given that the
vision system provided the correct object location and pose.

While rigid multibody simulators are highly capable of performing the grasping-point
evaluation, it is usually difficult to implement the numerical algorithms which would
enable accurate reproduction of the actual (robotic) system [26]. Numerous open-source
simulation engines (ODE [27], BULLET [28], DART [29], SIMBODY [30]) exist to date.
However, they usually require extensive programming knowledge and are subject to
community maintenance. Additionally, they typically suffer from various failure modes,
such as interpenetration or other physically unrealistic interactions between the robotic
gripper and the objects, which are more analyzed in detail in [26]. For more information
regarding the performance of various multibody physics simulators, the authors point out
a study by Erez, Tassa, and Todorov [31], in which several different multibody physics
engines used in robotics were evaluated. Several other tools have been developed for
planning/evaluating robotic gripper grasps, such as GraspIt! [32] and SynGrasp [33]. The
latter is oriented more toward multiple DOF robotic grippers, namely, robotic hands.
Usually, pick-point evaluation regards static conditions. However, some researchers also
evaluate grasp quality according to the robot’s trajectory [34].

A GPU-based physics engine, Isaac Gym, is now also being used in pick-point evalua-
tion [35,36]. With the introduction of the Incremental Potential Contact Model (IPC) [37],
Kim et al. [38] note that the common issue of most physics simulators can now be more
successfully contained. The IPC avoids interpenetration artifacts, which include false stick-
ing to the object or intersecting behavior. In a practical example by [38], the engine is used
to simulate parallel gripper grasping with soft fingertips. However, our approach does
not focus on a state-of-the-art IPC model but on improving existing approaches, showing
possible simulation capabilities.

Therefore, ADAMS 2022.1 simulation software was chosen as the primary physics
simulation tool, coupled with the advanced control functionalities provided by MATLAB
2020b and MATLAB/Simulink. Bonilla et al. [39] noted that the ADAMS system soft-
ware is closely related to simulators, such as GraspIt!, Open-Rave, and OpenGRASP. To
provide a robotic bin-picking integrator with a tool, which would enable one to systemati-
cally determine object pick-points for various objects in this paper, we explore the below
research questions:

RQ1: Can the ADAMS/MATLAB cosimulation be used to determine the systematic
grasp quality for the selected 2-F parallel robotic gripper?

RQ2: Can the simulation model also be used to evaluate 2-F robotic grippers or even
develop new variants of the 2-F grippers?

RQ3: How does a combination of the analytical and empirical approach of grasp
quality evaluation compared to “deep-learning” model-based approaches influence the
overall system performance?

A novel simulation model for determining pick-points for a 2-F robotic gripper is
proposed and developed to answer the above research questions. This model aims to
systematically determine optimal pick-points of the gripping object sent to the collaborative
robot for performing bin-picking actions. The model accurately considers the mechanical
parameters of the 2-F robotic gripper and an object to be gripped, which results in an
accurate bin-picking application. The proposed model is scalable, meaning it can perform
simulations on any object. However, several parameters must be determined before pick-
point evaluation.

The main contributions of this paper are as follows: (1) The proposed ADAMS/MATLAB
cosimulation model can be used to develop the robotic bin-picking setup, where object pick-
points must be determined systematically due to object complexity. The proposed simula-
tion model can be integrated with the module to select object pick-points. Furthermore, the
proposed simulation model can be used with the robotic bin-picking software to substitute
manual determination of pick-points, i.e., via ROS or a similar supported robotic interface.
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(2) In case of replacement of the 2-F robotic gripper with another one, the proposed model
can be used to determine which of the robotic grippers (or robotic gripper variants) is the
most appropriate for the bin-picking process. For example, if the selected robotic gripper
achieves a higher overall grasp-quality score on a set of pick-points, it can be considered
the most appropriate. (3) The proposed simulation model can also be used to improve the
existing configuration of the robotic gripper (finger width, finger depth, finger shape, stroke
width, etc.) according to the bin-picking score of the specific configuration. Additionally,
based on our analysis, new variants of robotic grippers can be proposed. While the first
application requires little or no modification to the existing model, the second and the third
applications proposed would require moderate modification to the simulation model to
provide the user with the model’s potential benefits for pick-point evaluation.

It must be emphasized that the most advanced pick-point determination procedures
operate in real-time for various objects based on data gathered with machine vision systems.
Nevertheless, many bin-picking applications still focus on bin-picking products of a single
type (i.e., electrical outlets). In this case, a study of the object pick-points can be determined
prior to the bin-picking application. Since the number of pick-points corresponds to the
overall bin-picking success, the object pick-points should be determined systematically
and in the most significant number possible. This paper aims to provide an alternative
approach to pick-point determination for industrial bin-picking applications. Additionally,
the performance in assembly tasks of such robotic bin-picking applications must be known
beforehand, and every object and part of the application must be thoroughly tested. In this
case, many mechanical parameters and equipment are known in advance, such as grasping
force, the exact type of the robotic gripper, gripper closing speed, available cycle time, 3D
model of the objects, etc.

The paper is organized as follows. In Section 2, the related works are presented
and analyzed. Section 3 presents the simulation model for determining pick-points in
detail. The mechanical parameters of the used robotic gripper are presented, and the
contact parameters are explained in detail. Next, the ADAMS/MATLAB cosimulation
interface is presented, along with a robotic force controller and generation of object pick-
points. A Graphical User Interface (GUI) was developed to provide a user-friendly inter-
face in MATLAB/App Designer. Further, several improvements to original simulations
are presented, designed to reduce the time needed for more performed simulations. In
Section 4, results for a selected test object are presented. The simulation results were
validated on a selected robotic bin-picking setup. Lastly, the results are discussed, along
with a suggestion for future research directions.

2. Related Works

Many research groups in the robotic research community are working on the problem
of successful grasp (or pick-point) determination for various robotic grippers for rigid
or nonrigid objects (i.e., cloths, chips packaging, etc.). In a survey by Du, Wang, Lian,
and Zhao [18], the authors, in detail, analyze papers dealing with the grasp estimation
problems as well as the processes that must happen before the grasping estimation (e.g.,
object localization, object pose estimation, motion planning). It is evident that the grasp
estimation problem mainly relates to the machine-vision challenges regarding when the
information about the grasp estimation is directly derived from the RGB-D image/point
cloud. The authors categorize the grasp estimation problem into 2D planar grasps (the
grasp contact points can uniquely define the gripper’s grasp pose) and 6 DoF grasps (the
gripper can grasp the object from various angles; 6D gripper pose is essential to conduct
the grasp). Since our test object is subjected to the simulation model limitations, we
will focus on the 2D grasps in our research model. The authors also divide the methods
dealing with the problem into two categories, namely, (i) traditional (e.g., machine learning
methods to train classifiers based on manually selected 2D descriptors) and (ii) deep-
learning methods [40,41] (e.g., Multilayer Perceptron (MLP), Fully Convolutional Network
(FCN)-based methods, and Capsule-based methods). Based on the literature review by
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Du, Wang, Lian, and Zhao [18], grasp estimation problems have been gaining attention in
recent years.

Wang and Li [42] noted that robot grasping, detection and planning can be roughly
divided into three types of problem solving methods: (1) empirical methods (grasp posi-
tions on known models are evaluated through physical analysis or virtual environment
simulation and stored as a database); (2) analytical methods (first, candidate grasp positions
are obtained according to geometric analysis, mechanical analysis, or model reasoning;
then, a deep neural network model is established to extract the features of the grasp posi-
tion, which scores the grasp reliability; and finally, the candidate with the highest score is
selected); and (3) detection-based methods that use the neural network as a fitter to directly
estimate the parameters of the grasp position from the point cloud or image. According to
Wang and Li [42], this method is relatively simple and easy to implement. Therefore, it has
gradually become the most used method in grasp detection in the last few years. Since our
problem-solving falls into the first two categories, namely, a combination of empirical and
analytical methods, we analyze related works. Lastly, we briefly examine papers containing
different “deep-learning approaches” as the current state-of-the-art, which show very high
accuracy in the grasp-detection area.

Perhaps the closest related work is by Bonilla, Farnioli, Piazza, Catalano, Grioli,
Garabini, Gabiccini, and Bicchi [39]. The authors also used the system software ADAMS
for conducting grasp configuration determination for a Pisa/IIT SoftHand. They created
a batch simulation setup to evaluate grasp affordances on kitchenware objects (a cup,
a colander, and a plate). Using MATLAB, they modified simulation parameters so that
during each pick-point evaluation, the robotic hand links moved appropriately to form
the grasping motion. They performed the grasping experiments on an actual KUKA robot
and Pisa/IIT SoftHand prototype by accurately replicating hand/object configuration. The
ADAMS simulations served as a means for determining possible grasp configurations that
would result in the successful grasping of the object. We further developed our model
to execute simulations in parallel compared to their approach. Our model can sweep
mechanical parameters in a graphical user interface to find the most appropriate contact
and force controller parameters settings. Additionally, a more descriptive results analysis
was added. Furthermore, the gripper closing is conducted with the force controller realized
in MATLAB/Simulink, which also contains functions for optimizing the required time
needed for the execution of a single simulation. Lastly, we provided several measures,
based on which we proposed our own set of grasp success metrics. Those are used for the
selection of best pick-points and further evaluation.

Taylor, Drumwright, and Hsu [26] discussed possible grasping failures associated
with simulating the grasping of rigid objects of four open-source physics engines in the
GAZEBO simulator. They exposed that while rigid body simulators are highly capable, it is
tricky to implement the numerical algorithms that would enable accurate reproduction of
the actual (robotic) system. Usually, this is reflected by the fact that the objects start to slip
after some time from the simulated robot’s grasp. They identified several failure modes,
which may occur during the simulation of quasirigid objects with rigid robots, namely:
(1) slip associated with too-low grasping force or friction coefficient, (2) iterative method
nonconvergence, (3) rounding errors, (4) regularization errors, (5) constraint stabilization,
(6) imprecise contact information, and (7) tangential drift. Of course, these problems can be
contained to some extent, however, usually at the expense of increased simulation time.
Additionally, they found that while some simulation engines (e.g., SIMBODY) proved more
resistant to some types of errors, the simulation time drastically increased, rendering the
simulations unusable for evaluating a higher number of pick-points.

Vahrenkamp et al. [43] presented a part-based grasp-planning approach that can
generate grasps, which are also applicable to similar, novel objects. They first segmented
multiple object meshes according to their shape and volumetric information. Second, they
labeled specific parts (segments) of the object according to the robot task the gripper is
supposed to perform. Lastly, they used the “Simox grasp planning toolbox” to generate
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stable grasps by aligning an initially specified hand approach direction with a randomly
chosen object surface normal. Finally, they tested their method using the humanoid robot
ARMAR-III, equipped with a robotic hand.

Further, Tian et al. [44] presented an approach to transfer grasp configurations from
prior examples to novel objects, assuming that the novel and original objects have the
same topology and use similar shapes. First, they performed 3D segmentation on the
sample objects using geometric and semantic shape characteristics. Next, a grasp space was
calculated for each part, and the corresponding grasps were calculated for novel objects
using bijective contact mapping.

In the case of detection-based methods, Nechyporenko et al. [45] presented a practical
solution to the problem of robot picking in an online shopping warehouse by employing
the centroid normal approach method (CNA) on a cost-effective dual-arm robotic system
with two grippers. Scene point clouds are matched with the grasping techniques and
grippers (2-F and vacuum) by performing visible surface analysis. It does not employ any
mechanical model of the object in question since it derives all the needed information for
picking from the actual scene. In the Amazon Challenge 2017, for a given object set, they
were successful, from 69% to 77.5%, in grasping previously unknown objects. Xu et al. [46]
presented an AdaGrasp policy, which is designed to select the most appropriate robotic
gripper and its pose for various objects based on cross-convolution between the shape
encodings of the gripper and the scene. The policy matches the scene and the gripper
geometry under different grasp poses, where a good overlap of the gripper geometry to
a 3D geometry of the grasped object will lead to a successful grasp. It uses the “Pybullet”
simulation environment to evaluate the grasp quality. The authors also replicated the
results on their physical counterparts, where they achieved between an 86% and 80.5%
successful grasp rate for single and multiple objects compared to the algorithm performance
in simulation. Mahler, Matl, Satish, Danielczuk, DeRose, McKinley, and Goldberg [22]
developed a “Dexterity Network” (Dex-Net) 4.0, which was designed to learn the grasping
policy for a given set of robotic grippers (2-F and vacuum) by training on synthetic datasets
using domain randomization with analytic models of physics and geometry. The policy
assumes the following: (i) quasistatic physics (e.g., inertial terms are negligible) with
Coulomb friction, (ii) objects are rigid and made of nonporous material, (iii) the robot
has a single overhead depth sensor with known performance characteristics, and (iv)
the robot has two end effectors with known geometry. They combine the Grasp Quality
Convolutional Neural Networks (GQ-CNNs) for each gripper to plan grasps for objects
in a given point cloud. On their physical counterpart, they achieved 95% reliability on
several of 25 novel objects. Wu, Akinola, Gupta, Xu, Varley, Watkins-Valls, and Allen [23]
developed a framework for high-DOF multifingered grasping in clutter that can also be
used in various parallel-jaw and multifingered robot hands. It uses simulation-based
learning that uses depth and geometry alone (i.e., no texture) to allow accurate domain
transfer to real scenes. It does not require any database of grasp examples. Instead, it
uses a policy gradient formulation and a learned attention mechanism to generate full
6-DOF grasp poses and all finger joint angles to pick up objects in dense clutter given
a single-depth image. They achieved up to 96.7% of grasp success in single-seen objects for
two robotic grippers. Laili et al. [47] developed a method that can predict the appropriate
grasping point-pair of an unknown object for a specific task with a much lower training
cost. They implemented a two-stage predictor, where, firstly, using a Sobel operator on
RGB-D data, they proposed robust grasp candidates. Secondly, they used a region-based
predictor trained by semisupervised learning. Experimental results demonstrated that the
proposed region-based grasping detection method can find an accurate grasp configuration
of a new emergent object and achieve an average success rate of 91.5% by using fewer
than 100 training samples. Wang and Li [42] proposed a novel two-stage grasp detection
method based on visual rotation object detection and point cloud spatial feature scoring.
They transformed the depth image to point cloud and proposed a grasp detection method
to be made on the point cloud, rather than on RGB image. Since this approach uses the
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neural network, it requires pretraining prior to operation. They tested their approach on
various household and 3D printed objects of different shapes, with the minimum score
of 87.3% grasp attempts. Cheng et al. [48] developed a grasp detector based on a Feature
Pyramid Network (FPN) for a 2-F parallel gripper. The input for the grasp detector is
the RGB-D image obtained from the camera. Their grasp detector works in two stages:
first, the detector generates horizontal candidate grasp areas, whilst in the second stage,
it refines those poses to predicted rotated grasp poses. The grasp detector achieves up to
93.3% accuracy on a selected object set.

While the most recent approaches rely primarily on “deep-learning” approaches, our
simulation model adapts the combination of an analytical and empirical approach for
the systematic pick-point determination. This could be considered the slower and more
time-consuming approach in many cases. Still, compared to “black-box” methods, the
simulation model transparency remains high throughout the pick-point determination
process. Additionally, most of the reviewed works from the literature focus on 2-F parallel
gripper configurations, while the adaptive grippers are discussed less commonly or rarely.
In our simulation model, the system’s mechanics (2-F gripper and the gripped objects) can
be precisely modeled to account for the possible variants of the 2-F robotic grippers.

Additionally, with the ADAMS/MATLAB cosimulation, complex robotic gripper
behavior can be modeled, which is not the subject of point-cloud-based deep-learning meth-
ods. Furthermore, the kinematics and the dynamics of the collaborative robot movement
can be considered to evaluate the fast movements of the robotic arm during the bin-picking
process. Especially in industrial and logistics environments, this remains a significant
advantage since those processes usually require extensive verification before the operation.
False or poor bin-picking performance could lead to stopping the production line, which is
associated with high cost and low-throughput performance.

3. Simulation Model for Object Pick-Point Evaluation

Determining pick-points with simulations is a complex task that requires an accurate
description of the robotic order-picking system (a robotic gripper and a gripped object) and
all possible physical relationships between the objects (contact forces, friction, etc.). It is
necessary to evaluate the influencing parameters and ensure that the system response is as
close as possible in simulations compared to a physical system.

The developed simulation model for pick-point evaluation consists of three main parts:
(1) a model of a two-fingered robotic gripper, (2) the model of an object to be gripped, and
(3) control functions that permit gripper translation and rotation and vertical movement
of the gripper and enable the force control of the gripper closing. For this purpose, it was
necessary to select a simulation tool that would allow the automatic analysis of arbitrary
pick-points, considering the kinematic and dynamic properties of the objects, and would
also allow the graphical presentation of the results through animations. Therefore, the
MSC ADAMS (Automatic Dynamic Analysis of Mechanical Systems) software package,
designed for multibody analysis, was selected for our research study. ADAMS was used
to simulate various mechanical systems, enabling verification of forces generated by the
interactions between elements while allowing the results to be presented graphically in
the form of an animation. The software was selected due to its ability to integrate with the
MATLAB/Simulink simulation environment.

Figure 1 schematically presents the simulation model components. The ADAMS/View
contains the model of the robotic gripper, gripped object, and various measures for de-
termining forces and other influential parameters. It also serves as a tool for exporting
the model for the ADAMS/MATLAB cosimulation. MATLAB/Simulink contains a force
controller for closing the robotic gripper fingers and several support and analysis functions.
Additional scripts are written in MATLAB, which work as various support functions and
enable simulations to be executed parallelly. Lastly, MATLAB/App Designer was used to
provide the user with a graphical interface, which enables various parameters settings and
analysis of selected pick-points.
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A few assumptions were made to reduce the overall complexity of the simulation
model: (1) the object pick height is always half of the object depth, (2) rotation of the object
is permitted only around the (Y) axis (in the negative direction of gravitational force),
(3) only rigid objects and rigid robotic fingers were considered.

Despite those assumptions, the model still qualifies as applicable to a number of
real-world bin-picking problems. The user must first input a 2D top-down image of the
analyzed object to evaluate selected object pick-points. The best practice is to use a snapshot
of the 3D model with a clear distinction between the background and the model since
several calculations (generation of pick-points, collision checks, etc.) rely on the correct
image segmentation process. Further, the user must specify the input parameters of the
selected 2-F robotic gripper (finger width, finger depth, stroke width, etc.) for the model to
function correctly. Parameters for the P force controller must be set beforehand, although
the user can fine-tune them if needed. Next, the number of pick-points must be assigned
if the “Normal” simulation mode is selected. Otherwise, the maximum number of points
is set if the simulation mode is set to “Optimization.” In this mode, the user must also
specify the successful grasp quality metric (see Section 4.2. for more details) by which
the pick-points are considered valid. Pick-points are then generated dynamically, and
simulations are run until the selected number of successful pick-points is generated.

3.1. Modeling Robotic Gripper

By importing the 3D model of the robotic gripper from the manufacturer into the
ADAMS/View, we can be sure that the dimensions are correct and that there will be
no deviations due to the geometry of the 3D model. Next, joint types were assigned to
each part (joint) of the robotic gripper, where two or more elements come into contact
(Figure 2). Since all joints on the robotic gripper can only move rotationally around their
axis, a revolute type of joint was used. This joint type has only one degree of freedom (DoF).
Friction in the joints was neglected.

The robotic gripper is a five-link mechanism, meaning it must be actuated in two joints
simultaneously to allow the fingertips of the robotic gripper to move linearly. The mech-
anism is internally linked without intermediate gears with different gear ratios, which
means that the set velocity in the first and second joints must be the same to achieve linear
fingertip movement.

Lastly, the mass properties of the robot gripper or its individual elements were deter-
mined by selecting the appropriate materials in ADAMS/View. The moments of inertia
and mass are calculated through the model’s geometry. Additionally, a body consisting of
various materials can be modeled. However, parts with the same material properties must
first be divided in the CAD modeling software and then imported to ADAMS piece by
piece. Steel was selected for all components of the robotic gripper except the robotic fingers.
For the fingers of the robotic gripper, a nitrile-butadiene rubber (NBR) with a density of
1.5 g/cm3 was selected according to the robotic gripper manufacturer’s specifications. The
ADAMS/View interface is shown in Figure 3.
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Figure 2. Model of robotic gripper and the object to be gripped in ADAMS/View. Green arrows
(J1–J10) indicate revolute joints, yellow arrows (M1–M4) show rotational motions, cyan arrow (M5)
indicates general motion (translation and orientation of the gripper), and red arrows indicate three
different contacts used (C1–C3). Source: own.
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Figure 3. Model of robotic gripper and the object to be gripped in ADAMS/View with different
rotation settings. Source: Own.

3.2. Modeling Gripped Object

Similarly, to modelling of the robotic gripper, the 3D model of the object to be gripped
was also imported into ADAMS. The object was 3D scanned and postprocessed in a way
that can be imported into the ADAMS/View software. Contact forces between the object
and the surface and the static and dynamic friction were defined. We also defined the
contacts between the robotic gripper’s left finger and the object gripped along with the
right finger. The contact theory used in the simulations in ADAMS is based on Hertzian
Contact theory. Figure 4 shows a friction grip model, where each robotic gripper’s fingers
supply half of the required contact force.

The minimal required grasping force, FGmin , applied by the gripper to the load can be
calculated via the following equation:

FGmin =
m·g·S f

2·µs
(1)

where m = mass of the object, g = gravitational acceleration (9.81 m/s2), Sf = safety factor,
and µs = static friction coefficient.
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Of course, the minimal required grasping force increases as soon as the robotic gripper
starts moving. The most significant factor in calculating the required grasping force is
correctly determining the friction coefficient.

Tables of friction coefficients between the individual elements were found in ADAMS
Help section of the program, and the other parameters were set according to the real-time
response of the simulations. Once the initial model and contact forces were established,
measures were added to the model to check the influencing parameters (e.g., friction,
contact forces, etc.). In addition, a marker was attached to the fingertip of the two-finger
gripper to observe the object’s distance from the surface. Furthermore, the object’s rotation
around the Y-axis was measured. Angular velocity and contact force measures were
attached to the left and right robotic gripper fingers. Those variables served as the input of
the force controller of the gripper closing. In our model, we defined the following input
variables, which are managed via MATLAB/Simulink: (a) the closing speed of the left and
right robotic gripper, (b) the final height of the robot gripper, (c) the start and end time of
the robotic gripper, (d) initial speed of the robotic gripper, and (e) the initial translation and
the rotation of the robotic gripper. The special feature of these variables is that they can
be modified at run-time in MATLAB/Simulink. The initial location and orientation of the
object and the robotic gripper can be set before the simulation starts by using the “General
Point Motion” on the specific part(s) (Figure 5). However, we found that the model works
best if the gripper’s location and orientation are set using the MATLAB/Simulink variables,
while the object’s location and orientation are set manually by modifying the batch script
(.adm file) prior to the simulation. Therefore, ADAMS models are changed using the
MATLAB script by modifying ADAMS model files before running each simulation.

While it is possible to obtain the coefficients of friction between the materials from the
existing coefficient of friction tables, it is difficult to determine them accurately in a physical
system. In addition, ADAMS models the transition from static to dynamic friction modes
continuously rather than as it happens in reality (by jumping from one friction mode
to another).

By correctly setting the stiction transition velocity (the velocity at which the static
friction is enabled) and friction transition (the velocity at which the static friction turns
into dynamic friction mode) velocity parameters, we can obtain a good approximation of
this phenomenon.

Table 1 shows model contact parameters, where CLF-O indicates the contact force
between the left robotic finger and the object, CRF-O is the contact force between the
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right robotic finger and the object, and CO-G is the contact force between the object and
the surface.
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Table 1. Model contact parameters. Source: own.

Parameter/Contact CLF-O CRF-O CO-G

Normal force Impact Impact Impact

Stiffness (N/mm) 105 105 105

Force exponent 1.2 1.2 2.2

Damping (Ns/mm) 5.5 5.5 10

Penetration depth (mm) 0.001 0.001 0.01

Friction force type Coulomb Coulomb Coulomb

Coulomb friction On On On

Static coefficient 0.86 0.86 0.4

Dynamic coefficient 0.86 0.86 0.2

Stiction transition velocity (mm/s) 100 100 100

Friction transition velocity (mm/s) 1000 1000 1000

3.3. ADAMS/MATLAB Cosimulation

Preparing the model for cosimulation requires assigning input and variables for
exporting created during the modeling of the robotic gripper and gripped object. Once
satisfied with the model, it was exported via ADAMS/Controls extension in the form of
two ADAMS models and a MATLAB script required for generating the Simulink model.
The first one has a “.adm” extension, which allows us to run the model simulations in
ADAMS/Solver (batch mode). Animation is not shown during the simulation process, as
simulation results are written in several results files for later visualization and analysis. It
uses considerably fewer computer resources, meaning the simulation time is significantly
lower than those generated in ADAMS/View. The second model has a “.cmd” extension
and supports an interactive simulation mode, allowing real-time animation of the model’s
operation to be shown. Via MATLAB script, an ADAMS system model (written in the
form of Level 2 S-Function) is generated, which is then transferred to the simulation model
generated by the user.

3.4. Robotic Gripper Force Controller

To approximate the movement of a 2-F robotic gripper closing, the movement of both
fingers is controlled by a P force controller. The reference value of the force controller is the
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desired contact force between the finger of the robotic gripper and an object to be gripped,
expressed in Newtons (N). The output of the force controller, which is limited by [−lim, lim],
is the robotic gripper closing speed, given in (◦/s) since the joints are rotational. The output
of the force controller is connected to the input ports of the ADAMS model. Both fingers of
the robotic gripper are controlled simultaneously, multiplying the amount of output speed
by (−1) for the right finger due to the clockwise direction of the joint’s rotation. The control
scheme is shown in Figure 6, and the full Simulink model is shown in Figure 7.
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value of contact force between the robotic grippers finger and the object, and Fact is the actual
contact force.
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For tuning the force controller, the Ziegler–Nichols method was used. Due to the
settings of the controller (at the beginning, the P part must be large enough for the system
to react quickly and, at the end, small enough not to cause any overshoot), a compromise
was sought between the two values, which resulted in a slow closing of the gripper, but
avoided the subsequent rapid response of the controller. Still, the closing velocity remained
in the boundary of the actual gripper closing velocity. The parameters of the force controller
are presented in Table 2. The problem with higher values of the P part of the controller
occurs mainly after a longer grasping time, as the minimal change in velocity causes the
object to slip out from under the robotic gripper. As noted by the Taylor, Drumwright, and
Hsu [26], the slipping problem may stem from the simulation tool itself. The issue can be
contained to a certain extent but cannot be eliminated. An adaptive controller would allow
changing the controller coefficients dynamically according to the current response, further
minimizing the slipping of the object.

Table 2. Force controller parameters. Source: own.

P Force Controller

Gain 0.08

Output limit 50/−0.01
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In addition, because of the slip problem mentioned above, we set the condition that
as soon as the controller reaches the set contact force, the lifting of the object is started.
Otherwise, the object’s slipping begins before it reaches its final height. Figure 8 shows the
close-up of the contact force between the left robotic finger and the selected object.
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3.5. Generating Pick-Points

With each new simulation, a new pick-point point must be defined, which is entered
into the ADAMS model (.adm) using a MATLAB script so that it replaces the part of the
code of the ADAMS model that describes the position or orientation of the object. The pick-
point described in the following text can be categorized as the pick-point pairs due to the
parallel 2-F gripper used. However, for simplicity, the term pick-point will be further used
throughout the paper. The pick-point generator generates pick-points pseudorandomly.
The points are generated according to the size of the object. The object is initially centered
under the two-fingered robotic gripper and can be offset by half its length in two directions
(X, Z) in both positive and negative (e.g., +X/−X) and rotated around the (Y) axis. The
maximum rotation around the (Y) axis is between 0◦ and 360◦. Since the combination of
the three parameters (the height of the gripper is fixed) can set the object out of its feasible
gripping range, three checks are performed to ensure that pick-points are viable and valid.
This is conducted by importing the top-down view of the object into the MATLAB script,
which performs image segmentation and model detection (Figure 9).

First, the clearance check is performed, ensuring that the object does not lay directly
under each of the two fingertips of the robotic gripper. Second, the portion of the object
between the fingertips of the robotic gripper is checked. This is conducted by counting the
pixels that are positioned between both fingertips. If the number of pixels covers less than
the portion of the entire area set during the setup process, the pick-point is discarded, and
the process repeats at the first step. Lastly, the shortest distance between both fingertips
of the robotic gripper and the object is calculated. By default, the distance between the
fingertips of the robotic gripper is the maximum gripper stroke width, which means that
the time required to approach the object varies greatly with the position and orientation
of the object. Since the output of the force controller is limited, the gripper takes a long

371



Appl. Sci. 2023, 13, 2599

time to close fully. Therefore, we aimed to reduce the needed simulation time so that the
fingertips would start close to the object to be picked at the beginning of the simulation.
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Since the fingertips of the robotic gripper do not close exactly parallelly (the fingertips
of the robotic gripper travel a bit in the (Y) axis direction), we compensated the initial
gripper height to ensure that the object is always picked on half of the object height.

3.6. Graphical User Interface

A graphical user interface (GUI) was developed in MATLAB/App Designer (Figure 10),
enabling a user-friendly simulation model parameter setup. The application is divided into
four tabs, each containing a window for setting various model parameters. If simulations
are performed for another object, the model must be reimported into ADAMS/View and
re-exported. That is a minor drawback since the 3D model of the object is easily switched in
ADAMS/View with the new model. However, the friction coefficients must also be altered
based on the object material, yet that is possible to change from within the model GUI.
Once the appropriate changes are made, a model of the object must first be imported into
the GUI. Since the 3D model cannot be directly imported for further analysis, a top-down
picture of the object is imported into the GUI. Using the “Image Processing Toolbox,” image
segmentation and object detection are performed. Second, the “Set Gripper Parameters”
tab lets the user specify two-fingered gripper stroke width, finger width, and other gripper-
related parameters. Additionally, the user can perform test simulations in interactive mode
to ensure everything is set up correctly before performing parallel simulations in batch
mode. Third, the “Generate input data” tab generates input data points based on the
input parameters and starts parallel simulations. In addition, the user can visualize the
generated pick-point to ensure correct input parameters. Lastly, the “Analyze results” tab
enables visualization of the pick-point and the graph of (contact) forces between the robotic
gripper and the object in question. For each pick-point, three metrics are calculated, which
correspond to the grasp quality. Since validation of the model is critical to ensure correct
model operation, the user can export a selected number of (n) best and (n) worst pick-points
in the form of an object positioning template for testing purposes. The template is also
valid in the event of rotating the robotic gripper.
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Since animations cannot be accessed directly from the model GUI, they can be imported
into ADAMS/View. First, a file containing model information (.cmd or .amd) must be
loaded into ADAMS/View. Second, in ADAMS PostProcessor, the user must import the
graphics file generated during the simulation. From there, it is possible to visualize the
entire simulation (animation) of the pick-point evaluation.

3.7. Paralleling Simulations

The simulation time for running the analysis of a single pick-point in ADAMS/MATLAB
cosimulation (batch mode) was initially approximately one minute, meaning that a maxi-
mum of 1440 simulations could be performed per day. Although the simulations reflect the
actual situation reasonably well, the model would not be beneficial if left at this stage, as
the simulation time is significantly too long. To this end, we tried to optimize the execution
performance of the simulations. All three individual components, the model in ADAMS,
the execution of the simulation in MATLAB/Simulink, and the execution of the support
scripts in MATLAB, impact the simulation run-time. Since support functions are only run
once presimulation, the latter takes a negligible amount of time. Therefore, we focused on
optimizing the ADAMS and MATLAB/Simulink models. The simulation time is affected
by several parameters: sampling time, numeric integration methods, tolerances on the ac-
curacy of the calculations, etc., which were left at default values. We found that a sampling
time of 5 milliseconds is sufficient to run the simulations “quasi-continuously” and that
there are no excessive discontinuities between simulation points. We tried to improve the
performance of the simulation by employing multiple cores simultaneously. Still, we found
that the mechanical ADAMS model works best in a single-core mode when the processor
runs at maximum clock speed. In addition, when multiple cores are used, the processing
time may increase due to processor context switching. The impact of other parameters in
ADAMS has not been studied yet and will be the subject of further analysis.

The run-time dependency of MATLAB/Simulink simulations depends on many fac-
tors. Among the most influential are: (a) the run time of the simulations, (b) the integration
step, (c) the integration method, and (d) the selected simulation mode. MATLAB/Simulink
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has a built-in tool for checking the execution time of individual blocks, and it was used to
identify blocks that can be replaced or simplified with more time-efficient ones. Using the
Model Advisor tool, MATLAB/Simulink can check the optimal integration method and
suggest other improvements, including settings for running simulations.

In the following, we found it possible to parallelize the simulations using the “parsim”
function. With this function, cosimulations can be run simultaneously depending on the
available cores of the computer. MATLAB thus assigns a worker to each kernel to run the
simulations. With the help of additional scripts that change the position and orientation of
the object in each iteration, each simulation can implement completely different pick-points
(with different desired forces, etc.). Parallel simulations are carried out as follows: (1)
worker simulation team (pool) is initialized, (2) individual ADAMS models for each of the
pick-points are generated, (3) simulation parameters for each model are set, (4) simulations
are run in parallel (depending on the number of available workers), (5) the entire team of
workers is stopped, and (6) the results are stored and prepared for further analysis.

While using the “parsim” function, a single simulation execution time cannot be short-
ened; however, running multiple simulations in parallel within a much shorter timeframe
is possible. In addition, the input pick-points could be generated on a single computer and
then distributed to a cluster of computers if necessary.

3.8. Setting the Correct Mechanical Parameters

Since the quality of the simulation model pick-point success prediction relies on the
correct mechanical parameter settings, it is crucial to model those parameters correctly.
Several mechanical handbooks [49] and webpages offer approximate friction coefficient
settings for various materials, which provide a good starting point. Determining friction
coefficients along with the stiffness, force exponent, damping, and penetration depth
would require extensive test equipment and much time. Therefore, the graphical user
interface for the cosimulation model features a tab from where it is possible to run parallel
simulations with different parameters (i.e., parameter sweep). The user specifies the
number of simulations, start and end values, and the selected step size. From there, it
is advisable that the user prints several paper templates and compares the results from
the simulation at specific parameters to the existing system. Usually, the first clue to
the correct or inappropriate parameter settings is in the model behavior, visible from the
simulation-generated animation. According to the experience gained by the modeling,
it is first advisable to change the model stiffness parameter by a decade, followed by
a damping setting modification. If those two parameters are set up incorrectly, the model
may introduce unwanted jolting or unexpected behavior, such as object disappearing.
Lastly, if the contact forces are out of the expected values, it is usually a sign of incorrectly
set up gain parameters of the P-force controller. Lower gain values cause the robotic
gripper’s fingers to close more slowly but prevent the generation of excessive force.

4. Results

The simulation model for robotic pick-point evaluation for the 2-F robotic gripper
was evaluated with two-fold assessments: (a) simulation time evaluation and (b) grasping
performance evaluation. The objective of the first test is to determine the execution time
of the simulation model in single and parallel modes. In contrast, the second test directly
evaluates the performance of the simulation model compared to its physical experiment
with the collaborative robot UR5e, 3D Pickit vision system, and 2-F robotic gripper.

4.1. Simulation Time Evaluation

Several tests were conducted to evaluate the time required for the simulations. We
assessed the simulations running in a single batch mode and interactive mode by varying
simulation time using Parallel Processing Toolbox. Next, 25 simulations were run in parallel,
where all the input models (location and orientation of the object) were the same, and lastly,
25 different models were considered. The number of Nsim = 25 was selected due for the
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time required for subsequent simulations. The simulation time evaluation was performed
based on the “hygienic door opener” model, described in the Section 4.2.

Since there is no guarantee that MATLAB will use all the selected workers of the
pool in a parallel cluster due to available system resources or possible model errors, we
performed five runs for the specified simulation time. However, the average required time
for the selected simulation time considers only the three shortest simulation time runs.
MATLAB started with the default 12 workers, while this number usually dropped to 9 after
executing 25 parallel simulations. The first test runs were performed on a workstation with
the following setup: Intel i9-9900K processor, 64 GB DDR4 RAM, Gigabyte nVIDIA GTX
3070 OC, and 1 TB nVMe SSD.

The results of these tests are presented graphically in Figure 11.
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Figure 11. Time required for running 25 parallel simulations compared to simulation time (3–10 s)
with the default number of workers (12). Source: own.

Increasing the number of simulations from 25 to 250 does not scale linearly with the
time required for the simulations. As seen from Figure 12, in the event of tsim = 5 s, the
average time needed to complete 25 simulations is t = 14.61 s. However, when Nsim = 50
and Nsim = 100 simulations, the time required for a single simulation is t = 13.62 s and
t = 12.24 s, respectively. However, it should be noted that the number of workers can drop
significantly if more simulations are pending due to possible model errors. On the other
hand, the time required for a single simulation also drops significantly with the increase in
the total number of simulations.

The time to run a single simulation (in the initial position and orientation) in both
modes, normal simulation mode and “ode3” numerical integration method with simulation
time tsim = 3 s and integration step Ts = 5 milliseconds, is about t = 53 s in batch mode
and about t = 97 s in interactive mode. It must be emphasized that the simulation may
take different amounts of time for different pick-points due to the number of (contact)
recalculations required.

Under the same simulation conditions, we could run around 600 simulations in
45 min in a batch mode (around 100 simulations for interactive mode) using this function,
which equates to around t = 4.5 s per simulation. This would allow us to run around
19,200 simulations in 24 h, almost 13 times the initial simulations. At the same time, we
significantly exceeded our target for run-time per simulation.
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Figure 12. The time needed for a single simulation compared to the total number in a batch. Source: own.

4.2. Performance Evaluation

To elaborate on the accuracy of our simulation model, we selected a “hygienic door
opener” object, on which we performed pick-point analyses for the selected robotic gripper.
We conducted 50 pick-point evaluations for the chosen object with our simulation model
by varying the object’s translation and rotation. For each pick-point, we elaborated on
grasp quality, a metric derived from three pointers: (a) normalized grasp duration (tgrasp),
(b) rotation around the main (Y) axis ϕmax, and (c) the time of absence of contact force
between the object and the surface during a successful grasp tgrasp−NC. Normalized grasp
duration (tgrasp) is a metric derived from the time contact force between when the gripper
fingers and when the object reaches the desired value and then drops back to zero. The
rotation (between 0 and 180◦) around the main axis (Y) indicates that the set and the actual
pick-point are not equal, meaning that it is best to avoid such pick-points since we cannot
be sure if the pick-point will be reached.

The total grasp quality score Sgrasp for the selected pick-point for a single object can be
expressed as:

Sgrasp= 0.33 · tgrasp + 0.33 ·
(

180◦ − ϕmax
180

)
+ 0.33 · tgrasp−NC , (2)

where Sgrasp is the grasp quality (score) for the selected pick-point, tgrasp is normalized
grasp duration, ϕmax is rotation around the main (Y) axis, and tgrasp−NC is the time of
absence of contact force between the object and the surface during successful grasp.

After the simulations were completed, we selected ten pick-points which had the
highest grasp quality (highest score) and ten with the lowest grasp quality (lowest score).
To validate the simulation model, we performed the picking of the object in those pick-
points and compared the simulation results with a physical robotic cell workstation. Initial
verification of the simulations was carried out by comparing the visual response of the
actual bin-picking robotic cell workstation with the simulation model. Still, additional
measurement equipment will be needed for accurate verification.

The object had to be placed in the same exact location as in the simulation model,
which was achieved with a preprinted template. The template was exported from the GUI
and placed directly underneath the robotic cell workstation’s robotic gripper. This ensured
that the pick-points were set identically in the simulation and physical setup, preventing
false input data.
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4.3. Test Procedure

A collaborative robot UR5e with a Robotiq 2-F gripper FT-85 was used to elaborate on
the simulation data. Additionally, a 3D-printed template holder was mounted on the robot
table to ensure that the object stayed in place during the pick-point evaluation procedure
(Figure 13).
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printed template holder, and a paper-printed position template. Source: own.

The Robotiq FT-85 2-F gripper allows the grasping force to be set between 20 and 235 N.
The contact force could not be verified this time since we do not possess the force/torque
sensor. The grasping force and gripper closing velocity can be set programmatically.
Therefore, we decided to set the gripper to the lowest velocity and around 25% of the
maximum force. According to manufacturer specification, this would mean that the gripper
will grasp the object with approximately 50 N grasping force with a closing velocity of
20 mm/s.

For each of the selected pick-points, the robot arm’s initial height had to be modified
manually to account for the robotic gripper fingers moving downwards during robot
fingers closing.

First, the robotic gripper was positioned h = 10 cm above the object. After the gripper
approached the object with a linear motion, the gripper attempted to grasp it. If the
grasping is successful, the object is lifted for h = 10 cm above the robot table and then
dropped toward the table. This procedure was repeated five times to account for the
possible (minimal) offset between the actual and the set object location.

4.4. Test Object: Hygienic Door Opener

The initially tested object is a hygienic door opener, which has the same height across
the entire object base surface. It can be characterized as semicomplex with several distinct
features, making it appropriate for the initial testing. Additionally, its similar shape can be
easily replicated with 3D printing technology for testing purposes. Table 3 shows the object
along with several other parameters. The authors can provide the results of the extensive
simulation and verification tests, along with the supplementary data (videos, animations),
upon request to encourage additional testing of the object.
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Size (H ×W × D) 81.9 × 60.8 × 9.1 [mm]
Weight 12.1 g

Friction coefficients (Static/Dynamic)
Robotic fingers–object 0.86/0.86

Friction coefficients (Static/Dynamic)
Object–ground 0.4/0.2

Out of the 20 selected pick-points (from 50 simulations), the initial testing results show
that the simulation model correctly determined if the pick-point would be successful in 75%
(15 pick-points) of the cases. This indicates that the mechanical parameters of the model
are set accordingly. Table 4 shows the results in more detail.

Table 4. Simulation results. Source: own.

Total pick-points/Selected pick-points 50/20
Correctly determined pick-points 15

Falsely determined pick-points 5
Highest grasp quality score 3.19
Lowest grasp quality score 0.30

To further elaborate on the grasp quality, three sample pick-points were selected to be
directly compared in various stages of grasping in simulation and its physical counterpart.
Table 5 shows selected pick-points and their displacement parameters–translation around
the (X) and the (Z) axis along with rotation around the (Y) axis. The initial position is
shown in Figure 9.

Table 5. Test pick-point location, orientation, and score. Source: own.

Pick-Point (N) X (mm) Z (mm) RotY (◦) Grasp Quality
Score (Sgrasp)

1 −19.39 6.51 65.90 0.32
2 −3.38 −9.79 −150.05 1.97
3 6.72 −7.43 −167.91 1.61

4.4.1. Analysis of Pick-Point N1

Figure 14 shows four steps in picking the selected object in the specific location and
orientation: (1) prepick, (2) establishing initial contact with the robotic fingers, (3) reaching
final contact, and (4) lifting of the object. In the event of the first pick-point, it can be
seen that the gripper cannot pick the object successfully in simulation and on the physical
test setup. The grasp score for the first pick-point is also low compared to two successful
pick-points, indicating that the success metrics are calculated accordingly. Only in the last
step are there minor differences between the simulated and the actual response due to
the immediate lifting after establishing contact with the physical system. Therefore, the
two figures do not match completely. Figure 15 shows contact forces at the described events
for pick-point N1.

378



Appl. Sci. 2023, 13, 2599

Appl. Sci. 2023, 13, x FOR PEER REVIEW 21 of 30 
 

4.4.1. Analysis of Pick-Point N1 
Figure 14 shows four steps in picking the selected object in the specific location and 

orientation: (1) prepick, (2) establishing initial contact with the robotic fingers, (3) reaching 
final contact, and (4) lifting of the object. In the event of the first pick-point, it can be seen 
that the gripper cannot pick the object successfully in simulation and on the physical test 
setup. The grasp score for the first pick-point is also low compared to two successful pick-
points, indicating that the success metrics are calculated accordingly. Only in the last step 
are there minor differences between the simulated and the actual response due to the im-
mediate lifting after establishing contact with the physical system. Therefore, the two fig-
ures do not match completely. Figure 15 shows contact forces at the described events for 
pick-point N1. 

 
Step 1: Prepick. tsim = 0.00 s 

 
Step 2: Initial contact. tsim = 1.83 s 

 
Step 3: Final contact. tsim = 5.39 s 

Appl. Sci. 2023, 13, x FOR PEER REVIEW 22 of 30 
 

 
Step 4: Lifting the object. tsim = 9.52 s 

Figure 14. Graphical analysis of the first pick-point. Source: own. 

 
Figure 15. Contact forces between the left and right fingers and the object (red and blue line), and 
the contact force between the object and the ground (black line) for the first pick-point. The orange 
circles indicate the events on Figure 14. The dashed line indicates the desired contact force. Source: 
own. 

As can be seen from Figure 14, the robotic gripper starts grasping the object at around 
tsim = 5.39 s, and the contact force increases to a small value of around CLF-O = 0.05 N. At 
around tsim = 9.52 s, the initial contact force is increased to around 49 N since the two bodies 
(the left gripper finger and the object) come into contact. In the next few milliseconds, the 
force controller controls the contact force and maintains it for another second. However, 
when lifting the object starts, the object begins to slip from the gripper fingers; therefore, 
the contact force CLF-O value suddenly drops to zero. 

4.4.2. Analysis of pick-point N2 
From Figure 16, it can be seen that the gripper picked the object successfully in sim-

ulation and on the physical test setup. The grasp quality score for the first pick-point is 
high compared to the first pick-point. The object in the simulation and its physical test 
setup behaves nearly identically. In the last step, the object starts slipping from the robotic 

Figure 14. Graphical analysis of the first pick-point. Source: own.

379



Appl. Sci. 2023, 13, 2599

Appl. Sci. 2023, 13, x FOR PEER REVIEW 22 of 30 
 

 
Step 4: Lifting the object. tsim = 9.52 s 

Figure 14. Graphical analysis of the first pick-point. Source: own. 

 
Figure 15. Contact forces between the left and right fingers and the object (red and blue line), and 
the contact force between the object and the ground (black line) for the first pick-point. The orange 
circles indicate the events on Figure 14. The dashed line indicates the desired contact force. Source: 
own. 

As can be seen from Figure 14, the robotic gripper starts grasping the object at around 
tsim = 5.39 s, and the contact force increases to a small value of around CLF-O = 0.05 N. At 
around tsim = 9.52 s, the initial contact force is increased to around 49 N since the two bodies 
(the left gripper finger and the object) come into contact. In the next few milliseconds, the 
force controller controls the contact force and maintains it for another second. However, 
when lifting the object starts, the object begins to slip from the gripper fingers; therefore, 
the contact force CLF-O value suddenly drops to zero. 

4.4.2. Analysis of pick-point N2 
From Figure 16, it can be seen that the gripper picked the object successfully in sim-

ulation and on the physical test setup. The grasp quality score for the first pick-point is 
high compared to the first pick-point. The object in the simulation and its physical test 
setup behaves nearly identically. In the last step, the object starts slipping from the robotic 

Figure 15. Contact forces between the left and right fingers and the object (red and blue line), and the
contact force between the object and the ground (black line) for the first pick-point. The orange circles
indicate the events on Figure 14. The dashed line indicates the desired contact force. Source: own.

As can be seen from Figure 14, the robotic gripper starts grasping the object at around
tsim = 5.39 s, and the contact force increases to a small value of around CLF-O = 0.05 N. At
around tsim = 9.52 s, the initial contact force is increased to around 49 N since the two bodies
(the left gripper finger and the object) come into contact. In the next few milliseconds, the
force controller controls the contact force and maintains it for another second. However,
when lifting the object starts, the object begins to slip from the gripper fingers; therefore,
the contact force CLF-O value suddenly drops to zero.

4.4.2. Analysis of Pick-Point N2

From Figure 16, it can be seen that the gripper picked the object successfully in
simulation and on the physical test setup. The grasp quality score for the first pick-point
is high compared to the first pick-point. The object in the simulation and its physical test
setup behaves nearly identically. In the last step, the object starts slipping from the robotic
gripper, as explained, due to the P-force controller used. Figure 17 shows the contact forces
at the described events for pick-point N2.

As can be seen from Figure 16, the robotic gripper starts grasping the object at around
tsim = 4.60 s. The contact force CLF-O and the CRF-O increases to around 50 N. The object is
successfully grasped between tsim = 4.60 s and tsim = 6.20 s, as indicated by the nonzero
contact force between the object and the surface. Around tsim = 5.70 s and tsim = 6.20 s, the
contact force Co-g becomes zero since the object is lifted from the surface. However, due
to the slipping problem mentioned above, the force Co-g increases back from zero to the
object’s force of gravity. In the physical test setup, the object is successfully grasped, yet in
the simulation, it drops only a few seconds after being grasped.
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4.4.3. Analysis of Pick-Point N3

Figure 18 shows that the gripper can pick the object successfully for only about
a portion of the second in the simulation and on the physical test setup, performing
nearly identically. The pick-point score for the first pick-point is close compared to the
second pick-point, yet a little lower. This analysis shows that this behavior can be closely
and precisely simulated, while the slipping problem described above has reasons in the
P controllers setting. Figure 19 shows the graphs of contact forces for pick-point N3.

As can be seen from Figure 17, the robotic gripper initiates the contact at around
the tsim = 1.75 s and starts grasping the object at around tsim = 4.50 s. The contact force
increases to around 15 N while establishing solid contact. Still, it drops to zero a fraction
of a second later. Again, in the next attempt, the contact force increases toward 50 N, as
the contact surface is different because the object rotated from its initial position. The
object is successfully grasped between time tsim = 4.10 s and tsim = 4.50 s, yet not lifted,
as indicated by the nonzero contact force between the object and the surface. At a time
around tsim = 4.60 s, the contact force Co-g becomes zero since the object is lifted from the
surface. At around tsim = 6.75 s, the object drops toward the ground due to the lack of
proper friction force between the robotic gripper’s fingers and the object.
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5. Discussion

From the selected pick-point analysis, we can conclude that the initial simulation
model behaves correctly and, in some cases, replicates the actual physical system to a very
close extent. The main advantage of using mechanical simulations to determine pick-
points is that we can precisely determine an arbitrary number of object pick-points at
different parameter settings (e.g., different force settings, different gripper velocity settings,
etc.). Additionally, with the ADAMS/MATLAB cosimulation, complex robotic gripper
behavior can be modeled along with variants of 2-F robotic grippers (different finger
width/depth, stroke width, etc.) since the model is free to be further developed; however,
several modifications to the original model are needed in this case. The model’s main
disadvantage is that these types of simulation require exact contact values and other
parameter settings, which are difficult to verify without accurate force/torque sensors.
Compared to “deep-learning” approaches, the developed simulation model based on
physics simulation achieves lower accuracy. However, it must be noted that the accuracy
mainly depends on the accuracy between the set and the actual mechanical parameters
of the system. In our paper, we discussed the issue of setting the correct parameters via
parallel simulations and comparing the results on the physical system. One must note that
even the deep-learning approaches require various parameter settings, which may be even
more complex than setting the mechanical model parameters since it is usually clear what
those parameters represent. Therefore, if the parameters in the simulation would exactly
replicate the actual system, then the accuracy of the model would be significantly higher.

Furthermore, the simulation requires more time to be processed since a simulation
accurately simulates real-world physics rather than makes assumptions from the RGB-D
data or point cloud. Anyway, in logistics or production companies, where a single type
of product is being bin-picked, such analyses are justified to ensure the high performance
of the bin-picking operation. In addition, the simulation model’s inner working shows
transparency since we are not using any “black-box” methods. Of course, determining
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pick-points must be followed with a quality machine vision system to ensure accurate
object (and pick-point) detection.

6. Conclusions

Using a simulation model to evaluate pick-points for a two-finger robotic gripper, we
proved that it is possible to systematically check the performance of the selected robotic
gripper pick-point using cosimulation with ADAMS and MATLAB/Simulink. Since the
model does not yet consider variations of the object depth or allow inner grasping, the
proposed object allowed us to test the proof of our concept. The initial results (75% of
correctly determined pick-points) proved that the simulation model should be further
developed to address the variations of the object depth. Although the simulations do not
yet match reality completely, we have successfully laid the foundations for further research.
Setting the correct contact parameters requires the most attention. Therefore, we will use
machine learning methods to automatically (based on the actual system response) select the
most appropriate ones. To further verify the simulated pick-points, we will use force gauges
to check the magnitude of the contact forces and the consistency of the set parameters in
the simulation and its physical test setup. In the following research, we will first focus on
improving the performance of existing simulations and visualization of the pick-points in
the 3D model and further reducing simulation time by optimizing the various aspects of
the model. Furthermore, to confirm the pick-point resilience toward minor imperfections of
the vision system information, we propose that the pick-point evaluation takes place in two
steps. First, the pick-point generator should generate points randomly, and the simulation
model should determine the most appropriate pick-points. Next, those most appropriate
pick-points should be further modified with small perturbations to account for the vision
system imperfections. If the original and the perturbed pick-points are still valid, then
those pick-points can be considered to lead to reliable picking. Additionally, the limitations
on object rotation should be addressed since the possible application of the simulation
model is now limited to a few specific applications. Additionally, we would like to use
other types of robotic grippers, not limited only to two-fingered robotic grippers, such as
vacuum grippers, three-finger grippers, and different special types of robotic grippers.

In combination with a selected 3D vision system, evaluating and setting the pick-points
using the developed model could be entirely automated, providing reliable information. In
the future, we plan to automate the measurements, which we plan to do using an advanced
3D vision system.
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