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Peyrol, Victor Guillot, et al.

Numerical Validation of the Radiative Model for the Solar Cadaster Developed for Greater
Geneva
Reprinted from: Appl. Sci. 2021, 11, 8086, doi:10.3390/app11178086 . . . . . . . . . . . . . . . . . 165

v
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Preface to “Beyond Energy Efficiency in Architecture.

New Challenges and Research Trajectories for

Buildings and the Built Environment”

The building sector has undergone a significant transformation over the past few decades, with

a focus on energy efficiency and environmental sustainability. This has been driven by the need to

mitigate climate change and the realization that buildings contribute significantly to global energy

consumption and greenhouse gas emissions. Building designers and engineers have responded to

this challenge with the development of innovative architectural concepts, building technologies, and

management systems, resulting in cutting-edge and high-performance buildings.

The aim of this work is to provide insights into the latest developments and innovative strategies

in sustainable building design and operation, with a focus on practical applications and solutions. It

is intended for professionals in the fields of architecture and engineering, as well as students and

researchers who are interested in the topic of sustainable building design and operation.

The motivation for writing this scientific work arose from the growing awareness of the need

for sustainable building design and operation in response to the challenges of climate change and

resource depletion. It is our hope that this work will contribute to the ongoing efforts to create

more sustainable and resilient built environments, and to inspire new ideas and approaches in this

important area of research and practice.

This book is the result of bringing together a collection of 13 published works by 58 authors,

affiliated to 25 different institutions. All of them have contributed to the knowledge update and

extension on the sustainable, digital, and efficient design of built environments. The guest editors of

this Special Issue thank all involved parties, without whom it would have been impossible to produce

this end product.

Tiziana Poli , Andrea Giovanni Mainini, Gabriele Lobaccaro, Mitja Košir, and Juan Diego Blanco

Cadena

Editors
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Current Trajectories and New Challenges for Visual
Comfort Assessment in Building Design and Operation:
A Critical Review
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Alberto Speroni 1
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2 Faculty of Civil and Geodetic Engineering, University of Ljubljana, 1000 Ljubljana, Slovenia;
mitja.kosir@fgg.uni-lj.si

3 Department of Civil and Environmental Engineering, Faculty of Engineering, Norwegian University of
Science and Technology, Høgskoleringen 7a, 7491 Trondheim, Norway; gabriele.lobaccaro@ntnu.no

* Correspondence: juandiego.blanco@polimi.it

Abstract: Visual comfort can affect building occupants’ behaviour, productivity and health. It is
highly dependent on the occupant and how they perform a task indoors. In that regard, an occupant
centred approach is more suitable for evaluating the lighting perception of the indoor environment.
Nevertheless, the process of rating and estimating the visual comfort makes a limited distinction
between physiological differences (e.g., ageing eye, light sensitivity), field of view, and personal
preferences, which have been proven to influence the occupants’ lighting needs to complete their tasks.
Such features were not considered while establishing the visually comfortable conditions; perhaps
due to the challenge of coupling the assumptions made during building design to the performance
indicators monitored during building operation. This work focuses on reviewing literature findings
on how the common design approach deviates from real building performance, particularly failing to
prevent visual disturbances that can trigger the inefficient operation of building systems. Additionally,
it is highlighted that redesigned visual comfort assessment methods and metrics are required to
bridge the gap between the lighting environment ratings computed and surveyed. One possibility is
to consider such physiological features that induce lighting experiences . Finally, it was deducted that
it is important to target the occupants’ eye response to calibrate limit thresholds, propose occupant
profiling, and that it is convenient to continuously monitor the occupants’ perception of indoor
lighting conditions.

Keywords: visual comfort; lighting; daylight; user centred design; modeling; monitoring

1. Introduction

The concept of a building was initially used to identify a human shelter (i.e., enclo-
sure) that protects its occupants from weather, and is built for security as a livable and
private space. The understanding of the concept was later expanded to also include the
notion of a comfortable living and working space. Nevertheless, the notion of comfort has
been interpreted in numerous ways. In the beginning, the building was understood as
somewhere that had sufficient weather protection and security from any outdoor threats,
and later evolved into a healthy space in an unperturbed state; thus, making the indoor
environment the space where humanity spends most of its time (>80%) [1,2]. The indoor
environment can be categorized as an anthropogenic artificial habitat, in which, at least to
some degree, its conditions can be continuously monitored by sensors and controlled by
integrated building systems. These conditions were envisioned to promote comfort, health,
and well-being for most building occupants. Consequently, ranges of physical parameters
that describe the indoor environment (i.e., air temperature, air humidity, illuminance) were

Appl. Sci. 2022, 12, 3018. https://doi.org/10.3390/app12063018 https://www.mdpi.com/journal/applsci1
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established in such a way that, if respected, would guarantee satisfactory indoor conditions,
promote the reduction of undesired human body responses (e.g., onset of sick building
syndrome) and enhance occupants’ quality of life [3,4].

To yield such a controlled indoor environment, active building systems are unavoid-
able (e.g., air handling units, lighting appliances), which constitute a significant energy
utilization rendering the building sector responsible for a significant share of the world-
wide energy consumption and CO2 emissions to the atmosphere [5]. Therefore, to contrast
with current trends, it is paramount to understand which are the drives for such energy
consumption and CO2 emission growth, and their links with the building users’ comfort,
health, and well-being.

Currently enforced building design policies [6,7] tackle climate change by encouraging
the realization of highly resilient, sustainable and energy efficient buildings with low
carbon footprint and reduced energy intensity while, sustaining occupant satisfaction
with the indoor environment. In this regard, new and restored building quality has
been enhanced. This is reflected in a substantial increase of certified buildings, either by
national standards, organizations (e.g., Passive House, US Green Building Council) or
public bodies/institutions (e.g., BREEAM buildings). Such certification systems give great
importance to green strategies related to embodied energy and CO2 emissions of materials,
installation of efficient appliances, and promotion of green behaviour of buildings’ users.
Nevertheless, they downplay the relevance of considerations taken regarding occupants’
comfort, health and well-being [8]; even when a building’s overall climate burden is more
intense during its operation phase (i.e., delivering set indoor conditions). Besides, the
actual building energy performance has deviated from the desired designed performance
(see the case of the European Union (EU) deconstructed in Figure 1 and further explained
in Section 3.1), which has been partly attributed to the users’ interactions about the planned
building functioning [9].

Building

“Permanent”

Structure

“Temporal”

Envelope

Opaque Transparent

Fixed 

components

Active  

components

Internal Misc. Occupants

Most of running building costs

~ ± 25% building energy 

consumption variance

~36% yearly waste 

generation for construction 

and maintenance

~40% yearly energy used 

to deliver comfort to 

occupants

Figure 1. Building components deconstruction outline, and building-occupants interaction potential
outcome on climate burden. Based on data collected for the European context.

Hence, if the efficiency of energy use is interpreted as managing it appropriately to
serve the occupant, it is necessary to better understand the preferences and needs of the
individual as well as of the group of occupants. This is still an unresolved matter, even
when comfort ranges were established with a high level of acceptance (see Section 4.1).
However, having a better suited definition of true comfort conditions based on a more
representative occupancy type would allow superior accuracy in monitoring building
operation and design [9–11].

In this framework, the presented work has concentrated on, firstly, collecting literature
insights to understand why building designers and facility managers are not succeeding in
narrowing the gap between modelled and actual building performance (i.e., performance gap)
and secondly, highlighting the importance of acknowledging the building systems capabilities,
the occupants’ real comfort needs and environmental conditions. While finally, proposing
potential solutions to improve the accuracy of comfort assessment which can boost building
operation performance by reducing unpredictable occupant–building interactions.
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2. Literature Collection Criteria

To capture the aforementioned needed understanding, literature was collected in
different bundles. Firstly, literature was gathered referring to actual building operation
performance, and how closely is it aligned with the expected performance estimated during
the building design phase. Consequently, information was screened to identify the main
reasons why such performance gap exists, concentrating in the factors that can be further
assessed by scientist and designers. The magnitude of the influence of the effect of one of
the identified factors was grasped (i.e., visual comfort perception variance) to support and
recall the importance of its evaluation (Section 3).

Secondly, literature has been collected and analyzed on different methods applied
for optimizing lighting-related building design and operation. In this context, literature
was collected with three purposes: (i) gather, analyse and identify the most frequently
used metrics, indexes or KPIs, to evaluate and/or describe the potential perception that
a building occupant could have of the provided indoor luminous environment (Section 4);
(ii) compare the metrics based on the guidelines which have embraced them, their strengths,
weaknesses and challenges (Section 4.1); and (iii) cluster the different strategies employed
using such metrics for optimizing building shape, building systems and building operation
(Section 4.2).

Finally, based on the challenges identified on the most commonly utilized KPIs and
followed lighting design approaches, literature on distinctive visual comfort assessment
methods are summarized, presented and described as potential solutions to the identified
gaps (Sections 5 and 6). Solutions are presented for different phases of the study of building
performance (i.e., design and operation), highlighting their contribution and the current
barriers that could be addressed in the future.

3. Motivation for Occupant-Centered Assessment

Sufficient evidence has been documented to assume that the current visual comfort
assessment approach considers only marginal, or tends to underestimate, the effect of
influencing factors resulting in unreliable comfort provision design/operation and thus,
higher variance between the expected and the actual user experience of the indoor luminous
environment [12–19].

3.1. Effect of Occupant Interactions on Building Performance

Generally, in the building design phase for visual comfort assessment, occupancy
is considered on the level of a standard occupant (following an occupancy schedule and
space type), with an idealization of their average conditions (i.e., healthy, average age and
height). Sometimes also additional parameters are set, like, a trigger for shading devices
(i.e., shading area ratio) depending usually on the designers’ defined optimum indoor
temperature and more really on the set lighting conditions (i.e., monitoring illuminance
level and radiation intensity) [20].

However, building occupants should be contemplated more holistically and as active
participants. If they are dissatisfied with the delivered indoor environment, they will inter-
act with the building and modify its operation, resulting in altered performance (Table 1).
In addition, occupants can tweak the building performance for the non-performed actions
within buildings lacking automation (e.g., forgetting to turn off lighting appliances or
deactivating shutters) when the surrounding conditions would have provided a sufficiently
comfortable environment without an intervention of a building system (e.g., shading de-
vice, lighting appliances) or when occupants leave the previously occupied space [21].
In this context, Kamaruzzaman et al. [15] surveyed occupants in different refurbished
buildings in Malaysia, finding that daylighting, electric lighting, and glare were among
the most dissatisfying aspects of the building’s operation and most of the time the blinds
were down to avoid indirect disturbing glare from surrounding surfaces (i.e., computer
screens) incurring in higher lighting energy use. Likewise, Masoso and Gobler [9] presented
an example in which this misinteraction between occupants and building systems, led

3
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to an extreme of more than 50% of a building’s energy use.This excess mainly happened
during non-occupied hours, identifying that lighting appliances are ranked second among
the electricity waste in the case of a university building. On the contrary, Reinhart et al. [22]
screened day-lit offices in Germany and concluded that building occupants would have
a more positive disposition for turning off lighting appliances and blind modification
towards a brighter environment with no glare risk, rather than a darker indoor space,
which could result in higher cooling loads.

Table 1. Summary of the effects (positive [+] or negative [−]) of occupant–building interaction on
building energy performance.

Interaction Type Effect Description References

Blind operation + Occupants tend to open blinds to favor brighter indoor environments
without glare risk. Which often leads to lower energy use, when solar
radiation is not too intense. A manual control over lights and blinds
could produce annual reductions in lighting loads up to 80% compared
to a constant lighting activation.

[22,23]

+ Occupants tend to close blinds in instances of incident outdoor illu-
minance above 50 klux or to avoid direct sunlight above 50 W/m2.
Protecting from both excessive light and radiation influx.

[22]

+/− Occupants tend to open blinds to favor brighter indoor environment
without glare risk. Having a larger glare tolerance, or avoiding glare by
different means, could lead to higher cooling (or lower heating) loads
compared to estimated performance.

[22]

− Occupants tend not to open the blinds to increase daylight influx when
sufficient outdoor illuminance is present. Which often leads to larger
energy use to compensate for the lack of adequate illuminance levels.

[15,21,24]

− Occupants tend to close the blinds upon arrival regardless of the out-
door illuminance intensity, even when proper or insufficient for indoor
lighting. This often leads to larger energy use of lighting appliances.

[21]

− Glare control measures can negatively affect the illuminance level and
illuminance uniformity in an office.

[25]

Light appliances use + Automatic daylight linked dimming of lights is acceptable to occupants.
Although, manual dimming results in higher occupant satisfaction lev-
els. Moreover, these systems motivate occupants to use more daylight.

[24,26]

+ Active automated lighting control (ON/OFF light switching with ideal
photocell-based dimming and occupancy-sensing OFF switching) could
lead to an annual reduction in lighting loads up to 90% if compared to
a constant lighting activation scenario.

[23]

+ For most users the decision to turn lights on when arriving depends
on the daylight level in the room at that moment since, on average,
occupants switch electric lights on more frequently in the case of low
daylight induced illuminances.

[27,28]

+ Manual control over lights and blinds could lead to an annual reduction
in lighting loads up to 80% if compared to a constant lighting activa-
tion scenario.

[23]

+ Passive reminders (i.e., stickers installed by the light switches) substantially
increase the occupants’ turning off activity. Avoiding energy waste

[29]

− Forgetting lighting appliances on, when not needed can lead to an excess
up to 50% of energy use. Indeed, up to 90% of manual controls occur
just after the occupant enters the room or just before they left.

[9,27]

3.2. Occupant-Building Interaction Asymmetry

As indicated in the previous section, and depending on the occupancy type held in
the building (see Section 5), the occupant–building interaction can be towards opposite
preferences, and in some cases, decisive on building operation (Table 1). In fact, unde-
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sired human–building interaction, or idleness, can lead to 25% variation in yearly energy
consumption compared to traditional building energy modelling (BEM) (Figure 1) [30].

Such variance can be attributed to the physical conditions which affect occupant
perception, hence deviating from the standard visually comfortable ranges. People could
suffer from eye sight issues, or can be significantly affected by the ageing of the eye,
demanding more specific lighting provision requirements; few may be more sensitive to
high illuminance levels due to their eye colour or to particular light colour given their
eye physiology. Whereas, some others with the use of contact lenses or glasses, might
be more or less tolerant to low or high illuminance or luminance levels depending on
the case. Finally, other issues can significantly influence the comfort ranges or limits, on
which building occupants would provoke (or would have liked) interference with the
programmed building operation [11,31–36].

Unfortunately, it is not only about the physical conditions, but also mentality, aware-
ness, education, or habits that can modify the indoor environment perception and rat-
ing [11,14,36–38]. Currently, energy modelling and regulations do not include some of
these factors for relevant updates that would guide designers and facility managers towards
better buildings for clients and users.

Although researchers have worked on predicting the occupancy effect (e.g., the num-
ber of occupants present, interaction trends with building systems) [30,39–49], the accuracy
is still unsatisfactory. Some relevant factors are still undermined, and part of them are
closely related to the type of occupants in the building, affecting comfort perception and
more frequently triggering their interaction with the building. Detailed analysis of the oc-
cupancy type in buildings is rarely conducted, even when some building design guidelines
include an optional methodology [50]. This happens mainly due to the complexity and the
actual research extent of such a process.

Specifically for indoor visual comfort, Pierson et al. [36] presented a collection of
environmental and occupancy related factors that are currently under scrutiny to improve
visual comfort assessment and the extent to which they have been studied and proved
to influence the perception of the indoor environment. Those aspects which are closely
linked to different occupant preferences and physiological needs are described further in
Section 5.

Such contrasting results, together with the potential positive increment in occupants’
mood, satisfaction and productivity alongside lower building energy consumption [51],
motivated this work to concentrate on how the scientific community is dealing with this
discrepancy, generated by the significant deviation of occupants’ preferences in the indoor
lighting environment. Specifically, the focus is on how to better understand the drivers of
users’ interactions with the building aiming to reduce performance deviations.

3.3. Magnitude of Occupant Variability

The type of occupancy to be considered in building design and their comfort settings
for building operation are set for healthy occupants of a specific age range and race or
origin. These might not be in accordance with the actual or designated occupancy of
the studied building. For instance, ISO2004 [52] has been defined as standard occupants:
35 year old, male and female, which vary slightly in height (1.70 and 1.60 m), weight (70
and 60 Kg), body surface (1.80 and 1.60 m2) and basal metabolic rate (44 and 41 W/m2).
Such assumptions might be misleading, as the age and height (which have been reported
sensitive for visual perception variance [32,36]) could vary significantly depending on the
building function type and the context within which the project is placed.

In addition, while in the instance of thermal comfort, a body-temperature regulation
model has been included to predict thermal comfort perception (e.g., Predicted Mean
Vote), on the contrary, an analogous model for visual comfort is still missing. A procedure
is needed to include the physiological features of occupants to assess visual comfort, to
predict visual perception or luminous environment rating.

Researchers have exposed noticeable differences in occupants’ eye adaptation capacity,
physiological diversity, personalities, education, income and even attitude. Sustainable
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awareness among the world population is increasing, average population age is growing, as
well as the number of people with eye-sight impairment (World Health Organization, https:
//www.who.int/news-room/fact-sheets/detail/blindness-and-visual-impairment (ac-
cessed on 5 November 2021)). Simultaneously, the income per capita and education level
are diverse among world regions (Figure 2). The exposed demographic characteristics
will affect occupants perception and rate of the indoor luminous environment, claiming
an update to the current established visual comfort assessment methodologies for buildings.

(a) (b)

, , , , , ,

(c) (d)

Figure 2. World’s population differences probably affecting indoor comfort perception. In particular,
that could skew the results obtained through qualitative questionnaires. (a) Eye-sight affections
(extracted from [53]). (b) Population average world’s age trend; (c) Projected 2020’s per capita
Purchasing Power Parity (PPP) differences; and, (d) 2011’s Percentage of adult literacy breach based
on free material from GAPMINDER.ORG (accessed on 23 December 2019) , CC-BY LICENSE.

4. Evaluating the Indoor Luminous Environment and Visual Comfort Perception

The indoor luminous environment is the result of the interaction between the building
surrounding context and the integrated strategies planned during the design phase. Build-
ing passive and active performance strategies can be summarized in optimizing building
shape and orientation, glazing and shading properties, integrating and enhancing dynamic
(i.e., climate responsive) shading devices and artificial lighting appliances. Upgrading the
performance and operation of passive and active strategies, as well as boosting their inter-
operability, would significantly render a building more efficient in energy use and comfort
provision. Accordingly, it could be derived from the identified occupants’ preferred indoor
conditions to formulate an efficient control system algorithm. However, the proper perfor-
mance criteria needs to be selected; that is, a comfort-based performance indicator. And,
given the variability presented in Section 3.2, visual comfort occupant-centred approaches
would be preferable.

Indicators can be either a unique indicator that communicates the state of a partic-
ular parameter, one that incorporates multiple parameters to rate an overall condition,
or one that comprises multiple contemporary effects on the occupant. However, when
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considering only the environmental parameters, and based on the robust review made by
Pierson et al. [36], the selected performance criteria for an accurate occupant-centred visual
comfort assessment should undoubtedly account for:

• luminance of the glare source;
• illuminance on the eye-plane;
• adaptation level;
• contrast effect;
• size of the glare source;
• position of the glare source.

While, it should likely consider:

• saturation effect;
• light resulting spectrum;
• light colour temperature.

The impact of the quality of the view through the window has not yet been deciphered
by a comprehensive research approach. Nevertheless, according to Ko et al. [54], the view
quality can be defined as a combination of view content (i.e., what can be seen), view access
(i.e., the amount of view seen by the occupant) and view clarity (i.e., how clearly the content
can be seen due to the properties of the window).

4.1. Visual Comfort Evaluation Metrics

To estimate the comfort degree of occupants, or to understand if they are comfortable
with its surrounding lighting environment, many indicators have been proposed and
numerous have been established within the design regulations and guidelines.

Visual comfort is mainly evaluated based on the intensity of light falling on a surface
(i.e., illuminance, E), either vertical (Ev) or horizontal (Eh), measured in lux. Thus, the
visual comfort metrics are generally based on the light intensity, distribution, source and
directionality. The quantity and quality of light should be enough to allow building users
to perform the assigned area’s correspondent activities safely and without induced visual
fatigue. Artificial lighting should only provide the missing light to reach the minimum
requirement (specific for each task) only when natural light is not intense enough, aiming
to avoid the development of eye sight diseases.

Depending on the regulations governing the design and the building’s intended use,
the lighting requirements can be evaluated by different indicators and acceptable thresholds
or ranges of such. Nevertheless, regardless their time domain, they can be summarized in
two main groups: (i) quantity and uniformity of light (Section 4.1.1) and (ii) direct light
discomfort (Section 4.1.2).

4.1.1. Quantity and Uniformity of Light

Considering mainly the luminance (L) of the light sources and the ambient distribution
that condition the actual quantity and uniformity of light falling on a surface, the following
metrics have been widely used to express the lighting quality of an indoor space:

• Daylight Factor (DF): compares the amount of light inside with the exterior during
an overcast sky condition [55], the average DF across the analyzed surfaces of the
building is typically requested to be greater or equal to 2% [56]. Alternatively, the
appropriate DF value can be defined concerning the specified target illuminance and
geographic location, following the method proposed in EN 17037 [57].

• Daylight Autonomy (DA): represents the percentage of occupied time in which
a point within the analysis grid is over a defined minimum illuminance (discrete
values only, e.g., complies or not). Additionally, the percentage can also include
partial values when the conditions are below the established minimum threshold
(ratio between obtained and minimum threshold), and are expressed as continuous

DA (cDA) [58].
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• Spatial DA (sDA): gives a notion on how much area is over the minimum illuminance
for more than a certain portion of the occupied time, typically 300 lux is used for basic
reading and writing activities, and these values shall be met for at least 50% of the
analysis grid area [59].

• Useful Daylight Illuminance (UDI): calculates the percentage of the analysed time in
which the illuminance in a point falls in a certain established range (normally between
300 and 3000 lux) [60]. Subcategories are also used to communicate the time in which
the illuminance values falls below (underlit) or above the suggested ranges (over lit).
Specifying the over lit areas can also suggest direct light discomfort risk.

• Frequency of Visual Comfort (FVC): percentage of time within the analysis period
during which appropriate values of average illuminance are accomplished [61]. Simi-
lar to UDI, proposes 3 ranges: Comfort, Under and Over.

FVC =
∑i w fiti

∑i ti
(1)

w fi =

{
1 EUnder ≤ EDaylight ≤ EOver

0 EDaylight < EUnderorEDaylight > EOver,

where:

EUnder/Over: minimum/maximum illuminance threshold
EDaylight: computed/measured illuminance value
t: analysis period

• Intensity of Visual Discomfort (IVD): time integral of the difference between the
spatial average of the current daylight illuminance and the upper limit of visual
comfort or the lower limit of visual comfort [61].

IVD =
∫

p
ΔE(t)dt (2)

IVDOver

ΔE(t) =

{
E(t)− EOver E(t) ≥ EOver

0 E(t) < EOver

IVDUnder

ΔE(t) =

{
0 E(t) > EUnder

EUnder − E(t) E(t) ≤ EUnder,

where:

EUnder/Over: minimum/maximum illuminance threshold
EDaylight: obtained illuminance value
t: analysis period

• Daylight Uniformity (Uo): ratio in a given moment, or time frame, between the
minimum value of illuminance on the analysis area (Emin) and a reference value (e.g.,
maximum or average) [62].

4.1.2. Direct Light Discomfort

Direct light discomfort is commonly referred to as glare. It is meant to quantify
the disturbance that a building occupant might perceive based on how the occupants’
location and view/sight are exposed to excessive light. It mainly considers the L intensity,
concentration, location and the effect of its generated contrast. It can be assessed either
directly or indirectly:

• Directly with Daylight Glare Probability (DGP): which represents the percentage of
people that would be disturbed by the level of vertical illuminance (Ev) at eye level
and the contrast of luminance sources within the occupants’ field of view (defined
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by [63]). However, it is not valid for DGP values below 0.2 or Ev ≤ 380 lux; thus, to
extend its usability range, an s-curve corrective factor was introduced to compute the
glare probability when Ev varies between 0 and 300 lux (DGPlow) [63].
DGP can also be computed using validated simplified procedures:

– Using direct correlation with Ev on a vertical plane corresponding to the occu-
pant’s eyes height, lo location and orientation, neglecting the contribution of
local quantities as presented by [64,65]. In Equation (3), the probability was
re-calibrated with the vertical illuminance values only estimated from rendered
images [64], while Equation (4) validated in a virtual environment a simplified
DGP definition computing illuminance values only using ray-tracing methods
(contribution of contrast is neglected).

DGPWienold = 6.22 × 10−5 × Ev + 0.184 (3)

DGPHviid = 5.87 × 10−5 × Ev + 0.16. (4)

– Using correlation with the computed L from a radiance [66] simulated fish-eye
image captured for the desired location, eye-height and gaze orientation using
tools such as evalglare to compute it [63].

• Glare can also be directly computed using the CIE Glare Index (CGI): born as a cor-
rection of the British Glare Index (BGI), presented by Einhorn [67]; and then upgraded
into the Unified Glare Rating (UGR). It is a short-term, local and one-tailed glare
index based on the split contribution of the direct and diffuse Eh.

• Finally, glare can also be addressed indirectly by identifying the areas of a building
which are subjected to Eh levels over certain threshold, that is either:

– Over an upper E comfort threshold (>2000 ÷ 3000 lux is typically used), which
can be described using the overlit portion of UDI;

– Over a maximum E comfort threshold, but sustained for a determined number
of hours, as the defined in the case of Annual Sun Exposure (ASE), indicates the
possibility of glare occurrence (>1000 lux over 250 h per year, is often used) [59].

Tables 2 and 3 represent a comprehensive summary of the guidelines that have em-
braced the aforementioned metrics, together with their advantages and disadvantages.
These metrics are generally utilized and monitored (if possible) on visual comfort assess-
ment methods under a high degree of building design development, or level of detail (LOD).

Nevertheless, all the analysed metrics and suggested values, already established and
included in different regulations and design guidelines, do not consider the adaptation
level (or capacity) of the eye, nor the variability of occupant’s sensibility to light. Thus,
they are inaccurate and occupant-centred. Moreover, there are no clear suggestions or
procedures developed on how to include them in the building operation phase when
monitoring visual comfort (which in some cases is unpractical). Consequentially, a need to
further include the occupants’ true perception and response to visual stimuli within the
loop of building performance design and operation strategies is clearly identified.
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Table 2. Critical analysis summary of collected visual comfort condition metrics based on daylight
intensity and distribution, highlighting their benefits and drawbacks.

Metric Guidelines Advantages Disadvantages

Eh LEED, BREEAM, WELL,
EN12464-1, EN17037

Easy to monitor, measure and model;
spatial lighting conditions provided.

Point in time dependent, analysis grid selection
ambiguous, no human adaptation, light intensity
at eye uncertain.

Ev WELL Easy to measure and model, light
intensity at eye known.

Point in time dependent, analysis grid location
ambiguous, no human adaptation, complex to
measure with occupancy, no contrast effect
considered.

DF BREEAM, BS8206-2, DGNB,
DIN5034-1, EN17037

Fast and easy assessment; spatial
conditions provided.

Unique low light intensity condition evaluation,
no directionality assessed.

DA n/a Annual and spatial analysis, easy to
model.

Dichotomous variable (1 or 0), No high light
intensity risk considered, light intensity at eye
uncertain, biased by the limits set.

cDA n/a Annual and spatial analysis, easy to
model. Ordinal variable (from 0 to 1).

No high light intensity risk considered, light
intensity at eye uncertain, biased by the limits set.

sDA LEED Annual and spatial unitary index,
easy to model.

No high light intensity risk considered, light at eye
uncertain, no information on problematic areas,
biased by the limits set.

UDI n/a Annual, grid-based and spatial index,
easy to model, hint on under-lit,
day-lit and over-lit areas.

Light at eye uncertain, no directionality assessed,
biased by the limits set.

FVC n/a Annual and grid-based unitary index
based on Eh, easy to model,
information on the amount of time at
discomfort and comfort.

Light at eye unknown, spatial distribution not
known, human adaptation or variability not
assessed, biased by the limits selected.

IVD n/a Annual and grid-based unitary index
based on Eh, easy to model,
information on the intensity of
discomfort.

Light at eye unknown, spatial distribution not
known, human adaptation or variability not
assessed, biased by the limits selected.

Uo AS1680, DIN5035, NSVV,
CIBSE, EN12464-1, CIE29.2,
BS8206-2, WELL

Information on lighting distribution
contrast.

Biased by extreme values, no other information
on light, has to be coupled with another metric.

Table 3. Critical analysis summary of collected visual discomfort condition metrics based on daylight
intensity and directionality, highlighting their benefits and drawbacks.

Metric Guidelines Advantages Disadvantages

DGP EN17037 Robust and reliable, considers both light inten-
sity and contrast, accounts for directionality,
gives rating and sensation information, light at
eye known.

Complex and lengthy to model, not reliable under low il-
luminance conditions and less reliable with large contrast,
unique moment in time and position, no human adaptation
considered.

DGPs EN17037 Still robust and reliable, accounts for directionality,
gives rating and sensation information, easy to
model and compute, can be computed annually.

No contrast considered, less reliable under low illuminance
conditions, analysis grid selection ambiguous, no human
adaptation considered.

UGR CIE177, EN12464-1 Accounts for light intensity, contrast and direc-
tionality, gives rating and sensation information,
direct and diffuse light at eye known.

Unique moment in time and position, no human adaptation
considered, not reliable when the sun is within the field of
view.

ASE LEED Annual and spatial unitary index, easy to model,
hint on high intensity problematic areas.

Light at eye uncertain, no directionality assessed, biased by
the limits set.

4.2. Current Lighting Design Assessment Strategies

In fact, most simplified design procedures are applied to estimate visual comfort by
monitoring only Eh or DF. More granular analyses have been proposed showing better
results in pursuit of enhanced building occupant conditions and efficient energy utilization.
These depend on the building design LOD and the calculation tools’ capabilities [68], or
the buildings’ smart readiness [69], especially as the higher the LOD is, the easier it is to
individuate where occupants would be spending most of their time.

4.2.1. Assessment Methods under High Building Design LOD

Assuming that the building systems are not yet defined, but the LOD of the building
design phase is already high (LOD approximately between 300–400), the indoor visual
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comfort assessment is more likely to result in more accurate results (i.e., realistic) while
using the metrics previously presented. Therefore, under the known layout of the points of
interest (e.g., workstations in office buildings, study desks in school buildings), or entire
areas (e.g., living area in residential buildings):

• Eh is monitored at the task area of each occupant or the most probable occupied area.
• Uo the variability of the light intensity at the task area is compared for each occupant

or the most probable occupied area.
• Ev is monitored at the eye level of each occupant position, resembling illuminance at

the pupil (Ep), for one prevalent line of view or more than one direction.
• DGP is monitored at each occupant position or glare-risk locations, for the most

critical moment of the year (based on designer’s criteria) or on the location where and
point-in-time when higher illuminance intensity was identified (either through Eh
or Ev).

• DGPS monitored at each occupant position, computed from estimated Ev values.

4.2.2. Assessment Methods under Low Building Design LOD

When building systems and occupant space distribution is unknown or unreliable,
detailed analyses are hindered and more robust approaches are generally applied. Some
metrics become less effective (e.g., Eh and Uo) as some regions of the potentially occupied
space could be dedicated to transitional areas (e.g., corridors) and not as task areas. Among
literature, the following were identified to have significant potential to better address visual
comfort from an occupant-centred perspective when low LOD models are available:

• A modification of the process to rapidly estimate yearly point-in-time glare with DGP
from rendered HDR images was presented by Liu et al. [70]. It entails yearly predicted
HDR images using deep neural networks from rendering only 5% of the analysis
period for every line of view. This methodology showed decent accuracy compared to
the results produced by Radiance - rpict function, enabling faster yearly calculations
of image-based metrics (e.g., DGP).

• To spatially cover the visual experience and map the daylight glare class in the room on
an annual basis, Giovannini et al. [71] proposed setting lower, intermediate and higher
threshold limits of Ev that DGP would rate glare as imperceptible, perceptible and
disturbing. These threshold limits are meant to be specific, as they are extracted after
identifying the worst condition in the analysed room. The latter is mainly imposed
as an occupant located close to the window and with a line of view perpendicular
to the window surface plane (few initial point-in-time and image-based simulations
are expected).

• To reduce computer simulation time while performing point-in-time and spatial
analysis, optimized simulation workflows have been proposed and validated. These
optimizations comprise the use of cloud computing services and the integration of
graphics processing units (GPUs) [72] . For instance, Ladybug tools [73] has created
a new simulation platform service based on cloud computing (i.e., Pollination [74])
able to speed up the simulation process. In particular, when a large number of design
options should be tested by running them all in parallel. Jones and Reinhart [75] have
developed a suite of GPU-enabled tools that implement ray-tracing functionality that
speed-up both Radiance and DAYSIM process by one order of magnitude.

• To avoid extensive computer simulations for monitoring glare and lighting sufficiency,
more efficient simulation workflows have been proposed. These have managed to
supersede the use of rendered images. For instance, Jones [72] presented a method
to fast-compute glare (133,000 times faster) based on the calculation of view factors
to a discretized sky dome for estimating direct lighting. Alternatively, cubic illumi-
nance can be computed and re-elaborated [76]. Using Eh and Ev to determine lighting
sufficiency and computing DGPS, does not require image-based-point-in-time simula-
tions. A cube-grid-based illuminance simulations with the centre on the hypothetical
location of the occupant. It will be directional if ray-tracing engines are used (e.g.,
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Radiance). It can be run on an annual basis and, from this, by specifying a direction
of view, eye illuminance (i.e., Ev or Ep) and work-plane illuminance can be directly
computed (Eh). Thus, a room can be spatially populated with cubes for mapping all
conditions within a room, and posterior data post-processing by exploring multiple
view directions can be carried out. This procedure can be carried out more quickly
by using a practical approach presented by Cuttle [77]. Otherwise, a much simpler
procedure was proposed by Raynham [78] by employing the mean indirect cubic
illuminance (MICI).

However, none of the exposed modelling methodologies found were related to the
variance of occupants’ visual experience, resulting in different comfort perceptions, sensa-
tions and ratings. None of them has included the physiological or anatomical variations
on subjects that would largely alter the subjects’ ratings of a given luminous environment.
Moreover, these methodologies become unpractical or infeasible to be surveyed within
an existing building. This is because no actual occupants’ field of view can be obtained
without intrusive methods, and no unbiased visual comfort rating can be obtained without
considering further occupants’ inherent features.

5. Challenging Methods to Include Occupants Visual Comfort Perception Variance

Various comfort indicators have been proposed and established. Nevertheless, the
main problem remains how to address the continuous and large variance of occupants’
comfort preferences, without largely deviating by applying robust approximations.

Yamin Garreton et al. [79] highlights that “DGP models have some limitations for
predicting glare in sunny climates with high luminance contrasts”, arguing that occupants
could have higher glare tolerance, increasing the visual comfort variance. In fact, Frontczak
and Wargocki [14] found from a survey analysis that visual comfort perception could be
modified by age and type of job or activity executed. According to Bitsios et al. [34] findings,
older people’s pupil behaviour tends to dilate slower than in the case of younger people
but constricts faster. In addition, Goncharov and Dainty [80] presented the relevant effect
of ageing on the anatomical structure of the human eye, in particular for the cornea, the
lens’ thickness and lens’ anterior radius; thus, modifying the eye’s light regulation capacity.

Finally, Pierson et al. [36] highlighted the degree of certainty of the effect of some of
these factors on the occupants’ visual perception:

• gender and optical correction influence to be most certainly null;
• age, self-glare assessment, iris pigmentation impact to be yet inconclusive;
• culture, somewhat likely;
• macular pigment optical density (age-dependent), cortical hyperexcitability and con-

trast sensitivity influence have been considered likely.

Consequently, to correct this variability based on their physical features the scientific
community has proposed to monitor the natural body light perception regulatory system
(i.e., the eye). Reinhart [81] highlighted the human eye as the perfect light sensor and
system actuator. As a personalized, naturally and highly evolved system, monitoring it
could further calibrate visual comfort assessments (analogue to the body temperature in
case of thermal comfort). For instance, the following approaches could be used:

• analysing the way the pupil size varies with respect to a certain lighting provision [82–85];
• monitoring pupil response when exposed to different lighting and work task type [86];
• screening the degree of eye opening [79];
• monitoring the view direction distribution and history under certain lighting provi-

sion [87];
• combining blinking, gaze direction, and pupil size variations records under a certain

lighting environment [88]; and,
• analysing the frequency and extent of the facial muscles movement when exposed to

expected discomfort glare [89].
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The above-stated facts motivated a new approach towards visual comfort level evalu-
ation, by coupling the building occupants’ involuntary (i.e., body) response to the building
management systems (BMS). The actual paradigm in which BMS systems are operated is
contrasted on the basis of the averaged surveyed indoor physical parameters (see Figure 3).
Therefore, hoping to reduce the gap between modelled and operating buildings’ perfor-
mance, by linking the occupant visual response to the BMS and using the data for more
comprehensive understanding of the actual visual comfort. Consequently, increasing
the satisfaction of occupants with the indoor luminous environment while also improv-
ing building energy efficiency, potentially reducing the risk of Sick Building Syndrome
occurrence [90] and enhancing the livability of indoor spaces.

Outdoor environmental 

conditions

Weather data (e.g. EPW) Physical properties

Operation type and flexibility

Building design phase

Analysed element

Main activity

Building operation phase Monitoring outdoor conditions

Gather Data Study Potential

Building technologies or 

systems

Survey

Indoor conditions

Evaluating comfort

Occupants body

Physical conditions

Triggering system adjustment

Correlate & estimate response

Monitor response

Figure 3. Description of the new concept for building components operation, shifting from monitoring
the indoor physical conditions into monitoring the hosted occupant’s body’s physiological condition.

5.1. Eye Response to Light Variations

From the gathered literature, only a few metrics were found to directly assess the
human eye response to the lighting environment, or indirectly account for the possibility of
eye adaptation. These metrics are mostly based on the eye kinematics and only slightly on
the quantity of light (either E or L). The identified metrics are summarized below:

• Pupil diameter (d): studied and condensed satisfactorily by De Groot and Geb-
hard [82]. An index is calculated based on the relationship between the pupil size
and the luminance emitted towards it. It is grounded on a compendium of studies
performed on human subjects for the medical research field of optometry. Equation (5)
presents the most simplified form. Meanwhile, Equation (6) presented a greater corre-
lation accuracy, especially when the corrected form of retinal illuminance (ER) is used
(Equation (7)) instead of the non-adjusted one (Equation (8)).

d = 4.9 − 3 × tan h[0.4(log L + 0.5)] (5)

log ER = log L + 1.8614 − 0.000986 × (log L + 6.5) (6)

log ER = 10 × r2 × L (7)

log ER = 10 × r2 × L ×
(

1 − 0.0425 × r2 + 0.00067 × r4
)

, (8)

where:

ER: retinal illuminance [trolands]
d: pupil diameter [mm]
r: pupil radius [mm]
L: luminance of the visual field [miliamberts]

• Normalized pupil size (NPS): Choi and Zhu [85] presented an analysis on how using
a normalized pupil size value correlated to qualitative visual sensation communi-
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cated by the tested human subjects. The pupil size was obtained using a dedicated
pupilometer, and the NPS was computed using Equation (7).

NPS =
Psi − Psneutral

Psneutral
× 100, (9)

where:

Psi: pupil size at the current state [mm]
Psneutral : pupil size at a neutral lighting state [mm]

• Task-evoked Pupillary Response (TEPR): Klinger et al. [86] studied the pupil di-
ameter variations when different task and lighting conditions were imposed to the
human subjects, measured by head-mounted eye trackers and remote eye trackers
using image processing (i.e., counting the pixels composing the pupil).

• Pupil diameter-unified formula (DU): Watson and Yellott [91] presented a review on
the previous research carried out to correlate the pupil response to lighting stimulus,
highlighting the equation’s accuracy, and their potential adjustments. Moreover,
it proposed to combine different effects that tend to deviate the pupils’ diameter
calculation (i.e., L, age, field size and the monocular effect) to construct Equation (10)
(applicable for occupants aged between 20–83).

DU = DSD + A (10)

DSD = 7.75 − 5.75

(
(La/846)0.41

(La/846)0.41 + 2

)

A = (y − yo)× S

S = 0.021323 − 0.0095623 × DSD,

where:

L: luminance [cd/m2]
a: area [deg2]
y: age of the human subject
yo: minimum/reference/benchmark age

• Degree of Eye Opening (DEO): Yamin Garreton et al. [79] presented an analysis on
how to use a normalized eye (or eyelid) height value. The pupil size was obtained
using an analysis of images recording the state of the eyelid in correspondence with
the maximum eye height (Equation (11)).

DEO =
hi

hmax
(11)

where:

hi: eye/eyelid height [mm] or [pixels]
hmax: maximum eye/eyelid height [mm] or [pixels]

• Gaze driven illuminance (Evg): Sarey Khanie et al. [92] exposed an analysis of how
much would it change to compute the Ev considering accurately occupant’s gaze
direction, aided by the use of Radiance images and evalglare tool [63,66].

Referring to the occupants’ eye condition instead of the physical light quantity in the
room would implicitly include the perceived lighting within the field of view and all the
personal factors affecting the occupant perception. Using a correlation amongst the two
would further bridge the gap between designed and monitored building performance.
However, no guidelines have embraced any of the metrics described above or, incorporated
them into an obligatory assessment method of the lighting design in buildings as an initial
attempt to promote such an approach. A summary of the advantages and limitations of the
above presented metrics have been condensed into Table 4.
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Table 4. Critical analysis summary of visual perception metrics based on eye conditions, highlighting
their benefits and drawbacks.

Metric Advantages Disadvantages

d Accounts for directionality and human
adaptation, highly responsive and reliable,
light at eye known.

There is no established correlation with the occur-
rence of glare, no human variability, only one loca-
tion, hard to measure and model.

NPS Accounts for directionality and human
adaptation, refers to the saturation level
of adaptability.

There is no established correlation with the occur-
rence of glare nor illuminance, only one location,
hard to measure (especially for neutral condition)
and model.

TEPR Measures pupil kinematics with high pre-
cision.

Highly intrusive measurement, no correlation with
lighting environment performed, only pupil re-
sponse recorded.

DU Accounts for directionality, human adap-
tation and variability. Highly responsive
and reliable. Light at eye known.

There is no established correlation with the occur-
rence of glare, only referred to one location and
occupant, not applicable for young occupants, hard
to monitor and model.

DEO Accounts for directionality and human
adaptation, refers to saturation level of
adaptability (not only pupil), correlation
with DGP.

Scaling issues, only actions for eye-lid kinematics
considered, no human variability considered, intru-
sive measurement, one location, hard to model.

Evg Accounts for directionality and human
adaptation, indirectly refers to adaptabil-
ity (not only pupil), correlation with DGP.
Light at eye known.

No human variability considered, intrusive mea-
surement, one location, hard to model (requires
known gaze behaviour).

6. Emerging Occupant-Centred Visual Comfort Methods for Operating Building
Lighting-Related Components

Boestra et al. [13] analysed the Health Optimisation Protocol for Energy-efficient
Buildings database (HOPE, https://hope.epfl.ch/partners/partners-intro.htm (accessed
on 23 December 2019)) that gathers post-occupancy comfort surveys on 60 office buildings
with more than 6000 surveyed participants. Concluding that occupants frequently reported
dissatisfaction with the lack or limited options for personal system control to adjust their
surroundings to their demands and needs. The communication of occupants’ intentions
towards the BMS shall be personal and, if possible, highly responsive to the singular
occupant or a group of occupants with similar needs.

Ensuring that the occupants’ intended interaction correlates to the indoor environ-
ment’s unpleasant conditions is vital for the building to acknowledge both the occupants’
intentions and the indoor environment (physical) state. The use of sensors and automatized
actuators has the potential to increase building operation performance. The availability
of granular and real-time data enhances the response rate of any system towards more
proficient results.

The industry has already demonstrated these informed control benefits, emphasizing
the utility of sensors for acquiring critical variables’ trends, process monitoring and control,
but also sharing highlights on the advantages and weaknesses of current data-processing
methodologies. Kadlec et al. [93] executed a review about available approaches to de-
velop soft-sensors and to acquire and process data to build and train prediction models.
Furthermore, they presented applications (e.g., on-line predictions, fault detection) and
strategies on how to deal with common issues that arise when implementing them (e.g.,
missing data, outliers, diverse sampling rates and measurement delays). In addition, it
is not only the implementation and monitoring of specific data that drives performance
boost, it is also enhanced by: the collaborative interaction among systems or machines, the
possibility of acknowledging and interpreting new experienced conditions for adaptation
(executing “informed” decisions) [94]. However, it is challenging to achieve a smooth
functioning under a collaborative data acquisition and processing; it requires first, that
sensors’ noise is identified and filtered accurately [95], and then effective algorithms that
are able to prioritize and organize the effects of integrated actuators properly.

For example, Poli et al. [96] proposed and tested the use of sensors immersed within
glazing components for monitoring indoor conditions and gathering occupants’ response
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to tune automatic blind control to regulate light influx. Rinaldi et al. [97] further analysed
such components, testing a predictive model to later anticipate the occupants’ intentions to
regulate the window-blind states. Likewise, Karjalainen [98] presented a general conceptual
work-flow to deal concurrently with heating, cooling, ventilation, lighting and automated
blinds operation; by allowing occupants to communicate their interaction desires and by
collecting data inputs of the weather forecast.

In more detail, recent research has concentrated on studying comfort from the singular
occupant perspective. Occupant-based metrics have been proposed, as O’Brien et al. [99]
did by normalizing results with occupancy density. This approach shift provides the
advantage of understanding the real impact and needs of occupants’ micro-conditions by
having sensors and actuators close to the building occupants’ workstations (in case of office
buildings) and remotely controlled actuators from mobile or website applications (in case of
residential buildings). From the studied actuators, their operation was found to be more in
line with occupants’ preferences (i.e., accurate response), daylighting proxies (parameters)
were monitored at the occupants’ work plane or from the occupant’s view perspective.

6.1. Monitoring Occupants’ Work Plane

When monitoring the occupants’ work plane, the collected strategies were found to be
mainly focused on surveying Eh intensities and contrast (Uo). These strategies are easily
applied on simulation-based design, likewise replicated in real-case scenarios. For instance:

• Jia et al. [100] presented a platform-based design framework for BMS considering
data acquired from a camera, illuminance, temperature, CO2, relative humidity (RH)
and passive infra-red (PIR) sensors, and occupants’ requests via mobile applications;
managing decisions throughout the use of fuzzy logic to run HVAC and lighting
appliances.

• Konstantakopoulos et al. [101] proposed the automation of shared lighting appli-
ances through game theory for processing the building occupants’ vote on lighting
preferences.

• Reinhart [102] presented an approach of a light-switching and blind-operation model
within a two occupants office, in which using simulation methods approach resulted
in a 20% lighting energy reduction achieved by monitoring at every desk: occupants
presence, light and radiation intensity, light appliances condition (ON/OFF) and
predicting the possibility of turning them ON upon arrival [103], or during the day [22],
and of turning them OFF [104].

• Gunay et al. [105] tested and studied the work-plane illuminance set-points of a con-
trol strategy for light-switching and blind operation on single office space through
simulations with EnergyPlus with dynamically updated operation thresholds (mod-
ified by the probability models of user-interaction [22,103,104]). As a result, energy
use reductions between 25–35% were achieved.

• Cheng et al. [106] studied the personal occupant visual comfort in parallel with
energy savings (weighting cooling vs. lighting energy needs) and slat inclination
angles of venetian blinds, monitoring lighting conditions with illuminance sensors
on the desk and occupants interactions within a recreated office space facing east.
The acquired datas was used to train and adjust the thresholds through a Q-learning
process, leading to an energy saving potential up to 10%.

• Van De Meugheuvel et al. [107] proposed a different approach by studying ceiling-
mounted sensor configuration through simulations in DIALux [108]. Using multiple
intelligent dimmable luminaries equipped with occupancy and light sensors. These
were calibrated at night to reach Eh = 500 lux, to maintain desired lighting conditions
working as stand-alone systems or as an integrated system network (for optimized
luminaries activation also see Rubinstein et al., Caicedo and Pandharipande [109,110]).

• Jin et al. [111] studied the Indoor Environmental Quality (IEQ) by continuously
monitoring an office area by a moving punctual reading (mounting sensors on a robot,
including Eh). Doing so, it is possible to interpolate and map the total area conditions
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with decent accuracy, given the surveyed values obtained while moving the robot
throughout a predefined path.

Nevertheless, comparing the previously mentioned methods and more frequently
utilized metrics, most of them analysed the light intensity on the work-plane, neglecting
the light intensity and contrast perceived at eye level. Doing this is rather challenging;
nonetheless, other methodologies have been elaborated based on the field of view to assess
visual perception with higher accuracy, giving more importance to the light intensity falling
on the human eye, its distribution around the space, and the personal occupant preferences
(see Figure 4).
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Figure 4. Direct comparison of the most utilized metrics under 5 different criteria, providing a subjec-
tive and experience-based rating, and highlighting in yellow the highest ranked in: (a) completeness
of relevant factors considered (b) degree of occupant-centred approach (c) ease of modelling in the
design phase (d) ease of monitoring in the operation phase (e) ease of computing.

6.2. Monitoring Occupants’ Field of View

Recalling the information gathered in Tables 2–4 and the comparison made in Figure 4,
personalized and, if possible, image-based analysis seems to be the most comprehensive
and convenient way of assessing visual comfort. In this way, task lighting sufficiency,
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contrast and glare risk can be evaluated simultaneously. For this purpose, different methods
have been proposed and hereby summarized; however, difficulties arise considering the
limitations of replicating simulation-based analysis within real scenarios.

• Image-based—Although these methods demand higher computation time, they are
the ones capable of capturing different aspects that, as discussed previously, can alter
the perception of the surrounding luminous environment.

– Guerry et al. [112] proposed an innovative image-based methodology on the
evaluation of contrast able to take into consideration visual impairments in health.
The proposed method screens the produced images, identifying disturbing sur-
faces or elements within the field of view, based on a set threshold of contrast of
luminance between two juxtaposed surfaces.

– Based on the work of Glenn et al. [113] for the automotive sector, aiming to
reduce night accidents due to wrong street lighting disposition and intensity;
Zatari et al. [114] studied the possibility of automatizing this methodology for
estimating glare risk, L and Ev in real-time by employing Charge Coupled Device
(CCD) cameras mounted on a vehicle.

– Based on the results obtained by Wienold and Christoffersen [63], Konis [115]
presented an actual office space survey on 14 participants, coupling HDR images
analysis (captured with CCD cameras oriented to the most frequent occupants’
field of view) with polling station results on visual comfort rating; in order to
test the accuracy in terms of glare rating estimation, with horizontal and Ev
based computations.

– Using CCD cameras as a data acquisition system, it is possible to make, calibrate,
and compute Ev and L from HDR images. These can be later used to monitor
the interior conditions of an environment, as done by Parsae et al. [116] and
Inanici [117]. The latter proposed the calculation by using the RGB values of
an image and the D65 reference illuminant, which after the proper calibrations,
and accounting for the camera settings (e.g., exposure, focal length), obtained
errors below 8% when testing the methodology under different light sources.
On the other hand, Moeck [118] proposed a geometrical-based procedure to
understand the illuminance value coming from a certain surface using CCD
cameras and HDR images, acknowledging not only the camera settings, but also
the distance between the objects and the camera. Under controlled conditions,
the error obtained was below 5%.

– Goovaerts et al. [119] tested the computation of DGP from HDR images created
from low-resolution camera pictures while monitoring Eh, to establish a venetian
and roller blind control algorithm aiming to avoid the occurrence of visual
discomfort. The DGP was initially calculated, and then the strategy was tested
on those users which interacted with the shading systems to increase daylight
influx indoors. However, the Eh was found to be underestimating the light
intensity adaptation, and the DGP to be overestimating the glare risk rating.

– Motamed et al. [120] used two HDR ceiling vision sensors for monitoring work-
plane illuminance (ceiling mounted) and DGP (oriented towards occupants’
visual display terminal (VDT)). This was done to lay down an advanced control
algorithm for external roller blinds, which could in real-time, through fuzzy
logic use, review the task illuminance compliance and glare risk from DGP
values. By using this control logic to operate the external blinds confronted
with a reference Eh at work-plane control, although all 30 subjects reported only
slight variations on visual perception between control logics, energy needs from
electrical appliances were reduced up to 31% compared to operate the roller
blinds from monitored Eh at the work plane.

• Wearable—The use of wearable devices for indoor monitoring was initially proposed
by researchers assessing thermal comfort, later embraced by the research stream in
visual comfort. They have resulted in very useful input for the building management
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systems as they communicate a more localized and personalized measurement of en-
vironmental conditions. However, from the literature analysis, the collected strategies
hereby presented are only applicable for assessing buildings during operation.

– Similar to the methodology employed by Sarey Khanie et al. [92] to define Evg,
Schneider et al. [121] developed a prototype of a head-mounted camera, for
studying human gaze-behaviour. Using a video-oculography device (VOG) and
a camera motion device, synchronously measure binocular eye positions at up
to 600 Hz, it is possible to acknowledge where and what the user is seeing or
looking at. These could ease any gaze driven analysis for visual comfort, but the
degree of intrusiveness is yet too high to consider it for continuous monitoring.

– Yamin Garreton et al. [79] proposed Equation (11) for computing glare risk
rating as DEO. Using an eye-tracker, they computed this metric and tested it
on 20 subjects within a recreated office space. Based on the eye-lid position, it
displayed a decent correlation with DGP and Ev, under a wide range of lighting
conditions (both low intensity/diffuse and high intensity/clear sky conditions).
However, it still represents a highly intrusive method for continuous monitoring
of the indoor environment lighting conditions and occupant perception.

– Choi and Zhu [85] investigated the potential of tracking the human pupil size
to estimate visual sensation in office workplace environments. Profiting from
its physiological capacity, as it reacts instantly with the visual environment
variations. The tests were carried out on 20 subjects within a recreated office space,
under different artificial lighting conditions and constant RH (avoiding dry-eye
irritation effect). Pupil behaviour was monitored with a mobile pupilometer and
the light intensity at the work-plane (Eh) with an illuminance meter. Although the
intrusiveness is lower than in previously exposed studies, it is yet too restrictive
to be applied as monitored visual comfort metric in operating buildings (requires
users to wear the pupilometer constantly), and no shading effect from the eyelids
was considered.

Thus, the above-presented new methodologies and the metrics condensed in Table 4,
widen the possibilities to account for real occupants’ lighting related needs or preference
variability and bridge the gap between modelled and actual building performance. Visu-
ally comfortable ranges could be fine-tuned based on the actual reaction of the building
occupants coupled with satisfaction surveys, including demographic factors that have been
proven to affect the occupants’ perception of the luminous environment. Furthermore,
operating buildings could incorporate occupant-need responsive systems through clever
monitoring networks incorporating some kind of occupant response tracking system.

7. Discussion

As mentioned in Section 3, acknowledging and incorporating the effect of occupants
on building performance can contribute to narrowing down the performance gap between
planned and actual building performance. Specially considering that based on building
occupants demographic and physical features, occupants could be more susceptible to dis-
comfort and, therefore, more inclined to intervene in building performance. Nevertheless,
including this aspect in the definition of comfortable visual conditions for building design
or operation is rather challenging. This variability is still unconsidered in current building
guidelines, standards and methodologies for the assessment of the indoor luminous envi-
ronment. Contrary to thermal comfort assessment, only general considerations proposing
higher illuminance intensities have been made for visually impaired occupants [50,122].

Standards have been passive on including complex assessments for visual comfort,
and established detailed approaches are mainly related to those proposed by certification
procedures (e.g., LEED, BREAM). Nonetheless, the challenge remains on the complexity
of associating a spatial and time-based approach to the sensitivity of the single building
occupant. Moreover, when a diverse occupancy is considered, in complex environments, or
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in operating buildings, there are few possibilities to collect in parallel all their perceptions
and needs to be able to satisfy all of them contemporarily.

The challenge presented above requires different but integrated solutions. One po-
tential solution could be by starting to complement qualitative survey data with objective
physiological response on the ratings given to different luminous environments. This
would provide more accurate definitions of the comfortable visual environment; it will
also enrich the knowledge and provide further certainties on the factor’s affection visual
perception. Then, such definitions can be diversified by testing similar conditions for
representative subjects of each of the physiological factors that can affect their perception.
Having these information enables the fine-tuning of existing metrics, or the proposal of new
ones, to accurately estimate visual comfort in a single point for different space uses and
demographic contexts. Thus, different simulation workflows can be optimized to maintain
admissible computation time to perform time-based and spatial visual comfort assessments
utilizing such metrics. Finally, non-intrusive monitoring strategies can be designed to run
in operating buildings, targeting directly or indirectly the parameters defined to compute
the developed or adjusted metrics.

The use of the body response as a proxy (i.e., eye response) to monitor visual stimulus
can be one holistic solution. In fact, research has already been done on its relationship
with environmental parameters (ER, Ep and L) and in some of the factors that could impact
the perception of the luminous environment (excluding those related to the emotional
dimension). Using the body response is personalized for each occupant and it can be
monitored on an operational building (taking care of the level of intrusion and privacy).

Limitations

Numerous visual comfort assessment methods and strategies have been collected,
reviewed, and compared, finding as a potential solution the need for a more diversified
and personalized metric, or number of metrics, and a more occupant-centred assessment.
However, the collection of the literature was conducted by targeting diffused and innovative
methods of visual comfort assessment (on an expert criteria basis). Additionally, literature
that contained visual comfort analysis was put aside if a higher focus was given to thermal
comfort or overall building energy use analysis. Thus, the literature collection procedure
could have resulted in being unintentionally biased. Future updates to this work could be
hampered as a generic query was utilized and variable filters were imposed. Nevertheless,
the latest findings support that the course that visual comfort research is taking is aligned
with what has been presented.

8. Conclusions and Further Developments

The present analysis concentrated on: (i) scrutinizing and comparing visual comfort
assessment works and established procedures, to deduct advanced methods to characterize,
monitor and rate the luminous environment. The most used metrics to rate visual comfort
were compared and their strengths and weaknesses were presented, based on the identified
need to capture a more accurate visual perception; (ii) Different methods and approaches
to monitor the luminous environment and estimate the visual comfort were scrutinized
for building design and operation. Their shortcomings were identified and potential
improvements were proposed, in order to incorporate important missing influential factors
such as the ones gathered by Persont et al. [36]. Consequently, tracking the eye response
and correlating this response with illuminance was identified as a promising approach to
enhance the accuracy to estimate visual comfort, to improve lighting design in buildings
and thus, to cover the gap between expected and actual building performance.

However, further research is necessary following what has been done with the metrics
presented in Section 5.1. In this regard, the actual eye response to light variations of
both healthy and visually impaired occupants should be studied to attain more accurate
visual comfort ratings. Obtained data could then be used to adjust the thresholds of
the existing metrics (or, if deemed necessary, proposing new ones) to account for such
physiological visual perception differences. As a result, better limit thresholds for building
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systems operation could be defined, while more appropriate occupancy definition and
better monitoring of indoor lighting environments could be executed.

A proposal for a novel approach to evaluating a luminous indoor environment based
on human-centric matrices could be defined. In general, it could be summarised as having
a more detailed definition of the occupant inhabiting the building, better anticipating their
preferences for luminous indoor conditions, and consequentially reducing unexpected
building performance due to visual discomfort. In order to achieve the stated goals:

• In the instance of existing buildings for monitoring:

– Transferring and integrating novel and growing technologies such as computer
vision, image processing, scene understanding, and deep learning can further en-
able monitoring and operation strategies. They can help identify occupancy type
(including occupant characteristics) that can be feed to the BMS for operational
profiling. They can potentially decrease the level of intrusiveness for monitoring
body response. Or, making components responsive, with data-training models
able to capture occupant interactions and predict occupant needs [123].

– Lean sensorial network and internet of things implementation have great poten-
tial to better interpret and communicate occupancy, overall indoor conditions
and personalized task area conditions [124,125]. If these are fully integrated
into a flexible plant system, personalized or localized building responses can be
activated for providing, overall, better indoor environmental quality.

– Alternatively, qualitative surveys and post occupancy evaluations can be uti-
lized in real-time for requesting to the building specific operation adjustments.
Comparable to the upgrade of a traditional manual control enhanced by digital
technologies [126].

• In the instance of both existing and new buildings for design:

– Data acquired in occupancy studies could serve better for understanding building
occupant preferences in tendency in occupation, lighting appliances and blinds
activation schedules, and space occupation (complementing missing informa-
tion according to the specific LOD) (i.e., occupant modelling) [10]. Then, these
data can be used for a more accurate simulation output with realistic occupant
behaviour [127].

– Diversified post-occupancy surveys on perception of the luminous environment
(or visual comfort rating) could be used for training algorithms and defining
prediction models resulting in average virtual occupant typology. Or, with such
databases, occupants’ preferences profiling can be carried out to adjust traditional
or new visual comfort performance metrics [128].

– Furthermore, utilizing personalized and complex visual comfort performance
metrics would yield the analysis more complete. These could include demo-
graphics and spatial dependent factors by fine-tuning the correlating between
body response (in this case the eye for visual comfort, using d and/or DEO) with
environmental parameters (i.e., Ev, ER or Ep, and DGP).

– To assure that such calculations are done within applicable computational time,
annual and spatial simulations could be: (i) performed using daylight coefficients,
or cubic illuminance, instead of rendered-image-based analysis [72]; (ii) they
can be structured in a way that these can be parametric so they can be run in
parallel through cloud computing services [74]; (iii) Or, as a mid-term solution,
simulations can be decomposed in such a way that many smaller and more
specialized cores can be used to process the computational task (delivering higher
computational performance) in GPUs [75].

In conclusion, this work is foreseen as a catalyzer to modernize the traditional way of
assessing visual comfort, estimating visual perception and rating the lighting provision.
Transiting from monitoring/studying the environment onto monitoring/studying the
occupant response or occupant interactions itself. Motivating the inclusion of the occupant
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demographic features could render the analysis completer and more accurate. Thus,
boosting the capacity of designer to predict the actual performance of buildings and to
reduce the performance gap issues stemming from the occupants visual dissatisfaction.
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Abbreviations

The following abbreviations are used in this manuscript:

ASE Annual Sun Exposure
BEM building energy modelling
BGI British Glare Index
BMS Building Management System
CCD Charge Coupled Device
cDA continuous Daylight Autonomy
CGI International Commission on Illumination Glare Index
DU Pupil diameter unified formula
DA Daylight Autonomy
DEO Degree of Eye Opening
DF Daylight Factor
DGP Daylight Glare Probability
DGPs simplified Daylight Glare Probability
E Illuminance
Eh Horizontal illuminance
Ep Pupil illuminance
ER Retinal illuminance
Ev Vertical illuminance
Evg Gaze driven illuminance
EN European Committee for Standardization (CEN) standard
FVC Frequency of Visual Comfort
HDR High Dynamic Range
HVAC Heating, Ventilation and Air Conditioning
IEQ Indoor Air Quality
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IVD Intensity of Visual Discomfort
KPI Key Performance Indicator
L Luminance
NPS Normalized pupil size
RGB Red, Blue and Green colour space
RH Relative humidity
sDA spatial DA
TEPR Task-evoked Pupillary Response
Uo Daylight Uniformity
UDI Useful Daylight Illuminance
VDT Video Display Terminal
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Featured Application: To date, the ‘values’ associated with ‘heritage buildings’ have received

little attention in designing technical interventions for energy efficiency. This may be due to a

fear that modern interventions for improving energy performance clash with heritage conserva-

tion, especially conservation of original features. We argue that energy efficiency interventions

and heritage conservation can co-exist if an in-depth understanding of people’s heritage values

and attitudes is obtained. This paper adds to our limited knowledge of residents’ approaches to

heritage conservation and energy efficiency. It does so by presenting the first study of its kind

in Mexico’s City Historic Centre (a World Heritage Site since 1987). The results reveal the type

of heritage values that residents assigned to their buildings when seeking to achieve thermal

comfort and energy efficiency in heritage buildings.

Abstract: With building construction representing one of the largest sectors responsible for the use
of natural resources, retrofitting existing heritage buildings becomes a necessity, albeit a challeng-
ing one. The emergence of specific guidance on retrofitting heritage buildings has unveiled more
than never the need to understand how residents negotiate, thermal comfort, energy efficiency, and
heritage conservation decisions. The paper reports the complexity of the decision-making process
of residents of heritage buildings in the Historic Centre of Mexico City regarding energy efficiency,
intending to improve thermal comfort and reduce energy consumption while preserving heritage
values. The study involved in-depth semi-structured interviews with users of heritage buildings that
were thematically analysed, complemented by the monitoring of internal environmental conditions
and system dynamics analysis. The results show that although the residents perceived the buildings’
temperature as poor, passive thermal comfort actions (e.g., wearing more clothes and closing win-
dows) were preferred against invasive retrofitting solutions for thermal comfort due to residents’
resistance to a potential loss in the buildings’ values and the high cost of changes. The degree of
change necessary for maintenance, renovation, and actions for improving the thermal comfort of
a heritage building is related to values and to their preservation for future generations. The users’
changes were limited to small-scale interventions in floors and ceilings while avoiding touching
what they consider essential to preserve and protect (i.e., social and cultural values). Integrating the
user into the decision-making process would enhance the long-term continuity and sustainability of
retrofitting policies and guidelines, thus avoiding losing heritage-built stock.

Keywords: heritage values; user; sustainability; thermal comfort; energy efficiency; heritage
buildings; decision-making; preservation; Mexico City
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1. Introduction

Historic buildings are increasingly considered in literature dealing with energy ef-
ficiency actions and renewable energy systems [1–9]. Recent projects such as Energy
Efficiency for EU Historic Districts’ Sustainability, Climate for Culture, and Efficient Energy
for EU Cultural Heritage are some examples addressing the impacts of changing climate
conditions on historic buildings. The projects propose energy-efficient retrofit solutions
while respecting buildings’ heritage values. Historic England has developed one of the
most comprehensive guidelines that intends to adopt a holistic approach to historic build-
ings and energy efficiency. The guidance seeks to address every factor that affects energy
use in the buildings and tries to balance saving energy, sustaining heritage significance,
and ensuring comfort (a whole-building approach) [9]. However, although the emphasis is
placed on heritage values, there is an assumption on what these ‘values’ are and how they
should be retained [10]. These programmes rely mostly on research to integrate technology
into the built heritage but do not explore users’ ‘heritage values’ in depth. Qualitative
research on heritage and energy efficiency began to show the connection between energy
efficiency and values. For instance, Yarrow [11] offers perspectives that underline a social
negotiation of the values by inhabitants of old buildings and heritage professionals and in-
volves concepts of climate change and energy efficiency. Yarrow conducted ethnographical
research of specialists, planners, and homeowners interested in renovating and retrofitting
buildings of attributed historical value. Koukou and Fouseki [12] conducted a study in
Greece that included residents’ approaches to heritage conservation and energy efficiency
in neoclassical buildings. Their research explored how residents’ meanings and values
regarding historic buildings drive or inhibit energy-efficiency interventions. Their study
involved semi-structured interviews with residents that revealed a conflict between the
urgency to improve thermal comfort during winter through installing a mechanical heating
system (at the loss of the original characteristics of the building) and against interventions
on the façade of the building. The study found that in most cases, the changes made by
residents complied with current legislation and the architectural significance of the building
as most buildings were listed.

Overall, we lack in-depth, qualitative studies on energy efficiency and heritage con-
servation. In this regard, Fouseki et al.’s [10] research have understood and integrated
heritage values into decision-making to improve the energy performance of the heritage
buildings’ stock, which motivated this research. Fouseki et al. [10] show that decision
making in thermal comfort improvement, energy efficiency, and heritage conservation
is a sociocultural and dynamic practice. In the connection or discontinuity of elements
(materials, competencies, resources, values, senses, and time), the decision-making process
changes based on external factors surrounding the building (context, listed status, age,
climate, and ownership status) [10].

In Mexico, Murillo et al. [13] reported on the heritage values attributed to historic
buildings and how they change, drive, or prevent energy efficiency changes over time.
Their study consisted of in depth semi-structured interviews complemented by monitoring
indoors environmental conditions that revealed what users prioritise between energy effi-
ciency interventions and heritage values. Their research shows a tension in the limitations
on buildings with listed statuses, which restrict changes in use and prevent energy-efficiency
interventions and highlighted that a fundamental requirement for developing effective
energy policies, standards, and guidelines is understanding the meaning of heritage at-
tributed by the users. More international approaches that contribute to decarbonising the
built environment are needed.

Given the foregoing, this paper details the results of a qualitative study conducted
in Mexico’s City Historical Centre (a World Heritage Site) that includes residents’ and
buildings’ thermal conditions to understand user decision-making processes for energy ef-
ficiency and thermal comfort. The study focused on the social and cultural values residents
of listed and non-listed buildings attach to their buildings and which values they prioritise
during energy-efficiency interventions. The work offers new research insights from Mexico
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City, where heritage values, user behaviour, and thermal comfort data were obtained in
a protected heritage site. The study’s premise is that social meaning, spatial structures,
heritage values, sustainability preservation, and energy efficiency are interconnected and
reinforced over time, driving or preventing changes in energy efficiency. Moreover, ten-
sions can arise between limitations on a listed building (that impede change) and the lack
of interventions applied (which directly affects the structure). The study assumes that
both values associated with the tangible characteristics of a building (e.g., architectural,
historical, and aesthetic) and sentimental, symbolic values (e.g., family attachment) increase
the overall value of a residence over time and determine which building characteristics
residents are willing to change, compromise, or maintain as they strive to improve the
building’s energy performance.

Improving Energy Efficiency in Mexico City

In Mexico City, the need to retrofit existing residential buildings [14] has been high-
lighted in recent years to prevent buildings’ abandonment and obsolescence due to indoor
thermal problems. The retrofitting of existing residential buildings to improve energy
efficiency or reduce green housing emissions is not applied either [14]. More studies regard-
ing improving energy efficiency in Mexico have only focused on electricity consumption.
Mexican government programmes to reduce electricity use nationwide include the Trust
for the Thermal Insulation of Housing and the Program for Integral Systematic Savings.
Both programmes—managed by the Secretary of Energy [15]—have achieved a national
energy use reduction of 3410.72 GWh and 1,534,824 fewer tonnes of concentrated CO2 in
the atmosphere [14,16] obtained by 120,703 thermal insulation actions. Despite the progress
and goals set regarding retrofitting existing buildings in the heritage sector, significant
challenges remained unsolved.

2. Methods and Materials

2.1. Case Study

The Historic Centre of Mexico City was chosen as the case study. The urban area has
approximately 1,500 listed buildings with historical and artistic value [17].

Declared a World Heritage Site in 1987 [18], the Historic area has faced challenges on
the social, political, environmental, and economic fronts, given its geopolitical location and
historical transformation of the social context. The social transformation began after the
earthquake of 1985, which caused the area’s depopulation. In 1987, with the World Heritage
Site declaration, the local government started urban revitalisation management plans to
repopulate and attract more inhabitants. Precisely, Heritage status imposes restrictions
upon users concerning what they can and cannot modify. Therefore, it is intriguing to
study how residents negotiate their heritage conservation and energy efficiency decisions
in this specific context. Furthermore, social housing (planned for people who cannot afford
to buy housing with the private sector) also makes this area compelling to examine.

2.2. Sample Selection

Through system dynamics [19,20], social data (related to resident attitudes regarding
heritage values, thermal comfort, and energy efficiency) were collected, analysed, and
synthesised, alongside environmental (relative humidity and temperature) and building
condition data (materials and maintenance). As stated by Levi-Strauss [21], due to the
complexity of social phenomena, the data collection is guided by successively evolving
interpretations made during the study and by the researcher interpretations. To this end,
a number of participants and apartments is based on an in depth case-oriented analysis
essential to qualitative research [22]. Additionally, qualitative samples are selected by
their capacity to provide rich information relevant to the study. As a result, it sets an
‘information-rich’ case [23] and with deep understanding. The sociotechnical approach
employed consists of qualitative and quantitative methodologies, summarised in Table 1.
The procedure of our approach starts firstly with a formulation of objectives clarifying
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the research—next with a description of analysis and theoretical framework required
for qualitative and quantitative methodologies. Afterwards, the experimental procedure
collects and processes the data (with tools and instruments), confirming (or not) our initial
objectives. The results interpretation in data analysis leads to indicators (relevant for
research objectives) and finally to the results.

Table 1. Sociotechnical approach.pp

Stages-Process Objectives 

 

Clarification of 

research 

 
User Heritage 

values 

 
Perception of the 
conditions of the 

buildings 

Perceived thermal 
comfort 

Energy efficiency 
interventions 

Heritage 
conservation 

processes 

Dynamic interplay 
related to heritage 
values, conditions 

of the buildings 
and thermal 

comfort 
 

Description of 

study and 

Theoretical 

framework 

Methodology 

Qualitative      Quantitative         Mixed 

Case study selection 

Selection of participants and buildings 

Data collection 

 

 

 

Experimental 

procedure 

Interview with users 
(Social data) 

Building physical conditions survey  
Installation of monitors into the 

properties 
(Environmental data) 

Tools and instruments 

Semi-structured  
interviews 

photo-elicitation 
 

Building visual  
inspection with 

camera 
 

Tiny-tags monitors 
Electricity bills 

Thermal camera 
and photo viewer 
Microsoft Excel 

Vensim 
NVivo 

 

 

Interpretation of 

the results 

Data analysis 
Thematic analysis through NVivo 

Coding and categorisation of cause-effect relationships 
Causal loop visualisation in Vensim 

Exploration of monitoring data in Excel and contrasted with 
users perception 

Causal loop 
diagrams with 

System Dynamics 

 

Identification of 

relevant 

characteristics 

Indicators 

Time 
Values 

Preferences 
Expectations 

Deterioration  

Interventions 

Temperature 
Relative humidity 

Cost 
Consumption of 

electricity 

Cathegories and 
code groups 

Results Evaluation and conclusions 
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The final sample of five buildings for this study was considered suitable for an in-depth
case study to test methods and tools and gain the residents’ approval to install the monitors
in the properties. We identified buildings that have preserved their original typology and
belonged to the Heritage Site protection list of Mexico City Council (a total of 134 housing
buildings making up the total housing unit). The typology of housing building in the
Historic Centre (known as vecindades) has a significant connotation on the architectural
characteristics dating from the colonial period. Inside, the rooms are organised around
a rectangular patio or corridor that serves as the central circulation and, simultaneously,
a source of ventilation and lighting (Figure 1). A layout with current internal uses of
social housing is shown in Figure 1. The buildings have mixed uses consisting of housing
and commerce.

Figure 1. Building layout produced during data collection in the Historic Centre: (a) main entrance
to the building; (b) patio or corridor; (c) apartments; (d) commerce.

The final sample includes one listed monument (assets linked to the nation’s history),
one non-listed but protected apartment building, and three listed apartment buildings
(within the area of historical monuments and with architectural value). Their architectural
styles are dated from the 16th to 19th century (primary baroque or colonial style), which
influenced each building’s materials (tepetate, masonry, and brick) (Figure 2).

     

(a) (b) (c) (d) (e) 

Figure 2. Building architectural styles: (a–d) colonial style—typical colonial house found in cities,
analogous to the houses of pre-Hispanic Mexico. These houses were built inwards, usually with two
stories and simple façades, surrounded by walled gardens; (e) modern style—rationalist language
with a series of horizontal windows on its façade. The modulation in the proportions is an important
element of the early stage that characterised the architectural design.

2.3. Data Collection

Data collection was conducted over one month during the winter (from December
2019 to January 2020). Participants were recruited for the study fulfilling at least one of the
following two criteria: they must have lived in the area or in the building since 1987 (the
Declaration of World Heritage), or their construction must belong to the government official
heritage catalogue, which provides more information about the building (historical files,
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interventions, renovations, ownership, and previous uses of the building). Semi-structured
interviews were conducted with five users (four owners and one tenant), and written
informed consent was obtained complemented with photo-elicitation (i.e., interviewers
were shown energy-efficiency options and prompted to comment on them) [24] to gain
deeper insight into the values assigned. The semi-structured questionnaire design was
divided into four sections: the first part focussed on building conditions; the second
concerned understanding the attributed values, combined with photo-elicitation; the third
part was designed to explore attitudes towards thermal comfort and energy efficiency,
and the fourth explored user actions and interventions undertaken in the building. Each
resident and apartment was assigned with a unique code of identification, including the
country and number of participants. For instance, the first one was MX-U1 (see Table 2).
For environmental data collection, the tiny tag data monitors were placed during the visit
where the user felt more dissatisfaction with perceived thermal comfort (the data loggers
are battery-powered instruments with electronic sensors that use data logger software to
download the data from the monitors). The installation was in living rooms and bedrooms.

Table 2. Building main characteristics and numbers, including resident code.

Building Number
and Resident Code

Orientation of
the Facade

Location of the
Apartment

Total M2
Total

Apartments
Number of

Floors
Space

Monitored
Total
M2

Walls
Width

Building 1
MX-U1 north Ground floor 1923 6 2 Bedroom

Living room
20
20 0.60 mts

Buiding 2
MX-U2 south First floor 400 4 2 Bedroom

Living room
13
24 0.60 mts

Building 3
MX-U3 north Fifth floor 544 15 5 Bed room

Living room
15
20 0.30 mts

Building 4
MX-U4 north First floor 926 24 2 Living room 12 0.60 mts

Building 5
MX-U5 north First floor 2046 120 2 Bedroom

Living room
13
20 0.60 mts

The thermal imaging exercise helped explain materials’ thermal properties to the
residents (when pointing at an object or area, the thermal camera sensor allowed the
user to view the infrared spectrum. The warmer regions were shown as red, orange, and
yellow on the camera’s colour screen. In contrast, the colder parts showed up as purple
and blue). During the data collection stage, collaboration with local authorities was also
essential, including a participatory workshop on energy efficiency and heritage values
with 12 neighbours, 3 stakeholders and 4 professionals in the Trust of the Historic Centre
(Fideicomiso del Centro Historico). The course aimed to introduce the present pilot study
and exchange ideas for proposals related to the Historic Centre regarding energy efficiency,
conservation, and heritage values. This study is the first of two research studies carried
out in the heritage site. The second study was conducted in 11 buildings and 11 residents
during the winter of 2020–2021; the results are part of another publication.

2.4. Data Processing

The interviews were transcribed and translated from Spanish to English. Afterwards,
they were thematically analysed using NVivo software, which enabled coding and the
identification of cause-and-effect relationships among factors that affect a specific interven-
tion (or lack thereof). The approach followed principles of grounded theory allowing the
data to drive the hypothesis [21]. The interviews were first coded through an open coding
process, identifying all factors. The codes were then reclassified through axial coding into
251 final codes related to the main aim and objectives and different subnodes from the
decision-making process regarding energy-efficiency actions to address heritage building
conditions and user values over time. The coding process and analysis used were based
on Fouseki et al.’s [10] research. During the coding process, cause-and-effect relationships
between nodes were discovered [10] and recorded in Excel. Table 3 shows the 12 categories
of codes groups. The objective of the identification was to show the system elements that
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affected the dynamic interaction between values, thermal comfort, and energy-efficiency
actions and practices. These categories interconnect, reinforce, and balance the system
over time.

Table 3. Categories and code groups.

Category Code Category Code

Time Time living in the property,
changes, age of the building Materials Façades, walls,

humidity, porosity

Needs
Thermal comfort in winter
and summer, perception of

thermal comfort
Practice Qualified

interventions

Feelings Satisfaction, guardianship,
family attachment Cost Rent, cost of

changes

Value Sentimental, aesthetics,
historic, symbolic, originality Risk

Earthquakes,
humidity, lack of

maintenance

Place/Space Urban context, size of
the rooms Ownership status Owner, tenant

Actions
Type of maintenance,

thermal comfort actions,
ventilation, preservation

Building status Listed, not listed

2.5. Mapping Data through Systems Dynamics

The relationships were mapped using Vensim software for systems dynamics anal-
yses [25,26] to illustrate cause-and-effect relationships identified through the feedback
thinking [25,26] and that are part of the system of preservation, thermal comfort, and
energy efficiency. Systems dynamics is grounded in the theory of nonlinear dynamics,
feedback, and interconnected loops and helps capture the complex causal structure of the
system in a formal model that can be simulated and validated against real-world observa-
tions. A causal loop can grow or decline, allowing identification of the gap between the
current objective and the desired one [25,26].

The five interviews were analysed using the same process, resulting in five diagrams
that portray the dynamic system between heritage buildings, values, thermal comfort,
and energy efficiency (decision-making process). To summarise the 251 interconnected
variables identified during the interviews, an aggregate version of the five interviews (and
five apartments) is shown in Figure 3. The symbols positive (+) or negative (−) are used
to indicate reinforcing (growing) (R symbol) or balancing (B symbol) relationships. A
reinforcing relationship between the two variables indicates continuous growth. On the
other hand, an equilibrium is intended to be achieved by balancing relationships. For
instance, a reinforcing relationship between original features and aesthetic values means
that the more original the façades, the higher the aesthetic value assigned by the user. On
the other hand, a balancing interrelationship was noted between the deterioration of the
physical condition and replacing old materials with modern ones.
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-

+

Figure 3. Causal loop diagram produced with Vensim showing relationships between values, inter-
ventions, and thermal comfort. Colour scheme: yellow, time; green, needs; light blue, feelings; pink,
value; dark blue, place; orange, actions and practice; purple, materials; brown, cost; grey, risks; dark
green, type of ownership.

3. Results

3.1. Heritage Values Assigned to Historic Buildings

Residents’ values to their buildings and apartments varied according to their lifestyles.
The everyday life of the inhabitants of the Historic Centre is characterised by commerce,
tourism, architecture, and the political powers that are concentrated in the area. The
inhabitants combine work activities (formal and informal) with those of the home. Most
have different educational levels and have lived in the Historic Centre for more than
35 years, witnessing this space’s social and urban transformations. In the same way, the
Historic Centre represents a labour resource for many of them, who have had a commerce or
workshop there.The first value associated with the house was the historical value, followed
by sentimental and aesthetic value: “Well, for the year it was made and for its architecture,
its balconies, its corridors because it is very beautiful. I like everything. I like it a lot” (MX-U2).
The existing relationship between the preservation of the original features and aesthetic
value is shown in R6 (see Figure 3). When mapped on Vensim (R7 in Figure 3), the family
attachment to the property is a significant relationship; the owner has a motive for living
in the building that becomes stronger over time due to the values appreciating and their
willingness to preserve and protect. The residents endeavoured to maintain the building
in fidelity to its original structure because of its architectural and sentimental value (R3
in Figure 3), in part due to family ties (R7 in Figure 3). For instance, respondent MX-U2
said, “Well, the greatest meaning is sentimental because I have lived here (for many years with my
family) . . . because it is the original, the architecture and the shape of the windows, the doors, I like
it a lot, we do not touch it (we maintain it)”. Over time, the reason for living in the apartment
and family attachment reinforces the owner’s relationship with its architectural, aesthetic,
and symbolic value. As stated by MX-U2, “Well, it has a symbolic value and to me, they are
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very beautiful, as well as are the architectural features that characterise the construction and the
architecture” (Figure 4).

Figure 4. Reinforcing (R1) causal loop of relationships between values, need, and feeling.

Aesthetic value was directly related to architectural qualities such as space, form, use,
dimensions, and structure. Originality was important in terms of the materials and features
of the apartment: “The architecture and the shape of everything, the windows, the doors, and all of
that, I like a lot. We do not touch it” (MX-U1). The residents felt responsible for what happens
inside the building. They mentioned that all users needed heritage knowledge to make
good decisions: “People must become aware of how to treat a listed building” (MX-U5). The
architectural value, reinforced by the historic context, is related as a reason for living in the
building: “Because of the location, it is centric and for the benefits that we have in the Centre of the
city, we have everything and then it is something that interests us” (MX-U3) (see Figure 5).

VALUE 

FEELING 

Figure 5. Reinforcing causal loop of values and feeling.

3.2. User Perceptions of the Condition of the Building over Time

This part was intended to understand the energy-efficiency interventions and their
impact on the environmental conditions provided by the buildings: the users’ perceived
thermal comfort and the presumptions about building performance, which could be con-
firmed (or not) with environmental data, related to what was happening inside the building.
It was found that humidity, deterioration, and use are interconnected and increase the need
to maintain in good quality the originality of materials and façades. Humidity deteriorat-
ing the original façades’ materials in all buildings raised the cost of changes due to their
aesthetic value, and old structures required specialised interventions and maintenance. The
older the building, the more susceptible it is (because of the original materials). MX-U5 said,
“Yes, it’s because the use of buildings has changed over time. For example, (original materials) need
a lot of maintenance”. However, there is regret regarding the changes made (unsupervised),
as reported by MX-U2: “Well, the floor [previous wooden floor] was cosier, warmer inside the
apartment, so I disagree that it was removed. But it had to be removed because it needed a lot of
maintenance and had deteriorated, and it costs a lot. The changes were made because they had
deteriorated, and the new material was supposed to last longer”. While exterior windows were
changed due to humidity and deterioration, interior modifications for comfort were further
driven by new materials’ durability over time (which implies less maintenance). How-
ever, the users’ actions for preserving the original materials are related to the supervised
government programmes for interventions despite costs, damage, and time (see Figure 6).
Respondent MX-04 said, “The roofs needed waterproof paint and, on the façade, some painting.
The local government approved carrying out the interventions on the façade”. MX-U1 stated,
“Fideicomiso Trust arranged everything for us, painted the façade of the house, all of this because the
whole façade was severely damaged; the government gave us support with the material, and with
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money . . . They are very beautiful façades that have been preserved very well, everything with the
supervision of the National Institute of Anthropology and History”.

Figure 6. Reinforcing causal loop of relationships (R17) between actions and practice.

Despite the special treatment that the original materials of a historic building require,
residents felt satisfied with the maintenance over time and have resisted introducing
additional major interventions for comfort on façades. Such resistance is related to the
architectural value and elevated cost of interventions for historic buildings. Costs “are high
because all the interventions have to be done by expert people, people who know what material is
and they´ll do it right” (MX-U2). The residents considered heritage; they were aware of and
willing to preserve the value. “Well, it’s pretty. The building is beautiful, well preserved; it looks
very beautiful. We cooperate with INAH (National Institute of Anthropology and History social
housing programme) to preserve our building; we’ve shared the ownership with INAH for 80 years
. . . Well, it’s maintained, it’s presentable. We’re trying to keep it that way. So, it’s a benefit to
present the building in good condition. The government gives us the benefit of housing because we
are cooperating with the building” (MX-U3). The users also considered the economic value of
future interventions: “Because the government doesn’t give maintenance (listed private buildings),
the user must do it and look for the best price” (MX-U3).

3.3. Interrelationship between Thermal Comfort, Energy Efficiency, and Heritage Conservation

This section is intended to describe thermal comfort through the residents of heritage
buildings, their attitudes, and what is happening inside the building. It was possible to
compare users’ desired and perceived thermal comfort with the actual interior temperature
(see Table 4). From the interviews, there was clearly a difference between the users’ desired
and perceived temperature described as freezing, cold or unbearable. For instance, the
ideal internal temperature for some residents was 28 ◦C or over: “I say 28 to 30 ◦C [would
be a suitable temperature for me]” (MX-U1). “28 ◦C”, seconded MX-U5. From monitoring,
indoor temperature and external temperature showed no significant difference. However,
when contrasted with users’ perceived temperature, the performance is experienced as bad
(Table 4) (Building 4 bedroom and living room share the same space).

Table 4. Buildings average temperature monitored, perceived, and desired temperature by the user.

Building
Number

Average Indoor
Temperature
Living Room◦C

Average Indoor
Temperature

Bedroom◦C

Average External
Temperature◦C

User Desired
Temperature ◦C

User
Perceived

Temperature

Building 1 18.91 16.25 19 28–30 freezing
Buiding 2 19.37 19.57 19 28 cold
Building 3 18.88 19.69 19 28 cold
Building 4 18.91 18.91 19 24 cold
Buildng 5 17.85 17.77 19 28 unbearable
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According to the International Organization for Standardization, thermal comfort
is a mental condition related to the satisfaction of the thermal environment [27,28]. In
the apartments studied, thermal comfort is vital for residents, as it can affect their health
and quality of life. It is shown (Table 4) that users have their own criteria for thermal
comfort. Thermal comfort is also related to a space and its characteristics, where they feel
pleasant. For instance, MX-U4 stated, “In my bedroom, because I like to rest there [and] because
I have health problems, then I can watch TV and rest“. MX-U2 said, “In the living room, I like
it more because we have the windows, natural light, and I see people (outside) come and go and
the atmosphere is very warm”. Perceived thermal comfort during winter and summer is
influenced by the building architecture and materials, as reported by respondent MX-U1:
“During winter, it’s a little bit cold. I always bring my coat. In the summer, it’s a delight. It’s
a delight to get inside from the street and find natural air conditioning. Thanks to the height of
ceilings and thanks to the walls that keep a delightful temperature, it’s very nice”. Users also
related internal conditions (temperature) with specific building materials: “I recognise that
the building is very well designed, [including] the spaces. The building is solid; it has masonry walls.
Both function and form are very well designed. The spaces are wide, large, spacious . . . What I do
not like is that it’s very cold because of the concrete that was used to change the old structure that
had deteriorated from the old building” (MX-U5). The architectural characteristics appreciated
by the user show that although the structure reinforces the building against earthquakes, it
is also more susceptible to humidity and deterioration. The older the building, the more
susceptible it is (because of the original materials).

The climate in Mexico City is temperate subhumid in most (87%) of its territory.
During monitoring, the external temperature was a maximum of 24 ◦C, a minimum of
14 ◦C, and an average of 19 ◦C. Figure 7 shows temperatures in the bedrooms and living
rooms monitored. From the figure, we can see that the lowest temperature occurred in
Building 1 with, 16.25 ◦C in the bedroom and 18.91 ◦C in the living room. In contrast, the
highest temperature was found in Building 2, with 19.57 ◦C in the bedroom and 19.37 ◦C in
the living room.

 
 

 
 

(a) (b) 

Figure 7. Temperature per hour in bedrooms and living rooms in the five buildings; (a) indoor
temperature of the bedrooms contrasted with external temperature; (b) indoor temperature of the
living rooms contrasted with external temperature.

Residents control the indoor temperature with natural ventilation and by performing
passive activities such as opening and closing windows or, as last resort, with a portable
heater during nights. The passive actions performed gave them the opportunity to under-
stand their needs for thermal comfort and to help them adapt to the apartment thermal
conditions. As reported by MX-U3, “Well, today it’s a little bit cold, but during winter, I close
them (the windows and doors), and the inside temperature remains warmer because the roof retains
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the interior heat”.Monitoring was also performed for relative humidity. The data for relative
humidity was between acceptable ranges of 40% and 70% [28,29]. User dissatisfaction
regarding the buildings’ indoor thermal comfort was related to deterioration caused by
humidity. MX-U1 noted, “If you look, the temperature is something that impacts; it’s very cold.
It’s very cold here because of the height; we have high ceilings and then the materials. It feels humid”.
MX-U4 commented, “We have humidity in all the bedrooms because the material is so porous that
I feel that it filters, and I have to repair regularly because the paint disappears quickly”. Within the
building, the deterioration and humidity were expressed on the surfaces of walls, ceilings,
and façades (because of the materials’ natural properties), and the subsoil characteristics
could be contributing. During the Spanish conquest, the Mexico City Historic Centre was
constructed on a lake. What is of interest here is that despite the relatively stable humidity
levels, the perception of how humid the houses felt was fundamentally different from the
data. This may be explained by the limited environmental data, as they reflect only a short
(but cold) period in a year. It may also relate to the overall perception (or misconception)
that “old” buildings are cold and humid without necessarily being so. The misalignment
between “actual” and “perceived” humidity is an area for further exploration.

3.4. Interaction between Heritage Values, Perceived Buildings Conditions and Thermal Comfort

Residents’ perceptions of thermal comfort and thermal building conditions interact
with the actions to preserve the assigned value while improving thermal comfort. Per-
ceived thermal comfort was affected by floor level, façade orientation, ventilation, room
size, natural light, and humidity. The lack of direct solar radiation has to do with apart-
ment orientation, location, and interior layout. Two buildings (first-floor apartment and
fifth-floor apartment) were compared to show differences in perceived thermal comfort.
Figure 8 shows building 3 and 5 temperatures in bedrooms and living rooms. Although
monitoring showed not much variation from the external temperature, in building 3 (fifth-
floor apartment), we can see fluctuations in temperature that achieved higher temperatures
than building 5. In both buildings (north orientation façade but different floor location), the
perception of indoor temperature was bad, but one of them was perceived as unbearable.

 
 

 
 

(a) (b) 

Figure 8. Monitoring of indoor temperature building 3 and 5; (a) buildings 3 and 5: bedroom
indoor temperature and external temperature; (b) buildings 3 and 5: living room internal and
external temperatures.

As reported by the user of building 3 MX-U3, “In the summer, I feel very hot. It’s very
hot because the sun always enters everywhere. It is super hot, but during this season, it’s
okay”. The thickness of the walls and the windows’ height and dimensions also influenced
user perceptions of the space’s temperature. For example, the thermal perception was cold
in a first-floor north orientation façade (Building 5) compared to the same orientation façade
on the highest floor (Building 3), where it was perceived as warm. MX-U5 stated, “How
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comfortable do I feel? Very uncomfortable; it’s very cold. The truth is that it’s unbearable
during winter . . . because my apartment is on the first floor. I feel that it’s affected in that
sense. I don’t have enough natural light either”. The ventilation and size of the rooms
could increase user perceptions of thermal comfort. Although there was a consensus that
internally it was cold, depending on the floor the residents occupied, indoor temperature
was perceived differently: “I feel warmer in the living room and my bedroom because the
sun hits them up, and the others are in the back (so they don´t get much sun) . . . I live on
the fifth floor and particularly like where I live on because it’s the top last floor” (MX-U3).
In addition, time reinforced thermal comfort; for instance, the more time residents had
lived in the apartment, the greater their awareness of changes (during different seasons)
affecting its thermal properties. Over time, they improved comfort and conditioning spaces
for their lifestyles and needs but preserved the originality of the building.

The relationships between thermal comfort, actions, and changes by the residents can
be observed in Figure 9. The narrative of the diagram starts in R12 (reinforcing loop), which
is at the centre of the diagram where it is shown the relation between poor thermal comfort
in winter. The less thermal comfort in winter, the less satisfied the user was. Therefore,
thermal comfort in winter is balanced with passive actions and less use of heating overnight
(B4 balancing loop): “Well, we have a heater, which we use in the evenings for a while, then we
have a warmer environment, a little bit, not a big deal. Yes, if I’m freezing, I turn it on. Look at this
heater, but close to me. I install it near the bedpost, connect it, leave it here, then it heats us a bit,
and it gives us peace” (MX-U1).

Figure 9. Causal loop diagram created in Vensim (part of the aggregate version in Figure 3 showing
relationships between values, interventions, and thermal comfort, and changes by the residents)
Colour scheme: yellow, time; green, needs; light blue, feelings; pink, value; dark blue, place; orange,
actions and practice; purple, materials; brown, cost; grey, risks; dark green, type of ownership.

Because of the perceived poor thermal comfort in winter, some changed the original
wood floors, but they regret the changes made. As stated by MX-U2: “Well, what I didn’t like
was to change the floor (ceramic tile) because the wooden floor (previous floor), that was cosier, it made
you feel warmer inside the apartment, so I disagree that it was removed”. Still, the changes were
made because the cost of maintenance and the replacement occurred with materials that did
not always improve internal conditions in winter, creating a balancing loop (B3) (Figure 9).
The desired thermal comfort reinforces the perceived thermal comfort (R16) and because of
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materials’ deterioration, the bad perception of thermal comfort creates reinforcement (R18).
There is a relationship between the aesthetic of the façade and preservation of original
features in R6. The preservation simultaneously has a relationship between architectural
value, materials, thermal comfort, and actions in R8. The value was a driver for preserving
and conserving, but, at the same time, the residents resisted changing for thermal comfort.
Passive actions were preferred during the winter and summer (R11 and B4).

Despite the discomfort perceived inside the buildings, the users did not want to
implement intrusive changes for thermal comfort in interiors for three fundamental reasons.
The first reason was an attachment to the building and its value (sentimental, architectural,
and historical). Second, status for the protection of the historic area was an additional
barrier to interventions. The third reason relates to preservation for generations to come.
If residents felt thermally uncomfortable inside, they would reflect on making minimal
improvements, such as replacing the materials in floors to wood (thought to have better
thermal properties) and in ceilings (thermal insulation).

4. Discussion

Research on the values that society assigns to heritage has shown that it is a complex
concept based on intellectual, cultural, historical, and psychological references and that
it varies according to the person and time [10]. The present authors used a sociotechni-
cal approach to comprehensively evaluate the following parameters as part of a whole
system: historic buildings, users, values, thermal comfort, and energy efficiency. The
findings present different understandings of the type and degree of change necessary for
the maintenance (corrective or preventive), renovation, preservation, and conservation of
the value and actions for the thermal comfort of a heritage building. The values assigned
to the buildings were related to elements that residents were willing to change or maintain.
User-assigned values need a focussed assessment in accordance with buildings’ heritage
meanings and cultural heritage, which are more than objects of aesthetic, architectural,
and historic value [10,30]. Thus, instead of a standard approach to buildings, guidelines
are needed to integrate users. In the case of Mexico City (World Heritage City), residents’
attachment to buildings is strong. Values are related to the physical attributes of the build-
ings, but there is also family attachment. This relationship between value and feelings is
explained by the preservation of original materials. The users sustain the sentimental value
associated with their own memories, reinforcing the will to maintain the building for future
generations. Mapping the impact of this interaction on the buildings revealed a holistic
path that shows the reinforcement of values over time (aesthetic, symbolic, sentimental, and
historical) and the balance created (actions, feeling, and practice) in the decision-making
process. In heritage buildings, the conservation process involves the interconnection of
practices, actions, needs, values, feelings, time, and materials that reinforce and balance
the system.

In Mexico, heritage preservation of original features becomes stronger with the values
appreciated and a willingness to preserve and protect over time. The process is affected by
the restrictions on the heritage area that inhibit residents from making changes for thermal
comfort. The users thus used their own resources to adapt to the space, temperature,
and humidity (e.g., wearing more clothes, closing windows, and blocking cold air from
outside and dividing areas). These passive activities and low-cost solutions improved a
sense of thermal comfort and thereby are likely to improve the historic building’s energy
performance, reducing the use of natural resources while preserving its value. In this case,
they would deliberate on making minimal improvements in the future, such as changing
the floors and ceilings’ materials. Due to the buildings’ original features, aesthetic value,
architectural value, and cost of interventions, the residents resisted significant changes.

This study illustrates the findings of a rather unique setting. It is likely, as has been
shown to some extent, that there are distinct attitudes in each context. It is therefore
imperative to acknowledge that a one-fit ‘whole house’ approach is not feasible. As was
stated by Fouseki et al. [10], efforts for a correct assessment and choice of energy-efficiency
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measures—such as a whole-house approach [9]—must consider residents’ decisions on
heritage conservation, thermal comfort, and energy efficiency. The final objective must
balance users’ needs and values comprehensively and effectively. Understanding the
complexity of user decision-making processes for preservation, thermal comfort, and
energy efficiency in heritage buildings is fundamental for long-term, practical applications
in government management plans, where actions regarding sustainability in heritage
buildings in Mexico are needed [31]. After all, the ultimate managers of the historic
residential buildings are the residents themselves. Therefore, it is essential to develop, with
them, management strategies for sustainable living while preserving the cultural values
with which such buildings are embedded.

5. Conclusions

International guidelines and policies on energy efficiency of historic buildings suggest
that values of aesthetics and authenticity often determine the correct type of energy-
efficiency intervention. However, in practice, users’ values are often neglected; conse-
quently, interventions can lead to the potential loss of value appreciated by users. ‘Value’
is a critical element in the user’s decision-making process when there is a negotiation
involving their thermal comfort requirement, energy bills cost reduction, and heritage
conservation. For instance, residents may initially prioritise the aesthetics of original
windows over the need for thermal comfort because of the potential loss of value. In
contrast, the cost and the need for energy-efficiency changes may change over time [32]. In
many listed buildings and protected areas, there is a set of values that the introduction of
energy-efficiency interventions should not compromise. This concern becomes even more
challenging in social housing characterised as a heritage site, which was examined as part
of this paper, and which showed that residents might have their own value systems that
may or may not align with official ‘value systems’(for instance included in international
guidelines and conventions). Thus, it is important to capture the complete sets of values so
that regulations on the energy efficiency of historic buildings can better be contextualised.
Mexico City has been through many urban management plans without significant progress.
While one area has been conserved and renovated, another has been prioritised for com-
mercial uses, exacerbating depopulation in housing buildings and resulting in abandoned,
deteriorated buildings. Heritage management challenges should be addressed in future
studies where questions on sustainability should also be included. This research adds to the
knowledge base on this subject by using an example where no studies have been reported
in Latin America. Therefore, examining Mexico offers a new understanding of the subject
matter. The sociotechnical approach evaluated and explored the parameters of values,
energy efficiency, and users alongside building components (including environmental
conditions). The analysis, combined with systems dynamics [10], unveiled the complex
and, to some extent, dynamic interrelationships of the parameters contributing to users’
decision-making processes. The residents adapt to the conditions of the building and prefer
passive actions that produce thermal comfort and low-cost solutions for them. In the same
way, the dynamic and complex relationships identified in the paper illustrate that heritage
values, preservation, thermal comfort, and energy-efficiency interplay when residents
make decisions involving energy and thermal comfort interventions. By preserving the
unique materials, occupants sustain the sentimental value associated with personal and
family memories. When they conduct maintenance and interventions for conservation,
they maintain the building and its authenticity for the generations to come. With the
active participation of the users, the risk that deterioration and abandonment cause to the
heritage site on a larger scale would be prevented. Mexico City has shown challenges for
Historic Centres where user values and sustainable goals must be included. We advocate
for a participatory approach, such as this one, in guidelines to sustainable design in the
environment of buildings with historic value.
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Abstract: In the COVID-19 era, a direct relationship has been consolidated between the concentration
of the pollutant carbon dioxide (CO2) and indoor disease transmission. For reducing its spread, rec-
ommendations have been established among which air renewal is a key element to improve indoor air
quality (IAQ). In this study, a low-cost CO2 measurement device was designed, developed, assembled,
prototyped, and openly programmed so that the IAQ can be monitored remotely. In addition, this
clonic device was calibrated for correct data acquisition. In parallel, computational fluid dynamics
(CFD) modeling analysis was used to study the indoor air flows to eliminate non-representative
singular measurement points, providing possible locations. The results in four scenarios (cross venti-
lation, outdoor ventilation, indoor ventilation, and no ventilation) showed that the measurements
provided by the clonic device are comparable to those obtained by laboratory instruments, with
an average error of less than 3%. These data collected wirelessly for interpretation were evaluated
on an Internet of Things (IoT) platform in real time or deferred. As a result, remaining lifespan of
buildings can be exploited interconnecting IAQ devices with other systems (as HVAC systems) in an
IoT environment. This can transform them into smart buildings, adding value to their refurbishment
and modernization.

Keywords: indoor air quality (IAQ); smart building; sustainable development goals (SDGs); COVID-19;
CO2; refurbishment

1. Introduction

The World Health Organisation (WHO) declared on 11 March 2020 that COVID-19
disease had become pandemic [1]. Since then, the WHO has been constantly reporting on
the outbreak and providing global guidelines for its control [2]. This has been a global
challenge in air quality (AQ) research [3–5], especially on its prevention modes, and
detection and protection systems [6,7]. For example, research has been performed on
barriers to transmission, infection, and vaccines [6,8]. Many researchers are still working
on these and other issues. Among them, the importance of air renewal to achieve adequate
IAQ and avoid health risks can be highlighted.

The WHO identified direct contact with people suffering from the disease as an
obvious source of contagion. Therefore, the social distance was delimited, the use of
masks was made compulsory, and other types of actions were taken such as eye protection
and use of biohazard clothing for professionals directly exposed (for example, hospital
workers) [9,10]. In addition, general applicable options that are not dependent on the
decision of the individual were also sought during this pandemic. For instance, closing
public spaces, restricting seating capacity in places of assembly [11], and increasing indoor
air renewal in public buildings [12,13] stand out. Capolongo et al. [14] summarised a series
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of recommendations in a decalogue related to health strategies and pandemic challenges,
which can be a great reference for addressing the future times ahead.

On the other hand, two means of transmission of this type of disease were established:
surface and airborne. To combat the first mode, surfaces that have been in contact with se-
cretions or particles from sick people must be treated to inactivate the virus [15]. In addition,
cleanliness of hands and face have been increased to reduce the likelihood of infection [16].
Concerning airborne transmission, the spread can occur through “droplets” [17,18], which
are larger than 100 micrometres in size, and aerosols, which are smaller than 10 microme-
tres in size. Research has proven that contagion can involve aerosols from distances of
up to 10 m [11,17]. Therefore, how to reduce aerosol concentration in indoor spaces has
been explored [19,20]. In this context, aerosol monitoring can be performed by means of
characterisation systems [21].

Apart from being infected with the COVID-19 disease, exposure to air pollutants
can affect different organs of people [22], damaging the respiratory, nervous, urinary, and
digestive systems, among others. International standards and regulations [23–29] establish
the following parameters for determining air quality (AQ):

• Physical parameters: Wet bulb temperature (T) and relative humidity (RH) to assess
thermal comfort as well as ambient particulate matter concentration (PM2.5 y PM10).

• Chemical parameters: Carbon dioxide (CO2), carbon monoxide (CO), formaldehyde
(HCHO), ozone (O3) and volatile organic compounds (TVOCs).

• Biological parameters: Bacteria and fungi.
• Air renewals (based on metabolic CO2 concentration).

It can be noted that these parameters are mostly assessed in outdoor environments
using stations with specific instrumentation. The European Environment Agency (EEA)
and the European Commission provide information on AQ [30] throughout Europe [31].
Clean air is a mixture of gases [32]. The percentage of CO2 corresponds to 0.035% among
the different elements. However, excess CO2 is considered to be one of the main sources of
environmental pollution. Unfortunately, measurement of CO2 concentration is not available
at all stations.

To reduce harmful emissions in outdoor and indoor environments [33], many countries
have established strict policies to improve AQ and comfort. In the current context, they
are also serving to identify areas with a potential danger of contagion in the COVID-
19 pandemic. In indoor environments, CO2 displaces oxygen and exposes users to the
effects of hypoxia [34,35]. As proposed by Novakova and Kraus [36], the ideal indoor
concentration can be established close to 350 parts per million (ppm) in environments
with special requirements and 500 ppm in normal activity environments. Nevertheless,
other reference values are provided in specific standards and regulations because it is
considered an indicator that relates AQ and comfort level to CO2 concentration [37,38]. It
can be noted that in the context of COVID-19, CO2 concentration [39–42] from occupant
respiration has been used as an indicator of IAQ. As a baseline, the limit values set by
the US Environmental Protection Agency (EPA) for CO2 concentrations (in ppm) and the
corresponding AQ are shown in Table 1. In the same vein, the Technical report “CEN/TR
16798-2” [43] indicates that a value of 400 ppm can be assumed as the average outdoor
concentration.

Table 1. AQ related to the pollutant CO2.

CO2 (ppm) AQ

340–600 Good
601–1000 Moderate

1001–1500 Unhealthy
1501–5000 Hazardous
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In living spaces, the main focus of CO2 increase is of metabolic origin, which is
related to the type of activity [44,45]. As a result, the more effort a person makes, the
more exhalations are produced, and the more CO2 is emitted. The WHO has classified
activities according to the “intensity of physical activity”, relating them to the metabolic
equivalent unit (MET). Table 2 provides a classification of activities with the range of
physical intensities in METs. In this regard, Soares et al. conducted research [46] using
low-cost devices, concluding that an increase in activity results in an increase in MET
concentration and exhaled metabolic CO2.

Table 2. Activity classification according to metabolic equivalent level (MET).

Classification Description MET

Soft Activities that do not require excessive effort and are normally at
rest (sleeping, watching TV, driving, eating, . . . ). <3

Moderate Activities that accelerate the heart rate in a sensitive way
(housework, dancing, construction work and painting, . . . ). 3–6

Intensive
Activities that require greater effort and cause rapid or
accelerated breathing, involving activities that increase the heart
rate (aerobics, sports, or moving weights of more than 20 kg, . . . ).

>6

COVID-19 is currently a major global concern. Peng and Jimenez confirmed that
CO2 co-exhaled with aerosols containing SARS-CoV-2 by COVID-19 can be used as an
indicator of indoor SARS-CoV-2 concentrations [47]. Other researchers have pointed out
that group immunity is expected by the end of 2024 [48] thanks to the vaccination process,
but broader strategies must be put in place that can respond to future diseases. Therefore,
buildings should aim to act smarter [49], renovating indoor air to achieve better quality.
These activities are in accordance with the sustainable development goals (SDGs) of the
2030 Agenda [50]. Although the need for AQ control in public, residential, and business
buildings has been analysed in many studies [36,51,52], the price of the systems required
for this purpose has been a barrier to implementation. This applies mainly to low-income
households [53] and socially disadvantaged environments [54].

The Center for Disease Control and Prevention (CDC) has published extensive research
on aerosol concentrations in different situations. In unventilated shared-use spaces, CO2
concentration is high [36] and infections are higher. This context is unchanged even if
a social distance greater than two metres or six feet is maintained [11,55,56]. Although
there are other methods to reduce pollutants such as filtration with HEPA filters [57],
ultraviolet radiation treatments, or disinfection with ozone [58], they were not considered
because they are beyond the scope of this research. In this context, ventilation has become
a fundamental solution [59,60] for the reduction in indoor pollutant concentrations and
for the improvement of IAQ [61]. In some cases, the way to achieve air renewal is by
means of natural ventilation (cross, outdoor, indoor) [33,62,63]. In other cases, a forced
ventilation system must be used [64]. In all cases, pollutant concentrations are reduced if
air is renewed. These lead to a decrease in CO2 concentration in indoor spaces [65]. It can
be noted that the current trend for effective AQ control is to promote natural ventilation
through strategies combining large external openings [66] with intelligent ventilation [67],
which also allows optimizing energy consumption by increasing its efficiency [68,69].

Several studies have analysed methods and models to determine the air renewal
required to achieve acceptable IAQ parameters [70–73]. In all of them, the amount of
exhaled CO2 has emerged as a critical factor in establishing the number of air renewals.
In addition, different standards indicate the number of air renewals recommended in the
diverse living spaces of buildings according to their use and occupancy. Among them,
those set by ASHRAE [74,75] and the national legislation in Spain [76], which comes from
the Directive 2010/31/EU of the European Parliament and of the Council of 19 May 2010
on the energy performance of buildings, stand out.
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Monitoring IAQ, and more specifically CO2 concentration in buildings, can be realised
using professional (commercial) equipment or clonic devices. These clonic systems are
increasingly being used due to their reliability and prestige in the electronics market.
Villanueva et al. [77] carried out a research focused on commercial equipment and clonic
devices used in Spain for the measurement of CO2 during the COVID-19 pandemic. As a
noteworthy result of this research, it must be noted that the price of commercial instruments
on the market ranges from EUR 75 for the cheapest to EUR 400 for the most expensive,
although they include other functionalities to measure relative humidity, temperature,
and particle size. In addition, they also evaluated clonic devices. They showed that the
measurement error varies over a spectrum ranging from 9% to 15% in environments with
500 ppm CO2 and from 7% to 12% when concentrations are closed to 700 ppm CO2.

On the one hand, professional equipment are electronic devices designed and commer-
cialised by manufacturers intended for a professional audience (laboratories and health and
safety services), which can monitor any physical or chemical parameter of AQ. They can be
classified according to their portability, autonomy, and number of parameters monitored.
In addition, these systems have the advantage that their probes and sensors are calibrated
in metrological laboratories with controlled atmospheres. They also allow data to be stored
and sent instantly to other devices. However, the high weight of some of them, due to the
high number of measuring sensors, is a disadvantage for their portability.

On the other hand, clonic measurement devices are composed of electronic compo-
nents and open-sourced software. The scalable configuration of clonic devices makes it
possible to customize and increase the number of features of professional equipment. To
begin with, a motherboard must be selected. Raspberry Pi and Arduino are two of the
manufacturers offering more competitiveness in this field. According to studies reviewed,
37.5% of clonic devices are based on Arduino microcontrollers and 35% on Raspberry Pi
ones [78]. The use of a motherboard allows the connection of peripherals that help in
capturing information on physical and chemical parameters of IAQ. Specifically, between
67% and 70% of the sensors that monitor IAQ are intended to measure CO2 [78,79]. Mea-
surement range, sensitivity, and response time are their key sensors features. In addition to
the two elements described, a communication unit must be included. This enables data
storage, processing, and further analysis to be performed [79].

The interconnection of clonic devices with other systems favors the use of the Internet
of Things (IoT) and data storage in the cloud. These enabling technologies allow wire-
lessly collected data to be evaluated for interpretation, in real time or deferred, for a real
monitoring and control of the IAQ [79,80]. This has the potential to transform an existing
building to be renovated into a smart building [81]. Several researches have studied the
application of IoT for IAQ control [82,83]. They stress the advantages of system integration
with connections to smartphone applications, ease of installation and scalability as an
element to achieve cost improvements [84]. In this regard, Marquez et al. [85] developed
research on an IoT solution that monitors CO2 concentration in smart buildings. In this
way, the IAQ can be controlled and therefore, the health of the occupants be improved.

It can be noted that clonic devices present a series of limitations. These are related to
the maintenance and calibration of the sensors assembled, the communication protocols,
and their power consumption [86]. Fortunately, with the aim of creating devices that help
to promote healthy, sustainable, and smart cities, considerable progress has been made in
recent years dealing with these issues [79].

The first objective of this research was to design, develop, assemble, and prototype
a low-cost clonic device to provide buildings [87] with smart functionalities in the IAQ
field [88]. As indoor comfort is currently taking a back seat to the priority of maintaining
safe CO2 levels to protect from COVID-19, research focused on the use of CO2 sensors.
Another purpose addressed was the choice of the best location to place the clonic device. To
this end, computational fluid dynamics (CFD) simulations [89] were carried out in different
scenarios (ventilation options) for a living space that was used as case study. It can be
noted that, to the best of our knowledge, this has not been addressed before. Once the
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best locations for the placement and distribution of the instruments were determined, an
experimental study was performed. Data were obtained with a calibrated equipment that
was used as a reference standard and also with the low-cost prototype device. Comparisons
were then made to check if measurements were acceptable for IAQ monitoring and control.
In summary, the three main objectives and their relationship are shown in Figure 1:

• CFD analysis of the interior air flows of a living space to establish the location of
measurement points.

• Exhaustive analysis of the solution to design and develop the prototype.
• Calibration of the cloning device for proper data acquisition.

CFD
Simulation

Measurement
Location

Prototype
Calibration

CO2 IAQ
Prototype

Figure 1. Objectives of the research.

The main novel contributions of this paper can be summarised in the following
four elements:

• Complete design, development, and prototyping of a clonic device for CO2 measure-
ment as a control and monitoring parameter for IAQ. This parameter relates to air
renewals for minimizing the spread of COVID. We showed all the physical compo-
nents (sensor, microprocessor board and connections) and the programming code
necessary for its operation.

• Description in detail the calibration protocol. In this paper, we used the KIMO HQ-210
commercial instrument as a reference standard for the clonic device. However, other
instruments of similar characteristics with a calibration certificate from a laboratory
legally accredited for this purpose could have been selected. In this context, we
showed how to prepare a clonic device to properly measure CO2 concentration.

• Process of all collected data in the cloud for further analysis and possible connection
to other smart systems in the building. Therefore, we showed the applicability of
the device to control and monitor CO2 concentration and even act, if required, on
HVAC systems.

• Definition of a methodology to obtain the best location of sensors for data collection.
For this purpose, a CFD analysis was carried out in different scenarios of a case study.
In this way, we improved the layout suggested by the different standards, which were
limited to establishing separation values for the envelope (boundary) of the room
without considering the air flows caused by the renewal of the interior air.
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In summary, we showed for the first time, to the best of our knowledge, all the details
of the components of the clonic device so that it can be cloned by anyone interested in the
“do it yourself” philosophy. It also incorporated open source programming code, allowing
other researchers to replicate the research and generalize this contribution to the scientific
community and society. Furthermore, the use of the CFD methodology provided the most
suitable points to determine the CO2 concentration in the space to be studied, eliminating
points that could generate distortions in the control and monitoring systems. In addition,
using an open-source system allowed the connection with other smart building systems,
which in the COVID-19 era can be considered a preventive measure to analyze IAQ.

2. Materials and Methods

This section describes the methodology used in the research, including its application
in a case study. The methodology is primarily based on the use of CFD to determine the
positioning of the CO2 measurement system, for which simulations were carried out to
identify those places where there is no air renewal. Next, it is necessary to design, configure,
and develop a programmable clonic device.

The starting point was to select the living space where the prototype will be tested. A
single-family house was taken in which a single bedroom was to be used as a study room.
In this space, the calibration of the clonic device was carried out using a high-precision and
high-cost calibration instrument. For this purpose, different assumptions and scenarios
were defined, which are described in detail further in the next sections. Furthermore, this
room is the space used to perform the CFD simulations. For obtaining the main results,
the geometry was modeled in CATIA V5, and the different boundary conditions defined
in ANSYS Discovery 2021 R2. These results allowed us to identify the best location of the
programmable clonic device inside the room.

2.1. CFD Analysis

CFD is an area of engineering knowledge that belongs to the computer aided engineer-
ing (CAE) simulation programs. These analyses allow the numerical and visual simulation
of flows, heat transfer, and even chemical reactions. These simulations and analyses are
increasingly used to characterise living spaces, determining how the ventilation is operating
and therefore the level of existing pollution. In short, CFD analysis helps to detect where
the air is fouled. Thanks to this, preventive measures can be taken to avoid air quality
risks [90]. These rises may be due to an increase in the number of people inside living
spaces or a lack of ventilation in them [86,90]. In this study, CFD simulations helped to
detect CO2 concentration.

For this research, two different software packages were used: ANSYS Fluent 2021 R2
and ANSYS Discovery 2021 R2 (available at www.ansys.com). ANSYS Fluent was used for
static and dynamic simulations. In addition, ANSYS Discovery was used only for dynamic
simulations. The main features that had to be selected are:

• Dimension: 3D.
• Display options: Display mesh after reading.
• Options: Double precision.
• Processing Options: Serial.

To begin with the analysis, the geometry and boundary conditions had to be previously
defined to establish the convergence of the solution [86]. These boundary conditions were
related to CO2 concentration and ventilation flow, helping to determine the location of the
measurement instruments. The case study analyses the indoor atmosphere of a medium-
sized room in a single-family house was simulated. In order to perform it, a series of
conditions and restrictions had to be established:

• The building is located in Medina Sidonia, a village in the province of Cadiz (southern
Spain). Its height above the sea is 337 m. In addition, its coordinates are as follows:
longitude 5◦55′37.81′′ W and latitude 36◦27′25.02′′ N.
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• The usual outdoor pollution levels are low, thanks to its location near Alcornocales
Natural Park on the town periphery. In some previous measurements with the stan-
dard reference equipment, the CO2 concentration ranged from 380 to 410 ppm under
different conditions of traffic, industrial activity, and prevailing winds. It can be noted
that although some of the values are even lower than those indicated by the technical
report “CEN/TR 16798-2”, a value of 400 ppm is assumed as the average outdoor
concentration, as suggested by the report.

• The characteristic wind in this area comes from the east. As the main opening is in the
southeast direction, the room received an adequate amount of fresh air.

• The room consists of a rectangular enclosure of average dimensions (3.9 × 2.4 × 2.5 m).
The geometry allowed the simulations to be carried out easily. It can be noted that this
is a factor that directly influences the meshing performed by ANSYS. In addition, the
boundary conditions defined refer to the amount of air entering the room, which was
considered constant in the defined scenarios.

• Only one person lives in the room. No additional CO2 emissions were considered that
could have an impact on the defined boundary conditions.

• The test room is not forced ventilated and has no HVAC systems to renew the air inside.
Therefore, ventilation is natural, with air being renewed through the openings in the
envelope. The room has an exterior sliding window (height 0.93 m and width 0.63 m
by leaf) and an interior door (height 2.03 m and width 0.72 m) that communicates with
the rest of the rooms in the building.

• We intended to locate a clonic device inside the room. For this purpose, it was essential
to determine the areas where there is no air renewal, as well as the presence of vortices
that may affect data collection.

Four scenarios were defined for the CFD analysis. This made four situations possible:
closed window and door (no ventilation), closed window but opened door (internal venti-
lation which is an indirect ventilation through other spaces that are also being renovated),
opened window but closed door (external ventilation) and opened window and door (cross
ventilation). In each of them, it was essential to guarantee the continuity of the simulation.
For this purpose, an air inlet and outlet opening had to be established.

• Scenario 1 (cross-ventilation: Air renewal with opened window and door). Air enters
through the window. At the same time, air exits through the door.

• Scenario 2 (outdoor-ventilation: Air exchange with opened window and closed door).
In this case, the door is closed. The air enters through the window and exists through
the lower area of the door (due to its permeability). In this way, continuity is ensured.

• Scenario 3 (indoor-ventilation: Air renewal with opened door and closed window).
Opposite case to the previous one.

• Scenario 4 (no-ventilation: door and window closed). No air is exchanged. In this case,
only the concentration of CO2 metabolically generated by the occupant is simulated.
To ensure continuity, it is necessary to define their permeability.

The boundary conditions refer to the mass flow of air and CO2 entering and exiting
the room. For the analysis of the renewal of IAQ in the presence of a CO2 emission source,
the geometry was created using DesignModeler, defining the inlets and outlets for each
of the gases considered. A turbulent flow was modelled, specifically governed by the
equations of the k-omega SST turbulence model. The physico-chemical characteristics of
the gases involved were taken from the ANSYS database, activating the “Species” model.
The composition of exhaled air is 78.6% N2, 1.8% H2O, 15.6% O2 and 4% CO2. Accordingly,
the mass flux of CO2 emitted by a person breathing is small. For instance, the amount of air
emitted by a person while performing activities at rest is approximately 0.0004 kg/s [91].
This emission was considered to be ideal and constant. Although a mesh with small
elements would lead to a more precise solution, this increased the calculation time. This
mesh was defined with small triangular elements which were between 0.05 and 0.1 m in
size. In addition, the air inlet was considered to be the exterior window opened, and the
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air outlet was considered to be the interior door opened. To determine the mass flow, the
following Equations (1) and (2) were used:

Vi = Li × Wi × Hi (1)

where:

Vi is the volume of the scenarioi
Li is the length of the scenarioi
Wi is the width of the scenarioi
Hi is the heigth of the scenarioi

Mf = Dair × Vf (2)

where:

Dair is the density of the air at temperature of 25 ◦C
Mf is the Mass flow
Vf is the Volumetric flow

Applying the values from the case study:

V = 3.9 × 2.4 × 2.5 = 23.4 m3,

Dair (25 °C) = 1.3 Kg/m3

In the first simulation, cross ventilation: A static analysis was performed in which the
gas present in the indoor atmosphere was air. Similarly, for the inlet and outlet opened, the
incoming and outgoing gas was also defined as air. For the inlet, the mass flow considered
was 0.024 kg/s, which corresponds to three renewals per hour for the volumetric flow.
The output of this simulation was defined by the “outflow”, which allowed the law of
conservation of mass to be satisfied: the entire mass flow of air entering through the window
passes out the door. In addition, CO2 was injected, simulating the constant exhalation of a
person in a resting state.

In the second simulation, outdoor ventilation: The renewal airflow was performed
through the window opened (one sliding leaf), the door being closed. A static analysis was
carried out in which the gas present in the indoor atmosphere was air. Similarly, through
the inlet opened, the incoming gas was air. The mass flow rate considered corresponded to
one point five hourly renewals for the volumetric flow, then the mass flow was 0.012 kg/s.
In this case, a slit at the bottom of the door (its clearance) was defined as the exit. This
allowed for continuity within the room. The output of this simulation was defined by the
“outflow”, which allowed the law of conservation of mass to be satisfied: all the mass flow
of air entering through the window opened passes out the door slit. Analogous to the
previous simulation, CO2 was injected, simulating the constant exhalation of a person in a
resting state.

In the third simulation, indoor ventilation: The renewal air flow was performed
through the door opened, the window being closed. A static analysis is carried out in which
the gas present in the indoor atmosphere was air. Similarly, through the inlet opened, the
incoming gas was air. The renewal air mass flow rate was 0.008 kg/s. In this case, a slit
in the side window (its permeability) was defined as the exit. This allowed for continuity
within the room. The output of this simulation was defined by the “outflow”, which
allowed the law of conservation of mass to be satisfied: all the mass flow of air entering
through the door opened passes out the window slit. Analogous to previous simulations,
CO2 was injected, simulating the constant exhalation of a person in a resting state.
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2.2. Professional Equipment

To select the professional equipment to be considered as a reference standard, a series
of characteristics related to its weight, dimensions, and price were required. To begin
with, the equipment must be certified by a recognised accredited agency. In addition,
they must include human and battery autonomy, which allows measurements to be taken
over long periods of time (greater than 50 h). A probe with infrared sensor for CO2
measurement must be coupled. A wireless connection between the equipment and the
probes available must be provided. The measurement modules must operate with different
parameters and temperature ranges (from −20 ◦C to +80 ◦C). Finally, the professional
equipment must measure in working environments with neutral gases. Among those
available on the market, a KIMO HQ-210 was chosen. The equipment is supplied with a
calibration certificate for the temperature, hygrometry, and CO2 concentration probes (code
NEM1700592 SCOH 112).

2.3. Low-Cost (Clonic) Device

Main advantages and disadvantages of the commercial equipment were considered
as a reference to select the main components of the clonic device. In this regard, two
elements were fundamental to create it: a sensor to monitor the concentration of CO2 and
an electronic motherboard that allows the processing of atmospheric data. In order to
select the most suitable components, a series of criteria matrices were used to score the
characteristics considered, which are detailed below.

Firstly, a CO2 sensor was chosen, for which its main characteristics evaluated were:

• Measurement range: it should be high (0–5000 ppm).
• Accuracy: it should be less than ±0.1%
• Capability of monitoring: it should measure one IAQ gas. In this case, CO2.
• Sensitivity: it must provide high sensitivity and speed of response (in minutes).
• Heating time.
• Price: it should be less than EUR 30.

Four different sensors were considered: Amphenol Advanced Sensors Telaire T6713,
Sensirion SCD30, DFRobot SEN0219, and Amphenol SGX Sensortech MiCS-VZ-89TE. The
result of the criteria matrix is shown in Appendix A. After performing the criteria matrix
(see Table A1), the most suitable sensor was the SEN0219. This is an analog sensor capable
of monitoring CO2 in an exclusive way by using non-dispersive infrared (NDIR) principle
to detect the existence of CO2 in the air. It features a long life, high resolution, accuracy
and sensitivity, as well as a medium response speed. In addition, it is easy to install on any
microcontroller and its price is relatively low (between EUR 30 and EUR 60).

Secondly, the selected motherboards included the Raspberry Pi Model B+ microcom-
puter and the Arduino MEGA 2560 R3 and ELEGOO MEGA 2560 R3 microcontrollers.
Due to the similarities between the Arduino and ELEGOO microcontrollers, ELEGOO was
considered because of its lower price. Their main factors evaluated were:

• General characteristics.
• Software and hardware.
• Innovation.
• Interconnection.
• Price.

The result of the criteria matrix is shown in Appendix A. Although both boards were
suitable and had the right features for mounting the programmable device (see Table A2),
ELEGOO MEGA 2560 Rev3 had a more intuitive and user-friendly software interface. The
C++-based programming language allows fast programming of the SEN0219 sensor, as
it is designed for implementation on microcontrollers. Although Raspberry Pi has many
advantages, this project could not make full use of them. Additionally, the programming
language (mainly Python, which is one of the base programming languages of Raspberry
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Pi) is complex and designed for expert programmers. After performing the criteria matrix
(see Table A3), the most suitable motherboard was the ELEGOO MEGA 2560 Rev3.

2.4. Programming and Calibration of the Device

Once the motherboard and the sensor to be used were selected, they were assembled
and programmed. The SEN0219 CO2 sensor could be easily connected to the ELEGOO
MEGA 2560 R3 microcontroller (see Appendix B, Figure A1). The software and program-
ming language used was Arduino. The prototype is shown in Figure 2.

 

Figure 2. Clonic device assembled with SEN0219 and ELEGOO MEGA 2560 R3.

Data captured by the sensor in the Arduino Serial Monitor were stored in a Microsoft
Excel spreadsheet. For this purpose, additional programming code was carried out in the
Visual Studio Code editor. This allowed the data stored to be analysed from time to time.
This parameter was defined in the programming code depending on the monitoring needs.
Once the system was ready, the next step consisted of the calibration of the zero point
(which is based on the idea that if the sensor is placed into a 100% concentration of an
alternate gas, the sensor reads absolute zero). This process was performed according to the
datasheet of the manufacturer of the sensor, by shorting the circuit between the HD and
GND pins for 7 s at least, but previously ensuring that the sensor was stable for more than
20 min at fresh air (400 ppm ambient environment). However, other alternative methods
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could have been used such as exposing the sensor to a gas with a known CO2 concentration
or to a gas with no CO2 present. After that, since it was intended as a low-cost device, it
was not required to correct the input voltage and gain (offset voltage) unless anomalies
were detected in the readouts. Finally, if measurements were not within the tolerance range,
then an adjustment inside the calibration was required. This was done by linear regression.

The calibration line was included in the programming code (see Appendix C). It relates
the CO2 concentration (in ppm) with the voltage values (in mV) captured by the sensor.
Both parameters were related by two constants (C1 and C2 in Equation (3)), which were
provided by the DataSheet of the analog sensor. These constants needed to be calculated in
order to modify the regression line and achieve the adjustment within the calibration of the
programmable device. The calibration line consisted of the following form:

CO2i = (C1 × Vi)− C2 (3)

where:

CO2i is the concentration in ppm unit at “i” time.
Vi is the voltage in mV unit at “i” time.
C1 is the first constant in linear regression line.
C2 is the second constant in linear regression line.

The regression line obtained allowed the calibration process of the clonic device to
be carried out. An analytical process of data collection is explained below. To achieve
this, the data from the device was compared with a calibrated highly accurate and costly
measuring instrument. To be precise, the KIMO HQ-210 equipment from KIMO Electronic
Pvt. Ltd. (Mumbai, India), was selected. It consists of two probes capable of monitoring
CO2, temperature, and humidity. The error of this measuring instrument was reflected in
the calibration certificate provided by the manufacturer. This error was also considered in
the error of the clonic device calibration. Prototype calibration was also possible thanks to
the collection of a lot of data from both the sensor device and the KIMO equipment. To
obtain the calibration line, the voltage measured by the sensor was related to the exact and
real concentration value provided by the reference standard. This line changed every time
a new calibration was performed. To be accurate, three rounds of calibration were needed
to achieve a maximum target error of less than 10%.

All the calibrations were performed in the same location during a 9 h measurement
interval. This location was the same as the one considered in the CFD simulations. The
SEN0219 sensor device and the KIMO equipment were placed side-by-side. Only the char-
acteristics considered were changed for obtaining the minimum error for each calibration.
Data collection by the sensor device and the KIMO equipment was carried out at regular
intervals of 5 min (which provided 108 measurement points each). A shorter time between
measurements was beneficial to obtain more data, helping to obtain a more accurate and
successful calibration line. Additionally, this time could be linked to the resolution of the
IAQ monitoring device. A longer time between data collection meant that changes in CO2
concentration were neglected.

Calibrations compare the experimental data from the KIMO equipment with the proto-
type estimates. To validate these comparisons, different error rates are used. This allows to
observe how well the prototype device reproduces the behavior of the reference standard
equipment. Several indices for validating models are reported in the literature, which
can be classified according to their dependence on the scale of the compared signals. To
begin with, errors that depend on the scale [92] such as the mean absolute error (MAE)
used by [93] which measures the average magnitude of the error between the measured
data by the equipment and the data estimated by the device, the mean error (ME) used
by [94] which measures whether the device measures whether the device overestimates or
underestimates the measured data, and the root mean square error (RMSE), used by [95]
which weights the forecasts that are farthest away from the measured value by the equip-
ment. Additional examples include the errors that do not depend on the scale [96] such
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as the mean absolute percentage error (MAPE) used by [97] which measures the average
percentage error of the estimates and the best fit index (FIT) used by [98] which compares
the measured and estimated data with respect to the average of the measured data.

It can be noted that the coefficient of determination (R2) only measures the proportion
of the variance in the dependent variable that is predictable from the independent one [99].
In addition, R2 is invariant for linear transformations of the distribution of the independent
variables [100], so that an output value close to one does not always produce a good
prediction regardless of the scale on which these variables are measured. In this context,
indicators as MAPE are recommended when it is more important being sensitive to relative
variations than to absolute variations [101]. However, although scale-independent errors
are widely used in the literature, since they are used when comparing data with different
scales, the weighting of the larger-scale error causes adjustments with larger deviation
the higher the CO2 concentration to penalize against others. For instance, RMSE gives a
relatively high weight to large errors since the errors are squared before they are averaged,
so that it is useful when large errors are particularly undesirable [102].

2.4.1. First Round of Calibration

This was the first contact with the sensor. The upward and downward trend of
the concentration recorded by the sensor corresponded to those obtained by the KIMO
equipment. Even so, there was a large error that must be resolved by calibration. Figure 3
shows the first calibration line. This error became larger in case of high CO2 concentrations.
This is shown in Figure 4. However, after the adjustment, the error between the prototype
device and the KIMO equipment decreased significantly, as shown in Table 3. Therefore, a
further calibration had to be performed, taking into account these considerations:

1. The atmosphere at the time of data acquisition must be as stable as possible. Sudden
changes in temperature, humidity, or CO2 must be avoided.

2. The clonic device and the KIMO equipment are placed elsewhere. Areas close to the
window or door of the room must be avoided. This makes it possible to ensure the
previous point considered.

3. The number of data collected (minimum 60) must be increased.

 

Figure 3. Linear regression of the first round of calibration.
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Figure 4. Measurements of the first calibration and adjustment.

Table 3. Statistical parameters related to the errors of the first calibration.

First Calibration
Datasheet After Adjustment

(y = 3.1249x − 1251.6) (y = 3.3237x − 1281.2)

MAE 114.74 ppm 43.03 ppm
ME 111.85 ppm 0.05 ppm

RMSE 127.92 ppm 55.41 ppm
MAPE 11.10% 04.49%

FIT 72.32% 89.46%
R2 98.62%

2.4.2. Second Round of Calibration

Since the errors after the first calibration were greater than 10%, a second calibration
was performed. Although with the adjustment the errors could be lowered, there was
no guarantee that under other conditions this adjustment could be contradictory. With
the adjustment after the first calibration, the second calibration was performed. In the
subsequent data, there was still a significant difference between the values monitored
by the two instruments. Figure 5 shows the second calibration line. This still resulted
in an average error of more than 10%, as shown in Table 4. Despite this, progress was
favourable (when adjusting) and the graphs began to look similar in low and medium CO2
concentration, as shown in Figure 6. In addition, several conclusions could be drawn from
this calibration:

• The occupant of the living space must be far away from both instruments (prototype
and equipment). This avoids falsification of data by possible direct exhalation on them.

• Data collection must not be started until 15 min after a change in the atmosphere.
These changes are caused by the opening of door and window. After 15 min, the
atmosphere becomes stable again.
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Figure 5. Linear regression of the second calibration.

Table 4. Statistical parameters related to the errors of the second calibration.

Second Calibration
Before Adjustment After Adjustment

y = 3.3237x − 1281.2 2.9497x − 1120.8

MAE 180.34 ppm 41.65 ppm
ME −180.34 ppm 1.17 ppm

RMSE 225.37 ppm 55.17 ppm
MAPE 10.44% 2.97%

FIT 82.70% 95.56%
R2 99.68%

 

Figure 6. Measurements of the second calibration and adjustment.
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2.4.3. Third Round of Calibration

All considerations from the two previous calibrations were made. With the adjustment
after the second calibration, the third calibration was performed. The average error obtained
was below 10% even before the adjustment, as shown in Table 5. Therefore, this calibration
could already be considered suitable to start testing the different scenarios. Figure 7 shows
the third regression line after calibration. As a result, the difference between the clonic
device and the KIMO equipment was small, as shown in Figure 8. With this milestone, the
calibration process was completed. However, to ensure that the clonic device measured
constantly, regularly, and correctly, a preventive maintenance had to be scheduled. It is
recommended to carry out calibrations every short period of time. This allows one to
transform it into a predictive maintenance, since both absolute and relative error rates can
be studied.

 

Figure 7. Regression line of the third calibration.

 

Figure 8. Measurements of the third calibration and adjustment.
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Table 5. Statistical parameters related to the errors of the third calibration.

Third Calibration
Before Adjustment After Adjustment

2.9497x − 1120.8 y = 2.9713x − 1150.3

MAE 29.29 ppm 27.45 ppm
ME −13.94 ppm 0.01 ppm

RMSE 35.17 ppm 32.17 ppm
MAPE 3.11% 3.03%

FIT 90.23% 90.96%
R2 99.31%

3. Results and Discussion

For presenting the results of the research and their discussion in an organised structure,
the diagram presented in Figure 9 is followed. Then, the most relevant milestones involved
in all phases of the research is summarised.

 

Figure 9. Research framework scheme.

3.1. Phase 1: Perform CFD Simulations

As indicated in the previous section, the study was performed in four scenarios. They
were those corresponding to the same living space of 9.4 m2 with a unique occupant in soft
sorting activities (minor than 6 MET), but in the following conditions:

• Cross-ventilation: space with door and window opened.
• Outdoor-ventilation: space with door closed and window opened.
• Indoor-ventilation: space with door opened and window closed.
• No-ventilation: space with door and window closed.
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The hygrometric comfort conditions were considered acceptable in all simulations,
with temperature (T) ranging between 17 ◦C and 25 ◦C and relative humidity (RH) between
40% and 70%. The room faces southeast (taking the plane of the window as a reference). As
the characteristic wind in this area comes from the east, ventilation with an open window
was satisfactory. Figure 10 shows the working space employed in the research. The room
was modelled with Ansys 2021 R2 version software.

 

Figure 10. Working space for the research.

The main parameters considered in the simulations was the mass flow of incoming
and outgoing air through the different openings and the concentration (or mass flow) of
CO2 from the metabolic exhalation of the occupant in the working space. Among four
scenarios, cross-ventilation had the highest air renewal. This example could be extrapolated
to public spaces that require a high air renewal rate to keep CO2 levels low. Therefore, the
location of measurement points was based on this scenario, as it was the most unfavourable.
In this scenario, static and transitional tests were performed. For this purpose, an inlet
air mass flow rate of 0.008 kg/s for each hourly renewal considered, depending on the
scenario, was defined. Figure 11 shows the zones in the space where vortices are formed. It
must be noted that these points were not suitable for the placement of the CO2 sensors for
IAQ control.

On the other hand, in the case of no-ventilation (Scenario 4), the same mass flow of air
was considered and there was an increase of exhaled metabolic CO2. The permeability of
the door and window allowed for pressure balancing through minimal air renewal, which
was considered. Figure 12 shows the simulation of this scenario for a period of 9 h. As
can be observed, as time progressed, the CO2 concentration in the working space became
uniform, being higher in the areas close to the CO2 emitter.

To decide a good sensor location in each of the four scenarios, the parameters for the
mass flow of air from the concentration of CO2 emitted by the people in the room measured
and the ventilation were used. The amount of CO2 reflected in all simulations performed
was 0.0004 kg/s. However, the mass flow of air from the ventilation varied according to the
scenario considered. Among all of them, the highest mass air flow came from the highest
air renewal (Scenario 1, cross ventilation) with three renewals per hour, corresponding to a
volumetric flow rate of 20 L/s per person. By studying the behavior of the turbulent flow
by CFD, the vortices in the room were observed. These points were not suitable for sensor
placement. On the contrary, in Scenario 4 (no ventilation), there was no air flow that caused
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vortices and the CO2 concentration increased progressively, uniformly filling the volume
tested. For this reason, the location of the sensors in Scenario 4 was the most demanding
case for monitoring CO2.

 

Figure 11. Process for determining vortices with ANSYS Discovery 2021 R2 Student Version.

Figure 13 shows the three points selected among suitable ones for the CO2 concentra-
tion measurement. They were placed in positions that do not correspond to the vortices
nor currents of air, avoiding distorting measurement points. The red colour shows areas
with high renewal, so that placing the sensors in these areas would distort the average level
in the space. Despite the statements of previous research (to the best of our knowledge)
and current legislation [103,104] which establish that measurements should be taken at
1.2 metres above the ground, equivalent measurements can be taken at higher or lower
points, as they are not modified either by renovations or by CO2 concentration in the most
unfavourable scenarios. They are as follows:

• Location 1: right side wall at a height of 1.2 m above floor and a separation of 2.5 m
from the wall of the door.

• Location 2: exterior wall (corresponding to the window) at a height of 2 m and centered
in the gap between the left wall and the window.

• Location 3: left side wall at a height of 2 m above the floor and a separation of 1.5 m
from the window.
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Figure 12. CO2 concentration in a room with no-ventilation (closed window and closed door).

65



Appl. Sci. 2022, 12, 3927

 

Figure 13. Location of three the points selected for the CO2 concentration measurement.

As Location 1 complies with current legislation for all kind of activities that can be
undertaken in the living space, this is the one selected for the series of measurements.

3.2. Phase 2: Study Low-Cost Elements for the Prototype

In this research, high-precision and high-cost instruments were used. However, other
research with CO2 measuring devices allowing CO2 concentrations to be monitored less
expensive were also analysed. The cheapest cost of these clonic devices, according to the
latest research by Villanueva et al. [77], was EUR 75. The clonic device proposed has an
open programming language, which is available in Appendix C. In addition, its price is
approximately EUR 60, which is 20% cheaper. Therefore, users and construction companies
can include it as an element for the transformation of buildings into smart buildings.

Regarding the parametric considerations, the error of the prototype compared to
equipment calibrated was in the range between 0 and 7.49%. This error was much lower for
Scenario 1 and comparable to commercial equipment in Scenario 4, according to research
by Villanueva et al. [77]. The connection between prototype and cloud allows the collection
of data and its further management, which is not possible with static devices that only
provide a point measurement of the CO2 concentration.

3.3. Phase 3: Calibrate the Prototoype

As detailed in the previous section, the calibration of the prototype was performed
through iterations with regression lines. In successive calibrations, better and better fits
were obtained. The last calibration determined that the error between the measurements
obtained by the calibrated equipment (KIMO) and the prototype sensor device was less
than the principal milestone of the project: less than 10%. Absolute indicators as RMSE as
well as relative ones as MAPE could be used to check this. Therefore, after this process, a
reliable prototype was obtained whose performance is comparable to other commercial or
even clonic devices on the market such as those studied by Villanueva et al. [77].
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3.4. Phase 4: Evaluate the Scenarios and Determine the Measurement Error

In this phase, a comparative analysis of the measurements made by the prototype
device compared to those from the calibrated instrument was carried out. This statistical
analysis of the data obtained was performed for each of the four scenarios. It consisted of
capturing data every 5 min over a period of 6 h. The data obtained for the measurements
in the four scenarios are shown graphically.

Figure 14 shows the data for Scenario 1 (cross-ventilation). It can be observed that
the data corresponding to the measurement with the prototype coincided with those of
the equipment calibrated. The minimum difference between the recopilated data (error)
could be caused by cross-ventilation because the atmosphere was not completely steady.
In addition, the CO2 concentration was observed to remain at healthy levels, close to the
IAQ values that can be achieved in outdoor environments. The amount exhaled by the
occupant of the space had hardly any effect on the total concentration when the ventilation
was cross-ventilation.

 

Figure 14. Data for Scenario 1.

Figure 15 shows the data for Scenario 2 (outdoor-ventilation). The data from the
measurement with the prototype matched those of the equipment calibrated. The CO2
concentration was close to health thresholds in a small range, as the window being open,
the airflow renewed the amount of clean air, keeping the scene in a healthy condition for
the occupant.

 

Figure 15. Data for Scenario 2.

Figure 16 shows the data for Scenario 3 (indoor-ventilation). The data from the
measurement with the prototype match those of the equipment calibrated. Air renewal
depends on the interior connection between the room and the rest of the building. Except
for occasional measurements, the IAQ is considered to be adequate. In this case, in order to
have more information, it would be necessary to perform the study of the entire building
(including all the points where there could be air renewal).
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Figure 16. Data for Scenario 3.

Figure 17 shows the data for Scenario 4 (no-ventilation). The data from the measure-
ment with the prototype matched those of the equipment calibrated. It can be observed
how the amount of CO2 increased to levels considered unhealthy. After approximately
50 min, concentrations close to 1000 ppm of CO2 were obtained.

The instantaneous error of each measurement corresponded to the difference between
the measurement obtained by the low-cost clonic device and the commercial instrument
calibrated (KIMO). This measurement already incorporated the corrected measurement
uncertainty of the KIMO instrument. Details of all measurements are included in the
Supplementary Materials.

Simultaneous measurements were obtained with both the low-cost clonic device
and the instrument calibrated (KIMO), which was employed as a reference standard. As
stated before, these device measurements already included both the correction and the
measurement uncertainty of the KIMO instrument. The values of the mean, minimum,
maximum, and standard deviation values were studied. Table 6 shows these values:

Table 6. Comparative study of the sample with KIMO and prototype measurements.

Scenario Device Mean Minimum Maximum
Standard
Deviation

Cross-ventilation
KIMO 450.88 400 504 27.00

Prototype 452.49 401 503 28.98

Outdoor-ventilation
KIMO 494.07 405 585 51.55

Prototype 494.45 407 582 50.66

Indoor-ventilation
KIMO 590.57 402 734 79.77

Prototype 587.39 408 741 89.36

No-ventilation
KIMO 1087.69 401 1638 374.10

Prototype 1091.24 420 1664 368.80
Note: The unit of measurement for CO2 concentrations is ppm.
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Figure 17. Data for Scenario 4.
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As explained before, an average outdoor concentration of 400 ppm was assumed, ac-
cording to the technical report “CEN/TR 16798-2”. Then, normality (with the Kolmogorov–
Smirnov test) and homoscedasticity (with the Fisher F-test) was probed. Table 7 shows the
values of the statistics for each of the scenarios.

Table 7. Normality and homoscedasticity proofs between KIMO and prototype (p-value).

Scenario Kolmogorov-Smirnov Fisher

Cross-ventilation 0.995 0.554
Outdoor-ventilation 0.95 0.883
Indoor-ventilation 0.491 0.341

No-ventilation 0.964 0.905

Then, an equivalence test (the two-one sided test (TOST test)) was used to determine
whether the means for both equipment measurements were close enough to be considered
equivalent. Finally, the concordance between both samples was checked with the Bland-
Altman plot, identifying any systematic difference between the measurements (as fixed
bias) or possible outliers. Table 8 shows the values of the statistics for each of the scenarios.

Table 8. Equivalence and concordance proofs between KIMO and prototype (p-value).

Scenario TOST Top TOST Lower Bland & Altman

Cross-ventilation <0.001 <0.001 0.153
Outdoor-ventilation <0.001 <0.001 0.251
Indoor-ventilation 0.001 0.005 0.195

No-ventilation 0.031 0.024 0.347

All the statistical indices shown in Tables 7 and 8 as well as in Figure 18, indicate
that there was normality and homoscedasticity between the values obtained by the proto-
type sensor device and the reference standard equipment. In addition, equivalence and
concordance were also satisfactorily tested. Finally, the instantaneous error, which is the
difference between the measurement of the low-cost prototype sensor device and the KIMO
equipment, was calculated. This calculation was made for the 72 measurements taken
every 5 min. The mean value was also considered. This study helped to determine the
percentage error in each of the scenarios. Data are shown in Table 9.

Table 9. Comparative study of the error with KIMO equipment vs. prototype device.

Scenario Mean Min Max

Cross-ventilation 0.62% 0.00% 1.34%
Outdoor-ventilation 0.44% 0.00% 1.52%
Indoor-ventilation 2.34% 0.00% 7.39%

No-ventilation 2.38% 0.00% 7.49%

As can be observed, the comparative measurement error in all scenarios was less
than 8%. If the experiment was performed in a case whose ventilation is maximum
(cross-ventilation is 1 m/s), the values obtained were similar to the results of the study by
Villanueva et al. [77] for other clonic devices.
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Figure 18. Bland and Altman analysis of different scenarios.

3.5. Phase 5: Integrate into a Smart Building

Smart building infrastructures aim to maximise building efficiency in different fields
of application. Specifically, this research focused on the assessment of IAQ to maintain a
safe atmosphere for building occupants. However, given that the main issue at present day
is the transmission of the COVID-19 disease, the parameter related to CO2 concentration
was used as a reference. For this purpose, a low-cost device was designed to transfer the
captured data to the cloud. In this way, it is possible to retrieve the information for decision
making or integration with other systems, such as those in charge of ventilation and air
conditioning (HVAC) or even other systems for automatic opening and closing of elements
for natural air renewal.

The other issue that has been addressed is the definition of a location for this equipment
that allows it to be properly measured. In this regard, CFD studies have shown that,
although the general recommendation of up to 1.2 m above the floor is correct, there are
many more points where reliable data on CO2 concentration averages can be obtained. In

71



Appl. Sci. 2022, 12, 3927

addition, vortices were determined and excluded from the potential location of the device,
as its measurements would be distorted from the actual average. A functional scheme of
the investigation is presented graphically in Figure 19. Integration with other systems in
smart building was not addressed within the scope of this research, although this would
allow better monitoring and control of these systems, promoting efficient energy use and
helping to control indoor quality for disease prevention.

 

Figure 19. Communication scheme between devices and systems in a smart building.

4. Conclusions

In the COVID-19 era, CO2 concentration is the most important indicator related to
IAQ to measure the degree of air pollution. This research addressed how to monitor
and control CO2 concentration in order to implement a clonic device to help prevent
disease transmission. From commercial components (sensor and motherboard), a low-
cost device to measure the concentration of the pollutant CO2 was designed, developed,
assembled, openly programmed, prototyped, and calibrated. The statistical analysis of
normality, homoscedasticity, equivalence, and concordance performed determined that the
measurements made by the equipment certified (KIMO) used as reference standard and
the low-cost clonic device were equivalent, with a maximum error of less than 8% and an
average of less than 3%. Therefore, these devices can be used to monitor IAQ by measuring
CO2 concentration.

To the best of our knowledge, they can do so at a lower price than other similar
devices proposed by previous research, and much lower than those offered by existing
commercial equipment on the market. In addition, it is worth noting that the open-source
programming included is easily replicable by other researchers or even end users. This
eliminates the economic barriers derived from the high prices of calibrated instruments
and equipment that prevent their widespread use, as well as the technical barriers derived
from the programming.

On the other hand, a CFD study was carried out to choose the most suitable lo-
cations for data collection, identifying and discarding locations that may provide non-
representative and unreliable measurements due to the existence of vortices in the air flows,
depending on the ventilation scenarios proposed (cross, outdoor, indoor-indirect). The
study enabled the selection of a series of points that respond to the needs of CO2 monitor-
ing and control which go beyond those established in the legislation or those collected in
previous research, as far as we are aware. Therefore, a methodology was proposed that
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helps to select the CO2 control points according to the existing conditions in the indoor
spaces under study.

The data collected wirelessly for interpretation could be evaluated on an Internet
of Things (IoT) platform, in real time or deferred. As a result, IAQ could be controlled,
interfacing IAQ devices with other systems (such as HVAC). The integration of this type of
low-cost clonic devices into existing buildings allows regulation of ventilation, balancing
safety through air renewal with comfort and energy efficiency. This ensures adequate
sanitary conditions for the occupants while also favoring the optimization of energy re-
sources. In this way, a smarter building was achieved, adding value to its refurbishment
and modernization.

Future lines of research should focus on cataloging and parameterizing the location
and distribution of the devices according to the behavior of indoor air in other scenarios
and measuring the influence of this control on the comfort and energy sustainability of the
building, since ventilation, as a means of natural air renewal, can exert a negative influence
on energy efficiency when spaces are conditioned. Finally, to facilitate the replicability
and comparability of this research, data analysis organised by spreadsheets is included as
Supplementary Materials.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/app12083927/s1. Process of Calibration, Scenario 1: Cross-ventilation, Scenario 2: Outdoor-
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Appendix A. Criteria Matrices for Components Selection

Appendix A.1. Sensor Selection

The factors considered for the choice of the sensor that suits the needs of the research
are (which are weighted according to a scale from 0 (lowest score) to 2 (best score)):

• Measuring range: This is the range of values (in ppm) capable of being detected by
the sensor.

• 2: Sensor capable of detecting any concentration of CO2, even exceeding by far the
limit values established by the standards and regulations in force. Upper limit value
of the measuring range greater than 5000 ppm.

• 1: Sensor capable of detecting CO2 concentrations below the limit values established
by the standards and regulations in force. Upper limit value of the measuring range
greater than 2000 ppm and smaller than 5000 ppm.
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• 0: Sensor capable of detecting CO2 concentration values of no more than 2000 ppm.
• Accuracy: This is the error of the sensor. This value is shown in the sensor datasheet,

defining the accuracy with which the sensor performs the measurements. A higher
precision will result in higher accuracy in the data collected.

• 2: Accuracy ≤ ±0.1 (percent)
• 1: ±0.1 < Accuracy ≤ ±1
• 0: Accuracy ≥ ±1
• Number of parameters: Monitoring more than one parameter is not desirable. In multi-

gas or multi-parameter sensors, a laboratory calibration must be performed (although
self-calibration is mentioned in the datasheet, this is obtained with a regression line,
which does not necessarily will coincide with measurements by conventional devices
already calibrated), because of the presence of several gases or different parameters in
the same enclosure may influence data acquisition and interpretation.

• 2: Sensor capable of measuring a single gas.
• 1: Sensor capable of measuring between 2 and 4 different gases.
• 0: Sensor capable of measuring more than 5 gases.
• Response speed: This is the capacity to display changes in the values of the sensor

output without delays depending on the variations of the input. It is interesting that
the sensitivity is high, as it will show greater flexibility to measure sudden changes
in CO2.

• 2: Response speed ≤ 1 min.
• 1: 1 min < Response rate ≤ 2 min.
• 0: Response speed > 2 min.
• Warm-up time: This is the period of time during which the sensor does not take

reliable measurements and adapts to the surrounding atmosphere. This is for ensuring
the sensor takes measurements in accordance with its calibration line, waiting until
the start of data acquisition. The shorter the warm-up time, the greater the autonomy,
reliability and accuracy of the data collected.

• 2: The warm-up time is several minutes. Maximum 1 h.
• 1: The warm-up time is between 1 h and 8 h.
• 0: The warm-up time is longer than 8 h and can last at least 1 day.
• Price: This is one of the main objectives for creating an affordable device with the

highest possible number of features.
• 2: Sensor priced between EUR 0–EUR 30.
• 1: Sensor with price between EUR 30–EUR 60.
• 0: Sensor priced over EUR 60.

The results are shown in Table A1:

Table A1. Criteria matrix for sensor selection.

Factor T6713 SCD30 SEN0219 MiCS-VZ-89TE

Measuring
Range 2 2 2 0

Accuracy 1 1 1 0
N◦ parameters 2 0 2 2

Response speed 1 2 1 2
Warm-up time 2 2 2 2

Price 0 0 1 2

Total 8 7 9 8

Appendix A.2. Motherboard Selection

The compilation of the different characteristics extracted, which are of interest for the
elaboration of the corresponding criteria matrix, are shown in Table A2:
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Table A2. Criteria matrix for sensor selection.

Characteristics ELEGOO MEGA 2560 R3 Raspberry Pi 3 Model B+

Dimensions 101.52 × 53.3 mm 85 × 53 mm
Memory capacity 8 kb 1 Gb

Language C, C++ Python, C, Java, Javascript, . . .
Processor speed 16 MHz 1400 MHz

Inputs and outputs 54 digital I/O pins and 16
analog inputs 40 pins (known as GPIO)

Other connections USB Type B 4 USB ports, HDMI, Internet,
Memory card

Price EUR 13.99 EUR 30–40

The factors considered for the choice of the motherboard encompass its main charac-
teristics (mentioned above). In addition, factors related to the functionality and intended
uses of the programmable device have also been added (the importance is weighted with
values from 0 to 2, the latter being the best score depending on the factor considered):

• General characteristics of the board: Compact dimensions and low weight. Storage
and autonomy.

• Software and hardware: Hardware easy to use and open-sourced programming
language.

• Innovation: Although a completely new device is already being realised with both
board options, it is desired that the device and programming platform provide func-
tions that add value to the prototype.

• Interconnection: Suitable for direct connection of the SEN0219 sensor and other devices.
• Price: Competitive price/performance ratio.

The results are shown in Table A3:

Table A3. Criteria matrix for sensor selection.

Factor ELEGOO MEGA 2560 R3 Raspberry Pi 3 Model B+

Characteristics 1 2
Software/Hardware 2 0

Innovation 2 2
Interconnection 2 2

Sensor integration 2 1
Price 2 2

Total 11 9

Appendix B. Sensor Connection

ELEGOO Mega 2560 R3 motherboard is an open source ATMega2560-ATMEGA16U2
microcontroller board with 54 digital input and output pins, 16 analogue inputs, USB
connection, RESET button and external power input. When purchasing the ELEGOO
MEGA board, the USB cable for connection via serial port with the computer where the
sensor programming is to be carried out is included.

As the SEN0219 sensor is analogue, one of the analogue inputs of the board must be
used. Specifically, the analogue input A0 is selected. This input could be any other input
as long as it is reflected in the programming code (from A1 to A7). In the same vein, the
ground (GND) and voltage pins are essential to receive data from the sensor. The SEN0219
sensor works with a voltage between 4.5 and 5.5 V, so the connection will be made to the
5 V (Power) connection pin on the motherboard.
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Figure A1. Wiring diagram between SEN0219 sensor and ELEGOO MEGA.

Appendix C. Programming Code in Arduino Software and Visual Studio Code

Appendix C.1. Arduino Base Code

int sensorIn = A0;
void setup(){

Serial.begin(115200);
analogReference(DEFAULT);

}
void loop(){

//Lectura de la tensión
int sensorValue = analogRead(sensorIn);
// La señal analogica es convertida a tension
float voltage = sensorValue*(5000/1024.0);
if(voltage == 0)
{

Serial.println(“Fault”);
}
else if(voltage < 400)
{

Serial.println(“preheating”);
}
else
{

//Recta de regresion lineal utilizada para la calibracion del sensor
float p_cero = 2.9713;
float p_uno = −1150.3;
float concentration=voltage*p_cero+p_uno;
Serial.print(voltage);
Serial.print(“,”);
Serial.print(concentration);
Serial.println(“;”);

}
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delay(1000);
}

Appendix C.2. Visual Studio Code–Python Programming to Create Data Storage

import serial
import xlwt
from datetime import datetime
class SerialToExcel:

def __init__(self,port,speed):
self.port = port
self.speed = speed
self.wb = xlwt.Workbook()
self.ws = self.wb.add_sheet(“Data from Serial”,cell_overwrite_ok = True)
self.ws.write(0, 0, “Data from Serial”)
self.columns = [“Date Time”]
self.number = 100

def setColumns(self,col):
self.columns.extend(col)

def setRecordsNumber(self,number):
self.number = number

def readPort(self):
ser = serial.Serial(self.port, self.speed, timeout = 1)
c = 0
for col in self.columns:

self.ws.write(1, c, col)
c = c + 1

self.fila = 2
i = 0
while(i < self.number):

line = str(ser.readline())
if(len(line) > 0):

now = datetime.now()
date_time = now.strftime(“%m/%d/%Y, %H:%M:%S”)
print(date_time,line)
if(line.find(“,”)):

c = 1
self.ws.write(self.fila, 0, date_time)
columnas = line.split(“,”)
for col in columnas:

self.ws.write(self.fila, c, col)
c = c + 1

i = i + 1
self.fila = self.fila + 1

def writeFile(self,archivo):
self.wb.save(archivo)

Appendix C.3. Visual Studio Code—Data Storage

Define where the data search is performed (Arduino Serial Monitor), number of data
to be collected, name of parameters collected according to Arduino programming and time
between data storage.

from serialToExcel import SerialToExcel
serialToExcel = SerialToExcel(“COM3”,115200)
columnas = [“voltage”,”concentration”]
serialToExcel.setColumns([“voltage”,”concentration”])
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serialToExcel.setRecordsNumber(1800)
serialToExcel.readPort()
serialToExcel.writeFile(“archivo2.xls”)
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Abstract: Citizens in dense built environments are susceptible to the simultaneous occurrence of Slow
Onset Disaster (SLOD) events, being particularly prone to increasing temperatures and air pollution.
Previous research works have assessed these events’ arousal separately and have identified when
their intensity is critical. However, few have integrated their analysis, possibly limited by the quality
and granularity of available data, the accessibility and distribution of sensors, and measurements
not emulating the surroundings of a pedestrian. Thus, this work performed an outdoor meso-scale
multi-hazard-based risk analysis to study the aggregated effects of the SLODs mentioned above. The
study was carried out to narrow down the time-frames within 2019 in which these two events could
have affected citizens’ health the most. A weighted fuzzy logic was applied to superimpose climatic
(temperature, humidity, wind speed, and solar irradiance) and air quality (particulate matter, ozone,
and ammonium) distress (true risk) on an hourly basis, allocated using set healthy and comfortable
ranges for a specific dense urban climate context within Milan (Italy), processing data from Milano
via Juvara station. The findings show that sensitive groups were at risk of high temperature and
pollution separately during 26% and 29% of summer and mid-season hours, respectively; while
multi-hazard risk would arise during 10.93% of summer and mid-season hours, concentrated mainly
between 14:00 and 20:00.

Keywords: risk assessment; climate change; health; heat stress; AQI

1. Introduction

The United Nations [1] reported in 2018 that 55% of the world’s population was
already living in highly urbanized areas and that this ratio is projected to grow to 68%
by 2050. These projections for the urban population, coupled with the projected health
threats identified by the World Health Organization (WHO) [2,3] due to climate change,
foresee that around 6.7 billion people are at great risk. Hence, identifying the frequency,
intensity, and extent of the hazard risk of these threats has become a pillar in the world-
wide effort to hold back the consequences of climate change, reflected by the Sustainable
Development Goals and in particular by the following three topics: good health and
wellbeing, sustainable cities and communities, and climate action [4].

In 2014, the WHO analyzed and projected the effects of climate change on health,
identifying heat-related mortality as among the foreseen death risks of the largest impact [2].
Later on, in 2016, the WHO also reported the extent of air pollutants’ concentration and
their severe potential effect on the decay of health condition and the increase in mortality.
For instance, the WHO [2] estimated that by 2030, more than 92,000 additional heat-related
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deaths are expected; and more than 255,000 for 2050 if no measures are taken. Furthermore,
Lee and Kim [5] studied the case of South Korea, comparing the 1992 to 2010 period with
the 2090s projections; resulting in a 4× or 6× increase in temperature-related mortality. On
the other hand, for air pollutants’ concentration, Jackson et al. [6] presented a case study
in Washington, in which it was reported that for people over 45 years old, there was an
increase of 0.46–1.50% in the risk of mortality for every 10 parts per billion (ppb) increase
in eight hour average ozone concentrations.

Climate change itself is an active and slow process, and within this context, increasing
temperatures and higher air pollution have been classified in the same way. Both have
been allocated into the definition of Slow-Onset Disasters (SLODs) [7], which are easy
to perceive, and predict, but harder to mitigate. The arousal frequency and intensity of
SLODs’ evidence is larger in the urbanized context [8], and this evidence can be worsened
given the inherent properties of the Built Environment (BE). A recent report by the Urban
Climate Change Research Network [9] shows that mean annual temperatures in 39 cities
around the world have increased at a rate of 0.12 to 0.45 ◦C per decade over the 1961
to 2010 time period. Furthermore, a recently audited air pollution report [10], which
surveyed more than 4300 cities worldwide in 2015, concluded that only 20% of the urban
population was reported to live in areas that comply with the WHO’s established unhealthy
concentrations of PM2.5. The average particulate air pollution levels in these cities were
found to be 4–15-times higher than the WHO air quality guideline limit levels. Dense
urban areas increase the risk of the two above-mentioned SLODs for the following main
reasons: (1) reduced evaporation, transpiration, and shading, due to limited green areas
and disadvantageous geometry; (2) increased surface temperatures with high thermal
capacity and/or low albedo; and (3) increased air stagnation due to diminished wind
speed [11–15], thus making every portion of the city (e.g., neighborhood) react/provide a
different meso-climate to the people within it.

Extensive research has been dedicated to studying these variations with different
approaches, at different scales, and with different tools. Udristioiu et al. [16] and Sassi and
Fourri [17] are recent examples on how to study the satellite remote sensing data, gathering
information on Land Surface Temperature (LST) from infrared radiation measures. Other
case studies, such as the one presented by Khamchiangta et al. [18], have used large
geographical data to study the land use land coverage and correlated these conditions to
estimate the possible response to undisturbed climatic readings (e.g., weather data); also,
these databases have been combined with geographical tools (e.g., Geographic information
Systems (GISs)) and small-scale on-site measurements to communicate actual point-in-time
conditions [19–21].

However, these analyses are limited by the availability, quality, granularity, and
applicability of data describing what is the real perception of a pedestrian, or a building
occupant, as his/her surroundings can drastically modify the perception of climatic and air
quality distress [22,23]. Moreover, integrated and multi-hazard analysis at the meso-scale
is hampered by the distribution of sensors and the fact that, mostly, the data collection
location does not always gather more than one parameter category (e.g., weather and
pollutants), which makes the superposition of the effects hardly applicable.

Therefore, this work intends to propose and perform a preliminary multi-hazard
risk analysis of northern Italy (i.e., Milan), using available open-source climate and air
quality databases supported by the Lombardy Regional Environmental Protection Agency
(ARPA Lombardia) [24]. Milan was considered a relevant location where a large population
density is found (large risk exposure) and both considerable increasing temperatures and
the decay of air quality and the increase of pollution converge (large risk hazard), based on
the preliminary assessment analysis carried out by Salvalai et al. [25] using demographic
data from the Italian National Institute of Statistics (ISTAT) [26] and historical temperature
and particulate matter measurements from EEA [27,28].

In particular, the study presented in this paper is concentrated on assessing the overall
increasing temperatures and air pollution SLODs’ risk frequency for the least resilient
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population: demographic groups that are more prone to suffer severe health consequences
when exposed to adverse environmental conditions. Moreover, critical hazard risk time-
frames (including daily profiles) are established to acknowledge and communicate those
moments of the year in which people are and probably will continue to be critically at risk
of their health being affected if exposed to these conditions.

2. Materials and Methods

This work intends to propose a replicable procedure at the city and neighborhood
scale, based on available and accessible data repositories (i.e., open data).

2.1. Temperature-Related Risk RiskT

There are few indexes or metrics that integrate the weather parameters with ease
to understand the proper sensation of people outdoors. Most of them require rather
extensive on-site surveys to feed the model with several measured quantities, or to feed the
virtual model for lengthy computer simulations. Fortunately, indexes such as the Universal
Thermal Climate Index (UTCI) [29] can be used in a simplified manner, which requires
rather commonly surveyed parameters to estimate the pedestrian’s sensation of his/her
surroundings; that is:

• Dry bulb air temperature (tdb−air)
• Mean Radiant Temperature (MRT)
• Relative Humidity (RH)
• Air/wind velocity (Va)

However, for a preliminary and large-/meso-scale outdoor human-centered analysis,
there is limited information on where the pedestrian is or will be located and how he/she
is or will be exposed to solar and emitted surface-heat radiation. Thus, computing spatial-
location variables, such as MRT and spot-specific Va, goes beyond the scope of this study.
Moreover, established simplifications for MRT estimations (as the ones listed in ASHRAE
55-2017 [30] for an indoor assessment) cannot be applied given the exposure to direct
solar radiation, high registered Va, high variance of the type of pedestrian activity, and the
clothing worn.

Therefore, for surveyed data obtained from open-source data such as national, regional,
or local weather station network repositories, another approach is needed to anticipate and
identify potential moments during the year in which pedestrians can be more susceptible
to risk. A susceptible temperature-related risk is then interpreted as the conjoint frequency
of undesirable conditions of tdb−air, solar radiation (Itot), RH, and Va.

To do so, a simple Boolean and weighting analysis was performed following fuzzy
logic; that is, for every hour of the year, the condition of each parameter was verified; if so,
this was allocated a certain risk weight according to the parameter’s influence on thermal
stress, and all the weights were summed for every single Hour Of the Year (HOY) (see
Equation (1)).

RiskTHOY =
(

Tbool ∗ Tweight + Ibool ∗ Iweight + RHbool ∗ RHweight + Vbool ∗ Vweight

)
HOY

(1)

2.1.1. Undesired Boolean Conditions

The Boolean is considered true (i.e., ibool = 1) when certain weather conditions fall
outside the comfort ranges. Based on indoor and outdoor comfort assessment metrics or
indexes, these true ranges were established as:

• tdb−air is recorded above 26 ◦C (only heat stress (T) is considered);
• Itot is measured over 300 W/m2;
• RH is registered outside a 30–70% range; and
• Va speed is below 2 m/s.
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An additional condition was included to avoid false positive results, reporting heat-
related distress when temperatures are below 18 ◦C. Hence, the Boolean shall be considered
negative (i.e., Tbool = −1).

2.1.2. Weighting Factors

Based on the effect of the parameter’s significance on outdoor thermal stress percep-
tion, factors summing to 1 were allocated, giving larger values to those directly related to
sky heat exchange (i.e., Tdb−air and Itot) [22]. Further development of the research work
includes a fine-tuning of these weights:

• for temperature, Tweight = 0.4 is used, given that the temperature is perhaps the most
relevant parameter;

• for radiation, Iweight = 0.3 is used, given that direct solar radiation falling on a body
can significantly alter its heat exchange; and

• for both air humidity and wind speed, RHweight = Vweight = 0.15 is given, as they can
intensify or alleviate one’s perception of the previous conditions.

2.1.3. Comparison with the Simplified UTCI Calculation

To validate the suitability of the assessment process and the weight allocation, the
values estimated were compared to the results obtained with the simplified outdoor thermal
comfort UTCI calculation.

UTCI values were computed using the UTCI Python code produced by Ladybug
Tools [22] based on the Fortran code provided by Brode et al. [29], but considering that
tdb−air ≈ MRT. The validation was considered successful based on the difference in the
number of hours classified as at risk of high thermal stress, and the accuracy was computed
using a classification-accuracy assessment (see Equation (2)).

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

where each of the following variables is:

• TP the number of True Positive values;
• TN the number of True Negative values;
• FP the number of False Positive values; and
• FN the number of False Negative values.

Heat distress was set to be expected, for sensitive groups, when:

• RiskT > 0.5
• UTCI > 26 ◦C

These weights, ranges, and thresholds were set based on the regulations enforced in
the case study analyzed, the available databases, and the assumed pedestrian condition
within a narrow urban canyon (i.e., shaded and wind protected).

2.2. Pollution-Related Risk

The Air Quality Index (AQI) was used as an established and widely used air pollution
metric [31]; also, it can be estimated with ease based on the data gathered at air quality
weather stations. The metric is based on the concentration of the main health affect-related
pollutants; and also, they can be compared in a unique scale. When more than one pollutant
is studied, the communicated AQI is the largest value.

The AQI calculation is based on Equation (3), which depends on the current pollutant
concentration (Cp) and the data collected in Table 1; which contains the pollutant concen-
tration Break Points (BPHi and BPLo) and the AQI range limits (IHi and ILo). The pollutant
concentrations are normally evaluated from an 8 hour (for O3 and NH3) or 24-h exposure
(for PM2.5 and PM10); thus, depending on the case, a moving mean of the previous 8 h is
computed, or 24 h values are assumed for the 24 h period, allowing comparing the results
on an hourly basis.
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The selected weather and air quality station monitors only some substances; hence,
O3, NH3, PM2.5, and PM10 were analyzed.

AQIpi =
IHi − ILo

BPHi − BPLo
∗ (Cp − BPLo

)
+ ILo (3)

Table 1. Parameters needed for AQI calculation for an 8 hour or 24 hour exposure period (extracted and edited from the
Environmental Protection Agency (EPA) guidelines [31]). BP, Break Point.

BPs

O3 (ppm) PM10 (μg/m3) PM2.5 (μg/m3) NH3 (μg/m3) AQI Category

0.000–0.064 0–54 0.0–15.4 0–200 0–50 Good
0.065–0.084 55–154 15.5–40.4 201–400 51–100 Moderate
0.085–0.104 155–254 40.5–65.4 401–600 101–150 Unhealthy for sensitive groups
0.105–0.124 255–354 65.5–150.4 601–800 151–200 Unhealthy
0.125–0.374 355–424 150.5–250.4 801–1200 201–300 Very unhealthy

425–504 250.5–350.4 1201–1800 301–400 Hazardous
505–604 350.5–500.4 >1800 401–500 Hazardous

As performed in Section 2.1, the number of hours in which the residents of the nearby
area are exposed to hazard risk were computed, assuming the risk threshold for low air
quality sensitive groups as AQI > 100 (Table 2).

Table 2. Sensitive groups at risk by pollutant type when the AQI goes above 100 for an 8 hour (O3) or 24 hour (PM10)
average exposure period (extracted and edited from the EPA guidelines [31]).

Pollutant Demographic Groups at Higher Risk

Ozone (O3) People with lung disease, children, elderly, and people who are active outdoors
Particulate matter (PM2.5) People with heart or lung disease, elderly, and children
Particulate matter (PM10) People with heart or lung disease, elderly, and children

2.3. Air Temperature and Pollution Confluence Risk

Given that the results for both RiskT and AQI were allocated into 2 macro categories
(i.e., at risk and no risk) and that they were reported hourly, the confluence risk was
estimated as the product of the Boolean of both risks’ existence (i.e., RiskT > 0.5 and
AQI > 100).

Then, the recurrence of these conditions was estimated as the ratio between the hours
of risk presented, during:

• the whole year (8760 h);
• the summer period only (15 June–15 September, 2208 h);
• both the mid-season and summer period (15 April–15 October, 4392 h); and,
• mid-season (15 April–15 June and 15 September–15 October, 2184 h).

2.4. Case Study Description

Profiting from the database made available by the regional environmental monitoring
institution (ARPA Lombardy Agency [24]), it was possible to retrieve air quality and
weather data from a single, but relevant, data source (i.e., Milano via Juvara) near a
university district in the city of Milan, Italy (Figure 1). These data were collected and
elaborated only for 2019, given the yearly data’s completeness and recentness, as described
in the following sections.

The weather and air quality station Milano via Juvara is located within the Buenos
Aires-Venezia Local Identity Unit (NIL), a neighborhood characterized by low green area
coverage and mid-to-high built density, as documented by the Municipality of Milan [32]
(see Figure 1). It was expected that the data collected would provide evidence to assume
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that the area has a low heat and pollution management capacity, which puts its inhabitants
at a relevant increasing temperatures and air pollution SLODs risk.

Figure 1. Location of the Milano via Juvara station within the city of Milan divided by NILs.

3. Results

To understand the frequency distribution on a yearly basis, the results are presented
on 24 × 365 heat maps for every risk type and daily frequency distribution charts for their
confluence (e.g., Figure 2). It was considered that summer is between Day Of the Year
(DOY) 166 and 258; and winter ends and starts on DOYs 105 and 288, respectively.

Figure 2. Degree of RiskT from values monitored in 2019 at the station Milano v. Juvara, based on the confluence of
disadvantageous conditions of tdb−air, Itot, RH, and Va; which are closely related to the SLOD of increasing temperatures.
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3.1. Meaningful Thermal Stress Risk Frequency

Following the methodology described in Section 2, RiskT and UTCI values were
computed for each hour of the data collected from M. v. Juvara station during 2019. These
are plotted in Figures 2 and 3 to qualitatively analyze how this thermal-stress-related risk
was manifesting, and quantitative reported frequency data are summarized in Table 3.

Figure 3. Degree of thermal stress expressed in UTCI, based only on the values for 2019 from Milano v. Juvara of tdb−air,
RH, and Va.

Table 3. Summary results of the allocated thermal stress, when using RiskT > 0.5 or UTCI > 26 as
the criterion, differentiated by season.

RiskT UTCI

Season # of
Hours

Hours at Risk Ratio Hours at Risk Ratio

Whole year 8760 1324 15.11% 1343 15.33%
Summer and mid 4392 1295 29.49% 1343 30.58%

Summer 2208 1145 26.21% 1253 28.69%
Mid 2184 150 3.42% 90 2.05%

Winter 4368 29 0.66% 0 0.00%

The risk for both RiskT and UTCI is notably concentrated in summer (29.49% and
30.58%). However, Figure 3 displays that for UTCI, rare and low intensity risk arose
during the mid-season (2.05%), and no risk was registered during winter. On the other
hand, Figure 2 presents that RiskT would communicate a higher risk intensity in summer, a
larger frequency and intense risk for the mid-season (3.42%), and a rare risk during winter
(0.66%).

The above could result from the assumption made on MRT for computing UTCI and
the allocated weights used for estimating RiskT. The classification made with the RiskT
criterion was used, given the significant effect that direct solar radiation falling on a person
has on heat exchange and thermal perception [33].
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3.2. Unhealthy Polluted Air Recurrence

Following Section 2, pollutant concentration was screened for every available dataset,
and the AQI was computed accordingly. Information on the air concentration behavior,
during 2019, of O3, NH3, PM2.5, and PM10 is reported on Figure 4.

(a)

(c)

(b)

(d)

Figure 4. Degree of air pollution concentration in the AQI, based only on the 2019 values from Milano v. Juvara for (a)
PM2.5, (b) PM10, (c) O3, and (d) NH3.

These pollutants’ concentrations are reported in way that they display as well the
gravity of their accumulation, by setting the gradient ranges from zero to the maximum
value that would fall under the greatest hazardous category of AQI classification. An
exception was made for NH3 as the reported values are considerably lower, and the
maximum value for display was set to be the limit value before generating a risk to
sensitive groups.

From these, it is possible to see how PM10 and O3 are those representing a greater risk
to the citizens’ health in the area. In particular, they are at greater risk of O3 accumulation
during the afternoons and early mornings by the middle of the year (i.e., summer season).

Looking instead to the complete AQI analysis, there is a large hour ratio of low air
quality during winter time classified as risky (23.76%), comparable to the one reported for
summer and mid-season (26.3%); even the yearly risk/total hours (23.03%); see Table 4.
Thus, the risk frequency can be assumed to be rather similar throughout the seasons.
Anyway, Figure 5 clearly shows how the intensity, or gravity, of this air pollution SLODs
risk measured with the AQI is greater during the summer season.
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Figure 5. Final degree of air pollution risk in the AQI based on 2019’s values from Milano v. Juvara.

Table 4. Summary results of the allocated air pollution distress, when using AQI > 100 as the
criterion, differentiated by seasons.

AQI

Season # of Hours Hours at risk Ratio

Whole year 8760 2193 25.03%
Summer and mid 4392 1155 26.30%

Summer 2208 808 18.50%
Mid 2184 347 7.90%

Winter 4368 1038 23.76%

3.3. Boosted Health Risk from the Multiple Hazards Effect

Both SLODs’ risks are present and of considerable severity for sensitive groups during
summer. However, to clearly state how frequent the potential danger for these demographic
groups is, a superimposition assessment was applied as described in Section 2.3 and
displayed in Figure 6.
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Figure 6. Conjoint risk frequency distribution on a yearly basis for 2019’s data extracted from weather and air quality station
Milano v. Juvara.

Figure 6 clearly shows how their confluence frequency is concentrated during the
summer season (9.96% hour ratio), although some rare conditions were encountered during
winter (i.e., last week of February, around DOY ≈ 58), in which there was a severe RiskT
(>0.5) and AQI (>100) representing only 0.11% of the hours of said period. The frequency
by seasons has been compared and condensed in Table 5.

In addition, one can note that the hazard risk confluence is concentrated in the early
mornings and the afternoons.

Table 5. Summary results of the allocated multi-hazard risk, when using AQI > 100 as the criterion,
differentiated by seasons.

RiskT and AQI
Season # of Hours Hours at Risk Ratio

Whole year 8760 485 5.54%
Summer and mid 4392 480 10.93%

summer 2208 435 9.96%
Mid 2184 45 1.02%

Winter 4368 5 0.11%

4. Discussion

4.1. Validity of the Preliminary Assessment

A direct comparison was done between the values obtained for RiskT and UTCI
condensed in Table 3, to understand how different the collected samples of the proposed
risk criteria and the established, but simplified UTCI were.

UTCI presented a higher risk frequency overall with an absolute algorithmic differ-
ence of 0.22% when comparing yearly data, 1.09% during summer and mid-season, or
2.48% during summer. Yet, RiskT presented an absolute 1.37% more hours of potential
thermal stress risk during mid-seasons and 0.66% during winter when compared to UTCI.
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The absolute algorithmic difference between risk and no risk hours ranged between
19 and 108 h, being least for the 8760 yearly period (i.e., 19) and highest for the 2208 h
in summer. This was considered non-negligible; thus, the classification accuracy was
computed, assuming as true values those computed for UTCI, using Equation (2), as
91.56%; from: 360 False Positives (FPs), 379 False Negatives (FNs), 964 True Positives (TPs),
and 7057 True Negatives (TNs).

These results were expected as the assumption of MRT ≈ tdb−air did not truly express
the condition of a person outdoors, and RiskT was configured in a way in which it gave
a large significance to the presence of intense Itot (i.e., Iweight = 0.3). However, with an
accuracy over 90% on a large sample (>8000 measurements), it could be assumed that the
approach is feasible for preliminary analyses.

4.2. Considerable Prevailing Pedestrian Risk

Certainly, during the summer period in Milan (approximately 18–29% of the season
hours), sensitive groups among citizens or visitors in the areas adjacent to the weather
and air quality station Milano v. Juvara were subjected to critical hazards (see Table 2). In
addition, in this same period, people outdoors were vulnerable to the conjunct effects of
SLODs risk hazards (increasing temperatures and air pollution) for a considerable amount
of hours (9.96%).

On the other hand, multi-hazard risk arousal during the winter period was unlikely.
The seeming outliers were further studied by filtering all collected data; thus, this hazard
risk reported for winter resulted from high Itot (>300 W/m2), dry air RH (<30%), low wind
speed (<2 m/s2), and a high concentration of particulate matter (PM2.5 > 40.5 μg/m3).
Although, in these hours, high tdb−air were not reported (maximum values were registered
around 22.3 ◦C), this does not exclude the possibility of significant thermal stress given the
exposure to such solar irradiation [30,33,34].

In addition, winter shall not be assumed as a low risk season as air pollution haz-
ard was present during 23.76% of the winter time (see Table 4). Figures 5 and 4a show
how most of the hazardous AQI was correlated to the particulate matter (i.e., PM2.5 and
PM10) concentration trend; given that these values are normally reported as the daily
average, larger concentrations could have been experienced by pedestrians in the station’s
surroundings.

In brief, pedestrians within the built environment close to Milano v. Juvara were
subjected to either one of the SLODs hazards for 3032 h during 2019 (34.61% of the time) and
contemporaneously 485 h only (5.54% of the time). However, this gives only an overview
of the risk; thus, a frequency profile was drawn to better understand the occurrence trend
of these hazards on a daily basis.

Figure 7 displays the frequency density distribution of each and the conjunct SLODs
hazard during the day for that location during 2019, allowing identifying the peak moments
of the day in which pedestrians were more prone to health deterioration. It is worth noting
how the peaks for increasing temperatures and air pollution have a similar growing
trend, but a distinct dissipation behavior; this could be attributed to the low capacity
of the zone to deposit, absorb, dilute, or dissipate air pollutants; or simply, a pollution
concentration increase due to higher pollutant source loads during these time-frames
related to anthropogenic activities.
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Figure 7. Conjoint risk (Agg. risk) daily profile of the hourly frequency distribution on a yearly basis for 2019’s data
extracted from Milano v. Juvara.

The constructed profile also allowed identifying the great risk that a person can be
exposed during the night-time. People outdoors would be frequently subjected to poor air
quality and likewise for those indoors who rely on night cooling or natural ventilation.

Instead, when coupled, the profile shows that pedestrians were most vulnerable at
16:00 (maximum frequency distribution value). Moreover, the most unhealthy period can
be established during 14:00 and 18:00, having more than 9% of those specific i-th hours
classified as a conjunct hazard moment; and the second most hazardous time-frame was
found between 18:00 and 20:00 with a ≈8% ratio.

4.3. Limitations and Further Work

The 91.56% classification accuracy of the proposed criterion is not yet fully satisfactory,
and adopting a simplified UTCI result as the true values is only applicable under a
few surrounding outdoor conditions within the built environment. The accuracy could
be improved by further calibrating the weighting factors used by performing in situ
measurements and adjusting MRT for computing UTCI accordingly. These tests and data
elaboration will reduce the number of both FP and FN, thus increasing the accuracy.

In addition, a normed value could allow capturing and communicating more informa-
tion on the intensity of the thermal stress and air pollution hazard; as well as providing a
rather continuous function, instead of such a discrete trend when applying Booleans.

Further work is planned to include also the physiological characteristics of sensitive
groups to further understand the thermal stress variability among those sensitive groups
at risk. Furthermore, gathering larger yearly databases and handling time-series missing
data would allow making more reliable assumptions and conclusions from the results.

In addition, generating hazard risk frequency daily profiles from environmental data
eases future work on the combination of other risk-related analysis, which have a narrower
arousal temporal scale (e.g., earthquakes, terrorism attacks), for the superimposing of
multiple risk assessment.

5. Conclusions

People frequenting dense built environments are susceptible to SLODs, and some of
these could arise simultaneously; in particular, people are prone to increasing temperatures
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and air pollution. Coupling their analysis to an integrated approach is limited by the data
accessibility, applicability, quality, and granularity. This work proposes a framework that
enables and facilitates performing, for a specific site (i.e., Milano v. Juvara’s surroundings,
Milan, Italy), an outdoor meso-scale multi-hazard-based risk analysis; with which it is
possible to obtain a narrower time-frame in which these two events could have affected
citizens’ health the most.

A weighted fuzzy logic analysis permitted superimposing climatic and air quality
distress on an hourly basis, allocated using set healthy and comfortable ranges. Then, it is
possible to delineate an average daily multi-hazard arousal profile that can be later used as
the input in other risk-related assessments.

Specifically, for the selected case study, findings show that sensitive groups were
frequently and greatly at risk during 2019; in fact:

• Summer was found to be the most stressful period for both increasing temperatures
and air pollution using a simplified thermal-related index (i.e., RiskT) and the AQI as
separate criteria and/or combined criteria.

• Winter prevalently had low air quality; along with late afternoon and early morning
hours on a daily average.

• Thermal stress was reported more frequently instead during midday and afternoon
hours.

• During the day, the conjoint effect of climatic and air quality distress was found to be
more recurrent between 14:00 and 18:00, with a slight decay during 18:00 and 20:00
(as highlighted in Figure 7).
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Abstract: Smart grid technology based on renewable energy and energy storage systems are attracting
considerable attention towards energy crises. Accurate and reliable model for electricity prediction is
considered a key factor for a suitable energy management policy. Currently, electricity consumption
is rapidly increasing due to the rise in human population and technology development. Therefore,
in this study, we established a two-step methodology for residential building load prediction, which
comprises two stages: in the first stage, the raw data of electricity consumption are refined for
effective training; and the second step includes a hybrid model with the integration of convolutional
neural network (CNN) and multilayer bidirectional gated recurrent unit (MB-GRU). The CNN layers
are incorporated into the model as a feature extractor, while MB-GRU learns the sequences between
electricity consumption data. The proposed model is evaluated using the root mean square error
(RMSE), mean square error (MSE), and mean absolute error (MAE) metrics. Finally, our model is
assessed over benchmark datasets that exhibited an extensive drop in the error rate in comparison to
other techniques. The results indicated that the proposed model reduced errors over the individual
household electricity consumption prediction (IHEPC) dataset (i.e., RMSE (5%), MSE (4%), and MAE
(4%)), and for the appliances load prediction (AEP) dataset (i.e., RMSE (2%), and MAE (1%)).

Keywords: bidirectional gated recurrent unit; convolutional neural networks; electricity consumption
prediction; hybrid deep learning model; residential load prediction

1. Introduction

The electric power industry plays an important role in the economic development of a country,
and its decisive operation provides significant societal wellbeing. As reported in [1] the global energy
consumption is increasing for sustainable advancement in society; therefore, the effectiveness of
electricity consumption prediction needs to be improved [2]. As reported by the World Energy Outlook
in 2017, the compound annual growth rate (CAGR) of electricity demand will have a global incremental
rise of 1.0% in the period of 2016–2040 [3]. Another report presented in [4] described that residential
buildings generally consume 27% of the total energy consumption, whereas buildings in the United
States (US) consume 40% of their national energy [5]. Owing to high energy consumption levels
in residential buildings, efficient management of their consumption is essential. Therefore, proper
planning of energy is vital for energy saving, which is possible through effective energy consumption
prediction models.

The electricity prediction strategies for short-term horizons are categorized into four types:
very-short, short, medium, and long-term [6,7]. Short and very short-term predictions refer to minutely
ahead predictions up to several days. Medium-term load prediction means one week ahead prediction
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or up to a year, whereas annual or several years’ ahead prediction is called very long-term prediction.
Each electricity prediction horizon has its own applications; however, in this study, we focus on
short-term and very-short-term predictions [6,8–10]. The major applications of short-term electric
load prediction are power plant’s reliable and secure operation, reliability and economic dispatch,
and power system generation scheduling. Short-term load prediction ensures power system security,
and it is an essential tool for the determination of the optimal operational state. Reliability and
economic dispatch are also important applications of power systems in short-term horizons, wherein
the abrupt variation of load demand fluctuates its reliability. This causes a power supply shortage
if the load demand is underestimated, which makes it difficult to manage overload conditions and
the quality of the overall power supply system. Another application of short-term load prediction is
generation scheduling, which can be achieved through accurate load prediction to verify the allocation
of operational limitations, generation resources, equipment usage, and environmental constraints.
In the literature, several studies have been conducted for short-term load prediction, electricity
load forecasting, electricity demand forecasting, electricity storage, and occupant behavior [11–15].
The mainstream electricity load prediction models are mainly grouped into two categories: statistical
models and artificial intelligence models [16,17]. Statistical models such as Auto Regressive Integrated
Moving Average (ARIMA) [18], linear regression [19], Kalman filtering [20], and clustering [21,22]
etc. were used for load prediction in the early days. These models are effective in learning linear data
but inadequate to learn the nonlinear complex electricity load. Besides this, the artificial intelligence
models can learn nonlinear complex and linear electricity loads, which are further divided into
shallow and deep structure methods. Shallow based methods include random forest [23], wavelet
neural networks [24], support vector machines (SVMs) [25], artificial neural networks (ANN) [26],
and extreme learning machines [27]. Shallow based methods perform well compared to statistical
methods but perform poorly in feature mining. Hence, these methods require more features and
selects strong features to enhance the prediction accuracy. Obtaining optimal feature extraction is a
challenging task for these methods. Further, these methods have insufficient generalization ability
over different datasets due to small hypothesis owing to less number of parameters. Deep structure
methods have the ability to address the aforementioned concerns of shallow-based methods using
multi-layer processing and hierarchical feature learning from electricity historical data. Recently,
recurrent neural networks (RNNs) and convolutional neural networks (CNNs) are two powerful
architecture proposed in the literature for the analysis of time series data. For instance, Amarasinghe et
al. [28] developed a CNN-based methodology for electricity load forecasting and compared their results
with a factored restricted Boltzmann machine, sequence-to-sequence long short term memory (LSTM),
support vector regressor (SVR), and ANN. Another study presented in [29] proposed a deep CNN
network for day-ahead load forecasting and compared the results with an extreme learning machine,
ARIMA, CNN, and RNN. Several studies also used RNN models for electricity load prediction,
whereas Tokgoz et al. [30] used RNN, gated recurrent unit (GRU), and LSTM models for electricity
load prediction in Turkey and extensively decreased the error. Furthermore, the authors of [31]
developed an LSTM-based model for periodic energy prediction and compared their results with other
models. Another study presented in [32] developed an RNN-based model for medium- and long-term
electricity load prediction.

The electricity consumption data is time-series data, which comprises spatial and temporal
information. The CNN models perform well for spatial information extraction, but insufficient for
temporal information, whereas the RNN models are insufficient for spatial information and can learn
temporal information. Therefore, to develop an optimal model for electricity load prediction, hybrid
models are introduced in the recent literature. For instance, Kim et al. [33] developed a hybrid model
combining CNN with LSTM for short-term load prediction and compared their results with GRU,
attention LSTM, LSTM, and bidirectional LSTM. Ullah et al. [34] also developed a hybrid model with a
combination of CNN and multi-layer bidirectional LSTM and compared their results with bidirectional
LSTM, LSTM, and CNN-LSTM. Similarly, another study presented in [17] integrated a CNN with an
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LSTM auto-encoder and compared the final results with LSTM, LSTM autoencoder, and CNN-LSTM.
Moreover, Sajjad et al. [35] and Afrasiabi et al. [36] presented the performance of a CNN-GRU based
model for electricity forecasting. The performance of hybrid models is quite promising and has
achieved state-of-the-art accuracy; however, further improvements are needed for optimal electricity
load prediction. Therefore, in the current study, we established a two-step framework for predicting
the electricity load that includes data preprocessing and proposed a hybrid model. In the first step,
the historical data of electricity is refined to remove abnormalities that are then passed to the next step
CNN along with MB-GRU model for learning. To extract the spatial information, we used CNN layers
where MB-GRU is used to learn the temporal information. The contributions of the proposed research
are summarized below:

• The electricity consumption data are gathered from smart meter sensors, which include missing
values, redundant values, outlier values, etc., due to several reasons, such as faults in meter
sensors, variable weather conditions, abnormal customer consumption patterns, etc., which
need to be refined before training the model. Therefore, in this work, the input raw datasets
are refined before training to fill the missing values and remove the outlier values from the
dataset. Similarly, the electricity consumption patterns are of very diverse nature where the neural
networks are sensitive to it, so a data normalization technique is applied to bring the dataset into
a standard range.

• The mainstream methods use solo models for electricity consumption prediction, which are
unable to precisely extract spatiotemporal patterns and have high error rates. Therefore, in this
study, we proposed a hybrid model with a combination of CNN and MB-GRU that helps to
improve the accuracy of electricity consumption prediction.

• The performance of the model was evaluated using the root mean square error (RMSE),
mean square error (MSE), and mean absolute error (MAE). The experimental results show that
the proposed model extensively decreases the error rate when compared to baseline models.

The main goal of this work is to improve the prediction accuracy for short-term electrical load
prediction in residential buildings, which reduces customer consumption and provides economic
benefits. The experimental section shows the effectiveness of the proposed method, which ensures the
best performance of the proposed method as compared to other baseline models.

The remainder of the paper is arranged as follows: Section 2 provides a detailed explanation
of the proposed method; Section 3 includes the experimental results of the proposed method and
comparison with other state-of-the-art models. Finally, the manuscript is concluded in Section 4.

2. Proposed Framework

Accurate electricity load prediction is very important for electricity saving and vital economic
implications [37]. As reported by [38] a 1% decrease in the error rate of the electricity prediction model
can profit 1.6M dollars and can save 10K MW of electricity annually. For accurate load prediction,
an appropriate learning methodology is required. The electricity load prediction models are learned
from historical data generated from smart meter sensors. However, some times, due to weather
conditions, meter faults, etc., they generate some abnormal data that should be refined before training.
Therefore, this work represents a two-step framework that includes data preprocessing and the
proposed hybrid model. The preprocessing step refines the input raw data of electricity consumption
and then passes it to the proposed model to learn it, as demonstrated in Figure 1, where the details of
each step are further discussed in the following sections.
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Figure 1. Two steps framework for electricity load prediction. (a) Applying different preprocessing
techniques to refine the input raw dataset. (b) The proposed convolutional neural network (CNN)-
multilayer bidirectional (MB)-gated recurrent unit (GRU) architecture to learn the patterns of
electricity consumption.

2.1. Data Preprocessing

For better performance of the electricity load prediction models, the training data should be
analyzed before training. As previously mentioned, the historical data of electricity consumption
include abnormalities that affect the model performance. In this study, we used individual household
electricity consumption prediction (IHEPC) and appliances load prediction (AEP) datasets, which
consist of missing and outlier values. These abnormalities are removed from the data in the
preprocessing step of the proposed framework. For missing values filling, NAN interpolation
techniques are used, whereas for outlier values, three sigma rules of thumb [39] are applied. After
the outlier reduction and filling missing values, the datasets are normalized using the min–max
normalization technique to transform the dataset into a particular range which the neural network can
learn easily.

2.2. Proposed CNN and MBGRU Architecture

This work combines a CNN with a multilayered bidirectional GRU (MB-GRU) for short-term
electricity load prediction, where the CNN layers are incorporated to extract features from the
preprocessed input data, and the MB-GRU model is used to learn the sequences between them.
CNN is a neural network architecture that learns in a hierarchical manner whereby each layer learns
more and more abstract features. The first layers learn atomic/primitive representations, while the
intermediate-level layers learn intermediate abstract representations, and finally, fully connected layers
learn high-level patterns. Therefore, the depth of the network is defined by the number of such layers.
The higher the layer count, the deeper the network and can learn tiny representations. A CNN is a
particular type of deep neural network that employs alternating layers of convolutions and pooling.
It contains trainable filter banks per layer. Each individual filter in a filter bank, which is called a
kernel and has a fixed receptive field (window) that is scanned over a layer below it, to compute
an output feature map. The kernel performs a simple dot product and bias computation as it scans
the layer below it and then feeds the result through an activation function, a rectifier, for example,
to compute the output map. The output map is then subsampled using sum or max pooling, the latter
being more common in order to reduce sensitivity to distortions in the upper layers. This process is
alternated up to some point when the features become specific to the problem at hand. Thus, the CNN
is a deep neural network for learning increase and more compact features that can later be used for
recognition problems. The last few layers in a typical CNN comprise a typical fully connected neural

100



Appl. Sci. 2020, 10, 8634

network or support vector machines in order to recognize different combinations of features from
the convolutional layers. The CNN architecture is used in different domains, such as image and
video recognition [17,35,40,41], language processing [42,43], electricity load forecasting [44,45], crowed
counting [46], etc. In the time series domain, the CNN layers are used to extract spatial information
and then pass the output into sequential learning algorithms such as RNN LSTM and GRU.

RNN [47] is a sequence learning architecture with backward connections among hidden layers
that include some kind of memory and is extensively used in several domains such as natural language
processing [48], time series analysis [49], and speech recognition [50], visual data processing [51–53],
etc. The RNN models generate output at each time stamp from the input data, which leads to the
vanishing gradient problem. The RNN model forgets the long sequence of electricity data, such as
60-min resolution, which leads to loss of important information.ʄ
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The problem of losing long sequence information is addressed by LSTM using the three-gate
mechanism input, output, and forget. The mathematical representation of each gate is shown in
Equations (1)–(6). In these equations the output of each gates is represented through “𝒾”, “ê” and “O”
where “�” represents the activation function. The weights of the gates are represented through “ώ”,
whereas” 𝒽

ʘ” Ʈ−1” refers to the output of previous LSTM block and “𝒷” represents the bias of the gates.
The LSTM structure is complex and computationally expensive due to these gates’ units and memory
cells. To overcome the concern of LSTM, another lightweight architecture is developed called GRU [54]
which comprises the reset and update gates. The mathematical representation of GRU gates are shown
in Equations (7)–(10) where the update gate examines the earlier cell memory to remain active,
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and the reset gate merges the next cell input sequence with previous cell memory. In this study,
we used MB-GRU, which processes the sequence of input data in both backward and forward
directions [55]. The bidirectional RNN models perform better in several domains such as classification,
summarization [56], and load forecasting [57]. Therefore, in this study, we incorporate bidirectional
GRU layers that contain both backward and forward layers, where the output sequence of the foreword
layer is iteratively calculated through input in the positive sequence. The output of the backward layer
is calculated through the reverse of the input.

The electricity consumption patterns include spatial and temporal features. Some researchers
deployed a solo model that is insufficient to extract both types of features at a time. Therefore, in this
work, we established a hybrid model that combines CNN with MB-GRU, as shown in Figure 1b.
The proposed hybrid model includes an input layer, CNN layers, and bidirectional GRU layers.
Two CNN layers are incorporated after several experiments over different layers and different
parameters. Finally, we select filters of 8 and 4 for the first and second CNN layers with a kernel size
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of 3.1, respectively and used ReLU as an activation function in these layers. After convolutional layers,
two bidirectional GRU layers are incorporated to learn the temporal information of the electricity
historical data. Finally, the fully connected layers are integrated for the final output prediction.

3. Results and Discussion

In this section, we provide a detailed description of the dataset, evaluation metrics,
and experimentation over the IHEPC and AEP datasets, and compare them with other baseline
models. The model was trained over a GeFore GTX 2060 GPU with 64 GB RAM using the Keras
framework with backend TensorFlow.

3.1. Datasets

The model’s performance is assessed on two benchmark datasets, AEP and IHEPC [58,59].
The AEP dataset was recorded in 4.5 months in a residential house in 10 min resolution. This dataset
comprises 29 various parameters of weather information (wind speed, humidity, dew point,
temperature, and pressure), light, and appliance energy consumption, as presented in Table 1. The data
samples were collected from both indoor and outdoor environments through a wireless sensor network.
The outdoor data are collected from nearby airport. The building includes 9 indoor and 1 outdoor
temperature sensors, 9 humidity sensors in which 7 are integrated with indoor environment and one
is in outdoor environment. The outdoor pressure, visibility, temperature, humidity, and dew point
are recorded nearby airport region. The IHEPC dataset includes 9 parameters which are; date, time,
voltage, global-active-power (GAP), intensity, global-reactive-power (GRP) and three sub-metering as
shown in Table 2. The dataset was recorded in a residential house in France during 2006 and 2010 for
one-minute resolution.

Table 1. AEP dataset variables, a short description and its units.

S.no Data Features Units

1 Appliances: total energy consumption by appliances. Wh
2 Light: total energy consumption by lights. Wh
3 T1: demonstrate the temperature of kitchen. C
4 RH1: demonstrate the humidity in kitchen. %
5 T2: demonstrate the temperature of living room. C
6 RH2: demonstrate the humidity of living room. %
7 T3: demonstrate the temperature of laundry room. C
8 RH3: demonstrate the humidity of laundry room. %
9 T4: demonstrate the temperature of office room. C
10 RH4: demonstrate the humidity of office room. %
11 T5: demonstrate the temperature of bathroom. C
12 RH5: demonstrate the humidity of bathroom. %
13 RH6: demonstrate the outside temperature of building. C
14 RH6: demonstrate the outside humidity of building. %
15 T7: demonstrate the temperature of ironing room. C
16 RH7: demonstrate the humidity in ironing room. %
17 T8: demonstrate the temperature of teenager room. C
18 RH8: demonstrate the humidity of teenager room. %
19 T9: demonstrate the temperature of parent room. C
20 RH9: demonstrate the humidity of parent room. %
21 To: demonstrate the outside temperature which are collected from Chievres Weather

Station (CWS).
C

22 Pressure: outside pressure which are collected from CWS. Mm Hg
23 Rho: demonstrate the outside humidity from CWS. %
24 Wind speed: outside wind speed which are collected from CWS. m/s
25 Visibility: outside visibility from CWS. Km
26 Tdewpoint: outside Tdewpoint from CWS. C
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3.2. Metrics of Evaluation

To evaluate the performance of the model, we used RMSE, MSE, and MAE metrics.
The mathematical representation of these metrics is depicted in Equations (11)–(13). RMSE calculates
the difference between all predicted data points and the actual data point, then compute the mean of
these square errors and finally calculate the square root of the mean values. The MSE calculates the
mean disparity between the actual and model output values. The MAE calculates the mean absolute
difference between the actual and predicted values.

RMSE =

√
1
n ∑n

1 (y − ŷ)2 (11)

MSE =
1
n ∑n

1 (y − ŷ)2 (12)

MAE =
1
n ∑n

1 |y − ŷ| (13)

3.3. Experimentations over IHEPC, AEP Dataset and Comparison with other Models

In this section, we evaluate the performance comparison of the proposed model with existing
models for short-term load prediction (one hour ahead) over the IHEPC and AEP datasets. For the
IHEPC dataset, the proposed model achieved 0.42, 0.18, and 0.29 RMSE, MSE, and MAE, respectively.
The performance prediction over the test data is displayed in Figure 2a. A comparison of the proposed
model over IHEPC dataset for short-term load prediction with other baseline models is shown in
Figure 3. For more detail the performance of the proposed model is compared with [1,17,33–35,60,61]
in the short-term horizon. In [60] the authors used deep learning methodology for residential load
prediction and obtained 0.79 RMSE and 0.59 MAE, whereas [33] used a CNN-LSTM hybrid network
for short-term residential load prediction and achieved 0.59, 0.35, and 0.33 RMSE, MSE, and MAE,
respectively. 0.47, 0.19 and 0.31 RMSE, MSE and MAE was reported in [17] whereas [34] reports 0.56,
0.31 and 0.34 values for these metrics. In [61] the authors achieved 0.38 MSE and 0.39 MAE, whereas [1]
reported 0.66 RMSE. Another strategy presented in [35] attained 0.47, 0.22, and 0.33 RMSE, MSE,
and MAE, respectively. Among these results, the proposed model achieved the lowest error rate for
short-term electric load prediction.

Table 2. Individual household electricity consumption prediction (IHEPC) dataset variables description
and units.

S.no Data Features Units

1 Date dd/mm/yyyy
2 Time hh: mm: ss
3 GAP Kw
4 GRP Kw
5 Voltage V
6 Global intensity Amp
7 Submeetring-1 W
8 Submeetring-2 W
9 Submeetring-3 W
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Figure 2. Predictions results of our framework over test data (a) actual and predicted values for IHEPC
dataset (b) actual and predicted values for AEP dataset.

 

Figure 3. Performance comparison of the proposed model with the other state-of-the-art models over
IHEPC dataset.

Furthermore, the effectiveness of the proposed model is evaluated over the AEP dataset for
a short-term horizon. For the AEP dataset, the proposed model attained 0.31, 0.10, 0.33 RMSE,
MSE, and MAE, respectively, whereas the prediction results are shown in Figure 2b. Similarly,
the effectiveness of the proposed model over the AEP dataset is also compared with other baseline
models, as shown in Figure 4. For instance, the results are compared with [34,62–64]. For further
details, Ref. [62] achieved 0.59 RMSE and 0.26 MSE, Ref. [63] achieved 0.35 RMSE and 0.66 MSE,
and [64] achieved a 0.59 RMSE. In [35], authors achieved 0.31, 0.09, and 0.24 scores for RMSE, MSE,
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and MAE, respectively. Compared to these models, the proposed model performed better in reducing
the RMSE and MAE error rate, while only the results of Sajjad et al. [35] in terms of MSE is better than
the proposed model in the short-term horizon.

 

Figure 4. Performance contrast of the proposed model with the other baseline models over AEP dataset.

4. Conclusions

In this study, we established a two-step methodology for short-term load prediction. In the first
step, we performed data preprocessing over raw data to refine it for training. The refinement of the
data is important because the historical data of energy consumption is generated from smart meter
sensors, which include abnormalities such as outliers, missing values etc. These abnormalities from the
raw data are extracted in this step, and finally, the normalization technique is applied to transform the
data into a specific range. The second step is the hybrid model, which is a combination of CNN and
multilayered bi-directional GRU (MB-GRU). The CNN layers are incorporated to extract important
features from the refined data, while the MB-GRU layers are used to learn the temporal information of
electricity consumption data. The proposed methodology is tested over two challenging datasets and
achieves better performance when compared to other methods, as demonstrated in the results section.
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Featured Application: This work is potentially useful for updating residential energy usage mod-

els, considering presented energy impacts of the COVID-19 pandemic.

Abstract: The 2020 COVID-19 pandemic provided an opportunity to assess energy use during
times of emergency that disrupt daily and seasonal patterns. The authors present findings from a
regional evaluation in the city of Los Angeles (California, USA) with broad application to other areas
and demonstrate an approach for isolating and analyzing residential loads from community-level
electric utility feeder data. The study addresses effects on residential energy use and the implications
for future energy use models, energy planning, and device energy standards and utility program
development. In this study we review changes in residential energy use during the progression of the
COVID-19 pandemic from four residential communities across Los Angeles covering approximately
6603 households within two microclimate sub regional areas (Los Angeles Basin and San Fernando
Valley). Analyses address both absolute and seasonal temperature-corrected energy use changes
while assessing estimated changes on energy usage from both temperature-sensitive loads (e.g., air
conditioning and electric heating) and non-temperature-sensitive loads (e.g., consumer electronics
and major appliance use). An average 5.1% increase in total residential energy use was observed
for non-temperature sensitive loads during the pandemic period compared to a 2018–2019 baseline.
During mid-spring when shelter in place activity was highest a peak monthly energy use of 20.9%
increase was seen compared to a 2018–2019 composite baseline. Considering an average of the top
five warmest summer days, a 9.5% increase in energy use was observed for events during summer
2020 compared to summer 2018 (a year with similar magnitude summer high heat events). Based
on these results, a potential trend is identified for increased residential load during pandemics and
other shelter-in-place disruptions, net of any temperature-sensitive load shifts with greater impacts
expected for lower-income communities.

Keywords: residential energy modeling; COVID-19; coronavirus pandemic; temperature sensitivity;
energy security

1. Introduction

In 2020, changes in energy use and emissions were seen worldwide as a direct effect of
the COVID-19 pandemic [1–6]. Mandatory stay-at-home periods globally reduced jet and
aviation fuel by 50%, gasoline by 30%, and electricity (on average) about 10 percent during
the early pandemic where shelter-in-place (SIP) orders were widespread across many
regions. This reduction was followed by partial rebounds for all mentioned energy types
later in 2020 [2,7–11]. While commercial transport and mobility to support commercial
activities (e.g., commuting for work) were greatly reduced by a curtailment in overall
business activities, the impact on residential energy use is harder to directly assess from
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publicly available electrical grid regional operator data. Preliminary results from studies
early in the pandemic suggest increased residential energy use, but results vary [12–14].
Further, little attention has been paid to understanding the mechanisms leading to this
change in energy use during both the early pandemic SIP periods and periods following, in
addition to regressive periods due to regional re-closures due to increased COVID-19 cases.

Analysis of total energy use for a given region provides conclusions for macro trends.
However, analyzing data comprised of heavily mixed sectors (residential and commercial
loads) and as a combined set across all day types (weekends and weekdays) provides
limited utility for sector-based analysis, and complicates actionable model adjustments for
energy planning and conservation efforts. Approximately 21% of energy use nationwide is
from residential customers [15]. Residential energy efficiency is a substantial focus for utility
programs, but sector changes can be obscured within direct regional load figures. While
a general decrease in energy use was broadly observed across most regions worldwide
during the 2020 COVID-19 pandemic, modeling and planning difficulties when predicting
future demand led to service disruptions. Most notably, poor forecasting models for
pandemic-related changes in energy use directly led to widespread rolling blackouts in
California in mid-August of 2020 during a substantial heatwave [16,17]. The 2020 pandemic
period exhibited increased reliance on non-dispatchable, low carbon energy sources, with
increases of 22.3% solar production and 13.5% wind production in the US compared to
2019 [18]. Understanding sector-focused changes in energy use helps improve demand
predictions for future widespread lockdown events in an era of increasing effects of climate
change and increased reliance on non-dispatchable and distributed generation.

Residential electric load is primarily comprised of the following major load categories:
electricity-driven space conditioning (air conditioning, ventilation/forced air circulation,
and electric heaters), lighting, major appliances, miscellaneous (plug) loads, constant
building loads, and electric transportation. Of these categories, only space conditioning
is directly temperature sensitive. Demand from three other categories—lighting, major
appliances, and plug loads—is largely driven by occupancy without substantial regard
to ambient temperature. With 42% of US residential use due to space conditioning, am-
bient temperature is a primary driver of residential electricity use, especially with high
air conditioning penetration [15,18,19]. Despite the mild climate in Southern California,
Chen et al. assessed a substantial (69% estimated) regional household penetration for air
conditioning [19,20]. This includes residential air conditioning systems in different form
factors and cooling capacities. For temperature-sensitive loads, both increased occupancy
and the reaction of occupants to change in the ambient temperature affect energy use. For
the remaining categories, changes in daily occupancy rates (occupied by none versus one
or more individuals) and resulting changes in device use behavior (i.e., which loads or
devices are used and how they are used) are the main considerations.

Residential occupancy shifted substantially for much of the population during the
pandemic, particularly early in the pandemic timeline. While exact assessments of stay-
at-home rates are difficult, general trends show higher rates of SIP compliance early-on
following the first COVID-19 case wave with proportional compliance (SIP compliance
compared to present active COVID-19 cases) generally dropping during the following
COVID-19 case waves throughout 2020. In Los Angeles County, mobility data indicates
estimated stay-at-home rates of 50.6% of individuals on April 11 and dropping to 35.5% of
individuals by September 1 (compared to approximately 25% during mid-February) [21].
Similarly, in a national Gallup study, 49% of respondents reported being likely to shelter
in place if asked to during a third surge in late 2020, compared to 67% in early April
2020 during the first surge [22]. SIP restrictions reduced leisure activities in evenings
and especially on weekends, but primarily impacted weekday occupancy through three
mechanisms: a shift toward working from home, reduced access to educational facilities
for students and educators, and increased unemployment [23]. During 2020, Los Angeles
experienced a maximum unemployment rate of 18.8% in May 2020 with a recovery to
12.3% by December 2020 compared to a pre-pandemic level of 4.9% in February 2020 (non-
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seasonally adjusted) [24]. The majority of jobs lost across the USA (as in other countries)
were in leisure, hospitality, entertainment, manufacturing, and food services sectors, with
pandemic-related job loss disproportionally impacting women, younger workers, and
workers with less education [25]. Minor shifts in population impacting household size
also occurred during the early pandemic: in a June 2020 Pew Research Center study 6% of
respondents reported gaining a household member and 3% reported moving because of
the pandemic. Of those who moved, 61% of respondents reporting moving into a family
member’s home. The shutdown of college campuses (25%), the desire to be with family
(20%), and financial related reasons (18%) were major relocation catalysts, and relocations
were highest among young adults (ages 18–29) [26].

The current study analyzed energy use data from distribution station feeder loads,
specific to defined geographic areas in the city of Los Angeles, accessed using generalized
utility supervisor control data acquisition (SCADA). Such grouped load data is often the
only measure available. Prior investigations have identified limitations in using it in
standard linear regression-based energy prediction models due to autocorrelation and
homoscedasticity. There are also limits when relying on temperature data at high time scale
resolutions (e.g., per day), given the shifts in energy use corresponding to behavior variation
over the course of the day. However, for certain use cases comparing daily average energy
use to daily temperature data has been demonstrated to provide satisfactory estimation
figures [27,28]. Here, the authors demonstrate an approach for analyzing grouped load
data and daily temperature values to provide insight into how energy use changes due to
widespread emergency conditions such as the COVID-19 pandemic.

With a diverse population and a warm, dry climate and typically temperate spring,
Los Angeles provides a near-ideal environment to assess the impact of the pandemic on res-
idential utility customers, especially assessing non-temperature sensitive load contribution
to total residential energy use. In addition, the city of Los Angeles provides a useful case
study because it was substantially impacted by the COVID-19 pandemic in both number of
COVID-19 cases in addition to state and local restrictions on business, services, and travel.
California’s aggressive stay-at-home order was initiated on 19 March and was followed
by a relaxation in June, a partial reinstatement in July (following the start of a second
wave of COVID-19 cases), a relaxation in September and an amended limited stay at home
order issued in late November following through the end of the year (in response to a
third wave of COVID-19 cases). Los Angeles County (the major regional health reporting
resource covering the city of Los Angeles) suffered three successively increasing waves
of COVID-19 case peaks in 2020, occurring on 8 April, 22 July, and 27 December with
this one county representing 32% of all cases statewide (note that approximately 25.5%
of California’s population lives in Los Angeles County) [29,30]. As of 31 December, 7.7%
of the LA county population had been infected with COVID-19. The city of Los Angeles
regularly maintained stricter controls on business activities to reduce population move-
ment compared to both state and county COVID-19 guidelines [30,31]. A follow-up SIP
order to the one issued in spring focused on Los Angeles, beginning 30 November and
continuing through 31 December, this was the strictest order in the state of California,
effectively banning most outdoor gatherings, restricting employment travel, and reducing
retail capacity. Accordingly, the city of Los Angeles provides a rich opportunity to draw
transferrable lessons on energy responses to major behavioral shifts.

2. Materials and Methods

2.1. Feeder and Data Selection

This study used Los Angeles Department of Water and Power (LADWP) municipal
electrical substation 4.7 kV customer distribution feeder net loads (reported in hourly
average kW load values) servicing a designated geographic territory within the city of Los
Angeles to provide serviced population load data. Comparison baselines were created from
composites of 2018 and 2019 load data from individual feeders, while the evaluation period
was initiated with the California SIP order on 19 March 2020 and continued through the end
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of reporting on 31 December 2020 [31,32]. For comparison as needed an evaluation period
beginning on 1 January 2020 is used to report energy use change with respect to calendar
year. To compare heatwave-related events, period to period comparisons between single
years were used. From a pool of all available feeders the authors performed a two-tier
screening process. The first tier selected for feeders that serviced primarily residential
customers (greater than 90% residential customers with largely negligible pre-pandemic
observable commercial loading patterns). The second tier selected for diversity across the
city considering community location, community income, and community building types.
Feeders were then excluded for substantial service interruptions or for major changes from
2018 through 2020 rendering those periods non-comparable, including substantial changes
in customer base, major new construction, building demolition, or zoning changes. Feeders
were also excluded for exhibiting great heterogeneity of income across neighborhoods
served by the same feeder, with the exception of Feeder A providing service to Section 8
subsidized low-income housing in Watts. Four feeders were ultimately selected for the
current analysis, serving distinct communities across Los Angeles with a total residential
customer base of approximately 6603 combined residential customers covering areas with
a range of median incomes (see Table 1).

Table 1. Summary of sampled feeders including feeder service area and service demographic information.

Feeder Location (ZIP Code) 1 Residential Customers Region, WS ICAO Code 2 Median Income
(Specific Feeder) 3

A (primary) Watts (90059) 2563 (91.1%) 4,5 LA Basin, KCQT $51,635
($15,584)

B (primary) Southeast LA (90037) 1086 (90.1%) 4 LA Basin, KCQT $44,965
($37,004)

C (primary) Toluca Lake (91602) 1214 (96.5%) 4 SF Valley, KVNY $109,254
($49,039)

D (primary) Burbank (91601) 6 1740 (90.0%) 4,7 SF Valley, KBUR $72,868
($51,003)

E (example) Central Wilshire (90036) 1320 (94.6%) 8 LA Basin, KCQT $117,596
($103,242)

F (example) Downtown (90014) 0 (0.0%) 9 LA Basin, KCQT N/A

NPL All Los Angeles City 1.24 M (90.7%) Entire city (KCQT, reference) $62,142

Refer to Supplementary Table S1 for additional details. 1 Presented with community name, reference zip/postal code tabulation area (ZCTA)
inclusive of served feeder area; note that Los Angeles-Long Beach Census tract codes inclusive of feeder service area are presented in the
supplementary extension of this table. 2 Los Angeles (LA) Basin or San Fernando (SF) Valley; NWS weather station (WS), ICAO airport
code used for identification; temperature reference and corresponding microclimate region. 3 Median income of service area inclusive
ZCTA, and specific feeder service area median income. 4 Feeder service area includes single and multi-family homes, small apartment
complexes. 5 Feeder service area includes public housing. 6 This feeder corresponds to a service area bordering North Hollywood (Los
Angeles) and Burbank and is served by LADWP. 7 Single and multi-family homes, small apartment complexes near commercial district.
8 Feeder service area includes a large apartment community, low rise with numerous common facilities. 9 Pair of mid-rise buildings mixed
retail, mercantile, offices, buildings in LA Jewelry District.

Feeders were evaluated across the period of investigation from 2018 through 2020.
Customer construction permit records indicate <6% mid-day solar load contribution total,
with slow growth, and 2017 motor vehicle records showed <5% average customer EV
penetration average across all primary evaluated feeder service areas (see Table S1). Both
factors suggest a low overall impact such that the change between the pandemic and
pre-pandemic periods for the evaluated feeders and accordingly the differential impact
from solar and EV loads are treated as negligible. The majority of the building types
represented were a mixture of single-family homes and small multi-family properties
hosting several units, with a smaller proportion of low-rise apartment complexes. The
communities assessed represented two microclimates: the Los Angeles Basin and San
Gabriel Valley. The California Energy Commission designates two of these feeders (A and
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B) in climate zone (CZ) #8 and two (C and D) in CZ #9 [33]. Typically, temperature data
would be collected from a weather station in the same CZ. However, the neighborhoods
served by Feeders A and B are on the border of CZ #9 and exhibit more similarity with the
weather station in CZ #8 than with the closest weather station in CZ #9, which is farther
away and on the coast. For this reason, the closest weather station is used for all analyses,
regardless of designated CZ.

Along with the residential distribution feeder data (listed as primary feeders) used in
these analyses, two example feeders are provided for additional context in the discussion
section, representing a large apartment complex and a commercial zone.

System-wide net power load (NPL) was sourced directly from LADWP. Reported NPL
summarizes full system net load (not including customer onsite co-generation) on an hourly
basis for 2018 through 2020. All power data was analyzed with ambient temperature data,
which was sourced from local National Weather Service (NWS) weather stations via a third
party sourcing utility, MesoWest/SynopticLabs [34]. Load data was temporally correlated
with weather data interpolated to the nearest hour using Universal Translator 3 (UT Online,
Pacific Energy Center, Pacific Gas and Electric Corp., San Francisco, CA, USA) [35] and
Easy Data Transform (Oryx Digital Ltd., Swindon, Wiltshire, England, UK) [36] software
packages. When city data is not available with respect to COVID-19 caseloads and stay-
at-home rates, data scoped at the inclusive Los Angeles County or California state level
is used.

2.2. Load Evaluation

First, individual feeders’ average loads were compared on a monthly or weekly basis
(using an ISO 8601 defined week—see Table S4) across the period of study without tem-
perature normalization or restriction. Major holidays were excluded from categorization.
Analysis of input data and calculations were performed in kW and kWh.

For temperature analyses, hourly average temperature values were used along with
monthly degree day values, which were assessed from local NWS observation weather
station monthly reports (see Table 1 for data source information). Interpolative re-sampling
was used to correlate temperature data to load data. Temperature data and derivative units
were converted from ◦F to ◦C for final reporting and rounded to the nearest 0.1 ◦C for
reported values.

Two effects of temperature on load must be distinguished in these analyses. First, the
expected effect of temperature on electricity use (particularly cooling on hot days) must be
considered when comparing across periods with different temperature patterns. Second,
higher residential occupancy rates can increase households’ response to temperature,
making the effect of hot days stronger during the stay-at-home periods than otherwise.

Temperature models to assess sensitivity to load change due to temperature change
were created using 2018 and 2019 daily average load data (for counterfactual models)
discretely processed with ambient temperatures corresponding to feeder weather station
source. As individual household loads are not available, reporting is performed in percent
change compared to the counterfactual model used as a baseline for 2020 observed data.
Depending on the specific application, temperature data was used as average period
temperature or relative to heating or cooling degree days with a customary balance point
of 18.3 ◦C (65 ◦F). In average-temperature regression models, the mean static temperature
(MST) temperature was used rather than the customary degree day balance point value
in calculation. Processing was performed as an average daily load considering daily
average temperature (computed average of all periods as opposed to average of minimum
and maximum daily observed temperature approach, which is used with degree-day
calculation). Hourly models were used for direct comparison of specific, short-term periods.
Being more stable, daily models were used in the linear modeling methods used in this
report, consistent with similar observations in previous method comparisons [19,27].

For the relationship of energy usage to ambient temperature, piecewise regression
corresponding to ASHRAE RP-1050 type linear change-point regression [37,38] was used
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to determine the 5-parameter models used (corresponding to three segments marked by
two change points (CPs)–representing three regressed periods of load versus temperature),
see Equation (1):

y = m1x1 + b1 (inf. to low CP bound, t1),
y = b2 (low CP bound, t1 to high CP bound, t2),

y = m2x2 + b3 (high CP bound, t2 to inf),
(1)

where y is an average feeder load (kW), m1 is a regressed constant (kW/temp), x1 is a
period average temperature value (below the low CP bound), m2 is a regressed constant
(kW/temp), x2 is a period average temperature value (above the high CP bound), b1 and b3
are a set of regressed intercept values corresponding to load at the CP bounds (kW) and b2
is average constant load (kW) across temperature range between CP bounds.

This model accounts for temperature effects on energy use for heating and cooling
as well as temperature ranges where load is not substantially affected by temperature.
Regression analyses were performed using the open-source Energy Charting and Metrics
(ECAM) (ECAM v.6.6, Bonneville Power Administration, Portland Oregon, OR, USA)
calculation engine for Microsoft Excel (Excel v.14.0 (32-bit), Microsoft Corp., Redmond, WA,
USA) [39] with an 80% confidence interval (CI) used for both temperature change point
determination and data boundary determination. Testing showed that an 80% CI provided
a balance between valid model calculation convergence and data inclusivity for all feeders
analyzed. The calculated midpoint temperature between the determined change points
corresponds to the MST. As data is analyzed, CI boundaries are similarly passed through
calculations to provide error estimation for multi-step calculations. Temperature-based
correction was used to normalize the influence of temperature such that all data sets are
corrected to a value representing MST on a daily or hourly basis (as previously discussed)
and compared. This approach estimates non-temperature-sensitive load. In addition, a
reporting-period basis calculation provides estimates of post-period energy difference
considering pre-period basis. This calculation used ECAM’s internal engine implementing
modified ASHRAE Guideline 14, model guidelines [28,40]. Analyses compared 2020 energy
use to baseline data in 2018–2019 (for either the 2020 calendar year period or 2020 COVID-
19 pandemic subset period) to normalize the impact of temperature between the evaluation
and baseline periods in comparison. By removing this substantial factor, this provides a
means to assess differences in load due to the changed factors (namely occupancy) during
the COVID-19 pandemic period compared to the baseline period.

A separate two-term linear regression (see Equation (2)) was performed to model
the impact of temperature on load as a function of heating degree day (HDD) or cooling
degree day (CDD) values on a daily basis. Raw calculated values were limited such that
values with CDD or HDD values less than 1.1 ◦C (2 ◦F) were removed from the model
to reduce the bias from non-temperature related load variance. A CDD or HDD value
would be mutually exclusive for a given day. Analyses were performed using a multiple
linear regression in Origin Pro 9.0 (Origin Lab Corp., Northampton, MA, USA). Regression
results were modeled for impact across an inclusive range of HDD and CDD values for
both the baseline and evaluation period and presented as a simple percent difference for
change comparing the differences between evaluation and comparison period with the
same change in simulated CDD and HDD values:

y = m1x1 + m2x2 + b, (2)

where y is the total feeder daily energy use (kWh), m1 is a regressed constant (in kWh
per HDD), x1 is the HDD (single day) value, m2 is a regressed constant (kWh per CDD),
x2 is the CDD (single day) value and b is regressed energy independent of HDD or CDD
change (kWh).
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2.3. Temperature Restricted Load Calculation

Temperature restriction is an approach used to filter values outside a pre-defined
temperature range where limited correlation exists between temperature and elevated
energy usage for each hourly temperature value. This method is appropriate when ambient
temperatures largely remain near 18.3 ◦C (65 ◦F), which is the conventional degree-day
calculation reference value customarily used by the US NWS. In the current analyses, a 4 ◦C
range above and below the balance-point temperature was used for the restriction cut-off.
Temperature-restricted 2020 evaluation period load data was compared to the combined
2018 and 2019 composite counterfactual model on a monthly or weekly basis considering
day-type scope (all days, weekdays, or weekends/weekend days) or illustratively to a 2018
or 2019 single year baseline. Calculations of energy usage change were performed in the
same manner as that used in the previously discussed temperature normalization process.

3. Results

Stay-at-home behavior generally tracks early public directives and provides the frame-
work for interpreting shelter in place (SIP) response and the impact on energy usage. An
LA County state of emergency was declared on 3 March while a California-wide state
of emergency was declared on 4 March in response to rising regional case numbers. An
SIP executive order was initiated in California on 19 March, and modified for provisions
for essential workers on 4 May [32]. A follow-up tightening of restrictions followed on
2 July. Estimates of SIP response rates based on smartphone data (reported from early
February through early September) show approximate alignment with LA County first
wave COVID-19 reported case values (see Figure 1).

Figure 1. Comparison of LA County and all of California for shelter-in-place response and COVID-19
diagnosed cases over time. Data sources: California Department of Public Health [41], SafeGraph,
Inc. [21]. The SIP Index represents the change (as a difference) in the % of people staying home
compared to pre-pandemic baseline. The index ranges from −100% to 100%, where 0 (zero) is no
change from a pre-pandemic baseline.

SIP response for the observed period peaked on 12 April [21,41], and decreased
through late June. SIP response, measured as stay-at-home rate, is designated as no
commuting or transit observed via mobile phone tracking. A pre-pandemic baseline rate of
approximately 25% stay-at-home corresponds to a SIP index of 0. On 13 July commerce was
restricted during the second case wave. Compared to the initial SIP response and despite
the severity of the second wave (July through August), at nearly an order of magnitude
higher than the first wave (mid-March through April), the population reaction was weaker,
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with less than a 5% increase in SIP response as compared to California and LA County
at the pandemic onset, with a nearly a 15% decrease comparing the peak of COVID-19
case count during the second wave to that of the first wave. The magnitude increase of
successive COVID-19 case peaks for each wave is so substantial that Figure 1 uses a y-axis
logarithmic plot scaling to present this. Comparatively, SIP data is presented with a y-axis
linear plot scaling. This smartphone based measure of SIP response over time closely
resembles other indicators of stay-at-home behavior, such as keyword search histories
for topics related to baking and home improvement, providing anecdotal evidence on
activities performed by individuals with more available time and resources during the
peak SIP period [42,43].

3.1. Unnormalized Load Comparison

The first set of load analyses use gross energy use data, not normalized for temperature.
Energy use for Feeders A, B, C, and D for the pandemic period compared to the comparison
period was higher by 10.0% for all days of the week considered together and by 10.4%
during weekdays alone (see Table 2).

Table 2. Change in energy use for 2020 compared to a comparison baseline for Feeders A-D showing
monthly energy use. Values are not normalized for temperature. Positive values indicate higher 2020
energy use compared to the counterfactual model constructed using the 2018–2019 baseline during
the comparable monthly period. See Figure S2 for the yearly summary of individual feeders and
Figure S3 for a weekly summary chart for individual feeders.

Month All Days Weekdays Weekend Days

January 0.7% 1.2% −0.4%
February −10.3% −10.1% −10.6%

March (14–31 March) 2.6% (8.6%) 3.2% (9.5%) 1.1% (6.2%)
April 13.4% 13.1% 15.6%
May 20.9% 22.4% 17.3%
June 6.2% 9.1% −0.4%
July −10.5% −12.7% −5.3%

August 12.1% 8.0% 22.5%
September 25.4% 27.6% 20.6%

October 18.0% 20.9% 10.8%
November 5.0% 5.6% 3.6%
December 1.4% 1.0% 2.2%

Yearly Average 6.9% 7.2% 6.3%
COVID-19 Period

Average 10.0% 10.4% 9.3%

Evaluating temperature differences while considering occupancy differences for the
same period helps differentiate the causes of energy use change (see Figure S1 for monthly
summarized temperature information for the LA Basin feeders). As shown earlier, stay-
at-home rates for LA County rose swiftly in late March, peaked in April, reduced but
remained high in May and June, and fell to a lower plateau for the rest of the summer. As
shown in Figure 2, average temperatures were fairly similar in the 2020 period as in the
2018–2019 comparison period. Energy use was 2.6% higher for the whole month of March,
but 8.6% higher for the second half of the month, after the initial SIP order (see Figure 2).
Average temperatures were somewhat higher in April (1.8 ◦C, not significant) than in the
composite 2018–2019 comparison period.
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Figure 2. (a) Energy usage across all evaluated communities (simple composite average, not temper-
ature normalized) with 2020 observation compared to a 2018–2019 comparison baseline, showing
higher energy use. (b) Average monthly temperature as measured at weather data source KCQT in
downtown Los Angeles observed for 2020 and comparison periods. Energy use strongly follows
temperature change in relation to the mean static temperature (MST).

However, during most parts of the day and night temperatures were near the 18.3 ◦C
(65 ◦F) nominal balance point, where the load is least impacted by temperature. Temper-
atures were much higher in May: a weighted average of 20.9% warmer (4.2 ◦C) with an
average 2020 temperature above the balance point of 18.3 ◦C, indicating cooling-related
energy use as a driver for the increase of 13.4% in average load that month. June 2020 had
an average temperature within 1 ◦C of the counterfactual (weighted), but an average of
6.2% increase for 2020 against the counterfactual, suggesting increases in non-temperature-
sensitive loads. Summer 2020 had generally reduced stay-at-home rates compared to spring
with a substantially cooler July compared to the same period in the counterfactual. During
August 2020, an extended warm period mid-month increased the average monthly tem-
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perature, which would have otherwise been a month cooler than the comparison monthly
period. During this month, yearly record-high energy use in California was recorded.
Increased occupancy compared to the comparison period with extended periods of high
temperature led to increased energy use during these extreme heat events.

In fall and early winter, October and November both had monthly averages for 2020
within 1 ◦C of the monthly comparison periods but have 18% and 5% respective increases
in energy use over the comparison periods for each month. December, with <1 ◦C of
the monthly comparison period, despite the high COVID-19 cases had an energy usage
increase within 2% as compared to the comparison period.

In general, monthly average load correlates with temperature change, consistent
with expected temperature-driven load increases in hotter periods, particularly if higher
occupancy rates lead to stronger response to ambient temperature. However, higher
energy use in March provides a tell-tale indicator of increased load in these residential
neighborhoods due to SIP activity during a period of relatively consistent temperature. By
comparison, the overall LADWP NPL decreased during March and April in large part due
to a reduction in commercial activities, which use a higher proportion of total energy load
than residential customers (see Figure 3, top portion).

3.2. Temperature Normalization

Temperature normalization compensates for the impact of temperature on energy use,
to better estimate the impact of non-temperature sensitive loads. However, as temperatures
can vary across larger measured areas that combine residential and commercial loads, use
of this technique on highly distributed loads such as NPL can lead to poor correlation
(see Figure 3, bottom portion). Correlations between temperature and commercial loads
are generally weaker than for residential because commercial buildings tend to have a
higher proportion of temperature-insensitive process loads and large scheduled or sensed
ventilation loads regardless of ambient temperature.

Residential energy use presented as a total for the evaluated feeders is shown in
Figure 4 and Table 3. Total load yearly average difference against the baseline is 3.6% for
2020 for a scope of all days and 5.1% for the pandemic period against the comparison
baseline. During the pandemic period, the average increase due to non-temperature
sensitive loads is estimated at 5.6% for weekdays and 4.8% for weekend days. During
the spring months of March through June, when SIP response was the highest, average
total loads for these residential feeders were higher by 5.2% for all days, with a much
higher increase for weekdays (6.2%) than for weekends (3.6%). When the 80% CI regression
coefficients are evaluated for temperature and normalized for each MST value, a general
pattern develops in the 2020 pandemic period of a smaller static temperature range with a
higher comparable static load (greater temperature insensitive load proportion) compared
to the baseline. Energy use is higher at low temperatures for all 4 feeders for temperatures
adjacent to the upper temperature boundary for 2020 weekdays compared to counterfactual
model values for weekdays. The nature of the data shows a distribution for 2020 with
a large spread and bias to high load shifts in early spring compared to the comparison
data considering the same sub-periods of evaluation. With lower temperatures in July
2020 compared to the counterfactual baseline, temperature range under-sampling occurred,
resulting in low temperature data biasing the 2020 data. The limited number of days with
high average temperatures in July 2020 compared to the baseline period results in variability
as low temperature data is substantially influencing average daily the temperature-to-
load relationship.
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Figure 3. Monthly net load (NPL) including residential and commercial customers for Los Angeles
Department of Water and Power for the pandemic compared to a counterfactual model using a
2018–2019 baseline. (a) Presented without temperature correction, and (b) presented with normaliza-
tion to MST against a corresponding monthly counterfactual value, showing 80% CI boundaries in
error bars as a result of temperature normalization.
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Figure 4. Total residential estimated non-temperature sensitive energy change for 2020 compared
to a counterfactual using a 2018–2019 baseline, presented on a monthly basis as a simple composite
average of feeders.

Table 3. Change in energy use for 2020 compared to a 2018–2019 baseline for Feeders A–D showing
monthly energy use after temperature normalization. Positive values indicate higher 2020 energy use
compared to the counterfactual model values.

Month All Days Weekdays Weekend Days

January −1.1% −1.0% −1.6%
February −4.4% −5.1% −6.9%

March (14–31 March) 1.0% (3.5%) 1.3% (3.9%) 0.1% (2.3%)
April 6.9% 7.5% 7.5%
May 9.4% 10.5% 7.4%
June 3.4% 5.4% −0.4%
July −4.2% −6.2% −3.6%

August 5.0% 3.3% 11.2%
September 13.2% 15.1% 12.5%

October 10.0% 12.4% 6.3%
November 2.9% 3.4% 2.2%
December 0.7% 0.7% 1.9%

Yearly Average 3.6% 3.9% 3.0%
COVID-19 Period

Average 5.1% 5.6% 4.8%

ECAM’s native engine was used to generate a predictive model of total load change
for the entire pandemic period against a counterfactual model of the comparison period
(Figure 5). Energy use change reported is consistent with the temperature normalization
method and within 2% for all individual feeders across the evaluation period. Results
show relatively constant non-temperature load for the COVID-19 pandemic period in 2020
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compared to the counterfactual in the 1–5% range considering all days (weekends and
weekdays) (see Figure 5).

Figure 5. Total estimated non-temperature sensitive energy change during the COVID-19 pandemic
period compared to a 2018–2019 comparison baseline for each analyzed feeder in addition to system
wide LADWP NPL load. Error bars represent 80% CI bounds propagated.

Comparing change in energy use to median household income for each feeder
(Figure 6), a weak trend develops suggesting higher impacts for temperature-insensitive
loads for feeders in communities with lower median income. This may be due to dispro-
portionate impact within this population of unemployment or population shift due to the
pandemic. The Burbank feeder (Feeder D), while servicing primarily residential buildings,
has a business artifact from an auto dealership on the periphery of the feeder territory
which caused a small reduction in load early during the early COVID-19 pandemic period
in 2020 compared to the counterfactual baseline.

Figure 6. Energy change compared to feeder service community median income with a consistent 5% shown in the vertical
error bars and the 80% CI shown in the horizontal error bars. The analysis scope was the COVID-19 pandemic period of
Mid-March through December.
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Estimation of energy use as a function of heating and cooling use change showed
modest changes in the impact of load as a function of average HDD and CDD compared to
the counterfactual period considering only the COVID-19 pandemic period as well as all of
2020 considering weekends and weekdays separately or combined (Figure 7).

Figure 7. Cont.
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Figure 7. (a–d) Modeled normalized load change for 2020 compared to the baseline period for both
calendar year periods (2020 to a 2018–2019 baseline) and subsets of mid-March through December for
all periods comparing change in load relative to the baseline for a range of CDD and HDD values for
each of the four feeders (a) Feeder A, (b) Feeder B, (c) Feeder C, (d) Feeder D. See Figure S2/Table S3
for a similar presentation of this data using normalized MST values and average daily temperatures
as opposed to HDD and CDD values.

The HDD impact from heating loads decreased in all cases as presented. As noted
earlier, 2020 was warmer in early spring leading to potential model bias during the period
where SIP would have had the greatest impact on energy use. Electric heating (primarily
portable space heaters) is a minor heat source in the region, with natural gas heating being
predominant. Another region with higher heating requirements may provide better data
for impact analysis. As expected, cooling loads for most scopes increase as temperatures
rise from moderate to high, but plateau at very high temperatures, after air conditioning
use is saturated. With this said, high heat events did distinctly show an increase in load
for a given CDD value; this is especially apparent in the feeders in the LA Basin. For
the Burbank feeder, a leveling off of increasing load is observed as the result of limited
reserve cooling capacity–all available cooling having already been activated and in use (see
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Figure 8). Per Chen et al., warmer areas in Southern California, such as the San Fernando
Valley, are less temperature sensitive compared to cooler areas. The current results suggest
this phenomenon similarly carries over to a more limited change in energy use during
extreme heat events during the COVID-19 pandemic period as compared to other more
temperature sensitive areas.

Figure 8. Cont.

124



Appl. Sci. 2021, 11, 4476

Figure 8. Comparison of feeder daily energy use for 2018, 2019, and 2020 for observed CDDs for
(a) the month of July for Feeder A; and (b–e) presenting the month of August for Feeders A–D.
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3.3. Temperature Restriction

Estimation of non-temperature sensitive loads on an hourly basis provides indication
for granular energy use change based on changes in behavioral patterns that can only
be observed at an hourly (versus a daily) level. Removing heating and cooling loads by
restricting points when these loads are likely active reduces the temperature variability
and helps present impact due to behavior change during SIP and the impact on non-
temperature sensitive loads. Mid-day energy use is increased on weekdays (Figure 9) for
most feeders. Weekend data is typically noisier than weekday data given relative under
sampling compared to weekdays. Early evening peaks are moderately higher and weekday
morning peaks are reduced. The values found via this direct analysis (Table 4) are largely
similar to the estimated change due to non-temperature sensitive loads (Table 3).

Figure 9. Baseline peak normalized (separately for weekdays and weekends) energy use change
comparing 2020 to 2019 baseline for mid-March through April using a temperature restriction.
Examples presented for (a) Feeder A and (b) Feeder B within the LA Basin microclimatic region.
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Table 4. Energy use difference for mid-March through April comparing 2020 against a counterfactual
baseline of 2018–2019. The all-day average for Feeders A–D was 5.3%.

Source Weekday Change Weekend Day Change

Feeder A 5.0% 3.1%
Feeder B 2.8% 2.0%
Feeder C 9.9% 13.9%
Feeder D 2.8% 2.0%

Average (A–D) 5.1% 6.1%
Feeder E 7.2% 4.8%
Feeder F −28.0% −24.8%

NPL −6.2% −4.2%

4. Discussion

While major fuel and energy sources were observed to show a net decrease in use
early in the pandemic, the opposite was largely observed for residential energy use. These
findings were consistent with that of earlier studies such as those performed by Pecan
Street [14] in Austin, TX, with 113 panel-instrumented homes: study results showed an
approximate 42% (~300 W) mid-day increase in April 2020 for non-temperature sensitive
loads such as consumer electronics, appliances, miscellaneous electric loads (plug loads),
and lighting, compared to a baseline of the previous year, reflecting increased occupancy
with increased load during both weekdays and weekends. Full-day energy use increase is
likely closer to ~14%, estimating from Pecan Street provided figures. Similarly, this Pecan
Street study identified an increase in temperature sensitivity across March and April identi-
fied by average home kWh/cooling degree day (CDD) of the evaluated period with a value
of 0.7 in April 2020 compared to a value of 0.56 for the average of April 2017, April 2018,
and April 2019, a comparative 25% increase in load for each CDD change [14]. These results
match the general trends observed in our study, albeit with higher magnitude changes
between 2020 observations and past baselines. Much of this difference is likely related to
Pecan Street’s use of instrumented single-family, higher-income housing combined with
regional climatic variance (e.g., impact of humidity and higher regional temperatures on
cooling behaviors). Also, days with potential heating and cooling activity in shoulder
periods (often with low CDD or HDD values) can incur bias from the dominant space
conditioning energy load used during the period, as previously mentioned. Energy use
for this scenario can increase for low HDD or CDD values; our tests showed that using
a threshold value of 2 CDD or HDD substantially reduced this impact. The temperature
in Los Angeles in April rarely requires air conditioning usage, whereas Austin, Texas
experienced a warm and humid spring during the highest SIP period.

Load impact from non-temperature-sensitive loads during the early pandemic were
estimated from sampled feeders through both temperature restriction (Table 4) and tem-
perature normalization (Figure 4) resulting in estimated increases of 5.3% and 5.7%, respec-
tively (mid-Mar through April, all days), less than that reported by Pecan Street. With the
exception of Feeder C, change in weekday load was more impacted than weekend load
compared to the 2018–2019 baseline during the early pandemic (Table 4). Non-temperature
loads were a substantial component of energy used which is evidenced by the similarity in
total load change (Table 3) to temperature restricted load change (Table 4). Heavy mixtures
of both HDD and CDD during this period complicate regression analyses (of the type used
in Figure 7). This is because the nature of the degree day metric is not exclusive to heating
or cooling, but is the balance point difference computed between the range from daily
highs and lows. When temperature fluctuates enough over a 24-h period to require both
heating and cooling, that day may be labeled with a low value for HDD, CDD, or both.
This effectively skews energy use per HDD or CDD when using multiple regression mod-
els. Temperature normalization based on average daily temperature regression performs
marginally better with respect to these temperature variations.
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When temperatures increase, increased occupancy (even at lower levels compared to
the mid-April peak) drives loads higher. This is clearly illustrated in Figure 8b representing
Feeder A. The load events with CDD values between 9 ◦C and 11 ◦C required 9.2% more
load compared to similar events in this same temperature range in 2018, consistent with
the idea of higher home occupancy rates driving higher demand for cooling on hot days.
The effect of SIP response can differ for weekend and weekday loads. This is illustrated
with the highest heat day in this figure, which has substantially less load than the second
highest load event: note that this day falls on a weekend (for which occupancy shifts due to
SIP should be reduced) versus higher impacts on adjacent weekdays during this extended
extreme heat event. Mixing weekdays and weekends for analysis results in model variance
challenges due to substantially different activities for these two day types. This is especially
true during typical, non-SIP periods such as the baseline. Clearly, increased occupancy
drives up cooling requirements during extreme heat events. Capturing a representative
spectrum of temperatures and loads for each month while occupancy was varying due
to SIP response to allow direct calculation is challenging. For example, as illustrated in
Figure 8a, the high heat events observed in July 2018 and 2019 were not replicated in July
2020, which weakens any comparison across these months to assess 2020 SIP response
effects on energy use.

Daily energy use patterns were strongly impacted early in the pandemic. Compared
to the counterfactual model, energy use was slower to rise in the early morning and
was higher during mid-day hours, with a moderate increase in daily peak energy use
across all feeders (see Figure 9). Assessed with restricted temperature analysis, the impact
of these features decreased with a slow resumption toward baseline energy use as SIP
response reduced.

Energy usage impacts for large multi-family apartment complexes is likely different
from that for the single family and small multi-family residences studied above. Figure 10
shows results for an additional example, Feeder E, representing a large apartment complex.
During the early pandemic period, energy use for this case largely tracked other residential
loads. By summer, the shutdown of many shared-use areas within these buildings to
reduce potential community spread of COVID-19 reduced the cooling burden to these
buildings, resulting in a net drop compared to the baseline during the period when the
cooling burden is the highest (mid-summer). This effect, plus the centralization of cooling
and heating, are likely substantial divergence points comparing large apartment complexes
and high-rises to low- and medium-density homes and low-rise apartments, which have
limited shared facilities and individual heating and cooling supplies.

Commercial energy use, a major component represented in the NPL figure, is illus-
trated by a single mid-rise building source (see Feeder F in Figure 10). This example
is included as a contrast to the residential feeders analyzed above, as an approximate
indicator for impacts of SIP on non-essential business activity (jewelry manufacture and
distribution). For this commercial feeder, a major drop in energy use occurred during week
12 of 2020 (16–22 March), corresponding to the initiation of SIP restrictions, which is when
residential energy use increased. By mid-June (Week 21) energy use in the commercial
feeder had greatly increased. This follows a weakening of SIP response, previously dis-
cussed. The second-wave restrictions did not substantially reverse the increase in energy
use, which showed continued growth until early fall. The lower energy use in Novem-
ber and December of 2020 compared to the 2018–2019 counterfactual composite baseline
may reflect the reduction of typical high-intensity holiday shopping during those months,
including extended hours.
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Figure 10. Direct change in energy use (non-normalized for temperature) for Feeder E (large apart-
ment complex) and Feeder F (commercial building).

The current findings show limited evidence of a higher increase in non-temperature
sensitive load over the COVID-19 period for lower income areas than higher income areas.
The expected effect of SIP response on energy by income is not clear, as various factors
predict mixed results. For instance, more highly educated, higher-income professionals
were more likely to be able to shift to working from home, while less-educated workers
were more likely to either continue working outside the home (e.g., in essential service or
manufacturing) or lose their jobs. Lower-income households tend to have more members to
use devices if everyone is at home, but higher-income households have more square footage
and more devices to be used per person; furthermore, lower-income households spend
less money (and time) on entertainment and dining outside the home than higher-income
households normally, and would thus experience less change. Residential use of portable
space heaters and window AC units, more common among older housing stock in lower-
income areas, also adds to electricity use. Given the limited number of neighborhoods
sampled here and the small observed effect, this result is considered questionable, but
suggestive of further consideration; additional research would be required to clearly
ascertain the income differences in effect of SIP response on energy use. However, it is
worth noting that even the same or lower increase in energy use is a greater hardship
for lower-income households, as they already experience a significantly higher energy
burden (that is, the proportion of their income spent on energy bills) and have little or no
discretionary income to cover unexpected expenses.

Overall, SIP compliance was initially strong, but this effect was temporary. Approxi-
mately one month elapsed between the rapid ramp-up of SIP response and a long-term
decrease and eventually leveling out of SIP compliance. This occurred even with daily
briefings from health experts and government officials reporting increasing caseloads in
the LA area. Energy models considering change in occupancy must expect a ramp-up,
peak, and an extended dynamic equilibrium for general change in occupancy. Considering
the near future of the COVID-19 timeline, stay-at-home rates will continue to subside into
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an extended equilibrium that is likely higher than pre-pandemic levels. This suggests
that increased telecommuting from home will continue to raise the energy burden during
high heat events. Mid-day energy use, compared to a pre-COVID-19 baseline has had a
modest increase–this can help offset the increasing glut in solar energy mid-day during
normal conditions. However peak conditions, especially in late afternoon when solar is
switching to spinning reserves can still impact energy supplies during this critical ramp-up
and source switching period.

5. Conclusions

This research adds to the growing body of knowledge on how the COVID-19 pan-
demic has affected human behavior and the resulting impact on energy usage. Increased
residential occupancy has impact on energy use. Over the course of the 2020 pandemic
period, fatigue with SIP compliance led to a rebound toward earlier pre-pandemic occu-
pancy rates (reduced SIP response) and a substantial rise in regional COVID-19 active
cases. It is reasonable to assume that in future pandemic events, similar behaviors are
to be expected. The potential for extended SIP activity for extended periods has limits.
The timing of an SIP period can strongly affect energy use change. During temperate
periods, limited heating or cooling impact will likely be observed with a constant increased
non-temperature sensitive load increase. Even with occupancy patterns trending more
toward normal, impacts on energy used for cooling during heat events was observed. As
the current analysis examined only electricity, and space heating in this region is largely
fueled by natural gas, observed stay-at-home impacts on heating were minimal. However,
as electrification development continues, increased reliance on electric heating should be
reflected in larger impacts of residential occupancy on electrical energy use. As long-term
work at home activity continues, increased residential energy use during weekdays will
continue for applicable households. Modeling this change is outside the scope of this
study but relevant to future expected household energy change and population impacts.
The results suggest the possibility of a higher impact of stay-at-home behavior on energy
change for communities with lower median income level, however, evidence is weak and
further research would be necessary to confirm such a relationship.

Continued efficiency measures for miscellaneous electric loads can help reduce non-
temperature sensitive loads. Focus on reducing wasteful energy use (i.e., devices not
properly entering low-power mode when not in use) is a major potential area of research.
The analysis this study has provided on residences is also applicable to businesses, to
highlight opportunities for better managing plug and process loads, especially while not
in use, and may be a fruitful area for follow-up study. Follow-up studies using similar
approach methodology with data for areas with substantial heating and cooling loads
would help draw the maximum impact of stay-at-home behaviors when considering
temperature sensitive loads as a major energy load contributor.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/app11104476/s1, Numeric tools, calculation scripts, and calculation workbooks as well
as extended data subsets used within this report are available at: https://github.com/CalPlug/
CovidResEnergyAnalysis2021. Supplementary Report Contents: Table S1: Extended feeder summary
table showing solar and EV installation penetration within the bounding ZCTA for each feeder,
Table S2: Change in energy use for 2020 compared to a counterfactual 2018–2019 comparison baseline
showing change in energy usage by communities, Figure S1: Monthly temperature summary for Los
Angeles across all periods used for analysis, Table S3: Summary of regression segments (80% CI) and
temperature change point values for both comparison and pandemic evaluation periods. Table S4:
Specific dates for the ISO weeks for 2018, 2019, and 2020. Figure S1: Monthly temperature summary
for Los Angeles across all periods used for analysis. Data sourced from KCQT (Downtown LA),
NWS. Figure S2: Comparison model of the effect of ambient temperature on feeder energy use—MST
normalized to 100%. Figure S3: Non-temperature normalized energy use for all feeders presented on
a weekly basis. Table S5: Report abbreviation and acronym list.

130



Appl. Sci. 2021, 11, 4476

Author Contributions: Conceptualization, G.-P.L., M.J.K. and A.T.; methodology, M.J.K., J.E.P. and
A.S.; software, M.J.K.; validation, M.J.K. and J.E.P.; formal analysis, M.J.K. and J.E.P.; inves-tigation,
M.J.K. and J.E.P.; resources, A.T., G.-P.L. and D.J.; data curation, M.J.K., A.S. and J.E.P.; writing—
original draft preparation, M.J.K., A.S. and J.E.P.; writing—review M.J.K. and J.E.P.; visualization,
M.J.K.; supervision, M.J.K.; project administration, G.-P.L., A.T. and D.J. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors wish to thank Miguel Malabanan, Mehdi Shafaghi, Jeremiah Valera,
and Luke Sun from LADWP for technical support and Sabine Kunrath, Mahejabeen Kauser, and
Katie Gladych from CalPlug for their support with background research, data preparation, and
manuscript formatting/copy-editing assistance.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Le Quéré, C.; Jackson, R.B.; Jones, M.W.; Smith, A.J.P.; Abernethy, S.; Andrew, R.M.; De-Gol, A.J.; Willis, D.R.; Shan, Y.; Canadell,
J.G.; et al. Temporary reduction in daily global CO2 emissions during the COVID-19 forced confinement. Nat. Clim. Chang. 2020,
10, 647–653. [CrossRef]

2. Gillingham, K.T.; Knittel, C.R.; Li, J.; Ovaere, M.; Reguant, M. The Short-run and Long-run Effects of Covid-19 on Energy and the
Environment. Joule 2020, 4, 1337–1341. [CrossRef] [PubMed]

3. Forster, P.M.; Forster, H.I.; Evans, M.J.; Gidden, M.J.; Jones, C.D.; Keller, C.A.; LambolliD, R.D.; Le Quéré, C.; Rogelj, J.; Rosen, D.;
et al. Current and future global climate impacts resulting from COVID-19. Nat. Clim. Chang. 2020, 10, 913–919. [CrossRef]

4. Heyd, T. Covid-19 and climate change in the times of the Anthropocene. Anthr. Rev. 2020. [CrossRef]
5. Cicala, S.; Holland, S.P.; Mansur, E.T.; Muller, N.Z.; Yates, A. Expected Health Effects of Reduced Air Pollution from COVID-19

Social Distancing. SSRN Electron. J. 2020. [CrossRef]
6. He, C.; Yang, L.; Cai, B.; Ruan, Q.; Hong, S.; Wang, Z. Impacts of the COVID-19 event on the NOx emissions of key polluting

enterprises in China. Appl. Energy 2021, 281, 116042. [CrossRef] [PubMed]
7. Today in Energy: Daily Electricity Demand Impacts from COVID-19 Mitigations Efforts Differ by Region. Available online:

https://www.eia.gov/todayinenergy/detail.php?id=43636 (accessed on 3 June 2020).
8. Prol, J.L.; Sungmin, O. Impact of COVID-19 measures on short-term electricity consumption in the most affected EU countries

and USA states. Iscience 2020, 23, 101639. [CrossRef] [PubMed]
9. Hauser, P.; Schönheit, D.; Scharf, H.; Anke, C.-P.; Möst, D. Covid-19’s Impact on European Power Sectors: An Econometric

Analysis. Energies 2021, 14, 1639. [CrossRef]
10. New York ISO. COVID-19 Related Updates. Available online: https://www.nyiso.com/covid (accessed on 2 June 2020).
11. California ISO. COVID-19 Impacts to California ISO Load & Markets: Market Analysis and Forecasting 17 March–26 July

2020. Available online: http://www.caiso.com/documents/covid-19-impacts-isoloadforecast-presentation.pdf (accessed on
2 August 2020).

12. Ruan, G.; Wu, D.; Zheng, X.; Zhong, H.; Kang, C.; Dahleh, M.A.; Sivaranjani, S.; Xie, L. A cross-domain approach to analyzing the
short-run impact of COVID-19 on the US electricity sector. Joule 2020, 4, 2322–2337. [CrossRef] [PubMed]

13. Hinson, S. COVID-19 is Changing Residential Electricity Demand. Available online: https://www.pecanstreet.org/2020/05/
covid/ (accessed on 8 June 2020).

14. Hinson, S. COVID Five Months in: A Sustained Increase in Residential Electricity. Available online: https://www.pecanstreet.
org/2020/08/covid-summer-update/ (accessed on 1 September 2020).

15. U.S. Energy Information Administration. Annual Energy Outlook 2020: Electricity. Available online: https://www.eia.gov/
outlooks/aeo/pdf/AEO2020%20Full%20Report.pdf (accessed on 15 April 2020).

16. Mainzer, E.; Batjer, M.; Hochschild, D. Preliminary Root Cause Analysis Mid-August 2020 Heat Storm; California ISO, California
Public Utilities Commission, and California Energy Commission: Sacramento, CA, USA, 2020.

17. Roth, S. What caused California’s rolling blackouts? Climate change and poor planning. Los Angeles Times, 6 October 2020.
18. U.S. Energy Information Administration. Short-Term Energy Outlook. Available online: https://www.eia.gov/outlooks/steo/

archives/dec20.pdf (accessed on 29 January 2021).
19. Chen, M.; Sanders, K.T.; Ban-Weiss, G.A. A new method utilizing smart meter data for identifying the existence of air conditioning

in residential homes. Environ. Res. Lett. 2019, 14, 094004. [CrossRef]
20. Chen, M.; Ban-Weiss, G.A.; Sanders, K.T. Utilizing smart-meter data to project impacts of urban warming on residential electricity

use for vulnerable populations in Southern California. Environ. Res. Lett. 2020, 15, 064001. [CrossRef]

131



Appl. Sci. 2021, 11, 4476

21. U.S. Geographic Responses to Shelter in Place Orders (Los Angeles County, California). Available online: https://www.safegraph.
com/data-examples/covid19-shelter-in-place (accessed on 11 January 2021).

22. Saad, L. Americans Less Amenable to Another COVID-19 Lockdown. Available online: https://news.gallup.com/poll/324146
/americans-less-amenable-covid-lockdown.aspx (accessed on 1 December 2020).

23. Hickman, A.; Saad, L. Reviewing Remote Work in the U.S. Under COVID-19. Available online: https://news.gallup.com/poll/31
1375/reviewing-remote-work-covid.aspx (accessed on 2 June 2020).

24. Unemployment Rate in Los Angeles County, CA (CALOSA7URN). Available online: https://fred.stlouisfed.org/series/
CALOSA7URN (accessed on 13 January 2021).

25. Burns, D. How the coronavirus job cuts played out by sector and demographics. Reboot-Live, 4 April 2020.
26. Cohn, D.V. About a Fifth of U.S. Adults Moved Due to COVID-19 or Know Someone Who Did. Available online: https://www.

pewresearch.org/fact-tank/2020/07/06/about-a-fifth-of-u-s-adults-moved-due-to-covid-19-or-know-someone-who-did/ (ac-
cessed on 4 August 2020).

27. Chen, M.; Ban-Weiss, G.A.; Sanders, K.T. The role of household level electricity data in improving estimates of the impacts of
climate on building electricity use. Energy Build. 2018, 180, 146–158. [CrossRef]

28. SBW Consulting Inc. Uncertainty Approaches and Analyses for Regression Models and ECAM; Prepared for the Bonneville Power
Administration: Bellevue, WA, USA, 2017.

29. United States Census Bureau. QuickFacts: California; United States Census Bureau: Houston, MA, USA, 2019.
30. LA County Daily COVID-19 Data. Available online: http://publichealth.lacounty.gov/media/coronavirus/data/index.htm

(accessed on 11 January 2021).
31. COVID-19: Keeping Los Angeles Safe. Available online: https://corona-virus.la/ (accessed on 10 February 2021).
32. Newsom, G. Executive Order N-33-20; State of California Executive Department: Sacramento, CA, USA, 2020. Available on-

line: https://ca-hwi.org/public/uploads/pdfs/3.19.20-attested-EO-N-33-20-COVID-19-HEALTH-ORDER_.pdf (accessed on
20 November 2020).

33. Danny, T. Climate Zone Tool, Maps, and Information Supporting the California Energy Code. Available online: https://www.
energy.ca.gov/programs-and-topics/programs/building-energy-efficiency-standards/climate-zone-tool-maps-and (accessed on
19 November 2020).

34. MesoWest. Available online: https://mesowest.utah.edu/cgi-bin/droman/download_api2.cgi?stn=KLAX (accessed on
5 October 2020).

35. Universal Translator 3. Available online: http://utonline.org/cms/ (accessed on 1 December 2020).
36. Bryce, A. Easy Data Transform (v. 1.x). Available online: https://www.easydatatransform.com/ (accessed on 10 June 2020).
37. Research Into Action Inc.; Quantum Energy Services & Technologies Inc. (QuEST); Stetz Consulting LLC.; Kolderup Consulting;

Warren Energy Engineering LLC.; Left Fork Energy Inc.; Schiller Consulting Inc. Regression for M&V: Reference Guide: Version 1.1;
Bonneville Power Administration: Portland, OR, USA, 2012.

38. Kissock, J.K.; Haberl, J.S.; Claridge, D.E. Development of a Toolkit for Calculating Linear, Change-Point Linear and Multiple-Linear
Inverse Building Energy Analysis Models, ASHRAE Research Project 1050-RP, Final Report; Energy Systems Laboratory, Texas A&M
University: College Station, TX, USA, 2002.

39. Koran, B.; Hicks, G. User’s Guide to ECAM Version 6: Energy Charting and Metrics Version 6; SBW Consulting,
Inc.: Bellevue, WA, USA, 2018.

40. Sun, Y.; Baltazar, J.-C. Analysis and Improvement on the Estimation of Building Energy Savings Uncertainty. ASHRAE Trans.
2013, 119, 1–8.

41. COVID-19 Time-Series Metrics by County and State: Statewide COVID-19 Cases Deaths. Available online: https://data.ca.gov/
dataset/covid-19-time-series-metrics-by-county-and-state1 (accessed on 28 March 2021).

42. Brasted, C. Why cooking and baking fill a void. British Broadcasting Corporation (BBC): Worklife, 2 February 2021.
43. Alphabet Corporation. Google Trends; Alphabet Corporation: Mountain View, CA, USA, 2021.

132



Citation: Formolli, M.; Croce, S.;

Vettorato, D.; Paparella, R.;

Scognamiglio, A.; Mainini, A.G.;

Lobaccaro, G. Solar Energy in Urban

Planning: Lesson Learned and

Recommendations from Six Italian

Case Studies. Appl. Sci. 2022, 12, 2950.

https://doi.org/10.3390/

app12062950

Academic Editor: Salvatore Vasta

Received: 13 February 2022

Accepted: 9 March 2022

Published: 14 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Solar Energy in Urban Planning: Lesson Learned and
Recommendations from Six Italian Case Studies

Matteo Formolli 1, Silvia Croce 2,3, Daniele Vettorato 2, Rossana Paparella 3, Alessandra Scognamiglio 4,

Andrea Giovanni Mainini 5 and Gabriele Lobaccaro 6,*

1 Department of Architecture and Technology, Norwegian University of Science and Technology, Alfred Getz
vei 3, 7491 Trondheim, Norway; matteo.formolli@ntnu.no

2 EURAC Research, Institute for Renewable Energy, Via Druso 1, 39100 Bolzano, Italy;
silvia.croce@eurac.edu (S.C.); daniele.vettorato@eurac.edu (D.V.)

3 Department of Civil, Environmental and Architectural Engineering, Università degli Studi di Padova, Via
Marzolo 9, 35131 Padua, Italy; rossana.paparella@unipd.it

4 Italian National Agency for New Technologies, Energy and Sustainable Economic Development (ENEA),
Largo Enrico Fermi 1, 80055 Portici, Italy; alessandra.scognamiglio@enea.it

5 Department of Architecture Built Environment and Construction Engineering, Politecnico di Milano, Via G.
Ponzio 31, 20133 Milan, Italy; andreagiovanni.mainini@polimi.it

6 Department of Civil and Environmental Engineering, Norwegian University of Science and Technology,
Høgskoleringen 7a, 7491 Trondheim, Norway

* Correspondence: gabriele.lobaccaro@ntnu.no

Abstract: This paper presents the results of the analysis conducted on six case studies related to solar
energy integration in urban and rural environments located on the Italian territory. The analysis
has been carried out within the Subtask C—Case Studies and Action Research of the International
Energy Agency Solar Heating and Cooling Program Task 51 “Solar Energy in Urban Planning”.
Three different environments hosting active and passive solar energy systems (existing urban areas,
new urban areas, and agricultural/rural areas) have been investigated to attain lessons learned
and recommendations. Findings suggest that (a) it is important to consider solar energy from
the early stages of the design process onwards to achieve satisfactory levels of integration; (b) a
higher level of awareness regarding solar potential at the beginning of a project permits acting on
its morphology, achieving the best solution in terms of active and passive solar gains; (c) when
properly designed, photovoltaic systems can act as characterizing elements and as a distinctive
architectural material that is able to valorize the aesthetic of the entire urban intervention; (d) further
significant outcomes include the importance of supporting the decision strategies with quantitative
and qualitative analyses, the institution of coordinating bodies to facilitate the discussion between
stakeholders, and the need for deep renovation projects to fully impact existing buildings’ stock;
(e) when large solar installations are planned at the ground level, a landscape design approach should
be chosen, while the ecological impact should be reduced by carefully planning the adoption of
alternative solutions (e.g., agrivoltaics) compatible with the existing land use.

Keywords: solar energy; urban planning; active solar systems; passive solar strategies; Italian case
studies; agrivoltaics

1. Introduction

Cities represent the place where 80% of the gross domestic product is generated and
where around half of the world population lives, with expected growth to two-thirds by the
middle of the current century [1]. The combination of these two factors demonstrates why
urban areas are considered responsible for up to 75% of the global energy consumption
and more than 70% of energy-related carbon dioxide (CO2) emissions [2].
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In this context, the decarbonization of the energy sector, in line with the Paris Agree-
ment’s goals to keep the temperature increase below 2 ◦C, requires a substantial contri-
bution from cities. A growing number of cities, mainly located in the European Union
(EU) and North America, have set renewable energy targets to support the green energy
transition [3]. At the municipal level, the adoption of regulations, economic incentives, and
the direct financial involvement of municipalities and public authorities, combined with
the storytelling of successful practices, proved to be crucial in raising public awareness
and in steering private developers toward sustainable strategies [4,5]. Similarly, in the
past decades, national level measures constituted a strong enabler for the exploitation of
renewable energy sources (RES) [6].

Solar photovoltaic (PV) and solar thermal (ST) had respectively the first (36%) and
the fourth (10.5%) highest expansion rate among the RES in the past 30 years [7]. In one
of the preconfigured future scenarios, the International Energy Agency (IEA) is expecting
that PVs would cover almost one-third of the new electricity demand within 2030, with an
average annual growth rate of 13% [8]. Utility-scale ground-mounted systems dominate
the market [9]; however, several potential issues related to their impact on the ecosystem,
landscape, and competition with agricultural land are emerging [10,11].

The major alternative is distributed rooftop systems (i.e., applied and integrated sys-
tems), representing a market share of 40% in 2020 [12]. This technology has the highest
potential use in the built environment, especially for photovoltaic systems fully integrated
into the building envelopes (i.e., facades and roofs), which perform the double function
of energy producer and building cladding. The advantages of building-integrated pho-
tovoltaics (BIPV) and solar thermal (BIST) are manifold: unused surfaces can be turned
into active energy generators [13], losses associated with transmission and distribution
of electricity are reduced thanks to on-site production [14], and higher energy flexibility
toward extreme weather conditions is guaranteed [3]. On the other hand, the installation
of such systems in urban areas, especially on vertical surfaces (i.e., facades), requires con-
sidering complex phenomena such as inter-building solar reflections and overshadowing
effects [15–17], and other energy and climate-related issues, such as high surface tempera-
ture [18] and fire hazard [19]. The visibility and the socio-cultural sensitivity impact of the
systems should also be considered [20–23]. In Europe, BIPV accounted for a cumulative
installed capacity of 6.9 GWp at the end of 2019, with Italy covering about 38% of the total,
due to the early campaign of statal incentives to boost the adoption of PV technology [24].

Other two viable alternatives, representing small market niches in rapid expansion,
are floating solar and agrivoltaics [12]. These technologies allow to reduce land use for
solar installations and through appropriate design can provide a series of benefits. Floating
solar has the advantage of reducing the evaporation of water reservoirs. Furthermore, the
presence of water helps to keep the panels’ temperature low, stabilizing the efficiency of
the system [25,26]. Similarly, agricultural PV can improve crop yield, limit evaporation,
provide shade to livestock or crops, and protect against extreme weather conditions and
soil erosion [12,27]. The potential for agrivoltaic systems in Europe is immense; if solar
would be deployed on 1% of the arable land, its technical capacity would amount to over
900 GW, which is more than six times the current installed PV capacity in the EU [28].

Framework and Aim of the Work

This paper presents part of the findings related to Italian case studies within the Subtask
C—Case Studies and Action Research (STC) framed in the International Energy Agency (IEA)
Solar Heating and Cooling Program (SHC) Task 51 “Solar Energy in Urban Planning” [29–31].
During the whole duration (2013–2017), the international experts working in Task 51 (i.e.,
architects, urban planners, public authorities, researchers, etc.) promoted through their
work the integration of active and passive solar solutions in the built environment. Further-
more, the collection of international case studies through a common template carried out
within STC allowed to create an overview of solar energy in urban planning by highlighting
potentialities and fragilities and by summarizing lessons learned for urban stakeholders,
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public authorities, and researchers. The developed template is here introduced and used to
present six Italian case studies, which make use of solar energy in different ways and are
characterized by different built environments. Five of them deal with consolidated and new
urban areas, with photovoltaic or solar thermal panels fully integrated or applied to the
buildings’ envelopes, while one case provides an example of an agricultural PV system and
its relationship with the landscape. Different from [31] where an international overview
is given, in this paper, the Italian case studies are presented more in detail, and specific
conclusions are drawn for solar energy implementation in the Italian context. Additionally,
a comparison between the different built environments through similarities and differences
is provided.

In the next section, an overview of the Italian energy planning legislation is given,
followed by the presentation of the case studies and their discussion. Finally, the limitations
of the study are presented, together with a conclusive summary of the main lessons learned
and recommendations.

2. Background: Italian Legislative Framework

The framework of Italian legislation on urban and energy planning is characterized by
a hierarchical approach stretching from the national level down to the regional, provincial,
and municipal levels. According to the Constitution, urban planning and energy-related
topics are a shared task between the State, the Regions, and the autonomous Provinces.
Consequently, regional authorities may implement autonomous legislations as long as
they do not contradict the general principles and requirements provided by national and
EU regulations.

The Italian national legislation promoting energy efficiency and the diffusion of RES
has been developed as an implementation of the major European directives. In 2011, the
National Renewable Energy Action Plan [32] transposed the Directive 2009/28/EC setting
the targets for renewable energy production by 2020. The plan also defined a minimum
quota of production from RES for all new buildings and buildings subjected to major
renovation. The minimum share of RES quota for domestic hot water (DHW) was set
to 50% of the primary energy consumption. Furthermore, a calendar with a progressive
higher RES share was established for the sum of primary energy consumptions for DHW,
heating, and cooling. In December 2018, the EU targets have been revised by the European
Directive 2018/2001/EC on renewable energy [33] and by the Regulation 2018/1999/EU
on the governance of the energy union and climate action [34]. These regulations were
part of the “Clean Energy for all Europeans Package”, which promoted a 40% reduction
in greenhouse gas (GHG) emissions, a goal of 32% final consumption from RES, and an
energy efficiency target of 32.5%. Finally, at the beginning of 2020, the European Parliament
adopted the European Green Deal, which set the objective “to increase the EU’s GHG
reductions target for 2030 to at least 50% and towards 55% compared with 1990 levels
in a responsible way” and to achieve climate neutrality for the continent by 2050 [35].
Building on the EU legislation, and in line with the European Regulation 2018/1999/EU,
which required all EU countries to develop 10-year National Energy and Climate Plans
(NECPs) for the period 2021–2030, the Italian Integrated National Plan for Energy and
Climate (INECP) was adopted in January 2020. The INECP set clear targets to 2030: (i) 30%
of energy from RES in the final gross energy consumption, (ii) 43% reduction in primary
energy consumption compared to the Price-Induced Market Equilibrium System (PRIMES)
2007 scenario, and (iii) 38% overall reduction in GHG emissions compared to 1990 [36].

2.1. National Standards

The INECP sets some growth targets for power and thermal energy from RES at
the national level. In the case of solar energy, targets are set to 28,550 MW for 2025 and
52,000 MW for 2030 (in 2017, the production amounted to 19,682 MW).

With regard to the thermal sector, the targets are 590 ktoe in 2025 and 751 ktoe in
2030 [36]. Furthermore, the “Clean Energy for all Europeans Package” was implemented in
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Italy by the “Renewables Decree” (D.Lgs 28/2011 [32]), which also led to the definition of
guidelines for energy performance certification of buildings (D.M. 26 June 2015. Specifically,
Article 11 of Decree D.Lgs 28/2011 introduces the obligation to integrate renewable energy
sources in new buildings or buildings subject to major renovations. Indeed, in case of new
construction, refurbishment, or demolition and reconstruction, RES should cover 50% of
DHW consumption, and 50% of the sum of consumptions for DHW, space heating, and
cooling. For public buildings, the share is increased to 55%; while in the case of private
buildings located in historic city centers, the share is reduced to 25% (27.5% for public
buildings) [32]. In 2021, the share of RES has been further increased, with the introduction
of the D.Lgs 199/2021. From June 2022, in case of new construction and major renovations,
RES should now cover 60% of the consumptions for DHW, space heating, and cooling.
Conversely, a 65% coverage should be demonstrated for public buildings [37]. Concerning
passive solar, minimum daylight levels in buildings are regulated by national laws (D.M.
190/1975, C.M. LL. PP. 22 November 1974 n. 1301 and D.M. n. 26/1975). These set
minimum levels of the daylight factor depending on the type of building:

• Residential buildings: ≥2% and a window-to-floor ratio ≥ 1/8 is required.
• Hospitals and schools: ≥3% (rooms and labs), ≥2% (gyms and canteen), ≥1% (offices

and other service rooms).

The Italian National Status of Ground-Mounted PV

The national energy target for 2030 foresees an increase in ground-mounted photo-
voltaics of about 35 GW. However, the actual installation trend of 1 GW/yr is far below
the 6.5 GW/yr needed to fulfill the target on time [38]. The installation of PVs on the
ground is currently hampered by barriers along the authorization process due to land-
scape preservation and land use concerns. The adoption of innovative solutions such as
agricultural PV aims at overcoming these barriers by combining a dual use of land and
establishing a synergy between energy production and agriculture, which can be seen as
a driver. In that regard, the current legislation is in constant evolution. In April 2021, the
National Recovery and Resilience Plan (RRP), part of the Next Generation EU (NGEU)
program, allocated 1.1 billion euros investment for the “agrivoltaic development” with
the specific objective of installing 2 GW of agrivoltaic capacity and improving the com-
petitiveness of the agricultural sector [39]. Additional elements regarding the definition
of agrivoltaics have been introduced by the National Law 29 July 2021 [40] where these
systems are described as “innovative integrative solutions, with PV modules raised from
the ground, also including tracking systems, which do not compromise the continuity of
the agricultural activities on ground”. This law introduces simplifications in the process,
which would lead to a rationalization of the authorizations for PV toward the national
energy targets. Despite a specific definition for agrivoltaics not being currently available in
Italy, an official document is expected in a short time. Meanwhile, the National Agency for
New Technologies, Energy and Sustainable Economic Development (ENEA) has launched
the National Network for Sustainable Agrivoltaics [41], while the Italian Electrotechnical
Committee (CEI) has initiated a working group on the topic.

2.2. Municipal Standards

The targets set at the national level are pursued by Italian Regions, which can enhance
the minimum quota or specify the renewable energy systems to use. Therefore, depending
on regional laws, municipalities can set their own energy-related regulations in the building
code. Generally, the building codes consider two major categories of built environment:
historical city centers and non-historical urban areas [42].

Historical city centers are subjected to strict regulations about solar system applications
due to the need to preserve the visual effect of their views and panoramas. Concerning this
category, buildings codes set either prohibition of installing solar systems or restrictions
on the visual effect and location of the systems (e.g., modules have to be located on roof
surfaces not visible from main streets and to be building integrated). In addition to these
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restrictions, the approval of the Superintendence for Architectural Heritage and Landscape
is required for installing solar systems on constructions subjected to landscape or heritage
protection [43]. In the second category—non-historical urban areas—solar systems are
generally permitted as building-integrated. For new buildings or buildings subjected to
major renovations, it is required that PV or ST plants are installed integrated or adherent to
the roofs, following their same orientation and inclination.

Further regulations on solar energy systems are sometimes included in municipal
building codes, deriving from national laws on building energy efficiency and the promo-
tion of renewable energy production. However, the standards regard only the design of
buildings at the architectural scale. Energy performance certification is mandatory for new
constructions and for selling or renting a dwelling in existing buildings [44].

3. Materials and Methods

This section illustrates the methodology used to analyze the case studies. The method
was developed within the Subtask C—Case Studies and Action Research of the IEA SHC Task
51 to provide experts in the field of urban planning with an exhaustive set of information
and examples on the integration of solar energy in heterogeneous environments. A total of
six cases located on the Italian territory are presented here.

3.1. Classification of the Environments

As a first step, the case studies were divided according to the three types of environ-
ments presented in Table 1.

Table 1. Classification of the environments.

Environment Description

Existing urban areas. The first environment, represented by two
case studies, includes fill-ins and densification processes, new
buildings within a consolidated built environment, or the
refurbishment of existing buildings. A scale larger than a single
building is considered to assess the impact of a project on
its surrounding.

New urban areas. The second environment includes three case
studies, and it is characterized by projects where completely new
infrastructures and detailed development plans are required. The
involvement of urban planners since the beginning of the process
can play a significant role in the successful integration of
solar energy.

Landscape. The third environment includes one case study, and it
investigates the impacts of large solar installations in
the landscape.

3.2. Template Definition and Description

The second step consisted of the creation of a template to systematically organize the
information of the case studies within a homogeneous framework. Despite the adoption
of a standard structure, the template has a certain degree of flexibility. A total of ten
sections are available, six of which are common among all the investigated cases, while the
others can be compiled according to the type of environment described and the available
information. A schematic representation of the template structure is visible in Figure 1,
followed by the sections’ description.
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Figure 1. Representation of the different sections of the template used. In full color, the sections
compiled for all the cases, while the optional ones are shown in white.

1. Overview. It briefly describes the context in which the case study has been developed.
Particular attention is posed on the adopted solar energy strategies, local and national
regulations, and future planning development.

2. Challenges, issues, and decision strategies. Issue and challenges encountered during
the realization of the project are presented with an emphasis on relevant features of
energy characterization (i.e., integrated panels, overshadowing effects).

3. The planning process. This section presents the timeline of the project and the different
spatial scales investigated during the planning. In addition, the involvement of
stakeholders and researchers and the most influential decisions taken during the
planning process are presented.

4. Energy concept. The focus is on energy technologies, PV, ST, and passive solar gains.
The energy needs and the adopted solar strategies are described.

5. Architecture, Visibility, Sensitivity, and Quality. This section investigates the critical
issues of implementing active solar strategies into a built environment. This is com-
pleted using a methodology developed by EPFL researchers within the framework of
IEA SHC Task 41 “Solar Energy and Architecture”, which is now integrated into the tool
LESO—QSV [45–47]. As a first step, the solar system installation is evaluated accord-
ing to the architectural integration quality. To be considered successful, the integration
should be coherent with the entire building design logic regarding system geometry
(i.e., size, position), system materiality (i.e., visible materials, surface textures, col-
ors), and system modular pattern (i.e., module shape, size, joints). The coherency of
these three aspects is evaluated using a three-level scale (fully—partly—not coherent),
corresponding to three colors (green—yellow—red). The second step is to assess
the criticality of the surface where the solar system is installed, which is depending
on its close or remote visibility from the public space (low—medium—high) and
from the sensitivity (low—medium—high) of the urban context in which is located.
Exemplary of a high sensitivity context is a historical city center, a medium one is a
post-war residential development, and a low one is an industrial district. Regarding
new realization, the evaluation should be based on the future vocation of the urban
area. Figure 2 summarizes the approach.
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Figure 2. (a) Architectural integration quality matrix; (b) Criticality matrix developed in relation to
(c) context sensitivity and (d) system visibility.

6. Solar landscape. This section is specific to the landscape environment. It includes
the definition of the solar system used, its functional features (i.e., modules’ pattern,
presence of edges—Figure 3), and the energy production. This is defined according to
the classification proposed by ENEA on solar landscape plan [10].

Figure 3. The spatial system as a whole (pattern) (on the left), the photovoltaic space (in the middle),
and the “pore” space (on the right).

7. Site potential. It refers again to the landscape environment following the methodology
developed by ENEA, defining the site potential. The factors influencing the suitability
of the site for the installation of PV or ST are here identified and qualitatively assessed.

8. Environmental, economic, and social impacts. The impact of the project under the social,
economic, and environmental aspects is analyzed, with particular attention to the
relation between the solar system and the surrounding environment.

9. Approaches, methods, and tools. It contains information about methods (i.e., procedures
to assess and evaluate solar in relation to other aspects of urban planning), tools (e.g.,
rule of thumb, software, etc.), and tested approaches utilized during the planning
process and in the integration of solar energy.

10. Lessons learned and recommendations. The final section presents the outcomes of the
project together with potential solutions and recommendations gained from it.

An overview of the six analyzed case studies is visible in Table 2.
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4. Results and Discussion

In this section, the six case studies are presented and discussed, starting from the ones
in existing urban areas, followed by new urban areas, and concluding with the integration
of solar technologies into the landscape.

4.1. Photovoltaic Village in Alessandria
4.1.1. Overview

The case study is a residential neighborhood constituted of several multistorey build-
ings, for a total of 192 flats, located in the southwest fringe of Alessandria (Piemonte).
The project was developed within the context of a complex initiative undertaken by the
Alessandria Municipal Council after the flood of 1994. It aims to regenerate a social housing
community using a sustainable, environmental, and social approach through the realization
of new buildings, urban facilities (i.e., a community center, recreational areas, sheltered sits,
and parking lots) and the refurbishment of existing residential blocks (Figure 4) [48]. The
extensive use of photovoltaic technology characterizes the project.

Figure 4. The (a) aerial view of new buildings in the eastern part of the Photovoltaic Village (source:
© Municipality of Alessandria) and a site plan of the entire area indicating the position of facilities,
new and existing buildings (b) (source: © Municipality of Alessandria).

4.1.2. Challenges, Issues, and Decision Strategies

The challenge encountered during the realization of the project was the definition of
an innovative planning process to meet the interests of both public and private actors and
the promotion of energy-efficient solutions and RES. In addition, the existing urban plan
was substituted due to the adoption of new legislative procedures. The decision strategy
was based on three principles: (i) active participation and collaboration between the actors;
(ii) a pivotal role of the municipal authorities in the whole design process; (iii) the project
conception as a pilot for town planning and suburban requalification.

4.1.3. The Planning Process

The project began in 1996 with the enforcement at the regional level of the Environ-
mental, Building and Urban Requalification Program [49], with energy saving as one of
the main objectives for buildings and urban projects. This stimulated the adoption of solar
energy and sustainable practices and led to create the Building Operators Council in 1997
to coordinate the actors involved in the process. The construction phase lasted five years
(2000–2005). The most important phases were the large scale of comprehensive/strategic
planning, represented by the Environmental, Building and Urban Requalification Program,
and the architectural design stage of the existing buildings. The Municipal Town Council,
the Building Operators Council constituted by private and cooperative builders from the
Province of Alessandria, architects, and various other private stakeholders took part in
developing this initiative. Furthermore, researchers from Politecnico di Torino contributed
to the design and monitoring of solar systems [48].
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4.1.4. Energy Concept

The buildings are designed to reduce their impact on the environment through energy-
saving measures, and the use of RES. PV modules, with an efficiency of up to 15%, are
installed on roofs with a tilt angle of 30◦, on the southern facades in front of the stairways of
two buildings in the community center (indicated with letters B and C in Figure 4b) and as
part of a photovoltaic pergola for the public space (Figure 5). PV systems cover a total area
of 3000 m2 (i.e., 1600 m2 panel net surface). The overall power is 163 kW with estimated
energy production of 674–830 kWh/kWp per year. This is expected to cover 100% of the
electricity consumption for common areas and up to 70% for the flats [48].

Figure 5. Ground (a) and aerial (b) view of the pergola equipped with PV panels in the public area
(source: © Municipality of Alessandria).

4.1.5. Architecture, Visibility, Sensitivity, and Quality

The LESO–QSV method illustrated in the methodology is used in this section to
evaluate the integration quality of the installed solar systems. As visible from the colored
segments of the ring of the matrix in Figure 6, the integration has been judged partly
coherent for all the three investigated aspects. Since the modules do not perform the double
function of replacing a building component and simultaneously producing energy, being
just overlaid to the roofs and facades, they cannot be considered as fully integrated into the
building envelope from an architectural point of view. Moreover, the blue color of the solar
cells contrasts with the finishing color of the facades. The systems’ visibility from a close
point of view is high, especially for the facades’ elements, and it remains medium from a
remote distance. Nevertheless, the context can be classified as of medium sensitivity due to
the low historical value and the absence of any relevant elements or monuments.

Figure 6. Architectural integration matrix for the PV systems in the Photovoltaic Village of Alessan-
dria (left); (a) PV panels installed on facade in front of the stairways (source: © PierFranco Robotti);
(b) aerial view of the systems installed on the flat roofs (Source: © Municipality of Alessandria).
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4.1.6. Environmental, Economic, and Social Impacts

The project follows eco-sustainability and bio-compatibility principles. Particular
attention was reserved to open spaces where green areas, a water pond, and urban furniture
were carefully designed to create different bioclimatic zones for the users to stroll, relax,
and socialize. The project is financed by a mix of public and private sources. The region
financed part of the investments for its environmental sustainability implications, while
approximately 70% of the total cost for the installation of photovoltaics was covered by
public funds through the program “10,000 Photovoltaic Roofs” coordinated by the Italian
Ministry of the Environment [48,50].

4.1.7. Approaches, Methods, and Tools

A monitoring campaign on the PV systems was carried out by researchers of Politec-
nico di Torino for a period of 12 months (September 2004–August 2005) to measure the
electricity generated during the buildings’ operation phase and correlate it to the actual en-
ergy consumption. Data were collected every 15 min and function curves for daily, weekly,
monthly, and annual periods were generated. The analysis shows that PV systems can
fulfill the electricity demand for seven months, but an electricity supply through the grid is
still needed. In addition, in the absence of regional, national, or community incentives, the
investment can be paid off in a long-term period (more than 30 years).

4.1.8. Lesson Learned and Recommendations

The Photovoltaic Village in Alessandria illustrates the limits of retrofitting existing
buildings with solar technologies in the absence of a deep renovation opportunity. Despite
the overall positive results, the designers were forced to consider a limited range of design
options since they had to comply with existing buildings’ masses and materials. A differ-
ent outcome may have been obtained through an in-depth renovation process involving
replacing/recladding facades and roofs. Furthermore, the integration of solar systems in
public spaces has only been marginally explored. However, the institution of a Building
Operators Council as a coordinating body for the different involved actors was a successful
practice replicable in similar contexts.

4.2. SINFONIA Bolzano
4.2.1. Overview

The SINFONIA case study is the result of a five-year European project aiming to
implement large, scalable, and integrated energy solutions in mid-sized cities. Bolzano, the
capital of South-Tyrol province (Trentino Alto Adige), was selected together with Innsbruck
(Austria) as a testbed for this initiative to understand the replicability of the proposed
solutions in other European cities [51]. The project aimed to achieve the following:

• Obtain between a 40% and 50% reduction in primary energy use and a 20% increase in
RES share for the selected districts in the two pilot cities of Bolzano and Innsbruck.

• Prove the feasibility of large-scale energy measures, retrofitting, grid optimization,
and district heating and cooling systems in mid-sized European cities.

• Define district typologies and refurbishment models to ensure scalability and replica-
bility. These last two aspects are supported by five “early adopter” cities where to test
the initial outcomes of the two pilots.

• Develop a network to support and engage other European cities in strengthening their
smart-energy solutions.

In this framework, refurbishment interventions were undertaken for six residential
complexes in Bolzano to improve their energy performance and indoor comfort. The
initiative is in line with the municipal goal to reduce energy use and increase the share
of RES. The presented case study focuses on one of these interventions, consisting of two
buildings blocks of 36 flats each, located in the south part of the town (Figure 7).
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Figure 7. North building before (a) and after (b) the intervention (source: © Ivo Corrà).

4.2.2. Challenges, Issues, and Decision Strategies

The location of the building complex has been one of the main challenges in the devel-
opment of the project. Its proximity to the side of a mountain represented an accessibility
issue during the refurbishment phase. Other challenges included the limited surface for the
integration of solar energy systems, which was also due to the proximity to the mountain
slope toward the south and the presence of overshadowing due to four stairwell towers
above the roof levels. Finally, the intervention should have the minimum possible impact
on the tenants, as all refurbishment activities have been carried out with lived-in flats.
Regarding the decision strategy, targets for the energy concept were set at the beginning
to reach: (i) a final energy balance ≤ 22.5 kWh/(m2 yr); (ii) DHW from renewable energy
sources ≥ 9 kWh/(m2 yr); and (iii) PV installation ≥ 53 kWp for the entire complex. Fur-
thermore, the optimization of the solar systems and the improvement of interior daylight
conditions were also investigated. An Integrated Design Process (IDP) was followed to
assure good stakeholders’ involvement.

4.2.3. The Planning Process

The refurbishment was carried out in three phases. The first was the design phase,
which was developed through an IDP by a multidisciplinary team of experts from the
Municipality of Bolzano, the design team, research institutes, and Agenzia Casaclima (the
local certification body for energy efficiency in constructions). The two following phases
were the construction phase and the monitoring phase, which lasted one year. All the
spatial scales were investigated during the five years of the realization (2014–2019).

4.2.4. Energy Concept

The buildings’ complex was originally realized in the 1990s without energy-saving
measures, apart from a thin insulation layer (4 cm) on the external walls. Hence, the
project involved the refurbishment of the existing facades by using timber prefabricated
multifunctional elements to improve the energy performance and the indoor thermal
comfort as well as aesthetically rehabilitate the buildings. Renewable energy strategies
were also adopted with the installation of PV and ST systems on the roof and a geothermal
heat pump serving centralized heating. PV modules with 15.5% efficiency, covering an area
of 337 m2, are installed on the roof of the northern building (Figure 8). The system has a
power of 20 kW, and the modules are mounted horizontally (0◦ tilt angle) to avoid mutual
overshadowing effects. Conversely, the roof surface of the southern building has been
used for the installation of a 477 m2 ST system with a 10◦ tilt angle and with an estimated
production of 11.2 kWh/(m2 yr) for DHW. This choice was dictated by the need to comply
with the national legislation, requiring to cover at least 35% of the energy need for DHW
with RES [32]. Both PV and ST cannot be considered architecturally integrated into the
building, since they constitute free-standing elements placed on the roofs.
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Figure 8. Technical plan of PV system on the roof of the north building (source: © EQ Ingegneria).

4.2.5. Environmental, Economic, and Social Impacts

The SINFONIA project intended to have an impact on the entire municipality of
Bolzano by improving the quality of life of the citizens, turning the city into a smart city.
The installation of over 100 smart points and three multifunctional interactive totems
provides services such as charging electric vehicles, monitoring air quality and weather,
and improving the lighting of public spaces. The installation of this diffuse technological
network runs in parallel with the refurbishment of six residential housing complexes that
enhanced the interior comfort and energy performance of 455 dwellings for a total of
around 15 million euros of investments. From a social perspective, the tenants of the
refurbished apartments have been directly involved through informative meetings and
questionnaire-based surveys during the realization of the project. Additionally, displays
have been installed in part of the apartments; data on energy performance and indoor
conditions are shown in real-time, enabling the inhabitants to take actions to reduce their
consumption. This was completed to raise awareness of the role that their behavior plays in
the energy performance of buildings (i.e., ventilation rate, air temperature control, energy
use) [52].

4.2.6. Approaches, Methods, and Tools

During the IDP, retrofit solutions were assessed before adopting a mixed approach
combining the use of traditional insulation for the lodges and prefabricated multifunctional
facades (MFF) for the rest of the building envelope. This choice did not require the use of
scaffolding, simplifying and speeding up the construction phase, ensuring a low impact on
the site’s inhabitants. To define the best solutions for the MFF, prototypes were constructed
and tested in laboratory tests. Moreover, the design focused on defining the optimal solution
for solar active systems, assessing the potential energy production, and preserving the
indoor visual comfort. To this aim, solar potential and daylight analyses were conducted
using Diva for Rhino [53] and LadybugTools [54]. To assess the solar potential, close
shading elements were modeled in the 3D environment of Rhinoceros [55], while the
distant obstacles, such as the mountains, were considered by a horizon line generated
from data measured with a Solmetric SunEye. The optimization process was carried out
using a genetic algorithm to maximize the total annual and average irradiation and to
minimize overshadowing effects. As the installation of the new prefabricated MFF caused
a reduction in interior daylight availability, daylight analyses were performed to verify
the compliance with the Italian national legislation (i.e., daylight factor above 2%). Details
such as the windowsills’ materials and loggias’ colors were investigated to improve the
solar mutual reflection effects. The simulations and the laboratory tests were conducted
during the design phase, which allowed reducing the risks and uncertainties during the
construction phase.

4.2.7. Lesson Learned and Recommendations

The main lesson learned from the SINFONIA case study is the benefit that an IDP can
have on energy-related measures applied to the building.
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Fundamental is an early collaboration between the different experts and stakeholders
involved in the project (i.e., energy consultants, designers, owners, researchers, technicians).
Furthermore, the case study demonstrates the importance of conducting solar potential
and daylight analyses during the initial phase of the project by supporting the design team
in the most important choices (i.e., finishing materials and colors to improve the interior
daylight level, localization of active solar systems to avoid overshadow effect). Finally, it is
recommended to consider how the occupants’ behavior can influence the energy use of a
building and try to engage and inform the users accordingly.

4.3. Le Albere in Trento
4.3.1. Overview

Le Albere is a district in the city of Trento (Trentino Alto Adige) that is constructed
on a former industrial site enclosed between the railway and the river Adige. The aim of
the project, designed by the Italian architect Renzo Piano, was to reconnect the site with
the city center and to re-establish a relationship with its natural context. The result of the
intervention is a mixed-use district that includes offices, residential buildings, a science
museum (MUSE), a library for the University of Trento, and a park (Figure 9) [56]. The
main feature of the project is the extensive integration of active solar systems on roofs
and facades of the buildings of the whole complex. In that regard, the choice to adopt
this energy strategy was autonomously taken by the actors involved since, at the time of
the design, the Italian national legislation on energy and urban planning did not set any
specific target for solar energy integration, despite supporting the use of RES.

Figure 9. (a) Aerial view of the Le Albere district (source: © Google Earth) and (b) view from the
public park (photo: © Silvia Croce).

4.3.2. Challenges, Issues, and Decision Strategies

The main challenge for the case study has been the formal integration of the photo-
voltaic systems in architectural design. High requirements were set by the architect in
terms of the color, appearance, and dimension of PV modules due to the choice of having
them as a key and visible element of the project. The strategy adopted by the municipality
of Trento was to create a high-quality district, showcasing the best practices in terms of
energy efficiency and sustainability, with extensive integration of RES.

4.3.3. The Planning Process

The planning process encompassed different spatial scales, spanning from the provin-
cial down to municipal, local, and detail scales. Le Albere was a former industrial area
occupied since 1937 by the tire manufacturing company Michelin. When the factory ceased
its activity in 1998, a group of public and private investors, under the name of “Initiative
Urbane”, purchased the site to regenerate and reconnect it to the rest of the city.

In 2000, the Province of Trento included the renewal of the district into its Program
for Urban Regeneration and Sustainable Development of the Territory and into the Trento
Strategic Masterplan. Two years later, the architectural firm Renzo Piano Building Work-
shop was designated to realize the project, and a final master plan was approved in 2004.
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The construction phase started in 2008 and lasted for five years when the MUSE, the mixed-
use district, and the public park were inaugurated. Conversely, the university library
located in the southern part of the parcel opened at the end of 2016.

4.3.4. Energy Concept

Several RES were used in the Le Albere district, such as BIPV systems integrated on
many of the buildings that are present on site. The systems have a nominal power of 279 kW
and cover a total area of approximately 3200 m2. Tedlar–glass and glass–glass modules
with different orientations and inclinations were specifically designed depending on their
location. They are integrated into the buildings’ facades and roofs or used as PV shading
devices. The electricity produced by the BIPV modules covers the electrical demand of
offices, common areas, pump rooms, and the lighting in the basement. The MUSE is served
by a geothermal plant while a combined cooling, heating, and power plant, outside of the
district’s boundary, covers the heating and cooling demand for the whole area.

4.3.5. Architecture, Visibility, Sensitivity, and Quality

Following the LESO–QSV methodology, the integration of PV modules has been
judged as fully coherent for all three categories of geometry, materiality, and pattern
(Figure 10). Despite the different heights, inclinations, and shapes of the buildings, PVs
act as unifying elements for the entire complex, further enhancing and characterizing
it. The level of criticality, as a function of context sensitivity and system visibility, can
be considered as medium. In fact, the case study is bordered by urban areas without
any particular architectural or historical value, with the only exception of a renaissance
villa/fortress on the north side. Regarding the systems’ visibility, it is high from internal
streets, open areas of the park, and roads bordering the site when PVs are installed on
facades or integrated into glass surfaces constituting the tilted roofs. On the contrary, low
perception levels for an observer located in the urban canyons of the district are achieved
when the system is integrated on the opaque galvanized roofs. From an observer in the
courtyards or in the park, the photovoltaics are perceived as a geometrical pattern. Finally,
the remote visibility is low due to the overall height and dimensional scale of the complex,
which is comparable with those of the historical center and the existing industrial structures.

Figure 10. Architectural integration matrix for the PV systems in the Le Albere district in Trento
(left); (a) the two typologies of BIPV systems: tedlar–glass modules on the galvanized roof and
the glass–glass modules in the background (photo: © Silvia Croce); (b) detail of the glass–glass PV
modules installed on the facades (photo: © Silvia Croce).

4.3.6. Environmental, Economic, and Social Impacts

Sustainability was central in the Le Albere project since the first phases of the design,
starting from the construction materials sorted locally whenever possible to limit the
environmental impact. The master plan was developed to preserve the natural features
of the area by concentrating all the new constructions toward the east side of the plot and
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creating a large public park on the west side. The existing street, running parallel to the
river, was transformed into an underground passage to allow the continuity of the park
and directly interact with the river Adige. Regarding mobility, the realization of two-story
underground parking greatly reduces the number of cars on the surface, while the traffic
in the district is limited to residents, taxis, and public transport. Great attention was also
placed on the design of numerous walkways and bikeways. Furthermore, the MUSE and
the university library have obtained the LEED Gold certification, while residential buildings
and offices, built according to passive standards, received the level B label of CasaClima
(i.e., energy-efficiency classification), corresponding to a heating energy requirement below
50 kWh/(m2 yr). The project carries a high social value thanks to the restitution of the
area to the public realm with a new identity. The district has now a strong cultural and
recreational vocation due to the presence of two social attractors (MUSE and university
library) at the borders of the plot and a five-hectare park with residential and commercial
buildings in the middle. The renewal intervention, which cost around 350 million euros,
was entirely financed by a pool of banks, insurance companies, and industry associations
in collaboration with the Municipality and the Province of Trento.

4.3.7. Approaches, Methods, and Tools

The approach used for the design of the case study has been strongly oriented toward
sustainability. Building information modeling (BIM) tools were used along the entire
process to integrate the buildings’ design with energy modeling and considerations on
internal and external comfort conditions.

4.3.8. Lesson Learned and Recommendations

The Le Albere case study strongly highlights the potential of solar systems integration
not only as energy generators but also as architecturally valuable elements that can provide
identity and enforce the aesthetic of the urban intervention. This is realized by declaring the
presence of the photovoltaic modules and giving them high visibility instead of hiding or
camouflaging them. When this approach is pursued, the quality of the system’s integration
becomes of primary importance and has to be carefully designed. In addition, the project
poses sustainability, under its various declination of social, economic, and environmental,
as the pivotal element to guide the design process, successfully resewing a large portion of
the city with the rest of the urban fabric.

4.4. Violino District in Brescia
4.4.1. Overview

The Violino district is a new residential area located in the outskirt of the city of
Brescia (Lombardia). It is constituted of 112 terraced houses and 2 multi-family houses
five floors high (143 housing units), which are organized in lots defined by an orthogonal
grid (Figure 11). It is the result of a new urban plan for social housing followed by an
architectural competition announced by the Brescia Municipal Council [57] to design a
district according to bioclimatic principles and with the extensive use of solar strategies.
The area required a northeast/southwest oriented grid, which was judged to be not optimal
for the full exploitation of the thermal and energy potential of the sun. The issue was
overcome by adapting the terraced house’ typology to the rigid grid with a partial rotation
of the buildings’ masses, ensuring adequate solar accessibility to all accommodations.
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Figure 11. (a) Aerial view of the terraced houses of Violino District (source: © BAMSphoto—Basilio)
and (b) the two multi-family houses (photo: © Fabio Cattabiani).

4.4.2. Challenges, Issues, and Decision Strategies

The main challenges were the need for an adequate urban quality in social housing,
elevated technical performances to reach sustainability and energy targets, and the rigid
urban grid. Most of these challenges were highlighted in the call for tenders, and the
participants were asked to submit proposals with quantifiable quality requirements. This
allowed adopting a decision strategy based on a scoring system and conveying information
on the conformity of each proposal to performance and quality requirements (i.e., thermal,
acoustic, hygrometric insulation, daylight, energy production) as well as understanding
the economic impact of these measures compared to standard social housing.

4.4.3. The Planning Process

The origin of the district dates back to 1980 with the Piano Regolatore Generale (PRG)
of Brescia drawn up by Secchi, Viganò and Scarsato, and it emerged in its current configu-
ration in 2002 when the Municipality of Brescia purchased the land and issued a tender for
the development of a new social housing intervention in the southwest sector. Architects,
installers, and consultants collaborated in the planning process, while the construction
phase (from 2004 to 2006) was carried out by local cooperatives and construction companies.
The intervention was financed with funding from the Lombardia Region and from Azienda
Lombarda Edilizia Residenziale (ALER). All the spatial scales were investigated during the
realization of the project.

4.4.4. Energy Concept

The entire district has been designed according to bioclimatic principles to benefit
from climatic conditions. Therefore, each building is oriented to maximize daylight and
passive solar gain as well as the generation of electricity through photovoltaic systems.
A characteristic element is represented by the greenhouses integrated into the terraced
houses and acting as solar collectors and thermal buffers. The sun rays that penetrate the
windows are transformed into heat in contact with a massive surface: the heat is retained,
thus counteracting the excessive temperature ranges. The terraced houses are all equipped
with photovoltaic systems of 1.3 kWp mounted flat or with a 30◦ southwest inclination,
while multi-family houses have systems ranging from 5 to 20 kWp with a 30◦ angle.

4.4.5. Architecture, Visibility, Sensitivity, and Quality

The integration of PV modules in the terraced houses can be described as fully coherent
regarding system geometry and materiality, while they can be considered partially coherent
for the modular pattern (Figure 12). Many gaps are visible between the panels, giving the
overall impression of an uneven surface. Regarding the systems installed on the two multi-
family houses, they cannot be considered as coherent with any of the listed aspects, since
they are mounted inclined on a flat roof, using a metal structure. The area is characterized
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by a medium sensitivity level due to the absence of historical buildings, monuments, or
meaningful elements. The close visibility of PV panels is also classifiable as medium, being
the systems either installed on tilted roofs, visible from the street canyons, or on flat roofs.
Concerning the remote visibility, the plain terrain of the site does not provide any vantage
point from where the PV systems are visible, with the only exception represented by the
top stories of the two multi-family houses.

Figure 12. Architectural integration matrix for the PV systems at Violino District in Brescia (left);
(a) system modular pattern (photo: © Fabio Cattabiani); (b) view from the roof of one of the multi-
family houses (photo: © Fabio Cattabiani).

4.4.6. Environmental, Economic, and Social Impacts

The environmental dimension of the project resides in the bioclimatic approach uti-
lized for the design of the entire intervention, where great attention was placed on the
exploitation of solar radiation. From the economic and social point of view, the project was
fully financed by public funds with the scope to provide an affordable and high-standard
social housing solution. Some accommodations were reserved for specific age groups to
create a more heterogeneous and diversified environment. For instance, 26 dwellings are
for elderly people, while 12 are for young couples. The rationalization of local roads, with
the interposition of three public pathways, provides a protected connection to the main
area of the neighborhood and fosters public aggregation and socialization.

4.4.7. Approaches, Methods, and Tools

The approach adopted for designing the terraced houses aims to guarantee the “right
of sun” to each residential unit. The interior distribution of spaces, reflected in the exterior
composition of volumes, is based on their function. The south orientation is dedicated to
the most used spaces, namely the living room on the ground floor and individual rooms at
the upper level. Services such as bathrooms and vertical distribution are on the north side,
while the west side is occupied by the kitchen and the master bedroom. The greenhouse,
painted in dark hues to further enhance heat gains in winter, is integrated into the south
facade. Colors have also played a significant role in the project, as a study has been carried
out to diminish the perception of the repetitiveness of the terraced houses’ typology using
different shades of colors. Furthermore, this choice highlights the volumetric composition
of the residential units and guarantees different perceptions during the day according to
the various light conditions (Figure 13). Since 2007, the project was also subjected to a
monitoring campaign to evaluate the performance of PV systems, their energy production,
and the amount of electricity fed into the grid. Measurements show that the PV systems
installed in housing units produce, on average, 4.54 kWh per day. Moreover, between 2014
and 2015, the Smart Domo Grid Project [58,59] was carried out by the energy company
A2A S.p.A., the Politecnico di Milano, and the company Whirlpool.
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Figure 13. Volumes’ composition (top left); section of terrace house with passive strategies
(bottom left); color plan by Jorrit Tornquist (right) (source: © Boschi + Serboli Architetti Associati).

The project involved 21 families and consisted of testing a smart system to enhance
energy efficiency and reduce electricity costs for the users. Using an energy management
application that measures consumption and provides insight on how to minimize energy
electricity costs, users could avoid overload and plan the use of appliances in the most
convenient moment of the day.

4.4.8. Lesson Learned and Recommendations

The Violino District underlined the importance to work simultaneously on volume
composition, internal space distribution, and technical systems to maximize the exploitation
of passive strategies and achieve hygrothermal comfort conditions. The sun was used as
an important bioclimatic element in the design process to determine buildings’ orientation
and facades’ exposure. The greenhouses were used as natural temperature regulators to
trap and slowly release solar heat gains, especially in winter.

4.5. CasaNova District in Bolzano
4.5.1. Overview

CasaNova is a large social housing project in Bolzano (Trentino Alto Adige). It has been
developed by the municipality to provide affordable rental solutions while guaranteeing
high living standards and a low ecological footprint. It is located in the southern parcel of
the city, on an area of 10,000 m2 delimited on the northern side by an existing neighborhood
and the countryside, and on the southern side by the railway and the Isarco river. Groups
of three to four buildings each form eight urban blocks arranged around green courtyards
for a total of 950 apartments (Figure 14), which mostly comply with the highest level of
CasaClima energy classification.

Figure 14. (a) Aerial view of CasaNova district showcasing the buildings’ arrangement around
courtyards to form urban blocks (source: © altoadige.it); (b) view of the block designed by CDM
Architetti Associati in the north part of the plot (photo: © Andrea Martiradonna).
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4.5.2. Challenges, Issues, and Decision Strategies

Despite being the project established on a greenfield (former agricultural area), the
municipality chose the lot for its position in continuity with an already urbanized area to
avoid excessive decentralization. The focus was placed on creating a strong relationship
between the new development and the countryside through extensive use of greenery, both
at ground level and on the roofs, as well as in the design of pedestrian paths and buildings’
alignments. On the other hand, several issues were encountered during the realization of
the district such as the absence of a well-established connection system with the rest of the
city, the presence of rural buildings within the plot, and hydrogeological risks related to
the proximity to the river and the high level of the water table in the area. Furthermore, the
inhabitants of the adjacent neighborhoods and the farmers firmly opposed the project due
to its possible future expansion [60].

4.5.3. The Planning Process

The project started in 2001 when the Bolzano municipality acquired 10,000 m2 of
farmland and turned it into buildable land. After an architectural competition held at the
European level [61], the realization of a master plan was assigned to the Dutch firm Frits Van
Dongen. During the urban design phase, several workshops were carried out together with
the political and technical representatives of the municipality, representatives of the owners,
the neighborhood council, and other actors involved in the project. Successively, the eight
lots were designed by different architectural firms after another competition organized
by the Bolzano municipality. The construction phase started in 2007 and terminated in
2014 with the realization of a public space with a mix of functions in the center of the plot.
Finally, a cycling path and a train station were built to improve the connectivity of the
neighborhood with the rest of the city.

4.5.4. Energy Concept

Before starting the architectural urban design, the energy plan of the neighborhood
was developed. It set the compliance with the highest CasaClima certification energy
standard (i.e., heating index of 30 to 50 kWh/m2y depending on the surface/volume
ratio of each building) [62]. The energy concept included passive strategies of bioclimatic
planning approach and active systems to produce electricity and DHW (Figure 15).

The compact shape of the buildings aims to maximize solar exposure and reduce
overshadowing effects by placing the higher buildings in the north part of each block with
sloped roofs in a unique direction. The PV and ST systems installed on most of the buildings
cover almost completely the DHW need for the neighborhood. Space heating during winter
and the pre-heating of the DHW is guaranteed by geothermal heat pumps and by the
district heating network, which are connected to a cogeneration plant. Space cooling in
summer is provided by a controlled ventilation system where the air is pre-cooled by the
geothermal pumps. These solutions allow a reduction of 65% of the energy consumption
compared to a traditionally built neighborhood.

4.5.5. Environmental, Economic, and Social Impacts

The environmental impact of the CasaNova district is kept low thanks to the design
approach oriented toward a strong reduction in energy consumption. An example is in the
construction method, which used reinforced concrete only for the main structure and in
the slabs, and prefabricated elements for the external walls. The prefabricated elements
allowed to cut the construction time nearly in half, and save electricity and water in situ
due to the minor use of cranes and machines. Another environmental feature is the reuse
of the rainwater thanks to the installation of four water tanks at the corners of each urban
block. The collected water is used to irrigate the green areas at the ground and roof level
and for toilets. The outdoor thermal comfort is addressed by arranging the buildings to
exploit the fresh breeze in summer and act as a protection against cold drafts in winter and
by the extensive presence of green spaces. To reduce the impact of traffic and to guarantee
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good air quality standards, only one road crosses the districts, and all parking spaces are
located underground. Finally, the large offer of affordable rental solutions and the good
accessibility achieved after the realization of a new train stop, bus connections, and cycling
paths represent a relevant economic and social impact achievement of the project.

Figure 15. Design concept of CasaNova district. At the neighborhood level: (a) urban mobility
and accessibility to the area, (b) social public spaces organization, (c) shadow cast and buildings’
morphology to reach the highest energy class according to the Italian energy certificate system.
At the building level: (d) morphology of the building block, (e) internal connections and social
spaces, (f) study of the views from the building stock, (g) study of the solar exposure and orientation,
(h) green roofs and water management system, and (i) use of RES; (Source: © Wienerbeger).

4.5.6. Approaches, Methods, and Tools

The case study aims to reduce energy consumption, maximize solar exposure, and
create a permeable urban fabric able to establish a dialogue with the countryside. The
architects’ approach reflects these objectives in the arrangement of compact-shaped build-
ings around open courtyards, with taller ones located on the north side of the blocks to
avoid overshadowing effects. The same attention is reserved for the composition of the
single housing units, where large glazed areas are used to exploit solar heat gains and every
apartment has a loggia oriented toward south or west. Finally, in 2009, Eurac Research
was appointed as technical and operational support for building monitoring. A campaign
was carried out to verify the energy consumption and internal comfort conditions, and to
compare them to the design values. The results show that seven out of nine blocks consume
more than what was calculated during the design phase. The probable causes have been
identified both on technical management and user behavior [62].

4.5.7. Lessons Learned and Recommendations

The shape, orientation, and reciprocal arrangement of the buildings demonstrated how
the preliminary planning allows reaching high energy and living standards. This approach
contributes to the energy saving of the entire district, and it lasts for its entire lifetime.
Aspects such as internal layout, choice of materials, rainwater management, use of district
heating and cooling, and integration of active solar systems are considered. It is important
for architects and city planners to have the right instruments to evaluate these factors since
the early design phases. A continuous process of verification and optimization allows to
solve technical and management problems and reach the planned energy performance. The
case study shows the importance of infrastructural connections and recreative spaces: the
district’s attractiveness is guaranteed by a new train stop, bicycle lane, green spaces, and a
multifunctional area with services.
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4.6. Similarities and Differences among the Different Built Environments

Table 3 presents the similarities and differences among the built environments.

Table 3. Similarities and differences among the different built environments.

Built
Env.

Similarities Differences
Ex

is
ti

ng
-E

xi
st

in
g

Social housing projects aiming to
improve the life quality of citizens and
the energy performance of buildings.
Active involvement of municipalities
and stakeholders highlights the
importance of a dialogue between
public and private.
Pilot studies proposing replicable
solutions and developed within the
context of European projects.
PV systems not fully integrated into
existing buildings.
Provincial or Municipal regulatory
frameworks to promote energy
efficiency.
Establishment of a monitoring phase
and involvement of researchers.

SINFONIA focuses on the
refurbishment of existing buildings.
Photovoltaic Village includes the
construction of new apartments blocks,
public spaces, facilities.
Different scales of intervention.
SINFONIA has refurbishment projects
all over the city, the realization of
DH/DC grids, air quality, and smart
mobility measures at city scale.
In Photovoltaic Village the intervention
is limited to the neighborhood scale.
Different use of RES. In Bolzano PV, ST
and geothermal heat pumps are used.
The solar systems are installed only on
buildings’ roofs. In Photovoltaic Village
only PV technology is adopted and the
installation encompasses roofs, facades,
and public areas.

N
ew

-N
ew

Use of public tenders as an instrument
to assign the design of the projects.
Aim to represent the state of the art of
technology in the sustainable building
industry and inspire replicability.
Morphologies of neighborhoods and
buildings shaped to maximize use of
sun.
Attention in connecting the new
development to the rest of the city
through the realization of public paths.
Use of green spaces as a unifying
element for the interventions and as a
way to connect it to the natural
surroundings.
Reduce traffic by limiting the number
of roads or restricting access to vehicles.
Constant dialogue between public and
private stakeholders during
the process.

Le Albere and Casanova use energy
certification (CasaClima, LEED) to
assess the sustainability level. Violino
does not.
Le Albere and Casanova include mixed
functions within the neighborhood,
while Violino has only residential
buildings.
Focus on social housing and affordable
rental solution in Violino and Casanova.
Violino and Le Albere show a higher
PV integration level than Casanova.
Adoption of a monitoring campaign
carried out by researchers in Casanova
and Violino.
Le Albere was realized on a brownfield
area, while the other two cases are
developed on greenfield sites.
Stricter urban grid limits planning
freedom in Violino compared to the
other two cases.
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Table 3. Cont.

Built
Env.

Similarities Differences

N
ew

-E
xi

st
in

g

Aim to act as inspiring and replicable
projects at national/international level.
Social housing constitutes a driving
force for the experimentation and
adoption of solar strategies at a
larger scale.
Municipalities play a coordinating and
steering role in the projects’
development.
Monitoring campaign and research
involvement to track energy
performance.
Attention to public spaces to connect
the interventions with the
surroundings.
Use of finishing colors to address
different aspects of the project (foster
variety In Violino, improve daylight in
SINFONIA).

Different level of active solar systems
integration and quality, with new
intervention generally providing better
outcomes thanks to the higher
morphological freedom.
New areas typically result in land
consumption, while acting on existing
buildings’ stock preserves the territory.
More attention to car traffic mitigation,
pedestrian-centered area, and city
connectivity in new realizations
compared to existing projects.
Easier implementation of a mix of
renewable energy sources in new
projects compared to existing
urban areas.

4.7. Agrovoltaico
4.7.1. Overview

Recent years have seen the development of solutions called “agrivoltaic” combining
the dual use of food production at the ground level with electricity generation through PV
modules located at an upper layer (Figure 16) [10,63]. The case study presented, the Agri-
voltaico ® [64], is a patented system developed by the private company REM (Revolution
Energy Maker) and tested for the first time in Pianura Padana (Emilia Romagna), a vast
alluvial plain corresponding to the river Po’s basin in Northern Italy. The area has a strong
agricultural vocation thanks to a capillary irrigational system and a flat homogeneous
morphology. These characteristics make the territory suitable for the installation of solar
systems, which can however compete with the production of food.

Figure 16. View of the dual use of land with the PV track system on the upper layer and agricultural
works at ground level (photo: © REM).

The solution proposed by REM exemplifies how a double use of land can be achieved.
The system was built in a period of strong opposition toward the realization of utility-scale
photovoltaic systems on agricultural land (Figure 17).
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Figure 17. (a) View of the PV track system during the first crop (photo: © REM); (b) aerial view of
the solar plant in landscape (photo: © REM).

4.7.2. Challenges, Issues, and Decision Strategies

The main challenges encountered during the development of the project were related
to the need to overcome the national legislation that did not allow for the installation of
large PV systems (above 1 MWp) in agricultural areas [65]. This has been possible thanks
to an innovative solution, where the PV modules are suspended 5 m above the ground
using a metal structure. Only 2% of the land is occupied by the punctual supports holding
the metal structure (in compliance with the regional regulation requiring a soil occupation
for PV installation < 10%), leaving great freedom of movement to the harvest machines
operating below. To balance the low density of the system compared to a standard one
mounted on the ground, double-axis sun-tracking devices were used for the panels. The
different configurations of the system during the day and its low density allow a minimal
impact on the total radiation falling to the ground. Regarding the decision strategy used for
the project, REM collaborated with several industrial partners, a university (the Institute
of Agronomy, Genetics and Field crops of the Università Cattolica del Sacro Cuore of
Piacenza), and local authorities to assure the design’s requirements.

4.7.3. The Planning Process

The project was realized in four phases between 2010 and 2012 and addresses land-
scape and architectural planning scales. The scope was to overcome legislative and public
acceptance barriers for the installation of PV systems in agricultural areas through an
innovative solution allowing food and energy production with the regional regulation on
land occupation. The private investor REM initially invested 2.5 million euros in the pilot
project before replicating it in two other Italian locations for a total of 30 million euros in
value including the satellite activities and nearly 700 people involved.

4.7.4. Solar Landscape

The notion of a “solar landscape” was proposed in [10], and it consists of a different
approach to the design of PV systems on the ground. The focus is not anymore on the
integration of the system in the landscape but rather the design of the system as a landscape.
This different perspective requires shifting the focus of the PVs’ planning from the sole
energy performance to a new set of paradigms, which are more in line with the ecological
burden that the creation of a new landscape implies. The pattern of the system (dense or
porous) is determined by the spatial arrangement of the modules, the type and grain of the
patch, the pattern type, and its edges (Table 4). Other important aspects are the function
of the space and its connectivity. The first aspect is related to the porosity of the system
that determines the amount of solar radiation reaching the ground and consequently
its ecological potential. No changes in the land’s function or type of cultivation were
needed for Agrivoltaico due to the high porosity of the system. The second aspect depends
primarily on the distance of the PV modules from the ground and if any fence or enclosures
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are present at the boundary of the area. The case study has a great level of connectivity
with the surrounding landscape, allowing animals, people, and harvesting machines to
easily cross the area. The installed nominal power is 3.2 MW, and it is composed of 11,535
polycrystalline PV modules tiltable on two axes using a wireless control.

Table 4. Formal functional features of the solar landscape for Agrivoltaico.

Patch type
Small Large �
Straight borders � Convoluted borders

Grain type Small patches � Large patches

Pattern Porous � Dense

Pattern type Parallel stripes � Non-parallel stripes

Edge/borders Continuous � Discontinuous

4.7.5. Site Potential

The site has a cultural value and requires the preservation of its features, being the
product of a long human transformation of a humid area into one suitable for agriculture.
Nowadays, the area is intensively exploited for the cultivation of crops thanks to the
efficient network of irrigation and flat morphology. Despite the PV system suspended
above the ground does not perform any other function than producing energy, the site
represents an example of double use of land (i.e., agriculture/food production and energy
production from PV system).

Moreover, the PV double-axis tracking system controlled by a specific algorithm allows
for optimal control of the dynamic shading on the crops, aiming at optimizing agricultural
production. The assessment of the sensitivity (low or high) of several selected landscape
factors is visible in Table 5.

Table 5. Sensitivity of landscape factors for Agrivoltaico.

Sensitivity Low High

Landform �
Landscape pattern and complexity �
Land use �
Land cover �
Settlement and manmade influence �
Historic character �
Historic features �
Inter-visibility with adjacent landscape �
Sense of remoteness �
Sense of openness �

4.7.6. Environmental, Economic, and Social Impacts

The environmental impact of the system can be considered low, since the original
use of the land is preserved and the system does not constitute a barrier in the territory.
Furthermore, it is entirely made of safe, non-polluting, and recyclable materials (as the
recycled aluminum that the trackers are made of) and its construction technique makes
it easy to disassemble at the end of the lifecycle (25–30 years) [66]. Despite the visibility
of the system changes during the day because of the tracking, no mitigation strategy was
required due to the porous pattern of the modules. Finally, the collaboration established
with local authorities since the early phases of the planning process helped to achieve an
optimal design and raised public awareness and participation.
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4.7.7. Approaches, Methods, and Tools

The company REM Tec has patented the Agrivoltaico technology worldwide. Two
solutions of sun-tracking systems are currently available, having in common the length
(12 m) and the height (4 to 5 m) of each tracker but differing in the system’s power and
the number of modules. In the first one, ten panels are installed on each tracker for a peak
power spanning between 2.5 and 4.35 KW, while the second solution presents a denser
configuration with 32 panels and peak power from 8.64 to 10.46 KW. Furthermore, the
cooperation with the Università Cattolica del Sacro Cuore of Piacenza permitted us to
understand the impact of the system on different crop species and develop optimal design
solutions combining energy and food production.

4.7.8. Lesson Learned and Recommendations

The Agrivoltaico case study demonstrates that the ecological impact of large PV
systems installed on the ground can be greatly reduced with the adoption of innovative
solutions allowing a double use of land. Barriers posed by legislation and regulations
can often be overcome through a conscious design approach and collaboration with local
authorities, industrial, and scientific partners. In the final analysis, the installation of large
PV systems has to be considered as a matter of landscape design, where the paradigm
is shifted from the sole energy production toward a more holistic approach, taking into
account the various ecological aspects of a landscape transformation.

5. Limitations of the Study

This study does not pretend to be seen as an exhaustive illustration of the status of
solar energy in the Italian urban context but it rather wishes to give a satisfactory overview
of it through exemplary cases selected and analyzed by experts in the field. The selection
of the six case studies reflects the knowledge and available information provided by the
experts during the IEA SHC Task 51 “Solar Energy in Urban Planning”. The geographical
distribution of the cases, all located in the northern part of Italy, can be considered as the
major limitation of the study. The inclusion of projects from southern regions could have
further enriched the study and investigated different climatic conditions. Furthermore,
three out of six cases are located in a single region (i.e., Trentino Alto Adige), which has
special administrative conditions compared to the rest of the country. More landscape PV
case studies should be analyzed to provide a more complete overview of this environment
as well as a critical analysis of the similarities and differences. It is also worth mentioning
that IEA SHC Task 51 was terminated in 2017; therefore, potentially relevant cases realized
after that year were not included in this paper. The ongoing IEA SHC Task 63 “Solar
Neighborhood Planning” [67,68] will partially address this issue.

6. Conclusions

In this paper, six case studies located in the Italian territory were presented and
discussed following a common template developed within Subtask C of the IEA-SHC
Task 51 “Solar Energy in Urban Planning”. The integration of solar energy in three different
environments—namely existing urban areas, new urban areas, and landscape—has been
investigated. General considerations can be outlined, allowing for a partial generalization
of the results for the entire country or at least for the administrative territory in which the
cases are located. The main lesson learned is the importance of including solar energy since
the beginning of the design process to achieve a higher level of integration.

When this basic rule is not observed and a lack of communication between experts
and stakeholders occurs, the risk of encountering pitfalls during the following phases
exponentially increases, and only sub-optimal results can be obtained. An additional
advantage of the early analysis of solar energy potential is the possibility to optimize the
urban morphology and the buildings’ form to maximize active and passive solar strategies.
Several design aspects can be controlled in the early design phases, although they tend to
crystallize rapidly as the project progress. Furthermore, an optimized design of buildings’
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masses is a passive measure that can have positive and long-lasting impacts. This aspect
is particularly visible when dealing with existing buildings, often offering limited design
solutions if not subject to deep renovation interventions. Finally, an important lesson is
the need to consider solar systems beyond their electricity generation function. This is true
when the integration occurs into buildings as well as with utility-scale landscape systems.
A set of recommendations specific for the three different analyzed environments can be
summarized as follows.

I. Existing urban areas (refurbishment):

• Deep renovation processes involving morphological and material changes repre-
sent potential successful solutions for solar systems integration as demonstrated
by the case studies SINFONIA Bolzano and Photovoltaic Village in Alessandria.

• The use of solar systems in public areas (e.g., shading devices on pergola as in
the Photovoltaic Village in Alessandria) has a high unexploited potential.

• The institution of coordinating bodies and the adoption of an integrated design
process can have a significant role in the application of energy-related measures
while improving interdisciplinarity and collaboration among stakeholders as
happened in both SINFONIA Bolzano and Photovoltaic Village in Alessandria.

• It is important to use simulation software since the early-design phases and to
focus on final-user behavior as in SINFONIA Bolzano.

II. New urban areas:

• Photovoltaics can be utilized as a distinctive architectural element and material,
which can enforce the identity and aesthetic of urban interventions as in the case
studies of the Le Albere district, Violino District in Brescia, and CasaNova.

• The shape, orientation, reciprocal arrangement of volumes, materials, internal
layout, and opening distribution are long-term passive strategies that can maxi-
mize the contribution of solar energy to building efficiency and comfort, as visible
in the case studies of the Violino District in Brescia and CasaNova in Bolzano.

• The last two points listed in the existing urban areas are also applied for new
urban areas as demonstrated in all the presented case studies such as Le Albere
district, Violino District in Brescia, and CasaNova.

III. Landscape

• The ecological impact of ground-mounted PV can be greatly reduced using
innovative solutions that combine a dual use of land.

• Barriers represented by regulations and legislation can be often overcome with a
conscious design and an early collaboration between the different involved actors.

• PV installation at the ground level should be considered as a landscape design
matter, where the pattern, patch, grain, and borders of the system are carefully
planned.
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Abstract: The achievement of the targets for reducing greenhouse gas emissions set by the Paris
Agreements and the Swiss federal law on the reduction of greenhouse gas emissions (CO2 law)
requires massive use of renewable energies, which cannot be achieved without their adoption by
the general public. The solar cadaster developed as part of the INTERREG G2 Solar project is
intended to assess the solar potential of buildings at the scale of Greater Geneva—for both industrial
buildings and for individual residential buildings—at a resolution of 1 m. The new version of the
solar cadaster is intended to assess the solar potential of roofs, as well as that of vertical facades. The
study presented here aims to validate this new version through a comparison with results obtained
with two other simulation tools that are widely used and validated by the scientific community. The
good accordance with the results obtained with ENVI-met and DIVA-for-Rhino demonstrates the
capability of the radiative model developed for the solar cadaster of Greater Geneva to accurately
predict the radiation levels of building facades in configurations with randomly distributed buildings
(horizontally or vertically).

Keywords: solar cadaster; solar potential modeling; numerical validation

1. Introduction

The massive use of renewable energies and, more particularly, solar energy is necessary
in order to meet the objectives of the Paris Agreements and the Swiss federal law on
the reduction of greenhouse gas emissions (CO2 law) [1]. As buildings are some of the
main contributors to climate change, one of the main challenges is, therefore, turning
buildings from energy consumers into energy producers. This cannot be done without the
development of tools dedicated to the evaluation of solar potential.

This massive deployment involves the evaluation of solar potential on a large scale.
In addition, the urban environment has many specific features that are to be taken into
consideration when evaluating this potential. This can be achieved with solar cadasters.

However, these tools are usually limited to the evaluation of the solar potential on
rooftops [2–5]. This limitation can be an obstacle to the development of the use of solar
energy because the potential of vertical surfaces in an urban environment can prove to be
predominant [6–9].

Thus, there is a need for large-scale tools that are able to take vertical facades into
account, in addition to roofs. From a physical point of view, the effects of surrounding
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surfaces (the ground or surrounding buildings) on the vertical radiative balance are not well
known and may appear to be non-negligible. From the point of view of solar production
potential, the issues of the variability linked to shading effects are added. Tools that are
able to consider these issues are being developed and need validation.

A solar cadaster tool is being developed at the scale of Greater Geneva, which is a
trans-border agglomeration around the city of Geneva between France and Switzerland,
and it totals an area of 2000 km2. A first solar cadaster was developed for the Canton of
Geneva only (280 km2), as presented by Desthieux et al. [10]. The goal now is to update
and extend this solar cadaster for the whole of the Greater Geneva area in the framework
of INTERREG G2 Solar. Its aim is to intensify solar energy production in the agglomeration
by mobilizing a large panel of stakeholders from public institutions, municipalities, energy
providers, the private sector, and universities. The difficulty lies in the fact that the solar
cadaster must cover a large area (2000 km2 for Greater Geneva) while providing accurate
information at a small spatial resolution and with a reasonable computation time.

The main objective of this study is to validate a solar cadaster tool by using a compari-
son with the results from other numerical tools. To this purpose, the results from the solar
cadaster are compared with those of two widely used tools: DIVA-for-Rhino and ENVI-met.
The latter, thanks to its holistic model, makes it possible to deepen the assessment of the
buildings’ photovoltaic potential by evaluating their surface temperatures.

The validation of the solar cadaster involves three different tools based on different
models and methods and with a varied field of applications. Thus, these tools are pre-
sented first, prior to introducing the methodology used. The results in terms of predicted
shortwave irradiance on both the roofs and the facades are then detailed and discussed.

2. Materials and Methods

2.1. Modeling Approaches for Radiative Transfers

Two main methods are commonly used for the evaluation of radiative transfers: ray-
tracing-based models or radiosity methods. Their principles, as well as their advantages
and drawbacks, are described in the following.

2.1.1. Ray-Tracing Methods

Ray-tracing methods consist of following the paths taken by electromagnetic rays.
There are two types of ray-tracing approaches. Forward ray-tracing methods, also called
light tracing, consist of launching rays from light sources in a set of directions. Backward
ray-tracing methods consist of following the light path backward. In this latter case, rays
are launched in a set of directions from the element of interest (the eye of an observer or an
irradiated surface). A comparison between forward and backward ray tracing is illustrated
in Figure 1.

Eye Light source

Incident RayReflected Ray

(a) Forward Ray Tracing

Eye Light source

Reflected RayIncident Ray

(b) Backward Ray Tracing

Figure 1. Illustration of backward and forward ray tracing.

For both of these methods, the directions can be random (probabilistic approach) or
set (deterministic approach). After rays have been launched, an intersection test is carried
out between each of these rays and the objects in the scene; then, new rays are cast from the
points of impact while considering the properties of the materials encountered (reflection,
transmission, absorption). This method makes it possible to take the effects of light into
account, such as refraction of light (for example, in the case of a scene comprising glasses).
The behavior of a ray at the point of intersection then depends on the refractive properties
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of the material encountered. This feature is particularly useful in the context of image
synthesis or the study of transparent media with different refractive indexes.

This method also has the advantage of making the calculation of specular reflections
possible (see Figure 2). On the other hand, it is not suitable for a calculation of diffuse
reflections (which are usually the case for urban surfaces), as these require a significant
calculation time because of the number of rays to be launched (in all directions) at each
new intersection. This method has to be coupled with a diffuse radiation model.

Light source

(a) Specular Reflection

Light source

(b) Diffuse Reflection

Figure 2. Illustration of specular and diffuse reflection.

2.1.2. Radiosity Method

The radiosity method is based on the calculation of the balance of radiosity, which is
the total radiative flux exiting a surface (W m−2). This method allows the calculation of
diffuse and reflected components of the irradiation only by solving a system of equations
involving all the objects of a scene. Taking specular reflections (see Figure 2) into account is
not directly possible with this method. However, unlike ray tracing, the calculations are
independent of the position of the possible observer (surface of interest)—the calculation is
generalized over the whole scene.

The radiosity method is based on solving the equation introduced by Kajiya [11] and
detailed in the work of Sillion and Puech [12], where the exiting power is expressed as:

B(x) = E(x) + ρ
∫

Ω
Li(x, θ, φ) cos θdω (1)

where x is a point in space, B(x) is the exiting power (emitted, reflected, and transmitted) at
point x in space (in W m−2), E(x) is the power emitted by point x (source term, in W m−2),
ρ is the coefficient of reflection of the surface, Li(x, θ, φ) is the incident power at point x
from the solid angle determined by the angles θ and φ, Ω is the set of directions (θ, φ) of
the hemisphere, and dω is the elementary solid angle (sr).

This equation can be discretized:

Bi = Ei + ρi

N

∑
j=1

FijBj (2)

where Bi and Bj are the power exiting the i-th cell and j-th cell, respectively, or the radiosity
of the i-th or j-th cell (in W m−2); this term takes into account both the term emitted and
the effect of the reflections. Ei is the power initially emitted by the i-th cell, ρi is the
reflection coefficient of the i-th cell, i.e., the fraction of the energy received that the cell
returns (unitless value between 0 and 1), N is the number of meshes of which the scene is
composed, and Fij is the form factor between the i-th and the j-th cells.

Solving the radiosity equation requires one to first know the source term Ei (known
if the source emits directly), the reflexivity ρi, which is generally known as one of the
characteristics of the materials, and the matrix of the form factors Fij, which must be
calculated because it is dependent on the studied configuration.

2.2. Tools Considered

Three different tools were considered in this study: the solar cadaster (CadSol) for
Greater Geneva (which is the one to be validated) and two widely validated tools—DIVA-
for-Rhino (DIVA) and ENVI-met (EM). Their models and applications are described in
the following.
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2.2.1. Solar Cadaster

As summarized by Desthieux et al. [10] and Freitas et al. [13], the solar cadaster tool
is a geographic information system (GIS) tool. Such tools enable one to process large
amounts of data and spatial analyses. These tools also provide automatic or systematic
environmental analyses of urban areas, such as solar radiation calculations. These are
different from tools that are classified in the category of computer-aided design (CAD).
The latter process more accurate spatial and weather data in terms of spatial and time
scales, but they require much more computing time and, thus, address the local scale
(limited sets of buildings).

The irradiance received from the direct component Ib on an element of a surface at
location x at a given time t is given by:

Ib(x, t) = BNI(t)× rb(x, t)× Sb(x, t) (3)

in which BNI corresponds to the direct normal component of the irradiance (also called
the beam), rb is the transposition factor, and Sb corresponds to the shadow cast from a
neighborhood building (Sb(x, t) = 0 if, at time t, the surface located at x is shaded by
another building, or Sb(x, t) = 1 otherwise). The transposition factor, rb, depends on
the solar elevation h and the slope of the considered surface β (β = 0 corresponds to
a horizontal surface and β = 90◦ corresponds to a vertical surface; see Figure 3). It is
calculated as rb(x, t) = sin(h(t))/cos(β(x)). The irradiance over the element of the surface
is then considered as the average of the calculated irradiances at its edges. The calculation
differences between the three tools, as described below, are illustrated in Figure 4.

Figure 3. Shadow casting of the solar cadaster, adapted with permission from [10,14].

Solar cadaster

ENVI-met

DIVA

Figure 4. Differences in terms of irradiance calculations for a mesh.

In order to model the contribution of the diffuse component to the received irradiance,
the Hay model is used. This model considers two components: a circumsolar (anisotropic)
and an isotropic component. Similarly to the direct component, the circumsolar component
is calculated at each time step by considering the sun’s position and the shadowing. For the
isotropic component, the sky-view factor is computed. In the solar cadaster, a sky model of
580 light sources is used.

The diffuse component, Id, of the solar radiation is then calculated as follows:

Id(x, t) = DHI(t)×
(

GHI(t)− DHI(t)
I0

rb(x, t) + SVF(x)
(

GHI(t)− DHI(t)
I0

))
(4)

168



Appl. Sci. 2021, 11, 8086

where GHI is the global irradiation on a horizontal surface, DHI is the diffuse irradiation
on a horizontal surface, I0 is the hourly extraterrestrial irradiation, rb is the transposition
factor as defined in (3), and SVF is the sky-view factor.

Finally, the reflected component is simply considered at the current stage as isotropic
and is estimated based on Iqbal (1983) [15] as follows:

Ir(x, t) = 0.5 × GHI(t)× ρ(1 − cos β(x)) (5)

where GHI is as defined in (4), ρ is the coefficient of reflection of the surface, as defined in
(1), and β is the slope of the surface.

More details about the calculation method and the computing tools used are available
in [10,16].

2.2.2. DIVA-for-Rhino

DIVA-for-Rhino is a highly optimized daylighting and energy modeling plug-in for
Rhinoceros. This software uses ray-tracing and light-backwards algorithms based on the
physical behavior of light in a 3D volumetric model. For hourly solar radiation, the Daysim
interface is used. Daysim has been validated by several studies to be accurate in modeling
visible-wavelength natural light for multiple sky conditions [17].

The daylight coefficient approach and the all-weather sky luminance model according
to [18] are used here. In this approach, the irradiance received on an element of surface x is
calculated as the sum of all sky segments visible from this element of the surface. For the
diffuse component, 145 sky segments are used [19] concomitantly with three ground
segments [20]. For the direct component, Daysim uses 65 sun positions; therefore, at a
specific time t, Daysim will use one of the 65 positions that is closest to the real sun position
at time t.

To calculate the complete set of daylight coefficients, two ray-tracing runs
are performed:

• One for each of the 148 diffuse and ground divisions;
• The second ray-tracing run uses 65 direct solar positions that are distributed along

the annual solar path to calculate the contribution of the direct component. For that,
65 angular light sources with a solar cone opening of 0.53 are assigned for the build-
ing model. The positions of the light sources correspond to the representative sun
positions of the building site.

The default Daysim simulation parameters were chosen. Up to two reflections from
direct solar irradiation and one reflection from diffuse sky irradiation from the environment
were considered.

Similarly to the solar cadaster, the irradiance calculated by Diva-for-Rhino for each
surface element corresponds to the average of those calculated at its vertices.

2.2.3. ENVI-Met

ENVI-met is a software aiming at simulating the urban microclimate by taking into
consideration all of the phenomena that occur in an urban environment. It is based
on coupled balance equations (including those of mass, momentum, and energy). This
involves taking the built and natural environment into account.

The ENVI-met model has been widely used in numerous studies dealing with different
issues, including the evaluation of outdoor thermal comfort [21,22], mitigation of the urban
heat island effect [22,23], or assessment of buildings’ solar and photovoltaic potential [24].

Regarding radiative transfers, ENVI-met uses a hybrid approach based on a radiosity
method (see Section 2.1.2) for the evaluation of the irradiance with a deterministic ray-
tracing method for the calculation of the view factors. As ENVI-met is under a proprietary
license, access to its code is limited. However, some information is available. Regarding
the calculation of the diffuse solar radiation, the model is isotropic. This means that there
is no difference between the different sky segments and no dependency on the actual
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position of the sun. Concerning the sky, it is divided into 414 segments (207 upward and
207 downward) [25].

Unlike the two other tools, the irradiances predicted by ENVI-met are given as that
calculated at the center of the mesh.

2.3. Case Study

The present study focuses on two fictitious districts composed of three rows and
three columns of buildings, i.e., a total of nine buildings. This ability of this kind of
fictitious district has already been proven with respect to the study of the solar potential
of neighborhoods [26–28]. In addition, it makes it possible to study the same district at
different location, depending on the weather conditions used as input for the simulations.

These two districts, which are called the homogeneous and the heterogeneous district,
have different arrangements, but they share some common urban morphology indicators,
which are listed in Table 1.

Table 1. Urban morphology indicators of the homogeneous and heterogeneous districts.

Indicator Definition Value

Shape Factor Ratio between the external building envelope
surface and the building volume 0.23

Floor Area Factor Ratio between the building gross floor area and
the site area 2.5

Site Coverage Ratio between the building footprint and the site
area 0.25

Average Building Height Average height (or rise of height) of buildings in
an urban model 30 m

Resolution 1 m
Number of meshes per roof 400

Regarding the thermo-radiative properties of the different surfaces, the coefficient of
reflection is set to 0.2 for both the ground’s and the buildings’ envelopes (vertical facades
and roofs). These values are taken as a compromise between the typical values for concrete
and soil.

2.3.1. Study of the Influence of the Mesh Resolution on the Results

The mesh sensitivity was tested on a simple configuration—presented in Figure 5—
which consisted of two buildings that were 25 and 35 m high and separated by 10 m. Three
grid sizes of 0.5, 1, and 2 m square meshes were chosen. The daily cumulative irradiation
on the south facade of the highest building is given in Figure 6. It appears that the cu-
mulative irradiation predicted by the solar cadaster increased along with the coarseness of
the resolution.

20 m

20 m

30 m

25 m

N

Figure 5. Geometry used for the study of the influence of the mesh.
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Figure 6. Cumulative irradiation for different mesh resolutions.

The influence of the mesh resolution on the results is detailed in Table 2 for the
months of February and August. The mesh resolution had an influence on the irradiation
predicted for every tool considered. Indeed, the coarser the resolution, the higher the
discrepancy in terms of cumulative irradiation. Nonetheless, DIVA, which is based on a
ray-tracing method, was less influenced by the mesh resolution, unlike ENVI-met and the
solar cadaster, which are based on radiosity methods.

Table 2. Divergence of the cumulative irradiation according to the resolution of the mesh.

February August
Resolutions
Compared

Solar
Cadaster

ENVI-Met DIVA
Solar

Cadaster
ENVI-Met DIVA

0.5 m–1 m 2.81% 1.33% 0.22% 1.11% 1.20% 0.07%
1 m–2 m 4.56% −3.93% −2.80% 3.87% 2.63% 0.3%

0.5 m–2 m 7.23% −5.33% −2.57% 4.94% 4.80% 0.4%

On the other hand, the influence of the mesh resolution was more important in Febru-
ary than in August. This was due to the sun’s lower course, which led to more shadowing.

In the particular case of the solar cadaster tool, a resolution of 2 m is, therefore,
coarse and is not recommended for an analysis of irradiation in an urban environment.
A resolution of 1 m remains acceptable for large areas, and the deviation from 0.5 m is small.
This difference is explained by the fact that the obstacles’ mutual shadows between the two
plots will be better detected and considered in every facade point with a finer resolution.

A mesh composed of square cells with a resolution of 1 m was retained for the follow-
ing study. This constituted a good compromise between the accuracy of the results and the
computation time.

2.3.2. Homogeneous Neighborhood

The homogeneous neighborhood was composed of nine identical buildings, which
were 20 m wide and 30 m high, and each was separated by 20 m, as shown in Figure 7.
In this case, the widths of the streets were the same, and so was the height-to-width ratio
(Table 3) for all of the buildings. This configuration also made it possible to have the same
sky-view factor regardless of the orientation of the vertical facade, as well as a sky-view
factor that was equal to 0.5 for the roofs. The homogeneous neighborhood provided a
simple configuration and made it easier to study the different radiative phenomena that
occurred on the buildings’ facades.
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Figure 7. Sketch of the homogeneous neighborhood.

Table 3. Urban morphology indicators specific to the homogeneous district.

Indicator Definition Value

Building Height 30 m
Street Width 20 m

Height-to-Width Ratio Ratio between the building height and the width
of the distance between buildings 1.5

Number of meshes per facade 600

2.3.3. Heterogeneous Neighborhood

As a counterpart used to make the study of radiative phenomena easier, the homoge-
neous neighborhood (see Figure 7) could not be fully representative of an actual district,
as actual districts are generally composed of buildings of different heights or random
positions. To bridge this gap, a heterogeneous neighborhood was considered as well. Its
layout is given in Figure 8.

This district is representative of a common type of actual district because of the
non-homogeneous spatial distribution of the buildings, as well as their different heights.
The buildings’ footprints and their total volume were kept constant, as were the urban
morphology indicators given in Table 1. The urban morphology indicators specific to the
heterogeneous district are given in Table 4.
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Figure 8. Sketch of the heterogeneous neighborhood.
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Table 4. Urban morphology indicators specific to the heterogeneous district.

Indicator Definition Value

Building Height 18 m to 42 m
Street Width 5 m to 25 m

Height-to-Width Ratio Ratio between the building height and the
width of the distance between buildings 0.72 to 8.4

Number of meshes per facade 360 to 840

2.4. Weather Conditions for the Study

The present study focused on two different days: 15 February, which had a short
daylight period, and 16 August, which had a longer one. These two days are representative
of a winter and a summer day for a location such as Geneva (cold and not very sunny for
the first, hot and more sunny for the second). Furthermore, the sun’s path corresponding
to these two days was halfway between the solstices and the equinoxes.

The two days were actually those for which the sun’s path was closest to the mean
paths for the months. Indeed, in order to reduce the number of simulated days (two days
to be simulated for the months of February and August instead of 59) while avoiding
the specific conditions of a given day, this study considered two representative average
days for the two considered months [10]. A representative average day (RAD) is defined,
according to Equation (6), as a day for which the meteorological conditions (including
irradiation level, temperature, and wind velocity and direction) for each hour are equal to
the average of these conditions over all days of the month (Nday). Carrying out the study
for two different months allowed us to evaluate the influence of the irradiation level on the
accuracy of the predicted results.

XRAD(t) =< Xi(t) >Nday (6)

where < · · · > stands for the time-average operator.
The two considered months had a double advantage. First, they allowed the validation

of the values predicted by the solar cadaster under low and high irradiation levels (February
and August, respectively). Second, they made it possible to evaluate the influence of the
evolution of the sun’s path over the year on the irradiance profiles.

Since the solar cadaster was developed for Greater Geneva, the fictitious districts
studied were located at this place. The data used as input for the simulations came from
the METEONORM® version 7.3 database for this city. The hourly averaged values issued
from the METEONORM database were then averaged by month according to Equation (6)
in order to reduce the computation time. Since the values used as input for the simulations
were averaged by hour, the level of irradiation was considered constant between two
consecutive hours for both the input and output data.

In this study, only the shortwave radiation (SW) was considered, as it is the most
important energy content in the solar spectrum. Thus, the waveband considered was
2500 nm. The daily profiles of the different components of the solar radiation over Geneva
for the representative days of the months of February and August are given in Figure 9.
The direct shortwave radiation represents the amount of energy that comes straight from
the sun, while the diffuse part is the amount of solar radiation reflected by the atmosphere
prior to hitting the ground. The total shortwave radiation is the sum of the direct and the
diffuse parts.

Although the overall evolution of the shortwave radiation is similar between February
and August, differences are noticeable. Indeed, the maximum in terms of GHI is two times
higher in August. This is mainly due to the direct part of the solar radiation, which exceeds
350 W m−2 in August, in comparison with 150 W m−2 in February.
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Figure 9. Shortwave radiation used as input.

3. Results

The validation of the solar cadaster radiation model is a multi-step process. In the
first step, the focus is on the horizontal surfaces of the homogeneous district because they
are subject to a smaller number of phenomena. In the second step, the mean irradiance
values over the vertical facades of the central building (see building 5 in Figures 7 and 8)
are studied. Finally, the spatial distribution of the irradiance is analyzed.

3.1. Mean Irradiance over the Unshaded Horizontal Surface

The mean irradiance level over the roofs is given in Figure 10. For the homogeneous
district (see Figure 7), the irradiance level is the same for the roofs of the nine buildings,
since they are not subject to shading effects. Regarding the heterogeneous district, the irra-
diance level is the that of buildings 6 and 7 (see Figure 8), which are the highest buildings.

This comparison demonstrates the ability of the solar cadaster to accurately reproduce
the basics of the solar conditions (including the beam horizontal irradiance (BHI) and the
diffuse horizontal irradiance (DHI)). This first preliminary analysis allows us to ensure
that the results of the modeling of the global horizontal irradiance (GHI) are the same for
all tools. In other words, the difference that will be observed in what follows will be the
consequence of the presence of shading and the inclination of the facades.
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Figure 10. Spatial average of the irradiance received on the unshaded roofs (homogeneous neighbor-
hood or buildings 6 and 7 of the heterogeneous neighborhood).

3.2. Mean Irradiance over the Vertical Facades

The goal of this study is to demonstrate the ability of the solar cadaster to pro-
vide accurate results for vertical facades. The results for the homogeneous district are
given in Figures 11 and 12, while the results for the heterogeneous district are given in
Figures 13 and 14. It appears that the values predicted by the solar cadaster are in good
accordance with the values predicted by DIVA-for-Rhino and ENVI-met.
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Figure 11. Spatial average irradiance received on the facades for the homogeneous district in February.
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Figure 12. Spatial average irradiance received on the facades for the homogeneous district in August.

The different orientations of the facades make it possible to evaluate the prediction
of the irradiance level for different solar conditions. Indeed, the north facade is mainly
irradiated by the diffuse and reflected parts of the solar radiation, while the proportion of
direct radiation is higher for the south facade. The east facade is directly irradiated in the
morning, while the west facade faces the sun later in the day.

Regarding the level of irradiation, it does not have an influence on the concordance of
the predicted values. Indeed, the results for the summer day are, in general, as accurate as
those for the winter day. The differences between the results of the tools—quantified here
with the normalized root mean squared error (NRMSE)—are not significantly impacted
by the month of the year considered (see Table 5). The NRMSE values are calculated from
differences between the daily profiles of the spatial average irradiance received on the
facades and those predicted by the solar cadaster and ENVI-met on the one hand or by the
solar cadaster and DIVA-for-Rhino on the other hand.

In both cases, the NRMSE remains lower for the roofs (less than 1 % for the roofs versus
4 % to 25 % for the vertical facades; see Table 5). This demonstrates the good accordance
between the three tools with respect to the evaluation of the incident radiation on the roof,
which are without a mask or reflection here. The observed differences for the vertical
facades, which result in an increase in the NRMSE in the last four lines in Table 5, are then
due to a difference in the consideration of masks and inter-building reflections.

Table 5. Normalized root mean squared error of the predicted level of irradiance (%) for the homoge-
neous district.

February August
Facade ENVI-Met DIVA ENVI-Met DIVA

Roof 0.37 0.97 1.18 · 10−5 0.85
North Facade 9.45 6.59 15.72 14.72
South Facade 16.76 24.59 13.58 10.08
East Facade 12.06 10.81 10.06 7.70
West Facade 7.29 9.53 4.41 5.07
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Nevertheless, the time of the year does not influence only the level of irradiance,
but also the sun’s path. Indeed, regarding the north facade (see Figures 11–14), the results
from the solar cadaster are close to the those from DIVA-for-Rhino and ENVI-met (although
a bit overestimated). Nonetheless, one peak can be observed in the results at 6:00 a.m. in
the month of August (see Figure 12), which is not present for the same facade in February
(see Figure 11). This difference in terms of the profile over time for the irradiance level is
due to the evolution of the sun’s path over the year. Indeed, during the month of August,
the sun rises in the north-east and sets in the north-west, while it rises in the east and sets
in the west in February.

The sun’s path has an influence on the level of irradiation as well. Indeed, in the
month of February (Figure 11), the south facade shows a slight decrease around noon,
which is not present in the GHI (see Figure 9). This decrease is actually due to the shadow
cast by building 2 on the central building (see Figures 7 and 8). This does not occur in
August because the sun’s path is high enough for the shading effect not to occur.

The results for the heterogeneous district make it possible to evaluate the ability of the
solar cadaster to accurately predict the irradiation level for a more complex city. Indeed,
the buildings are randomly located in this case (see Figure 8). The results for the two
months considered are given in Figures 13 and 14.

It appears that the morphology of the neighborhood, although it is more random
and complex than that of the homogeneous neighborhood, does not have a significant
negative impact on the accuracy of the results predicted by the solar cadaster, which are
in good accordance with those of DIVA-for-Rhino and ENVI-met (see Tables 5 and 6).
Nonetheless, the level of solar irradiance over the different facades is lower in the case of
the heterogeneous district than in the case of the homogeneous one. This can be explained
by the fact that the central building is smaller than those around it and is thus subject to
more of a shading effect.
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Figure 13. Spatial average irradiance received on the facades in the heterogeneous district in February.

177



Appl. Sci. 2021, 11, 8086

East Facade West Facade

North Facade South Facade

02:00 06:00 10:00 14:00 18:00 22:00 02:00 06:00 10:00 14:00 18:00 22:00

0

100

200

300

0

100

200

300

16 August

Ir
ra

di
at

io
n

(W
h

m
−2

)

Tool Solar cadaster ENVI-met DIVA

Figure 14. Spatial average irradiance received on the facades in the heterogeneous district in August.

Table 6. Normalized root mean squared error of the predicted level of irradiance (%) in the heteroge-
neous district.

February August
Facade ENVI-Met DIVA ENVI-Met DIVA

North Facade 32.46 28.00 36.30 32.98
South Facade 12.11 10.09 12.45 7.76
East Facade 22.46 18.72 18.66 21.54
West Facade 26.69 25.30 21.22 21.01

3.3. Irradiance Maps

Although the results presented so far show a good accordance between the three
tools, a consideration of the spatial mean value alone is not sufficient. Indeed, as shown
in Figures 15 and 16, the range of the level of irradiance received over the facade can be
very important.

The range of the predicted values may be due to the method of modeling radiative
phenomena (ray-tracing or radiosity) or the shading effect. The latter may have an im-
portant impact on the level of irradiance. Thus, the study of the mean irradiance over the
facades needs to be complemented with the study of irradiance maps.
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Figure 15. Distribution of the irradiance over the vertical facades for the homogeneous district
in February.
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Figure 16. Distribution of the irradiance over the vertical facades for the homogeneous district
in August.

The level of irradiance on unshaded roofs appears to be perfectly homogeneous and
equal for the three tools considered, and it corresponds to the sum of the BHI and the DHI
when given as the input of the simulation.
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Nevertheless, the level of irradiance on the vertical facades depends on the orientation
of the facade, the time of the day, and the time of the year. The levels of irradiance for the
south facade of the central building of the homogeneous district are given in Figure 17.
Figure 17a–c show the results for the month of February, while Figure 17d–f show the
results for the month of August.

Regarding the data, not all are used for comparisons. All of the facades of the buildings
are 20 m wide. However, the data at the edges of facades were not analyzed. Indeed, these
data are difficult to compare because of the difference in terms of the calculation method
for the three tools considered (depending on the tool, irradiance is considered as that at the
center of the mesh or as the average over it); see Figure 4. This source of difference, due
to the schemes specific to the tools, does not lead to a significant difference in the results,
except at the edges of the facades.
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Figure 17. Irradiance map of the homogeneous district for the south facade over 12 h.

The irradiance levels appear to be more homogeneous on the south facade for the
month of August than for the month of February. This can be explained by the sun’s higher
path at this time of year. The greater range in terms of value (see Figures 15 and 16) is
then due to the shading effect, which is more intense in February and leads to a range of
irradiance of 50 W m−2 over the south facade in August in comparison with 350 W m−2

in February.
Regarding the level of irradiance predicted by the solar cadaster, which is shown in

Figure 17a,d, the values are similar to those predicted by ENVI-met and DIVA-for-Rhino.
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Nevertheless, although the predicted irradiance levels are close to each other, there are
two particular points. First, the shape induced by the shading is not exactly the same for the
solar cadaster and ENVI-met on the one hand and for DIVA-for-Rhino on the other hand.
The latter predicts a smoother evolution of the predicted irradiance level. This smoothness
is due to the method used for the evaluation of the radiative phenomena; DIVA-for-Rhino
uses ray-tracing while ENVI-met and the solar cadaster use the radiosity method. The
second point is how the irradiance is evaluated. ENVI-met considers the irradiance to be
that at center of the mesh, while DIVA-for-Rhino and the solar cadaster consider it to be
the average of the irradiance over the mesh. In the case of DIVA-for-Rhino, it reinforces
the smoothness of the evolution of the irradiance over the facade. Concerning the solar
cadaster, this has an impact at the edge of the shade (the horizontal purple line at the height
of 17 m in Figure 17a).

4. Discussion

The results presented so far show a general good accordance between the three tools
considered in terms of both the mean values the irradiance maps. Nevertheless, two points
must be noted:

1. The prediction of the irradiance is highly sensitive around sunrise and sunset;
2. A slight time offset between the results of the different tools seems to be present.

Regarding the sensitivity of the predicted irradiance, the highest discrepancies be-
tween the results of the tools appear at the first or the last hour of sunshine (see the north
and the west facades in Figure 12). These discrepancies are due to a lack of precision
between the calculation of the sun’s path and the level of irradiation. This shift has only a
slight incidence on the prediction of the irradiance during the day, but sees its influence
strongly increase when the sun is close to the horizon. A sunrise that is predicted too early
in the morning results in an overestimation of the predicted irradiance at this time of day,
while a sunset predicted too late in the evening results in a peak of the predicted irradiance
before the dusk.

Figure 17 shows the existence of a time lag between the three tools studied. Indeed,
the shapes of the shadow on the south facade are different among the results of the solar
cadaster (Figure 17a), ENVI-met (Figure 17b), and DIVA-for-Rhino (Figure 17c). This
offset has only a slight influence on the results. Nonetheless, this impact may increase
incrementally, especially early in the morning or late in the evening, as mentioned before
(see the north facade in Figure 12).

5. Conclusions

The solar cadaster has proven its ability to provide accurate results in terms of the
level of irradiance on both roofs and vertical facades. Indeed, the results predicted by the
new version of the solar cadaster developed for Greater Geneva are in good accordance
with those predicted by ENVI-met and DIVA-for-Rhino.

Regarding the concordance of the results, the non-shaded horizontal surfaces match
almost perfectly. This is not the case for the shaded facades and vertical facades, but the
results are very satisfactory. The differences observed between the tools come from the
differences between the models in terms of diffuse radiation, the evaluation of reflections,
or shading.

Finally, the solar cadaster provides precise results at a low spatial resolution while
keeping the computation time low. It ranges from a few hours for the solar cadaster and
DIVA-for-Rhino to a few days for ENVI-met. It can therefore be used on a large scale and
can prove to be a reliable tool for promoting and intensifying the use of solar energy on
the scale of Greater Geneva. However, work is in progress to improve the modeling of
reflected components and, thus, the reliability of the tool for more complex geometries.
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Abstract: In order to achieve the EU emission reduction goals, it is essential to renovate the building
stock, by improving energy efficiency and promoting total decarbonisation. According to the
2018/844/EU Directive, 3% of Public Administration buildings should be renovated every year. So
as to identify the measures to be applied in those buildings and obtain the greatest reduction in
energy consumption at the lowest cost, the Directive 2010/31/EU proposed a cost-optimisation-
based methodology. The implementation of this allowed to carry out studies in detail in actual
scenarios for the energy renovation of thermal envelopes of public schools in the city of Valencia.
First, primary school buildings were analysed and classified into three representative types. For each
type, 21 sets of measures for improving building thermal envelopes were proposed, considering
the global cost, in order to learn about the savings obtained, the repayment term for the investment
made, the percentage reduction in energy consumption and the level of compliance with regulatory
requirements. The result and conclusions will help Public Administration in Valencia to draw up an
energy renovation plan for public building schools in the city.

Keywords: public school buildings; energy efficiency; optimal cost; energy renovation; public
buildings

1. Introduction

It is a fact that the European Union is embarked on a path towards the conversion of
economy and society with the aim of locating both of them in a more sustainable territory.
A strategic framework is determined to promote a thriving, modern, competitive and
climate-neutral economy. Among long-term objectives, a reduction of 90% of emissions by
2050 is included, compared to the levels in 1990 [1]. Currently, 36% of the EU’s CO2 gas
emissions comes from the building stock, and almost 50% of final energy consumption is
used for heating and cooling [2]. Therefore, to achieve these goals it is essential to renovate
the building stock, by improving the energy efficiency and fostering total decarbonisation.

The current rate of building renovation is between 0.4% and 1.2%. This means that, in
order to reach long-term European targets by 2050, it is necessary to double the rate of inter-
ventions in existing buildings [3]. Europe is driving a wave of renovation, prioritizing the
improvement of the worst energy-efficient buildings, including schools and hospitals [4].

According to the 2018/844/EU Directive, 3% of public administration buildings
should be renovated every year. However, the large number of properties, the lack of
financing, information and planning are some of the obstacles found.

After checking some interventions in Spanish schools, the aforementioned drawbacks
make performances consequently be carried out in two ways: a comprehensive renovation
of each building or a phased renovation. The latter allows simultaneous performance
in several buildings by improving a specific element, for example, windows, facades,
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heating systems, lighting, etc., or by installing renewable energy equipment. Based on the
mentioned points, a simultaneous enhancement in several buildings makes it possible to
jointly promote performances, to save time in project preparation and processing, as well
as favour a further provision of financial assistance, since the projects are promoted by the
public sector.

The main issue is that public administrations do not always have enough data or
studies on school buildings or potential improvement scenarios, so there are no results
that could be obtained in terms of energy saving. This means that, for example, the same
renovation measure is implemented in all types of buildings, without knowing that whether
in some of them a reduction of the energy demand before renovating heating systems could
be necessary. Moreover, another example is those building types in which improvements
in facade insulation could be suitable instead of window replacement.

So as to establish those performances with the greatest reduction in energy consump-
tion at the lowest cost, the Directive 2010/31/EU proposed a cost optimisation methodology.
Regarding its implementation in schools, the cost-optimal reports in the EU countries dur-
ing 2018 [5] show that, whereas for the residential building sector some reference buildings
have been established in all countries, for those buildings in the tertiary sector, in particular
school buildings, not all countries have drawn up reports on them. Moreover, in those
studied, there is no building classification, for example, they are grouped as “educational
buildings” or “schools,” as in the case of Slovakia and Germany, in which only a single
building type is studied. Another example can be found in the Czech Republic with a
“nursery school” or in the United Kingdom, with a “secondary school.” Ferrara et al. [6]
made a review on 88 scientific works based on the implementation of optimal-cost based
analysis of calculation methods for designing and optimizing nearly zero-energy buildings
in Europe. They show that only 4% of the papers studied include school buildings as
case study.

The implementation of this methodology in school buildings shows great potential
of growth. In addition, it provides local authorities with specific data on energy saving,
maintenance costs, interventions, repayment terms, etc.

Furthermore, some studies on energy renovation in school buildings are worth men-
tioning. Several of them propose renovation measures for thermal envelopes, heating and
lighting systems, use of renewable energy sources, etc. For example, Stocker et al. [7] use
a calculation method focused on a standard energy demand with life cycle cost methods.
Their results show that the optimal performance according to costs represents a value
around 50 to 60 kW h/m2p.a regarding heating and cooling energy demand. Likewise,
Dalla et al. [8] implemented cost-optimal methodology in some existing school buildings
located in the north-east of Italy. They propose 120 sets of measures, including interven-
tions in thermal envelopes, in systems (photovoltaic system and lighting replacement)
and replacement of thermal generators (condensing boiler, biomass boiler or electrical
heat pump).

Other authors tried to identify measures that enable to reach nearly zero energy
building (nZEB) through an analysis from the cost-benefit perspective, as in the case
of Lou et al. [9] who look into energy saving and electricity production schemes in a
specific school building by using the building energy set eQUEST. The results show that
improvement measures such as high-performance in building thermal envelopes, energy-
efficient air-conditioning systems and lighting fixtures, as well as building-integrated
photovoltaic panels (BIPV), allow to obtain zero energy buildings. Gaitani et al. [10]
analysed some school buildings in terms of energy efficiency and cost optimisation, and
designed a comprehensive action plan for renovation, a Technical and Financial Toolkit.
Likewise, this study is framed within the European project ZEMedS, focused on the
renovation of schools in the Mediterranean area to reach nZEB. With the aim of upgrading
school buildings and turn them into nZEB, Ferrari et al. [11] focused their research on
criteria laid down for the intervention on historical school buildings officially protected
by the Italian Cultural Heritage. They assessed an Italian historical school building, and
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proved that the nZEB goals could be reached by retrofitting the building itself through
measures compatible with the constraint arising from the protection of cultural heritage,
and significantly reducing primary energy consumption. Marrone et al. [12] state that
a large number of the Italian school building stock has implemented energy retrofitting
measures, but the strategies suggested are often taken according to the best and most
common practices (considering average energy saving), but not supported by a proper
energy research. They evaluated 80 Italian school buildings by using cluster analysis, so
as to provide a methodology capable of identifying the best energy retrofitting measures
from the cost-benefit viewpoint. Mora et al. [13] state that a large number of Italian schools
were built before the entry into force of energy and seismic regulations. Therefore, they
simultaneously studied energy retrofitting and seismic upgrading in one school building.

The European project SHERPA (Share knowledge for Energy Renovation in buildings
by Public Administrations) [14], is aimed at strengthening the abilities of public adminis-
trations at regional and local level to improve energy efficiency in their public buildings’
stock, and reduce CO2 emissions. Soto et al. [15] describe the general auditing protocol
devised by SHERPA and illustrate by carrying out an audit in one school building. They
conclude that in the case of school buildings, in order to reach nZEB, energy efficiency is
not always profitable (unless photo-voltaic energy is produced in situ). However, there are
other benefits, such as improving comfort and preparing for the climate change.

In order to ease decision-making in future interventions, Jradi [16] identifies the impact
of renovation measures on buildings, once enhancements in school buildings are made.

Before proposing different improvement energy measures, some authors establish
a classification of school buildings according to different types based on energy factors,
year of construction, building geometry, etc., which enable to find renovation solutions
for each type. For example, Arambuela et al. [17] suggest a cluster analysis method that
supports the definition of representative architectural types, and the identification of a
small number of essential parameters, to assess energy consumption for air heating and the
production of hot water in 60 schools in Treviso, Italy. Dimoudi et al. [18] also look into the
development of school building types over the time within a Greece region, identify the
most representative building types and propose seven improvement scenarios. Likewise,
in order to classify the public school buildings in Rome, Santoli et al. [19] make use of
data on schools, such as composition, (in terms of number, type and size of buildings),
energy label of buildings in property of the municipality, which describe quality in terms of
energy consumption for building’s thermal envelopes and energy consumption, as heat is
transferred from several thermal power plants to school buildings. Katafyogiotou et al. [20]
and Castro [21] are authors that should be mentioned as an example of classification models.
They propose improvement measures in representative school building types in Cyprus
and northern Spain.

Through their analyses, Ferrara et al. [6] define two different methods used for the
selection of measures in cost-optimal studies. The first one is a manual approach (selecting a
defined number of sets of measures and calculating and comparing the global cost values),
the other is an automated search (using computer-generated optimisation algorithms).
They also establish two methods for energy performance calculation: one simplified
(using simplified methods, for example, the quasi-steady state method defined by the
UNI EN 13790 standard, and national implementations) and another dynamic (using
dynamic simulation tools that allow detailed and precise energy results). According to this
classification, this article uses a manual selection method and a simplified performance
calculation method.

This article shows the results of adopting the cost-optimal methodology for housing
developed by the IVE (Instituto Valenciano de la Edificación, the Valencia Institute of
Building), for school building assessment. Specifically, this study applies this methodology
to 3 schools within the city of Valencia, looking into energy performance and proposing
a series of sets of improvement measures in thermal envelopes. Each school building is
representative of a group in the city. As a result, a tool is obtained to identify the type-

187



Appl. Sci. 2021, 11, 5108

energy saving and CO2 emissions through each set of measures, as well as the global cost
over 30 years.

On the other hand, Spanish energy saving regulation, the CTE DB HE [22], sets out a
number of requirements or demands for retrofitted buildings. This article also highlights
these requirements, and shows to what extent they would be complied with each set of
measures proposed.

Finally, the tool or system used and the analysis of the results provide a series of
indicators on its usefulness as instruments and data for Public Administration to enable
decision-making and planning energy renovation in similar school buildings.

2. Materials and Methods

2.1. Cost Optimisation Methodology

The methodology used in this study is that established for building energy renovation
by the Directive 2010/31/EU on energy efficiency in buildings [23], and the Delegated
Regulation 244/2012/EU complementing such directive, in particular the cost optimisation
methodology [24]. According to Annex 1 of the regulation, this methodology is structured
in the following sections:

1. Setting representative buildings.
2. Identification of energy efficiency measures, as well as improvement measures based

on renewable energy sources and/or sets of variants of both types of measures
applicable to each reference building.

3. Calculation of primary energy demand, resulting from implementing the measures
and sets of measures defined for reference buildings.

4. Calculation of global cost as annual net value for each reference building.

Likewise, in the study for the energy analysis of representative buildings and improve-
ment measures, Ce3X v2.3 is used, the Spanish computer software for energy calculation
that also verifies the compliance with the CTE DB-HE.

For global cost calculation, a tool developed by the IVE was used, which had been
previously applied to different studies on residential buildings.

2.1.1. Buildings under Study

In the city of Valencia there are approximately 90 public primary schools. For this
research, general data regarding 135 school buildings was obtained, corresponding to
79 schools.

An analysis of construction and architectural features of these buildings has enabled
to group them together into six different building types.

The study is focused on three building types (A, B and C). These were built before the
entry of the first Spanish Regulation on thermal characteristics of buildings NBE CT 79
into force, so none of them has thermal envelope insulation, nor have they been recently
renovated because of their relative age.

The main factors that differentiate these school building types are structure and date
of construction. Type A building was built using brick load-bearing walls and metal joints,
and types B and C were built using a concrete structure. In type A the roof was made of
ceramic tile mounted on wood, whereas the roof in types B and C was built by using a
slab flat or pitched under the layers that make up the roof. Type B and C buildings have
wooden windows, whereas type C includes metal windows.

In addition to these construction differences, the design and interior spaces vary
according to the three types. Type C buildings are elongated or L-shaped buildings, their
facade has a historicist character, and were built between 1945 and 1955. Type B buildings
were built in the 1960s and follow the designs of the Modern Movement. They have a
greater number of floors and are elongated in shape. Type C buildings were built in the
1970s and they are X or XX-shaped (Figure 1).
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Figure 1. Examples of X or XX-shaped buildings.

These three building types (A, B and C), represent a total of 6, 11 and 29 schools
respectively, that is to say, 46 school buildings.

For each type, a representative model school building is selected (Figure 2). They were
built from school prototypes, adapting the architectural design to the site itself. This makes
selected school buildings be representative in the city of Valencia, and also in other towns
and municipalities.

   
(a) (b) (c) 

Figure 2. Representative school buildings in the city of Valencia built before 1979. (a) Type A school; (b) type B school;
(c) Type C School.

Type A and B buildings have a high historical value (listed or officially protected),
or a unique architectural design. This means that any energy renovation cannot alter the
building geometry and exterior design.

Although some of them have undergone minor renovations, such as window replace-
ment, the initial condition of the buildings is taken for the energy study as a reference, and
former potential improvements are ignored, so that they serve as a baseline to any building
type. Table 1 includes the main characteristics of each building type, and Table 2 shows the
thermal transmittance of construction elements in the thermal envelope for each building
type in its initial state considered for energy study.
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Table 1. Specifications and characteristics of building types.

Thermal Envelope Element Type A Type B Type C

Construction date 1947 1957 1975

Constructed area 1634.77 m2 1002.70 m2 2595 m2

Living area 785.89 m2 525.42 m2 1993.27 m2

Number of floors 2 3/4 2

Climate zone B3/IV B3/IV B3/IV

Use 8 h 8 h 8 h

Roofs

Curved ceramic roof tiles over
ceramic brick board, wooden
structure, highly ventilated air
chamber, false ceiling made of

cane, plaster.

Ceramic tiles, mortar, ceramic
brick boards, waterproof
protection, horizontal air
chamber, reinforced with

concrete slab floor, plaster.

Ceramic tiles, mortar,
waterproof protection,

reinforced with concrete slab
floor, plaster.

Facades
Rendering mortar, brick wall

(thickness: 40 cm/50 cm),
plaster.

Rendering mortar, double
perforated brick wall with a

vertical air chamber
(11 + 5 + 4 cm), plaster.

Double perforated brick wall
with a vertical air chamber

(11 + 7 + 7 cm), plaster.

Windows and doors Wooden windows and metal
single-glazed doors

Wooden windows and metal
single-glazed doors

Metal single-glazed windows
and doors. Rolling shutter

Heating System Electric radiator/s in each
room

Electric radiator/s in each
room

Central heating through diesel
oil boiler with multiple water
circulation pumps and iron

radiator/s in each room

Hot Water System Electric hot water boiler for
kitchen and pre-school toilets

Electric hot water boiler for
kitchen and pre-school toilets

Electric hot water boiler for
kitchen and pre-school toilets

Table 2. Thermal transmittance, U (W/m2K), of construction elements in thermal envelope of representative school
buildings in their initial state L0.

Thermal Envelope Element Type A Type B Type C

Facades 1.1/0.92 2.94/1.33 1.41/1.29
Roofs 4.17 2.33/1.79 1.79

Windows (single glazed/structure) 5.7/2.2 5.7/2.2 5.7/5.7

2.1.2. Energy Efficiency Measures and Sets of Measures

This study is focused on proposing passive renovation measures, that is to say, mea-
sures to implement in the thermal envelope, so renewing air conditioning system, ventila-
tion, lighting, renewable energy, etc., is not considered.

The buildings selected represent a group of school buildings according to specific
architectural aspects, but many of them are part of a school complex, where other build-
ings are introduced, such as classrooms, canteens, gymnasiums, etc. This involves that
requirements differ according to different typology, although the design and construction
time of the main building are similar.

On the other hand, facility renovations are driven by the time when the existing
ones break down or when a necessary renovation due to obsolescence is convenient
and affordable. It would be unrealistic to plan the sudden replacement of all the facilities
existing in school buildings. For all these reasons, the energy renovation measures proposed
are aimed at reducing the energy demand in buildings.

The passive measures outlined are window and door replacement (W), including solar
protection elements, and insulation upgrading in facades (F) and roofs (R). These measures
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can be implemented separately or combined with each other, resulting in the improvement
of seven elements or combinations of elements of the thermal envelope.

In addition, three levels of energy demand are considered in relation to the transmit-
tance of thermal envelope elements (L1, L2 and L3). These values are set according to
specific regulatory requirements.

In particular, the intermediate level, L2, includes the minimum values set by current
Spanish regulations on energy efficiency, the CTE DB-HE 2019 [22]. Level L3 corresponds
to the guideline values of transmittance provided in Annex E of the aforementioned
regulation, for pre-dimensioning construction solutions in private residential buildings.
With these values, the requirements established for the global heat transmission ratio
through the thermal envelope are fully met.

The strategic energy renovation in school buildings introduces a first level, L1, whose
transmittance requirements are less restrictive than those set by current regulations. Thus,
transmittance values in this level meet minimum requirements set by the same regulations
in its initial version CTE DB-HE 2006 [25]. This is proposed with the aim of analysing
whether requirements established by the former regulation reach cost-optimal results
similar to those obtained with the conditions currently required.

Transmittance for each requirement level is shown in Table 3.

Table 3. Thermal transmittance, U (W/m2K), of thermal envelope elements according to different
energy demand levels.

Thermal Envelope Element L1 1 L2 2 L3 3

Facades 0.82 0.56 0.38
Roofs 0.45 0.44 0.33

Windows 3.3 2.3 2
1 CTE DBHE-2006. Values according to Table 2.2.-HE1 for climate zone B3. 2 CTE DBHE-2019. Values according
to Table 3.1.1a-HE1 for climate zone B. 3 CTE DBHE- 2019. Values according to Table a-Annex and HE for climate
zone B.

In total, 21 sets of improvement measures are proposed for the energy renovation
strategy, according to each building type, combining three energy demand levels (L1, L2
and L3) and seven sets of improvement measures for thermal envelope elements (Table 4).

Table 4. Set of measures for thermal envelope according to a combination of energy demand levels
and elements in thermal envelope to be renovated.

Thermal Envelope Element L1 L2 L3

Windows (W) L1 W L2 W L3 W
Facades (F) L1 F L2 F L3 F
Roofs (R) L1 R L2 R L3 R

Windows + Facades (WF) L1 WF L2 WF L3 WF
Windows + Roofs (WR) L1 WR L2 WR L3 WR

Facades + Roofs (FR) L1 FR L2 FR L3 FR
Windows + Facades + Roofs (WFR) L1 WFR L2 WFR L3 WFR

The improvement measures proposed for representative school buildings, type A and
B, whose geometry and facade design cannot be altered, are found in facades, introducing
inner insulation plasterboard lining with metal framing, and on the inside of sloping roofs
in type A buildings, through a removable plaster false ceiling with thermal insulation. Both
for facades and flat roofs in type C buildings, different exterior thermal insulation systems
are proposed.

The type of insulation and the thickness used for facades and roofs, as well as the
characteristics of glazing are different, depending on the transmittance to be obtained.
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2.1.3. Calculation of Global Costs of Sets of Measures

The calculation of global costs of sets of measures is made for a period of 30 years, as
established by the Delegated Regulation 244/2012/EU for public buildings.

The global costs include those related to the intervention itself, building consump-
tion and maintenance during the calculation period. Following the regulation, for cost
calculation of each set of measures, the initial investment is considered (CI), as well as
replacement costs, disposal costs, annual energy costs and annual rise in energy price, the
annual maintenance cost of measures, as well as the residual value of elements added.

The Equation (1) used for global cost calculation is:

Cg (τ) = CI + ∑j [∑i=1 (τ) (Ca,i (j) × Rd (i)) − Vf,τ (j)] (1)

In which: τ indicates the calculation period; Cg (τ) indicates global cost (referred
to starting year τ0) over the calculation period; CI indicates initial investment costs for
implementing measure or set of measures j; Ca,i (j) indicates the cost per year, i for measure
or set of measures, j; Vf,τ (j) indicates residual value of measure or set of measures j at
the end of the calculation period (discounted of the starting year τ0); and Rd (i) indicates
discount factor for year i.

Consequently, the optimal cost of measures or sets of measures would be that with
the lowest energy consumption at the lowest global cost per m2 and year. As an example,
to facilitate understanding and subsequent interpretation of global cost graphs, a graph is
included (Figure 3). It shows the resulting cost-optimal curve (orange line), the initial state
of the building (L0), the global cost in the initial state (red line) and the optimal-cost sets of
measures (green line).

Figure 3. Example of cost-optimal graph. Correlation between the 30-year global costs of sets of
measures proposed per m2, and building’s primary energy consumption per m2 and year.

The sets of measures with global cost above the optimal cost in the initial state (L0)
have a period to recover initial investment longer than the calculation period itself, in this
case over 30 years.

2.2. Implementing Legislation

The Spanish regulation on energy efficiency, the Technical Building Code DB-Energy
Saving (CTE DB-HE) [22] contains basic requirements on the matter, which have been
modified in accordance with the directives and goals set by the EU.
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Currently, regarding energy demand levels for energy saving, the CTE DB-HE es-
tablishes maximum transmittance (Ulim) for thermal envelope elements, both new and
renovated, and a global ratio of heat transmission through thermal envelope (Klim). It also
limits consumption of non-renewable primary energy (Cep,nren) and total primary energy
consumption (Cep,tot).

On the other hand, concerning renovation of specific buildings, the regulation allows
greater flexibility in obtaining some values required, as in the case of buildings with
significant architectural value. In the same way, it classifies interventions into small or
large ones, and sets limits or requirements according to the type of performance.

This study also analyses requirements for each building type, and the level of compli-
ance with regulation, based on the sets of measures to be implemented.

3. Discussion on Results

3.1. Results on Global Costs of Measures and Primary Energy Consumption

It should be emphasised that each school building is studied in the initial state
at an energy demand level, L0, subsequently implementing sets of measures, as seen
in Sections 2.1 and 2.1.2.

As a result of relating 30-year global costs per m2 to each set of measures and the
consumption of primary energy per m2 and year, the graphs obtained show an optimal
intervention cost for each school building type (Figure 4a–c).

Overall, it is noted that, in the three building types, for the same combination of mea-
sures, as in the WF thermal envelope elements, the energy demand levels (L1, L2 and L3)
do not imply great differences in terms of global costs and resulting energy consumption.
The graph clearly shows how different combinations of measures are grouped together
according to construction elements enhanced.

Moreover, when comparing the graphs of representative building types it is clear what
set of measures or thermal envelope elements obtains optimal costs.

For type A buildings, sets of measures introducing roof insulation obtain a greater
reduction in energy consumption at the lowest global cost over 30 years. In this case, and
depending on the energy demand level in terms of transmittance, consumption reduction
regarding the initial state (L0) is between 24.5% and 25.3%, for interventions on the roof (R);
between 28.1% and 30.2%, for improvements in facade and roof (FR); between 30.8% and
32.2%, for windows and roofs (WR); and between 34.8% and 38.1%, if the three thermal
envelope elements (WFR) undergo improvements. The energy saving gained would enable
to recover initial investment in such improvements within 4–5 years (R), 5–6 years (FR),
15 years (WR) and 14 years (WFR). The cost-optimal levels of interventions would be R
and FR, thermal envelope elements, with a lower global cost. A greater saving is obtained
through the OR and OFR, elements improved in the thermal envelope.

For type B and C buildings respectively, the sets of measures with the lowest global
cost over 30 years include facade thermal insulation (F), and facade and roof thermal
insulation (FR). These sets of measures represent a decrease in consumption between
15.8–18.6% (F) and 16.6–19.2% (FR) for type B buildings, and between 18.6–21.1% (F) and
20.5–22.9% (FR) for type C buildings. The repayment term is less than 7 years in type B
buildings, and between 12–13 years (R) and 19 years (FR) in type C buildings.
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(a) 

(b) 

 

(c) 

Figure 4. Cost-optimal graphs. Correlation between 30-year global cost per m2 in the sets of measures proposed and
building’s primary energy consumption per m2 and year, after the intervention, assuming a price increase rate of 1%.
(a) Type A school building; (b) type B school building; (c) type C school building.
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In building types B and C, a greater reduction in energy consumption is obtained after
replacing facades and windows (WF), as well as renovating all thermal envelope elements
(WFR). In both sets of measures, the global costs increase, which means a longer repayment
term for the investment made. In type B buildings, the global cost would be very similar to
30-year global cost, without necessary performance in the building. That is, the initial state
L0, even exceeding it in some cases, which implies that the 30-year investment recovery
is greater.

Table 5 is drawn up in order to provide accurate figures and facilitate comparison
with some results included in the previous graphs. It shows 30-year global costs per m2

corresponding to the most relevant sets of measures which include the full amount to
pay for energy consumption in 30 years for each m2 (living area), the implementation of
measures taken and maintenance. It also includes global cost per m2 after 30 years of the
initial state (L0), that is, if no action is taken, and identifies the full amount to pay for each
m2, especially energy consumption expenses.

Table 5. 30-year global cost of initial state L0 per m2, according to type of school building, and global cost of sets of measures
per m2, including those with better energy performance.

Type of School Building L0 Elements Improved L1 L2 L3

Type A €1069.29

R €840 €842 €836
FR €818 €815 €802
WR €901 €904 €894

WFR €875 €868 €848

Type B €1008.40

F €871 €858 €849
FR €879 €866 €859
WF €1047 €1012 €990

WFR €1047 €1012 €986

Type C €637.46

F €559 €533 €547
FR €578 €570 €568
WF €646 €622 €611

WFR €661 €639 €631

The fact that the global cost of specific sets of measures is higher than that in the
initial state entails that the starting investment is not amortised in 30 years. These sets
of measures could be implemented together with an enhancement of building’s facilities,
namely, by taking measures to be implemented in thermal installations. In this way, global
costs would be minimised through a reduction in energy consumption due to improvement
in system performance.

The annual savings generated after implementing sets of measures concerning energy
renovation in each building can be expressed from the viewpoint of emission reduction
(Table 6), and the subsequent economic saving after minimizing annual energy consump-
tion per year (Table 7). Table 8 shows the reduction percentage in energy consumption
and recovery period of initial amortisation for sets of improvement measures with lower
30-year global cost and a greater consumption reduction, according to building type.
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Table 6. Emission reduction compared to the initial state per year, according to type of school building and sets of measures.
Expressed in KgCO2 per year and according to building.

Type of School Building Elements Improved L1 L2 L3

Type A

R 10,766.4 10,766.4 11,080.8
FR 12,338.2 12,573.9 13,281.2
WR 13,517.0 13,595.6 14,145.7

WFR 15,245.9 15,796.0 16,739.0

Type B

F 4413.5 4781.3 5149.1
FR 4623.7 4938.9 5306.7
WF 6410.1 7513.5 8249.1

WFR 6830.5 7933.8 8827.1

Type C

F 17,740.1 19,135.4 20,132.0
FR 19,534.0 20,730.0 21,726.6
WF 28,503.8 32,291.0 34,483.6

WFR 31,095.0 34,682.9 36,875.5

Table 7. Average annual saving according to type of school building due to reduction in energy consumption, according to
sets of measures.

Type of School Building Elements Improved L1 L2 L3

Type A

R €6868.81 €6868.81 €7078.37
FR €7858.39 €7991.44 €8458.78
WR €8630.09 €8693.29 €9022.59

WFR €9732.76 €10,057.07 €10,684.08

Type B

F €2799.90 €3032.30 €3284.72
FR €2936.67 €3153.51 €3399.25
WF €4080.88 €4784.74 €5266.22

WFR €4343.30 €5053.84 €5624.27

Type C

F €8297.11 €8954.29 €9410.83
FR €9133.15 €9741.87 €10,192.79
WF €13,510.74 €15,446.24 €16,439.34

WFR €14,599.98 €16,362.83 €17,343.28

Table 8. Reduction percentage in energy consumption and recovery period of initial amortisation in sets of measures with
lower 30-year global cost and a greater consumption reduction, according to type of school building.

% Reduction in Energy Consumption Amortisation of Investment (Years)

Type of School Building
Elements
Improved

L1 L2 L3 L1 L2 L3

Type A

R 24.5% 24.5% 25.3% 4 5 5
FR 28.1% 28.5% 30.2% 5 6 6
WR 30.8% 31.0% 32.2% 15 15 15

WFR 34.8% 35.9% 38.1% 14 14 14

Type B

F 15.8% 17.1% 18.6% 5 4 5
FR 16.6% 17.8% 19.2% 7 7 7
WF 23.1% 27.1% 29.8% >30 >30 29

WFR 24.6% 28.6% 31.8% >30 >30 29

Type C

F 18.6% 20.1% 21.1% 13 12 13
FR 20.5% 21.9% 22.9% 19 19 19
WF 30.5% 35.1% 27.3% >30 29 28

WFR 32.8% 36.8% 38.9% >30 >30 30

If the results obtained for each building type were implemented in all representative
schools, the result obtained by applying the lowest overall cost measures N3 FR (Type
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A) and N3 F (Types B and C) would be an average saving of 50,752.68 euros per year,
37,391.75 euros and 295,590.91 euros, respectively.

In addition, annual emission reductions would be 79,687.2 KgCO2, 56,640.1 KgCO2
and 583,828 KgCO2, respectively.

3.2. Regulatory Requirements and Compliance

Regarding Spanish Regulations on energy saving and compliance when it comes to
building renovation, the CTE DB-HE 2019 [22] sets a global energy consumption limitation
(non-renewable consumption of primary energy (Cep,nren) and primary energy total con-
sumption (Cep,tot)) when there are interventions in over 25% of thermal envelope, as well
as in thermal installations.

Specifically, within the climate zone corresponding to the city of Valencia, the regula-
tory limit value established for the Cep,nren is 55 kWh/m2 per year, and 80 kWh/m2 per year
for the Cep,tot.

In the case of the school buildings studied, the Cep,nren value in the initial state of
type A buildings (L0) is 351.3 kWh/m2 per year, 256.9 kWh/m2 per year for type B
buildings and 192.1 kWh/m2 per year for type C buildings. The greatest reduction in
energy consumption would be obtained through the set of measures L3-WFR. In particular,
this set of measures would allow the Cep,nren values to be 207.6 kWh/m2 per year for type
A buildings, 183.1 kWh/m2 per year for type B and 116.3 kWh/m2 per year for type C.

Regarding Cep,tot, its value in the initial state for (L0) type A buildings is 425.7 kWh/m2

per year, 311.3 kWh/m2 per year for type B and 205.3 kWh/m2 per year for type C. The set
of measures L3-WFR would allow Cep,tot values to be reduced in 251.6 kWh/m2 per year
for type A buildings, 221.9 kWh/m2 per year for type B and 128.8 kWh/m2 per year for
type C.

As mentioned above, this study is focused on the renovation of thermal envelope
elements, so this limitation is not mandatory. However, it should be considered in the case
of performing in facilities.

Below, the study analyses the compliance with requirements on transmittance of
thermal envelope elements.

In any intervention on thermal envelope, every single element renovated must meet
requirements on transmittance set by regulations, for example, in the case of window
replacement. These values partly correspond to those set for level L2 in Table 2. Level L1,
as indicated in Section 2, does not meet the CTE DB-HE 2019 regulation.

Particularly, for major renovations over 25% of thermal envelope, the standard also sets
a global heat transmission ratio (K). This depends on the climate zone where buildings are
located and their compactness. According to the CTE DB HE, the K coefficient indicates the
average value of heat transfer ratio for heat exchange surface of the thermal envelope (Aint).

As shown in Table 9, the Klim level set in the regulations is reached only by imple-
menting one set of measures (L3-WFR) in type C buildings. Consequently, to reduce global
ratio of the sets of measures proposed, it is necessary to minimise transmittance, that is, by
setting more restrictive energy demand levels in facades (F), roofs (R) and windows (W).
Another way to minimise building’s energy demand is by performing in other elements,
such as interior partitions and floors in contact with unheated rooms. This is not always
technically or economically feasible.

197



Appl. Sci. 2021, 11, 5108

Table 9. Global heat transmission ratio K (W/m2K). Regulatory requirements according to type of
school building, building compactness and climate zone, Klim and ratios obtained for each set of
measures and energy demand level.

K (W/m2K)

Type of School Building Klim Elements Improved L1 L2 L3

Type A 0.9

R 2.83 2.83 2.83
FR 2.25 2.07 1.91
WR 2.44 2.19 2.13

WFR 1.86 1.43 1.21

Type B 0.85

F 2.27 2.18 2.09
FR 1.94 1.84 1.73
WF 1.90 1.62 1.46

WFR 1.57 1.29 1.11

Type C 0.86

F 2.31 2.21 2.14
FR 1.72 1.62 1.42
WF 1.82 1.54 1.50

WFR 1.23 0.95 0.78

In view of this situation, legislation provides for the fact that occasionally it is not
possible to reach the level of benefit generally established. In these cases, some solutions
may be adopted to achieve the highest level of adequacy. This is possible, as long as they
are buildings with recognised historical or architectural value, when other solutions are not
technically or economically feasible, or solutions involve substantial changes in elements
of thermal envelope, or in thermal facilities without initial intervention.

For this study, type A and B school buildings could benefit from this flexibility criterion
included in the standard, provided that measures implemented are close to limit values.

Regarding solar control, in the case of renovating over 25% of the total area of the final
thermal envelope, the solar control parameter (qsol;jul) should not exceed the limit value
4 kWh/m2 per month, for uses other than private and residential.

According to the CTE DB HE, qsol;jul indicates the ratio between the solar gains of
windows and doors on the thermal envelope during the month of July with mobile solar
protection activated, and the useful floor area included in spaces within the thermal
envelope (Auseful). Solar protection can be implemented in all the building or in part of it.

This solar control parameter is fulfilled in those sets of measures in which windows
and doors (O) are replaced, since protection elements are included. In type A and B
buildings, as it is not possible to alter facades, protection systems should be installed on
the inside, for example by using shutters.

4. Conclusions

Through the implementation of optimum-cost methodology, the study aims at identi-
fying the set of improvement measures with optimum intervention cost for each building
type studied. It is found that for type A buildings, the most cost-effective intervention
would be to renovate facades and roofs (L3-FR), whereas for types B and C, the improve-
ment is only made in facades (L3-F). In all cases, the set of improvement measures that
brings buildings closer to nZEB involves performing in all thermal envelope elements with
the most restrictive values of thermal transmittance (L3-WFR).

All in all, the implementation of cost-optimal sets of improvement measures in
46 schools studied results in an average annual saving of 378,735.34 euros and an an-
nual emission reduction of 720,155.3 KgCO2.

These results show Public Administration in Valencia that the most cost-effective
solution is not always the same for all schools, and depends on building typology. This
suggests that it is not advisable to renovate the same thermal envelope element simul-
taneously in all buildings for instance, by renovating windows in all schools. In order
to save costs when performing in more than one element or school at the same time, the

198



Appl. Sci. 2021, 11, 5108

typology classification proposed for the sample is suggested to be applied so that the same
intervention is replicated for the same typology but not for all schools.

The results achieved allow school principals in Valencia to make decisions on carrying
out priority renovations in buildings and potential strategies. For example, for those
measures with a global cost similar or higher than that in the current state of the building,
it is appropriate to perform a deep renovation, including enhancement of thermal envelope
and heating and cooling systems, so that the 30-year global cost is reduced. The long-term
cost reduction and the quick return of investment of some sets of measures may be a reason
for public administrations in Valencia to invest in school renovation.

Regarding regulatory requirements, it is shown that an approach to building renova-
tion with the aim of complying with current legislation for new buildings may not be the
most cost-effective option.

In summary, the cost-optimal methodology applied to the renovation of school build-
ings studied provides quantitative data on costs and energy saving that can be obtained
after implementing specific sets of measures in 46 school buildings in the city of Valencia.
All this facilitates to identify, among other data, the initial cost of measures, consumption
reduction gains and the return on investment periods. These data can provide public
administrations in Valencia with criteria to design long-term intervention plans, which
enable available resources to be efficiently invested.

Irrespective of the specific results reached, the adaptation of the methodology pro-
posed to a wider scale (regional/national) can help to build support for deciding about the
renovation of school buildings and designing long-term renovation strategies. The study
can also be expanded to other buildings in the city, as well as other cities or regions.
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Featured Application: Optimization of passive solar strategies to minimize building energy demand.

Abstract: Passive solar system design is an essential asset in a zero-energy building perspective to
reduce heating, cooling, lighting, and ventilation loads. The integration of passive systems in building
leads to a reduction of plant operation with considerable environmental benefits. The design can be
related to intrinsic and extrinsic factors that influence the final performance in a synergistic way. The
aim of this paper is to provide a comprehensive view of the elements that influence passive solar
systems by means of an analysis of the theoretical background and the synergistic design of various
solutions available. The paper quantifies the potential impact of influencing factors on the final
performance and then investigates a case study of an existing public building, analyzing the effects
of the integration of different passive systems through energy simulations. General investigation
has highlighted that latitude and orientation impact energy saving on average by 3–13 and 6–11
percentage points, respectively. The case study showed that almost 20% of the building energy
demand can be saved by means of passive solar systems. A higher contribution is given by mixing
direct and indirect solutions, as half of the heating and around 25% of the cooling energy demand
can be cut off.

Keywords: solar energy; building energy performance; energy saving; passive solar design;
synergistic design

1. Introduction

Energy use in the residential sector represents a great share of the global energy
demand, attested between 20% and 40% of the total [1]. Each country has developed
specific energy efficiency strategies for the civil sector. Firstly, the main attention concerned
energy conservation, focusing on the building envelope insulation that can reduce energy
demand by up to 28% [2]. Then the focus moved to increasing the efficiency of Heating
Ventilation and Air Conditioning system (HVAC) systems, that are the main building
energy consumption source and commonly do not operate efficiently [3]. In a nearly
zero-energy building (nZEB) perspective, the integration of different strategies regarding
envelope insulation, heat generation, shading, and control devices is fundamental to
minimize building conditioning loads, so as to be able to maximize the share of energy
demand covered by renewable energy sources. It must also be taken into account that
residential space heating is responsible for 86% of building energy demand and can easily
take advantage from renewable sources [4]. Among the various alternatives, solar energy
represents the best option for buildings as one of the most accessible and easily exploitable,
even if its current contribution to global energy supply is still imperceptible [5]: it can be
directly exploited by heating up the building through solar irradiation, or indirectly by
means of photovoltaic (PV) or solar thermal systems. As Table 1 data from International
Energy Agency (IEA) [6] show, in a scenario where mandatory building energy codes
will almost totally cover construction activity by 2030, with a nZEB share forecast of
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50%, the sales of heat pumps, which can be coupled with PV as a renewable production
system, are slowly but constantly increasing, between 0.3 and 0.5% on a yearly basis, with
fossil fuel-based equipment that, after a peak in 2014, is gradually decreasing. These data
highlight the core role that solar energy plays in building design in the near future: by
properly combining photovoltaic and solar thermal systems, indeed, solar energy can
provide at least 76% of the primary energy demand of a residential building, with a short
payback period [7].

Table 1. (a) Heating technology sales, (b) global building construction area by type of building code.

Heating
Technology

Fossil fuel-Based
Equipment

Conventional
Electric

Equipment
Heat Pumps District Heat

Other
Renewables and
Hydrogen-Based

2010 59.7% 21.1% 2.9% 8.3% 8%
2012 57.9% 19.9% 3.3.% 10.1% 8.8%
2014 60.1% 18.5% 3.4% 10.2% 7.8%
2016 57.9% 21.2% 3.9% 9.1% 7.9%
2018 57.1% 20.6% 4.3% 9.4% 8.6%

(a)

Year
Constructions without building

energy code
Constructions with mandatory

building energy code
nZEBs

2019 5150 3750 250
2025 3300 3100 3350
2030 250 5000 5250

(b)

Despite the main contribution in a modern building coming from active solar systems
commonly integrated in a new building [8], passive solar strategies represent an energy
reduction design feature with a high potential to dramatically reduce building energy
demand [9] through energy promotion, buffering and prevention, influencing heating,
cooling, ventilation loads, and building’s system size. The main advantages of passive
solutions include variety, versatility, simplicity, generally low initial and maintenance cost,
and long lifetime [10] involving different building components, from walls to roofs. The
effectiveness of passive solar solutions depends on a wide variety of design parameters [11].
Like all solar based devices, the performance is mainly related to the latitude, as it influences
the average weather conditions and solar radiation on the collector surface. The maximum
impact is expressed at medium latitudes, where cold winter temperature and long sunshine
create the ideal conditions to exploit passive solutions. The benefit is also related to
the interaction with the building and its users as heat delivery, shading, or ventilation
must comply with the comfort requirements of the occupants: the magnitude of passive
systems’ gains becomes more relevant in highly energy consuming buildings like public or
office ones.

The aim of the present paper is to provide a theoretical background of the parameters
influencing the applicability and integrability of the various passive solar solutions in
buildings and analyze how their synergy affects building energy performance. The scope
of this analysis is to determine the impact of the different passive solutions while varying
some controllable variables: the paper reports the first results of the investigation, where the
most relevant influencing variables, such as latitude, orientation, building use, and shape
factors, have been considered. Not much research has analyzed the topic from a general
point of view in order to develop guidelines for passive solar application mainly providing
a more qualitative outcome, describing the affecting parameters and defining rules of
thumbs for sizing and related possible expected solar savings [12]. Other investigations
focused on a specific topic, e.g., orientation, analyzing the effects by a deep theoretical
background validated by measures and results from experimental activity [13]. The present
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paper follows a different approach as it intends to quantify the effects of passive solar
strategies in terms of energy savings in different conditions: this will allow to determine
the most suitable solutions in different cases and to define design guidelines according to
the quantified impact of the variables analyzed.

The influencing parameters work together in defining the performance of a passive
solar strategy: heating and cooling must be provided according to the living patterns that
depend on building use, but also orientation that determines room distribution. Climate
is linked to latitude and affects the energy balance and operativity by determining sun
hours and lighting levels. Cost depends on the integrability in building design, thus, on
the kind of structure and building shape: integration of massive systems in heavyweight
buildings, for example, would be relatively easy, but could represent a high cost for
lightweight ones. As all these elements work in synergy, a synergy of different strategies
may achieve a better result in terms of energy saving. Recent investigations on passive
solar systems and design integration in buildings have generally focused on spot solutions,
either through a set of parametric simulation to verify and optimize the contribution of the
asset to the building [14], or to characterize, evaluate, and maximize the performance of a
specific device in individual applications [15]. The present paper intends to evaluate the
efficacy of the synergy of different passive strategies and quantify the impact on building
energy demand. Both direct, indirect, and isolated solutions can be designed to minimize
each other’s side effects. Direct systems that only provide heating, but faster than any
other solution, are a perfect solution for a nonresidential building that needs to heat up
quickly to reach indoor air comfort levels. On the other side, indirect systems can be
exploited as solar chimneys to get ventilation and reduce discomfort due to overheating
caused by wide glazed openings, or to provide cooling through roof ponds. In residential
buildings, sunspaces can be used as a passive plenum of warmed air in winter, as a more
manageable solution than high-inertia massive systems or direct systems with heat storage.
By merging direct systems and sunspaces, more uniform heat delivery can be achieved,
while a ventilated Trombe wall can be used in synergy with the sunspace to get higher
indoor cross ventilation. A proper combination of direct, indirect, and shading systems can
guarantee passive heating most of the winter season and minimize overheating in summer.
Synergistic design must optimize the combination of different systems to minimize the need
of HVAC contribution and promote the achievement of a zero-energy building. The paper
analyzes the effect of synergistic, complementary strategies on a real office building, with
different levels of intervention complexity, moving from simple, less expansive solutions,
to composite and integrated ones, to quantify the reachable savings.

A brief description of the most common passive solutions is provided in Section 2,
defining how extrinsic and intrinsic parameters work to determine the suitability of a
specific passive system according to building kind. The influence of basic parameters
affecting energy modelling of solar based devices is examined. Section 3 includes the
methodology description and simulation settings of both the general investigation and
the case study. Section 4 provides the results of the preliminary quantification of the
impact of the different variables on building demand and then analyzes the outcomes
of the case study of a public office building to evaluate the effect of possible combined
passive strategies on a real building and determine the share of energy saving achievable
through a synergistic design. Finally, after a brief discussion in Section 5 on the limit
and contribution of the results achieved, the main conclusions are outlined, to show the
potential of a structural, planned integration of passive solar systems in buildings in terms
of energy demand reduction.

2. Passive Solar Systems

The action of a passive solar system for buildings can be summarized in a resistive and
capacitive combined model, as the one described in Figure 1. According to this description,
passive solar systems can be suitable both for increasing, during the summer period, or
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reducing, in the winter season, thermal resistance of direct solar radiation as well as to
introduce appropriate capacitive systems able to store a part of solar radiation.

Figure 1. Conventional equivalent thermal circuit for passive solar heating building systems.

2.1. An Overview of the Common Solutions

Common categorization classifies passive solar systems into three classes. Direct gain
systems collect solar energy through wide south-facing glazed envelopes: low construc-
tion cost, widely available and common technology represent the main advantages. No
thermal storage is needed when these systems are sized to provide a small fraction of
the heating load, but this could generate high indoor air temperature fluctuations. The
most relevant disadvantage is related to glare discomfort or possible degradation from
ultraviolet radiation [16]. The integration of insulation systems, thermal storage, external
reflective surfaces, and shading systems (Figure 2) are the main possible improvements
but can hugely impact the total cost. Indirect gain systems include a thermal mass placed
between the solar collector and the indoor space that prevents indoor glare and ultraviolet
degradation. A main disadvantage that can affect the system’s lifespan is the maintenance,
as proper access to the wall cavity for dust and condensation removal may be hard to
achieve. In isolated gain systems, the collector and the storage are thermally isolated from
the building: the main advantage is the independence of the system from the building.

Figure 2. Example of a passive solar system, external adjustable blinds applied in the case study building: (a) external view,
(b) interior view, (c) louvres detail, (d) connection detail.

Integration of shading systems and reflective surfaces are simple strategies for both
new and existing buildings with a low economic impact. At low latitudes, blinds on the
east and west windows reduce heat gain by around 20% more than on the south-faced
windows, whose contribution increases with latitude [17]. Investigation carried out by
Alhuwayil et al. [18] shows that self-shading envelope in a multistory building has a lower
payback period, 2 years, than additional insulation and low-e windows, with an energy
consumption decrease of 20%. In direct systems, U value and solar factors are the most
relevant design parameters: for common glass, U values around 1–1.5 W/m2K and a
minimum solar factor of 0.3 is needed to have positive gain [19]. Low thermal resistance of
the glass represents a critical weakness: use of triple glasses is a relevant energy saving
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measure in cold climates. Night insulation methods, such as roller-shade devices, are
profitable but determine a not negligible extra cost.

In massive wall systems, the wall works as a storage mass buffering heat transfer. The
greenhouse effect guaranteed by the external glazing improves the performance of the
system. The thickness of the wall must be chosen according to the wall’s material properties
such as periodic and steady-state thermal transmittance, which define heat transfer rate,
time lag, and decrement factor. Trombe wall adds convective heat exchange to the massive
wall system by adding bottom and top openings to the wall: with the integration of
outdoor vents, it can be used as a solar chimney [20]. This kind of configurations have
good performance both in warm climates, cutting off 71.7% and 36.1% of heating and
cooling demand, respectively, and in warm weather [14]. By exploiting fluid in the storage,
water wall’s heat transfer occurs by convection and the system is quite isothermal. This
solution presents lower heat loss during night-time due to a lower surface temperature,
and faster achievement of steady-state operating conditions, compared to other massive
systems. Tests on a passive solar house with integrated water thermal storage walls showed
an energy consumption reduction of 8.6% [21]. Roof pond systems, Figure 3, integrate
water bags inside the roof structure: the large ceiling surfaces assure a more uniform
heating distribution, but the effectiveness is limited to single-story buildings with an
efficiency around 45%, as less than half of the collected heat is transferred downward.
The high structural loads and the low efficiency at medium-high latitudes due to the low
horizontal irradiance represent the main disadvantages. Results from a field study of a
roof pond report a reduction of the indoor temperature swing around 1/4th [22]. The
Barra–Costantini system is based on the collector loop configuration, but the warmed air
flows inside a cavity in the ceiling and is finally released at the non-sun-facing rooms: this
system guarantees a diffuse heat distribution and storage suitable for multistory buildings
and is exploitable for building ventilation. The main disadvantage is the hard maintenance
due to dust or condensation in the cavity. In temperate climates, this configuration can
reach an annual heating energy saving percentage from 60 to 70%, but with a payback
period of 25 years [23].

Figure 3. Water systems: (a) roof ponds winter mode (day and night), (b) roof ponds summer mode (day and night);
sunspaces: (c) integrated, (d) attached, (e) attached ventilated, (f) sunporch.

Collector loops are based on convective heat exchange: these systems are perfectly
suitable for lightweight insulated structures as easily integrable by adding an external glaz-
ing to the south façade. Convective loops also contribute to indoor ventilation. Likewise,
thermosyphon systems consists of solar-glazed collectors with a black metal absorber. The
most common application of these kinds of strategies in buildings is ventilated facades:
in summer, the ventilated air gap and the reflective covering reduce the heat entering in
the building, decreasing the cooling demand, while in cold weather conditions, the air
gap reduces heat losses through the envelope, guaranteeing high air conditioning related
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savings. The system can also exploit the chimney effect to set up natural ventilation that
helps in heat and moisture removal.

A sunspace layout is related to its use: as Figure 3 shows, integrated sunspaces act
as large direct gain systems, while externally attached sunspaces work as indirect sys-
tems. A sunspace can be exploited to preheat external air [24], and works as a buffer zone.
Although representing a possible additional living space is an advantage, the high con-
struction cost and the compliance with local requirements limit sunspace implementation.
The role of thermal storage is relevant: energy saving can be enhanced from 10–15% to 80%
by adding a water-based storage system [15]. Achievable by installing windows or sheets
in a south-facing balcony, sunporches represent a simple and cheaper solution for existing
buildings, thus a valid energy retrofit strategy [25].

Building orientation and shape are basic passive strategies that highly affect both
the base building energy load and the performance of other passive solutions by defining
solar exposure. When designing a new building, difference in heating demand from a
regular-squared to an irregular building can account for about 50%, while proper site
orientation can save up to 40% [26].

2.2. Standard Modelling

As clearly evidenced in the models of Figure 1, the sizing of a distinct passive solar
system with a defined objective appears to be a quite difficult task due to the synergistic
effects of different parameters that act together in defining the effectiveness of a passive
solar system. Therefore, energy performance can only be determined by considering this
synergy. As Table 2 shows, parameters can be classified into extrinsic factors, external
to the passive system, such as latitude or building shape, and intrinsic, such as collector
inclination and orientation. These factors have a different impact on final performance: they
act directly on the incident solar radiation or influence the operativity of the passive system
and its integrability in building design. All these parameters contribute to the performance
of passive solar systems at different stages of a project: while building orientation, shape,
and position should be adapted to maximize the potential performance of passive solar
systems, building use and latitude are usually given parameters, so they must be considered
for a preliminary screening to limit the choice to the most suitable strategies. Then, another
set of parameters allows to identify the most appropriate system for a specific building. The
selection process is strictly country-dependent, as microclimatic conditions, architectural
details, and related costs widely differ from place to place.

Table 2. Influence of design parameters.

Parameters Kind Affected Element
Influence on

Design Process

Orientation Intrinsic Solar radiation Design adaptation to
maximize

performance
Building shape Extrinsic Integrability

Building positioning Extrinsic Solar radiation

Latitude Extrinsic Solar radiation Primary selection
parametersBuilding use Extrinsic Operativity

Surface area to volume ratio Extrinsic Integrability

N◦ of services involved Intrinsic Operativity

Secondary selection
parameters

Overheating sensitivity Intrinsic Operativity
Adaptability Intrinsic Integrability

Range of the effect Intrinsic Operativity
Cost of construction and

maintenance Intrinsic Integrability

Cost/performance ratio per
unit area Intrinsic Integrability Sizing parameters
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The performance of each solar system is related to incident solar irradiance G (W/m2),
that depends on the different position of the site, latitude and longitude, on the different
seasons, on the hour of the day, and on the position of the surface exposed to solar radiation.
Solar irradiance can be evaluated with the following law [27]:

GT = Gon × τ × cos θ (1)

with

Gon = Gsc

(
1 + 0.033 cos

(
360n
365

))
(2)

cosT = sinδsinφcosβ − sinδcosφsinβcosγ + cosδcosφcosβcosω+

+cosδsinφsinβcosγcosω + cosδsinβsinγsinω
(3)

τ = e−bλ−αma (4)

where GT is global irradiance on a tilted surface, Gsc is the solar constant, θ is angle between
surface normal and incident radiation (Figure 4a) and τ represents atmospheric attenuation
of solar radiation. Figure 4b reports the maximum daily solar irradiance per month at
different latitudes.

Figure 4. (a) Angles related to sun position; (b) maximum daily solar irradiance per month at different latitudes on a
horizontal, h, and a vertical, v, surface.

As Equation (3) states, latitude and surface inclination are the most impactful param-
eters to determine solar irradiance on a surface. Latitude affects the number of hours of
sunlight on the surface. The best performance can be achieved at medium latitudes: at low
ones, high solar radiation guarantees a high amount of collectable energy, but the short
heating season makes the integration less cost-effective with a higher risk of overheating;
at high latitudes, energy saving can be higher, but the lower solar radiation and shorter day-
time limit the operativity, with a need of insulation, due to the lower average temperatures,
that increases the total cost.

2.3. Synergy of Influencing Parameters

A generic model for passive solar systems, like the one in Figure 1, is internally ruled
by three main resistances related to heat exchange among room, ambient, and storage,
and characterized by a capacitive massive element. It is also externally stressed by the
incident solar radiation on the collector. In summer, shading systems represent the most
relevant resistance, while in winter, all kinds of solar radiation contribute with specific
resistances. In building applications, materials and structures work in synergy with the
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elements previously analyzed to define passive system operativity. Glass properties are
the first element that intervene. Once the incident solar irradiance has been determined
with Equation (1), the energy transferred inside the building can be evaluated with the
following balance:

H × A = Qt + Qr + Qa,out + Qa,in (5)

where H is global solar radiation on the window, A is windows surface, while subscript
t represents the amount of energy transferred, r—the reflected share, a,out—the energy
absorbed and retransferred outside, whereas a,in—the energy absorbed and transferred
inside the building. The solar factor (g), the main parameter related to glass, can be defined
as the percentage of solar energy incident on the glass that is transferred indoor, as showed
in Equation (6).

g =
Qt + Qa,in

H × A
(6)

The solar factor depends on the composition and properties of the glass: from single to
low emission glasses, the solar factor is almost halved, due to highly reduced transmittance.

The type of building structure and envelope materials affect the system’s integra-
bility [11] and the opportunity of exploiting building elements for heat storage with no
extra cost. Integrated heat storage reduces indoor temperature fluctuation and extends the
performance of a passive system. Density, specific heat capacity, and thermal diffusivity
influence the rate of heat storage and the useful thickness involved in the process: high
density and mass guarantee high heat capacity, while the higher the thermal conductivity,
thus the diffusivity, the more readily the storage system absorbs heat and the deeper the
material thickness involved is. The minimum thermal storage surface recommended by
Balcomb [28] is six times the solar collector glazing area. Passive solar design solutions
can be grouped according to the integrability, as shown in Figure 5, based on the kind of
structure, light or heavyweight, and the suitability to new or existing buildings.

Figure 5. Classification of passive solar design strategies.

The building use and occupant’s activity schedule are another set of parameters
affecting the operation of a passive solar system: living pattern that varies according to the
building use defines the period of comfort and that of possible setback. In office buildings,
the main activity is focused on the middle of the day, from 7.00 a.m. to 5.00 p.m., while in
residential buildings the time slot shifts to evening and morning. Educational buildings
and offices, with a prevalent daytime use, are the most suitable for directly exploiting
the heat provided by the sun. In residential buildings, the efficacy of passive solutions is
related to heat storage effectiveness to deliver heat during night or cloudy days.
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3. Performance Evaluation of Passive Solar Systems

3.1. General Investigation

As the first investigation, a preliminary quantification of the impact of different
parameters on the three classes of passive solar systems has been carried out through
a set of simulations. The energy analysis has been carried out with the EnergyPlus™
simulation tool developed by US DoE. In order to properly compare the outputs, the
simulations considered a standard application of different strategies: the same construction
and structures have been used, with no specific optimization for different solutions. The
simulations have been run during the winter period to evaluate the impact of the solar
strategies on the building’s heating demand. Two kinds of buildings, an office complex
and an apartment building, have been analyzed with different surface to volume ratio,
0.4 and 0.6, respectively, and different heating demand schedules: from 8.00 am to 7.00
pm on the weekdays and turned off in weekends for the office, while the opposite was set
for the residential building. Another difference between residential and office building
simulation occurred in schedule and magnitude of internal gains such as from equipment
and appliances. Simulations have been set at Rome, 41◦ 50′, and Frankfurt, 50◦ 06′, to
evaluate the incidence of latitude. The three strategies, a direct system, a ventilated Trombe
wall, and a sunspace, have been simulated both with a north-south building axis and at
90◦ rotation (r), with east-west building axis. Both the models contained common building
constructions with an external wall U-value of 0.40 W/m2K. Base number and dimensions
of the windows were set to comply with the minimum window-to-floor surface ratio of 1/8
required by Italian legislation: fenestration constructions have a U value of 1.76 W/m2K
and a g of 0.56. With these settings and no passive systems installed, a benchmark value of
energy demand of both office and residential buildings has been evaluated as a reference for
energy saving of the passive solar strategies. The reference values for Rome and Frankfurt
houses are 160 and 290 kWh/m2, respectively, while office building reference demand is
98 kWh/m2 in Rome and 112 kWh/m2 in Frankfurt.

Implementing the direct system, a wide glazed surface has been added on the south-
faced wall or divided between the east and the west façade in the rotated case. Window
extension was set at 15% of the floor, according to the common rule of thumb [29]: fenes-
tration U-value and g are 1.06 W/m2K and 0.6, respectively, while a 10 cm concrete slab
provides the ground floor construction with a heat storage mass. This simulation is the
only one with a specific low emission window kind, as direct systems installed are part
of the thermal zone and directly affect building energy balance. Regarding the indirect
and isolated systems, they belong to a different thermal zone, which are not considered in
building energy balance. In the indirect system simulation, the Trombe wall area accounted
for 0.2 m2 per m2 of floor area, with an air cavity thickness of 15 cm. The thickness of the
external wall, 30 cm, already provided a good buffering of the heat wave. In this simulation,
the same clear glass construction of other windows has been applied to the glazed face of
the Trombe wall. Finally, the sunspace modelled in the isolated system was designed as a
sunporch linked to the main building through a patio door: its envelope was glazed with
the ordinary kind of window, except for the floor, which had the same construction as the
indoor floor.

3.2. Analysis of a Case Study

After a general investigation to quantify the impact of the different variables on the
performance of the three kinds of passive solar strategies, another simulation was run to
define possible effects of the synergy of different solutions on a case study of a real building.
The aim was to provide a quantification of the energy saving that could be obtained with
the design of passive solutions in an existing building. The selection of the case study has
been influenced by various elements, as the positive effects of passive solar systems can be
evaluated referring to both specific civil buildings for residential or public use. Between
residential and public buildings, the latter result to be more energy consuming: daily use
and commonly wide glazed envelopes make them also the most suitable kind of buildings
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for the implementation of passive solar systems. The European Directive 2010/31/UE [30],
in fact, firstly focused its attention on public buildings, anticipating the requirement for
nearly zero-energy buildings (nZEB) in new construction. For these reasons, the case
study is based on the office building of the Department of Energy, Systems, Territory and
Constructions Engineering of the University of Pisa, shown in Figure 6. The building
hosts offices and research laboratories on two floors: the technical room for the building
system at the ground level and the adjacent building with mechanical laboratories were not
included in the simulation. It develops along the south-north axis, and is characterized by a
wide glazed envelope, mainly equally east- and west-exposed with a gross window-to-wall
ratio of 57.65%.

Figure 6. Case study building: (a) energy model; (b) standard floor plan

For energy modeling, people, lights, and equipment loads were considered; no me-
chanical system has been modelled, only natural ventilation to simulate the passive behav-
ior of the building and its energy demand. Table 3 lists the main construction involved and
internal gains used.

Table 3. Model details.

Construction Thermal Conductivity [W/m2K]

External brick wall 1.05
External brickwork 0.94

External concrete wall 2.50
Office floor slab 1.07

Laboratories floor slab 1.47
Roof 0.428

Load Specific intensity [W/m2]

Lights 7.00
Electric equipment 5.00

Zone ideal loads have been evaluated with a heating setpoint at 20 ◦C and a cooling
one at 26 ◦C. Natural ventilation through existing windows has been set according to the
occupancy pattern and with an outdoor air temperature range between 15 and 30 ◦C.

The first solution investigated shading systems: given the high-glazed surface, this
results as the easiest and most cost-efficient kind of passive solar solution. Fixed overhangs
and external adjustable blinds, as the ones installed, were both simulated to compare
their efficacy. The simulation has been set to activate the blind closing when 500 lux have
been reached over the working plan or indoor air temperature rises above 25 ◦C, with a
tilt angle configured to block direct beam solar radiation. A second passive strategy to
reduce heat losses through the glazed envelope, focused on the integration of solar-control
low-emissivity glasses. The windows chosen for this simulation had a solar control glass
layer replacing common 4 mm clear glass, with a solar transmittance at normal incidence of
0.166: window U value moved from 2.7 to 1.65 W/m2K while the solar heat gain coefficient
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decreased from 0.764 to 0.617. To fully exploit the potential of passive solar strategies,
different solutions must be combined and balanced to take advantage of the energy savings
coming from each system, as they can act on distinct services and in distinct times: for
this reason, a combined solution, with external blinds and low-e glasses, has also been
investigated. With reference to the models in Figure 1, the strategies that are discussed
with this simulation focus on intercepting the incident solar radiation by acting on solar
resistance. In terms of equivalent circuit, shading and glass element defined a rheostat with
a variable resistance, as shown in Figure 7: both the integration of fixed overhangs and
adjustable blinds or solar control glasses determined variable heat gain for the building.

Figure 7. Conventional equivalent thermal circuit for passive strategies related to solar radiation resistance.

To get a deeper understanding of the combined effect of different solutions on the
possible energy savings, a single module of the office building has been modelled, both
in the basic case, in the combined case with a shading system activated, and in a Trombe
wall configuration. In this last case, as shown in Figure 8, part of the external window has
been replaced with the specified indirect system: while the direct gain system provides
heating and lighting during the day, Trombe wall guarantees higher temperatures at night,
leading to a lower demand in the morning when the HVAC system turns on. Moreover,
the reduction of the glazed surface hugely reduces heat losses in winter or the unwanted
heat gain in summer. The system has been modeled both as an unventilated Trombe wall
with a full conductive heat exchange, and as a naturally ventilated one. Due to the high
window-to-wall ratio, 50% substitution rate has been chosen, as it does not highly impact
the needed lighting level on the working plan.

Figure 8. Single office module: (a) standard configuration; (b) Trombe wall configuration.

4. Results

Results of the general investigation on the impact of variables over passive systems
performance have been analyzed both in terms of absolute values and by comparing the
percentages of energy saving achievable. Figure 9 shows the results of the simulation: in
terms of energy demand, the difference between the two latitudes, as shown in Figure 9a,b,
increased as the surface-to-volume ratio increases, moving from the office to the residential
buildings. For the office building, direct systems proved to be the most profitable solution
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in terms of energy saving for both locations, as the highest savings, 28.2% and 38.5% for
Rome and Frankfurt, respectively, occurred in the rotated direct system configuration, as
described by Figure 9c. For the apartment building, Figure 9d, the Trombe wall rotated
setting reached the highest saving in Frankfurt, 12.8%, and Rome, 22.3%. A very different
trend can be defined for office and residential buildings in terms of passive system per-
formance. Data collected confirmed that daily use office buildings prefer direct systems,
as indirect and isolated systems showed much lower values. The trend highlighted an
increase of the savings moving from Rome to Frankfurt, due to the higher demand of the
Frankfurt facility that can better exploit solar radiation during its colder season, except for
the sunspace simulation, and an increment from standard to rotated configuration certified
the higher efficiency of south-faced passive solar systems. Quite the opposite trend can be
detected in residential buildings, as the energy savings decreased from Rome to Frankfurt,
and the variation among direct, indirect, and isolated systems percentages was lower. As
in the previous analysis, however, the rotated configuration showed higher results for both
locations, establishing again the higher performance of south-faced systems.

Figure 9. Heating energy demand in winter season: (a) office building; (b) apartment building; (c) percentage of energy
saving in office building; (d) percentage of energy saving in residential building.
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Even building destination and use affect the performance of passive solar systems.
While at Rome latitudes the difference between the two kinds of buildings was quite
constant, as it went to 7.6% in standard and 6.3% in rotated direct systems to 6.7% and
8.2% in indirect and 5.5% and 4.2% in isolated ones, it greatly varied for Frankfurt: direct
systems efficacy changed around 28.6% in standard and 30.7% in rotated configuration due
to the low performance in residential application, while the range of indirect and isolated
systems was between 1–4%. Frankfurt values for residential buildings were generally
lower than office ones, excluding the standard sunspace, while at Rome latitudes, except
for the direct systems, residential values were higher than that of the office.

Latitude impact differs according to building destination: the office in Frankfurt
showed higher energy saving potential than the Rome one, while the opposite occurred
in the residential building analysis, where Rome percentages were higher than Frankfurt
ones. The range of variation between the two latitudes was wider for direct systems,
12.5% and 10.3% in office or 8.5% and 14.1% in residential building, than in indirect and
isolated solutions: for the north-south axis building, the gap was higher in the office
application, around 12.5 percentage points in the direct system, 6 in indirect, and 1.2 in
isolated, versus 8.5%, 2.8%, and 2.1% for residential building direct, indirect, and isolated
solutions, respectively. In the rotated configuration, the opposite occurred, since the gap
between Rome and Frankfurt in residential application was higher than the corresponding
value for office buildings.

Looking at the orientation impact, south-facing systems showed the highest values,
but they must deal with summer overheating risk. The sensibility decreases as the latitude
increases, with Rome gaps between standard and rotated configurations higher than
Frankfurt ones. The influence of different building axis depends on building use: for
Frankfurt latitude, the impact of orientation moved from 7.7% of energy saving variation
in direct systems, 7.9% in indirect, and 5.9% in isolated ones in the office study to lower
values in the residential analysis, 5.6%, 6.1%, and 2.8% respectively. In Rome, the effect
of orientation in residential application was higher than in office buildings, moving from
11.2% to 9.9% in direct systems and from 12.8% to 11.3% in indirect systems. Isolated
sunspace solution represents an exception, as the residential gap of performance between
standard and rotated configurations, 7.2%, was higher than the office one, 5.9%.

The lower residential building performance and the consequent lower sensitivity to
orientation and latitude was attributable to the lack of optimization for the heat storage
system. Analysing the results from the perspective of the systems, direct solutions showed
the highest efficiency in reducing building energy demand, but they had higher sensitivity
to orientation, 6 to 10 percentage points of variation, and latitude, 9–13%, than indirect or
isolated solutions.

Moving to the case study of the office building, four different strategies have been
studied and results are shown in Table 4. As a reference, the basic case, with no shading
systems, determined an energy demand per total building area of 115.52 kWh/m2, with
an almost equal energy consumption for heating and cooling purposes, 47.59 kWh/m2

and 45.66 kWh/m2, respectively. Due to the east and west exposure, the effectiveness of
fixed overhangs was negligible, while the impact of external blinds to reduce the summer
undesired heat gain while guaranteeing proper lighting levels for office work was relevant.
The results show that while fixed shadings led to a very low energy demand variation,
with only 1.28% energy saving in cooling, blinds cut off one third of the cooling energy
demand, with an impact of 12.58% on total energy consumption. This result highlights the
hidden potential of passive solar solutions that can provide a reduction in embodied and
operational energy requirements over a life cycle [31]. As shown in Figure 10, indoor air
temperatures in the office zone in free running conditions rise compared to the basic case
due to the higher thermal resistance of the windows: results show a reduction around 15%
in heating demand, but the lower heat losses during the night generated a higher demand
of energy in the cooling season. The analyzed synergy effect of the combined strategies
individually, external blinds and low-e glasses, reduced by around a quarter the energy
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demand of the building, with a share for heating and cooling close to the highest values
previously detected, 14.91% and 32.74%, respectively.

Table 4. Energy demand for run simulations.

Energy
Demand

Basic Case
[kWh/m2]

Fixed
Over-
hang

[kWh/m2]

[%]
Adjustable
Blinds

[kWh/m2]
[%]

Solar
Control
Glass

[kWh/m2]

[%]
Combined
[kWh/m2]

[%]

HVAC
Heating 47.59 47.81 0.46 48.20 1.29 39.75 −16.47 43.39 −14.91
Cooling 45.66 45.07 −1.28 30.51 −33.17 46.26 1.32 33.05 −32.74

Energy Per Total
Building Area 115.52 115.16 −0.32 100.99 −12.58 108.28 −6.27 93.48 −19.08

Figure 10. Indoor zone air temperature of the office zone in free running conditions.

Regarding the investigation of the office module, as in the previous analysis, the
combined case showed a higher share of energy savings on the cooling side, with a
reduction of 13.78% of energy demand, and zero effect on heating for the single office
module. Replacing half of the wall-wide window with a Trombe wall drastically reduced
the heating demand, more than half of the required energy in the basic case and cut off one
third of the cooling demand. Figure 11a shows the results of the simulations. The lighting
load moved from 2.28 kWh/m2 in the full window configuration to just 2.65 kWh/m2 in
the half-window one. The naturally ventilated indirect system reached a higher share of
energy savings for building heating, around 62%, but without a proper control system, its
integration could be counterproductive: the cooling energy demand, indeed, rose from 3.21
to 3.91 kWh/m2. This last configuration highlights the possible impact of an integrated
passive solar design on building energy consumption, as the combined use of direct and
indirect system could generate a reduction of 50% of a common office building’s energy
demand: a higher share could be achieved taking into account ventilation, by exploiting
the Trombe wall cavity as a solar chimney during the cooling season. Assuming the office
module as a functional unit, we compared a 10-units building, as a benchmark of a small
office facility, with the department building previously analyzed, which contains 32 office
zones. Results in Figure 11b confirm the impact on cooling demand of the combined case,
whereas neglectable energy savings in terms of heating demand have been achieved, thus
implying that the reduction of heating load, around 15%, achieved in the whole building
analysis was mainly related to common spaces and wide laboratories.
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Figure 11. (a) energy demand of the office module and (b) energy saving of a 10- and 32-modules
office building for different strategies.

The integration of the indirect system had a relevant impact on building energy
saving: on heating demand, 65 to 70 kWh/m2 can be saved yearly in unventilated and
ventilated configuration, respectively, for the department building. On the cooling side,
the unventilated solution reached the highest saving, around 20 kWh/m2 for the small
facility and 60 kWh/m2 for the larger structure: the lower values of ventilated strategies
are related to the lack of monitoring systems to prevent ventilation of warmed air from the
Trombe wall cavity to cause overheating.

5. Discussion

As exposed in the paper, the interest on the promotion of passive solar system solutions
is relevant to reduce the energy impact of civil/residential structures. Other studies
investigated the impact of specific variables: Djordjević et al. [31] developed a mathematical
model to estimate the indoor temperature trend in a building with a combined passive
solar system made of a direct and an unventilated Trombe wall. Their results show that
an 80◦ rotation of the room with a combined indirect passive system installed leads to
indoor air temperatures about 40% lower than the temperatures in the south-oriented room.
Results of Pathirana et al. [32] on shape factor influence indicate that the rectangular shape
provides the higher thermal comfort, while window-to wall-ratio influence on thermal
comfort is around 20–55%. Investigations on specific passive solar solutions report results
close to the ones showed in this paper. As showed by Owrak et al. [15] the installation of
a sunspace can lead to a 10–15% energy saving with no optimization: if a storage tank is
added, the reduction can reach from at least 37% up to 87%. Other optimized studies show
energy saving percentage even higher than the present paper’s data: the integration of a
south-faced sunporch in China led to a coal saving rate of 51.9% [33], while a Trombe wall-
related saving on a residential building in Portugal was about 43% [20]. The difference in
this case could both be due to the very low energy demand of the building, 14.95 kWh/m2,
and the lower indoor comfort temperature setpoint, 18 ◦C. Nevertheless, one of the major
limits of the investigations on passive solar systems is the generalization of the results.
Comparison of performance and savings from different research must take into account
the boundary conditions of the passive strategies, such as latitude or kinds of building,
which can hugely vary the impact on the total building energy demand. Due to the high
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number of variables defining the interaction of a building and a passive solar system,
results from a specific case study or measurement from experimental activity cannot be
generalized without proper assumptions. In addition, differently from common building
systems, passive solutions deal with the building design at an architectural level to reach
the high integration required, thus the sizing process and the optimization strategy of each
solution must be tailored to the specific building. Thus, the main purpose of passive solar
investigation should be to develop a general framework and guidelines for building design,
or a protocol for the optimization process, as tools that can be adapted to different cases.

The sizing and design of a passive solar solution is not always simple. Moreover,
the efficiency is related to multiple interconnected parameters, both on a technical and
a climatic side, thus the evaluation and optimization of passive solar strategies needs to
be carried out taking into accounts the different contribution of these factors to various
elements: the energy balance, the cost of construction and maintenance, and the environ-
mental impact. Another limit of passive solar analysis is proper technical and economic
evaluation, usually based on a pure energy performance evaluation. As the synergy of
intrinsic and extrinsic parameters defines the performance of passive solar solution, and
the synergy of different systems can guarantee higher levels of energy savings as showed in
the previous analysis, a synergy of evaluating factors determine the cost–benefit correlation
to optimize this combination. Another element that can be considered in the analysis is
the economic impact of the passive solar system, which is sometimes highly relevant. In
general, the evaluation of the performance of a passive solar system can be carried out
with different methods: an analysis exclusively based on energy balance or a life cycle
analysis taking into account the environmental impact, with the related reduction of fuel
consumption and greenhouses emissions, or economic analysis, to consider the payback
time and the credit of original constructions elements replaced. A system design depends
on the balance between the saving from energy consumption and the construction cost,
during the lifespan. In these cases, as all the kinds of energy are equaled, the low available
power and conversion efficiencies disadvantage the value of solar energy. In addition,
this analysis is strictly country-dependent, as in some countries, the low price of energy,
subsidized by the local government, results in even lower passive systems profitability [34]:
in this perspective, the construction of passive solar systems strictly depends on the oppor-
tunity to exploit possible local benefits. As a result, a common economic analysis would
not suggest the implementation of passive solar systems: to encourage the diffusion of this
kind of strategies, the contribution to the reduction of greenhouse gas emissions or the
energy degradation connected with the use of fossil fuels must constitute integral elements
of the analysis. Possible alternatives may consist of two different approaches. A penalizing
coefficient related to energy degradation could be introduced in the balance equation to
promote the use of solar energy as a direct source: by counterbalancing the economic advan-
tage of common energy vectors, this coefficient should enhance the use of natural energy.
Otherwise, the evaluation must be based on a wider perspective through a multicriteria
analysis that consider both technical, architectural, and energy stream-related issues.

6. Conclusions

Passive solar systems hide a huge potential as energy saving measures for buildings.
The integration of different cooperating solutions in buildings is a relevant asset towards a
nearly zero-energy building perspective. The design process is ruled by the synergy of var-
ious parameters, both intrinsic and extrinsic, that affect the performance and integrability
of the passive solar system. In the paper, the authors have tried to define a general model
for the definition of the performance of a passive solar system. The model is based on the
combined consideration of direct and indirect thermal resistance and capacitive elements:
it takes into account the massive capacitance of passive solar strategies in buildings and
solar radiation variable resistances due to shading systems in summer and surrounding
condition in winter, affecting the exploitation of diffuse and reflected solar radiation. As
analyzed in the paper:
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• passive solar systems’ standard design depends both on intrinsic parameters such as
latitude and orientation that influence the effectiveness of the solution, and on the
correlation of extrinsic factors like building structure and destination, which affect
their integration, heat storage, and cost, all operating in a synergistic way;

• as a result of the general analysis, direct systems showed the highest energy saving
percentage for offices, 28.2% and 38.5% for Rome and Frankfurt, respectively, in
the rotated configuration, while the indirect solution performed better in residential
application, with the Trombe wall rotated setting that reached a saving of 12.8% in
Frankfurt and 22.3% in Rome;

• building use also influenced the latitude impact on energy savings: while in offices
the saving increased with the latitude, the opposite occurred in residential buildings.
Direct systems showed higher sensitivity to latitude, around 10% variation of the
energy saving, compared to the 2–6 percentage points in other cases, except for the
indirect system in a residential building;

• the sensitivity to orientation variation decreased with increasing latitude, but generally
south-oriented systems performed better than east-west ones: direct and indirect
systems showed a higher range of variation, respectively, in Frankfurt for the office,
7.7%, and in Rome for the residential application, 12.8%;

• specific passive solar solutions on an existing public office building did not exceed 12%,
while the synergy of different solutions showed a reduction of energy consumption
of almost 20%. The application of synergistic passive solar systems can enhance the
performance, saving more than 50% of the heating energy demand and up to 36% of
the cooling load.

The integration of passive solar systems is hampered by performance evaluation:
a simple energy balance disadvantages solar energy, characterized by low available power
and low conversion efficiencies, while in an economic analysis, low energy costs, subsidized
by some local government, makes them less cost-effective. Due to higher reliability and
easier design, the integration of active devices has become a more common practice in
the building market. In a long-term time frame, considering energy and carbon payback
times, solar energy-based interventions, even for energy retrofit, proved to be profitable [7].
Future activity will continue both quantifying the impact of influencing parameters on
passive solar system performance to develop a general framework useful to building design,
analyzing combined solar systems. Research will focus on a proper way to evaluate the
benefits of a passive solar design accounting on energy evaluation and energy degradation,
by developing a multicriteria optimization function that considers each contribution of
passive solar strategies.
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Nomenclature

a Single lumped wavelength exponent
β Slope [◦]
γ Surface azimuth angle [◦]
δ Sun declination [◦]
θ Angle of incidence [◦]
θz Zenith angle [◦]
l Wavelength [mm]
t Atmospheric attenuation
φ Latitude [◦]
ω Hour angle [◦]
A Area [m2]
b Ångström turbidity coefficient
cp Specific heat capacity
g Solar factor
G Solar irradiance [W/m2]
Gon Extraterrestrial radiation incident on a normal surface [W/m2]
Gsc Solar constant [W/m2]
GT Radiation incident on a tilted surface [W/m2]
H Global solar irradiation [kWh/m2]
Is Solar radiation
Is,df Diffuse solar radiation
Is,dr Direct solar radiation
Is,r Reflected solar radiation
HVAC Heat ventilation and air conditioning
m Mass
ma Air mass
n Day of the year
nZEB Nearly zero-energy building
PV Photovoltaic
Qa,in Share of the absorbed energy transferred inside [kWh]
Qa,out Share of the absorbed energy re-transferred outside [kWh]
Qr Energy reflected [kWh]
Qt Energy transferred [kWh]
Rra Room-ambient resistance
Rsa Storage-ambient resistance
Rsolar Solar radiation resistance
Rsr Storage-room resistance
Tambient Ambient temperature
Troom Room temperature
Tstorage Storage temperature
U Thermal transmittance [W/m2K]
ZEB Zero-energy building
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Abstract: The use of vegetation for the energy efficiency of buildings is an increasingly widespread
practice; therefore, the possibility of representing these systems correctly with the use of simulation
software is essential. VGS performances have been widely studied, but currently, the lack of a unique
simulation method to assess the efficiency of different types of VGS and the absence of studies
evaluating the performances of all the systems available, proposing simulation models for each of
them, leads to an incomplete energy representation. The aim of this study is to achieve a consistent
and complete simulation method, comparing the different systems’ performances. The research is
made up of five main steps. Firstly, a classification to group these systems into specific categories
was proposed; secondly an in-depth analysis of existing literature was worked out to establish the
methods used for different types of VGS. The study of plant physiology allowed the definition of
an energy balance, which is valid for all vegetated surfaces; then, each category was associated to
a mathematical formula and finally integrated into the EnergyPlus software. The results achieved
for each model were compared evaluating two important parameters for the termohygrometric
conditions control: outside walls face temperatures and operative temperatures.

Keywords: Vertical Greenery Systems (VGS); classification; comparison of different types of VGS;
mathematical modeling and thermohygrometric analysis; EnergyPlus

1. Introduction

The search for technological systems and materials for urban and building regener-
ation, especially in recent years, has paid particular attention to sustainability. The inte-
gration between vegetation and buildings responds effectively to this request, providing
benefits proven by several studies: the reduction of CO2 emissions and the high temper-
atures that determine the “heat island” effect, modifying the urban microclimate [1–5],
the increase in the quality of life [6,7] and the improvement of building hydrological [8]
and thermal performances. Vertical Greenery Systems (VGS), especially, have a great
potential, as buildings in urban areas develop mainly vertically, while Green Roofs (GR)
only affect the higher floors in tall buildings [9,10]. Furthermore, GR do not include par-
ticularly diversified systems, a feature possessed by VGS instead, which in fact require
different models.

Currently, the VGS are mainly included in projects carried out by internationally
renowned architects, and have very high construction and maintenance costs. For example,
Stefano Boeri designed a tower completely surrounded by trees in Milan [11] and Herzog
& de Meuron integrated the Mur Vegetal, the system patented by the botanist Patrick
Blanc [12], with the building envelope in their project at Caixa Forum in Madrid; the same
system was chosen by Jean Nouvel for the Musée du Quai Branly in Paris. The design of
systems with accessible costs, to allow a wider diffusion, can be encouraged through a
more in-depth knowledge of VGS and their benefits on buildings. In fact, there are several
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technological solutions capable of providing different advantages, replacing traditional
systems. The aim of the present study consists in identifying the contribution offered in the
thermohygrometric field by the different types of VGS, translating the behavior of plants
into a mathematical form that can be suitable for the EnergyPlus software. The validation
of the methods proposed is obtained by a comparison between mathematical models and
the experimental data, both as presented in the scientific literature.

2. Classification

The term VGS includes several systemic types that possess different characteristics
and that are functional for specific plant varieties. Moreover, to build high-performance
façades, it is necessary to act differently depending on the climate and the characteristics
of the building [13], using the most suitable VGS. It is therefore necessary to provide a
classification aimed at organizing plant verticalization into sets having common charac-
teristics, which can be properly analyzed through accurate energy simulations and thus
appreciate the differences. Some studies have proposed grouping, analyzing the scientific
literature and systems characteristics, but without proposing a simulation method for each
category [14–18]. On the contrary, in other research studies, such as the one conducted
by Wong et al. [19], the field measurements for different VGS were analyzed but without
proposing a classification.

In the present study, grouping into categories, based on the differences among the
main technological solutions by considering both their geometrical and mathematical
properties, is proposed. Each category has a different effect on the building envelope, based
on its characteristics, through all or some of the following properties: shading, wind barrier,
evaporation, transpiration and ventilated façade, as shown in Figure 1.

 

Figure 1. Proposed classification of VGS. Effects on buildings are specified for each category.

By re-elaborating the classification of VGS proposed by Bit [20], according to the
energy benefits, three macro categories were defined: the Green Barrier Systems (GBS), the
Green Coating Systems (GCS) and the Green Walls (GW). Each group interacts differently
with the building envelope and therefore there are substantial differences in the approach
to simulation. Further breaking down into sub-categories indicates differences in modeling
or in the change of some parameters. GBS have the lowest level of integration with the
building walls because there is no direct contact between them. The Green Barrier made up
of trees (in the surroundings of the building or integrated with the structure) was defined
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as the Green Tree Barrier (GTB); systems composed by climbing species were defined as
the Green Climbing Barrier (GCB).

The plant organisms that grow in adherence to a building closure or on a support
system that forms a small gap with the wall were defined as the Green Coating Systems
(GCS) divided into the Green Climbing Coating (GCC) and the Green Modular Coating
(GMC). The main difference between these two sub-categories concerns the species of
plants used: the first one is made up of climbing species and the second one consists in
non-climbing species and requires particular modular systems in which a small amount of
substrate is present. Finally, the Green Walls (GW) include systems which require greater
technical specialization than the other categories. The technology package (which includes
the plants and the substrate) is supported by a subsystem and forms a gap with the walls,
thus behaving like a ventilated façade. In this case, three categories have been proposed:
the Mur Vegetal (MV) that refers specifically to the system patented by the botanist Patrick
Blanc [12] (in which the substrate is an inorganic fiber layer, and a PVC panel is present)
and the Light Systems (LS) and the Heavy Systems (HS) that have a soil substrate and
differ from each other in the soil thickness (less or greater than 15 cm, respectively).

3. Literature Review

In the literature, the topic of the Vertical Greenery Systems (VGS) has been faced with
both experimental studies and through numerical modeling. Nevertheless, the authors
have only considered one single type of VGS at a time in simulations, and therefore, a
comparison among all of the different systems with a unique method is not available. The
studies analyzed investigate different areas and types: the trees shading effect [21–27], the
double skin façade with plants [28–32] and the Green Walls [3,8,33–36].

Table 1 shows the most significant studies for the model developed, which have the
most compatible solutions with EnergyPlus, grouping the references according to the
macro-categories identified.

Table 1. Studies about VGS divided into the three categories defined. The VGS effects on buildings considered in each study
are specified.

Reference Author/
Year

Considered Terms in Thermal Balance Model/
Software Used Category Analized/Method

Shading Convection ETP

Green Barrier Systems (GBS)

[32] Stec et al.
(2005) YES YES YES

Simulink

 

Green Climbing Barrier (GCB)
Radiative and convective thermal balances were
mathematically represented through the definition of
radiation absorption coefficient and convective heat
transfer coefficient, respectively. The first one was
found to be equal to 0.42, according to laboratory
tests taken on the species Hedera helix. The second
one was determined using the formula proposed by
Stanghellini [37]:

Nu = 0.37
(
Gr + 6.417 Re2)0.25

Evapotranspiration (EPT) effect was represented
through the FAO Penman Monteith formula [38]:

ET0 =
0.408 Δ∗(Rn−G)+ γ∗ 900

Ta+273.15 ∗U2(es−ea)

Δ+γ(1+0.34∗U2)

[23] Hes et al.
(2011) YES NOT NOT

IES-VE

Green Tree Barrier (GTB)
Two methods to simulate tree shading were
proposed. The first one was modeling simplified
objects, compatible with the shape of a tree. The
changing density of the foliage was simulated
through three models, with 0%, 50% and 100% of
shading properties, a bare model, a perforated model
and an opaque one, respectively.
Instead, with the second method, an adjusted solar
absorptance coefficient was introduced directly in the
shaded wall properties. The adjustment considers a
hypothetical shadowing, as shown in the
following formula:
Adjusted Solar Absorptance = 0.6 ∗ (1 − SC)
Where SC is Shading Coefficient.
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Table 1. Cont.

Reference Author/
Year

Considered Terms in Thermal Balance Model/
Software Used Category Analized/Method

Shading Convection ETP

[31] Larsen et al.
(2014) YES YES NOT

EnergyPlus

 

Green Climbing Barrier (GCB)
Two different shading elements were used: Building
Shading Object (BS) and Window Shading Device
Object (WSD). To consider the wind barrier effect of
the model, the convective heat exchange coefficient is
calculated as proposed by [32]:

Nu = 0.37
(
Gr + 6.417 Re2)0.25

The modification of the view factor of the walls and
windows is also proposed to take into account the
diffused solar radiation reflected from the ground.

Green Coating Systems (GCS)

[28]
Yoshimi and

Altan
(2011)

YES YES NOT

ECOTECT

Green Climbing Coating (GCC)
The evapotranspiration effect was greatly simplified,
by modeling a layer of water vapor above the leaf
layer that represents the water evaporated from the
leaves. The thermal model of the species Hedera
helix (Common Ivy) species is composed of 5 layers:
water vapour, leaves, air gap, softwood (stem) and
another air gap; the thermal properties are defined
for each one.
(ECOTECT Is not available any more as a stand
alone tool)

Green Walls (GW)

[8] Malys et al.
(2014) YES YES YES

Self-developed
model in
SOLENE-

Microclimate

Heavy System (HS)
The hydrothermal model, validated with field
measurements, represents each layer as a node and
each node is associated with a thermal or water
balance. In addition, a parametric study was
conducted: nine variable parameters were used to
characterize the substrate and leaf layer. The quality
of the combinations of parameters was determined
by calculating the root of the mean square error.

[36] Scarpa et al.
(2014) YES YES YES

Self-developed
mathematical

model

Mur Vegetal (MV)
The Green Wall was divided into 11 thermal nodes;
the behavior of each one was described with a
thermal balance equation. The thickness of the cavity
behind the system was also considered, evaluating its
type (ventilated or not). The model shows a good
agreement with the field measurement realized.

[34]
Dahana-yake

e Chow
(2017)

YES YES YES

Self-developed
model

integrated in
EnergyPlus

 

Light System (LS)
The heat balance equations of the model are based on
the Green Roof module present in the EnergyPlus
[39,40], on the FASST model proposed by
Frankenstein and Koenig [41] and on the
hydrothermal model validated by Malys et al. [8].
The correlation coefficients are close to unity,
showing a good match between the simulation
results and those of the experimental case.

[35] Djedji et al.
(2017) YES YES YES

Self-developed
model

integrated in
TRNSYS

Heavy System (HS)
The mathematical model used was developed on the
basis of a green roof model, analyzed by the authors
in a previous study [42], analyzing solar and infrared
radiation, convection and evapotranspiration.
The validation of the analytical model of the green
wall is based on the comparison of the external
surface temperature of the substrate with that of a
monitored green roof.

From Table 1, it is evident that all the mentioned studies consider just one type of VGS
at time performing numerical analyses with diverse codes that evaluate different terms in
thermal balance. Therefore, a consistent comparison among different VGS systems cannot
be properly evaluated.
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4. Methodology

The mathematical model used in this study was obtained by integrating some of
the formulas analyzed in the literature review into EnergyPlus. The equations used have
already been validated by previous research and are reported and specifically defined
in Section 4.1. Then, according to the effects on buildings indicated in Figure 1, the
components of the energy balance were integrated into the numerical code of the software,
as presented in Section 4.2.

4.1. Study of Plant Physiology

The analysis of several studies and publications regarding plant physiology [37–51]
allowed the determination of the energy balances that occur on the surface of plants.

Vegetated surfaces interact with the environment through energy exchange, basically
involving four terms: net radiation Rn, sensible heat flux H, heat flux through soil G
and latent heat flux L, that are linked together by the balance proposed by FAO [38].
In particular, G value is negligible on daily averages [34,38]. Moreover, the physical
characteristics of the leaves influence the energy balance on vegetated surfaces [43], so the
main parameters were analyzed.

4.1.1. Radiation Balance

Net radiation is the difference between incoming and outgoing radiation, considering
both shortwave and longwave radiation [47]. It can be defined as the difference between
net solar radiation and net longwave radiation:

Rn = Rns − Rnl (1)

and typically takes on a positive value during the day and a negative one at night. Net
solar radiation Rns is the percentage of radiation that is not reflected by the surface, and
its value is therefore related to albedo by the following relation, as leaves are primarily
absorptive [47]:

Rns = (1 − α) ∗ Rs (2)

where albedo (α) depends on different variables like density, thickness and the color
of leaves [43].

The solar radiation transmitted to soil, beyond the foliage layer, was calculated ac-
cording to the following equation:

Rns = (1 − α) ∗ Rs ∗ e−ks∗LAI (3)

that considers the geometrical properties of canopy.

4.1.2. Sensible Heat Flux

The energy exchange on a surface, due to sensible heat flux, is perceived as an increase
or decrease in surface temperature. Heat transport occurs through convection, and after a
comparison (using the EnergyPlus simulation program) with other studies [37,43,52], the
mathematical formula proposed by Stec et al. [32] appears as the one that best fits what is
stated by FAO [38]:

Nu = 0.37
(

Gr + 6.417 Re2
)0.25

(4)

where Nu, Gr and Re are, respectively, the Nusselt, the Grashof and the Reynolds number.
Thus, the convective heat transfer coefficient h can be expressed as follows:

h =
k

Nu·L (5)
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4.1.3. Latent Heat Flux

Latent heat flux allows a substance to affect a state change, by adding heat, without
perceiving an increase in the temperature of the substance itself [47]. This type of heat
exchange characterizes the vegetated surfaces: water vaporizes thanks to the transpiration
from the leaves and evaporation from the ground. The whole process is known as evapo-
transpiration and results in a cooling effect of the surroundings [8,34,41]. Mass and energy
flows are related by the following equation:

L = λ ∗ ET (6)

where L is the latent heat flux, λ is the latent heat of vaporization, and ET0 is the evapotran-
spiration value, starting from the FAO Penman–Monteith equation [38], adapted to VGS
by Davis and Hirmer [49]:

ET0 =
0.408 Δ ∗ (Rn − G) + γ ∗ 900

Ta+273.15 ∗ U2(es − ea)

Δ + γ(1 + 0.34 ∗ U2)
(7)

To obtain the evapotranspiration value ET for a particular plant species, ET0 value is
multiplied by coefficient KC, depending on the plant species [36,38].

4.1.4. Physical Parameters of Leaves

The physical characteristics of plants that influence the energy balance with the
environment are essentially the LAI (Leaf Area Index) [53,54] and extinction coefficient ks
that depends on the spatial distribution of leaves and on the angle between the leaves and
soil. Both these parameters contribute to the result of Equation (3).

4.2. Integration in the EnergyPlus

The use of a software that operates in dynamic regime is necessary to guarantee a
simulation as close as possible to reality related to plant organisms, which are a living
component of the building envelope and therefore respond to environmental conditions in
a very complex way. The use of advanced programming language, the EnergyPlus runtime
language (Erl) combined with the Energy Management System (EMS), and other functions
integrated into the software make it possible to simulate every component of the energy
balance on vegetated surfaces. EnergyPlus provides a model (EcoRoof Model [31]) to
simulate greenery systems, but it works only for horizontal vegetated surfaces, and it does
not consider the change of the emissivity values of foliage and soil and of the convective
heat transfer coefficient, both influenced by the inclination of the analyzed surface.

4.2.1. The EMS Settings—The Solar Absorptance

The leaves can absorb long-wave radiation almost completely, so they are considered
as perfect emitters [47]; consequently, the thermal absorptance value is equal to 1. In-
stead, the solar absorptance coefficient (ζ) depends on the specie’s physical characteristics,
according to [43]:

ζ = 1 − e−ks∗LAI − α (8)

and for each parameter a variation range was defined (Table 2).

Table 2. Variation range for the variable parameters that influence solar absorptance coefficient and
related references.

Variable Parameters Variation Range Reference

ks 0.16–1 [51]
LAI 0.30–5 [53]

α 0.20–0.25 [38]
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The reference species, Bergenia Crassifolia and Geranium Macrorrhizum were associ-
ated with a LAI equal to 2.24 and 1.89, respectively. These values were obtained by the
comparison with similar species analyzed by Candelari [55].

Equation (5) was integrated in the EMS, setting the solar absorptance coefficient as an
actuator (i.e., value affected by programming) and the other variables in the formula as
sensors (i.e., input values).

4.2.2. The EMS Settings—The Sensible Heat Flux

Sensible heat flux related to VGS was simulated using EMS, this time setting the
convective heat transfer coefficient as an actuator. Analyzing different methods proposed
in the literature [23,24,43,52], and comparing the daily sensible heat flux values obtained
with the values of the other terms involved in the energy balance [38], the formula proposed
by Stec et al. [32] resulted as the most suitable as reported above in Equation (4).

4.2.3. The Advanced Settings—The Latent Heat Flux

The EnergyPlus, among its advanced settings, provides the possibility to add another
term to the traditional energy balance on the outer or inner surface of a wall. This function
was to simulate the evapotranspiration effect. The hourly latent heat flux was calculated
according to Equation (7). Different values of coefficient KC were used to represent different
plant species [34] to compare the related ET term.

4.2.4. The Advanced Settings—The Ventilated Façade

The Green Walls can be compared to a ventilated façade, due to the gap between
the continuous surface of these systems and the building envelope. This effect was never
considered in developing GW’s models, despite having a significant effect in summer
energy efficiency. Analyzing some studies about these systems [56–58] and their simulation
methods in the EnergyPlus [39], the most suitable model was defined. The ventilated cavity
was modeled as a separate thermal zone, and the setting Zone Ventilation: Wind and Stack
Open Area was applied. This function allows the automatic calculation of the convective
heat fluxes in the gap, considering wind and stack effects.

4.2.5. The Layers’ Properties

The Green Walls were represented as a simplified model, composed of two layers:
foliage and substrate, spaced from the wall by an air gap. The foliage properties are
different for each plant species, so two reference species have been analyzed: Geranium
Machrorrhizum, associated with Light Systems because of its superficial roots, and Bergenia
Crassifolia, linked to Heavy Systems because of the roots developing in depth. Thermal
and physical properties were attributed to these layers comparing the results obtained by
Jayalakshmy and Philip [45] and Merzlyak et al. [46] for some plant species’ leaves. Table 3
shows the properties obtained for the two reference species.

The study of the thermophysical properties of the soil, whose contribution is sub-
stantial due to its thermal mass, was carried out after a literature review [59–65]. Three
types of soil have been analyzed in this study: sandy loam, loam and clay loam, suitable
for cultivation, and for each one, a defined density was fixed, thermal conductivity and
specific heat. For the two species selected, the composition of soil was chosen according to
the plant considered, to ensure its proper growth. The properties of soil are related to its
water content, that must be included in a specific range to allow the plants to fulfill their
vital functions: between 5% and 10% for sandy soils and between 40% and 50% for clay
soils, as stated by Pitts [65]. These values were used to find a linear correlation between
sandy and clay soils, to identify the correct saturation percentage of the simulated soils as
shown in Figure 2.
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Table 3. Variation range for the variable parameters that influence solar absorptance coefficient and
related references.

Properties Units
Bergenia

Crassifolia
Geranium

Macrorrhizum

Single leaf thickness m·10−3 0.25 0.21

Canopy layer thickness m·10−3 5 5

Thermal conductivity W·m−1·K−1 0.34 0.35

Density kg·m−3 656 627

Specific heat J·kg−1·K−1 2252 2232

Thermal effusivity W·s 1
2 ·m−2·K−1 714 702

Thermal diffusivity m2·s−1·10−6 0.23 0.25

Other properties related to each soil, were obtained analyzing the studies carried
out by Clauser and Huenges [61], Abu-Hamdeh and Reeder [59] and Monteith and
Unsworth [50]; the results are shown in Table 4.

 

Figure 2. The optimal range of saturation percentage for each type of soil, to guarantee plant survival,
is represented by the rectangular boxes; instead, the values indicated as a line generate stress in plants.

Table 4. Properties of cultivated soil (sandy loam, loam, clay loam) related to saturation percentage of pores.

Properties Units
Bergenia Crassifolia Geranium Macrorrhizum

Sandy loam Loam Clay loam

% Saturation - min
10

max
20

min
20

max
30

min
30

max
40

Density kg
m3 1700 1800 1800 1900 1900 2000

Thermal conductivity W
m·K 1.26 2.03 1.02 1.22 1.34 1.45

Specific heat J
kg·K 1125 1328 1080 1209 1324 1465
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4.3. Mathematical and Geometrical Models

Each category above defined was simulated in the EnergyPlus using simple models, by
adopting small cubic samples (3 × 3 × 3 m) with 15 cm concrete walls. The concrete cubic
sample was used as reference model in the comparisons with each category. The analysis of
these models allowed the comparison between VGS categories and the execution of a large
number of tests, avoiding the simulation of complex buildings. The dynamic simulations
were performed in a free running mode, without plants. The meteorological data used
refer to the Brescia–Ghedi weather file [66].

From the geometric point of view, GBS were modeled as shading objects: simplified
trees for GTB and rectangular surfaces for GCB, both placed at a distance of 2 m from the
walls of the sample. A transmittance schedule was associated with each shading object, to
represent the different transmission of solar radiation in each season.

GCS were simulated adding two layers on the outer sample’s surfaces: an anti-root
membrane and a vegetated layer. The subcategory GMC also has a small layer of substrate,
but its contribution can be negligible in terms of thermal insulation. In addition to the
modification of the layers’ properties, the behavior of the plants was reproduced through
the modification of the solar absorptance, of the sensible heat flux and by adding the latent
heat contribution. The latter, for the GCC only results from foliage transpiration, while for
the GMC results from the whole process of evapotranspiration, due to the presence of soil.

The GW have the common feature of functioning as ventilated façades, and they were
simulated as described in 4.2.4. The MV has a defined stratigraphy, and the outer layer was
simulated respecting the characteristics of the system patented by Patrick Blanc [12]. The
HS and LS can be composed of different types of plants and substrates, which determine a
great variability in the results. Therefore, a parametric study was carried out to identify the
most effective combination of variables in improving the thermohygrometric behavior of
the sample. The parameters were analyzed one at a time, keeping the other characteristics
of the system unchanged and applying only the setting concerning that specific variable.
The variation of the extinction coefficient ks, the thickness of the air gap and the type of
soil appears to be almost irrelevant in influencing the external surface temperatures; while
the variation of LAI, as shown in Figure 3, influences the external surface temperatures
which is reduced by about 2 ◦C in summer for a LAI equal to 5 compared to a LAI equal to
1, comparable to the results obtained by [43].

Figure 3. Effect of LAI on the surface external temperature of the walls. Model properties: Substrate in Loam (9 cm);
ks = 0.70; air gap thickness = 4 cm.
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5. Results and Discussion

The overall assessment of the thermohygrometric benefits on the simulated model
was made by comparing the results obtained for the VGS models and the reference concrete
model, analyzing external surface temperatures and operative temperatures, both in sum-
mer and winter. All the graphs refer to the south-facing walls, and the physical parameters
used are consistent with the species suitable for the different systems, as indicated above
and in [67].

The trends of outside face temperature for each category and for the concrete model,
compared with outside air temperature, are shown in Figures 4 and 5, in summer and
winter conditions, respectively.

The summer chart shows the data obtained during the simulation performed in the
last week of July (25-31/07), the hottest day of the summer according to the meteorological
data analysis [66].

 

Figure 4. Summer (25-31/07). Comparison between the external surface temperatures of the south wall for each category,
the concrete model and outside air.

The GBS reduce concrete surface outside face temperatures by about 1.5 ◦C, due
to the shading effect of trees and climbing species. There are no significant differences
in the trends of the GTB and GCB models as both act only through shading and do
not influence the temperature of the wall with the transpiration process. Hes [23] and
Stec et al. [32] instead reported up to a 25% reduction in the outside surface temperatures
for the GBS. The Different results could be due to the different height and position of the
trees or climbing species or to a greater window area of the analyzed model. The GCC
reduce the temperature of the concrete model on average by about 5 ◦C, confirmed by the
empirical results obtained by [68], and the GMC by about 6 ◦C, due to the presence of soil,
which also adds the evaporation process. The GW systems remarkably reduce the surface
temperatures, also lower than the ones of outside air. The most performing systems are
the LS and HS that reduce the maximum temperature of the concrete model up to 13 ◦C,
included in the range of values obtained by Mazzali et al. [69]. These systems record higher
evaporation values from the soil, having thick and continuous layers.
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Figure 5. Winter (01-07/12). Comparison between the external surface temperatures of the south wall for each category, the
concrete model and outside air.

The winter chart shows the data obtained during the simulation performed in the first
week of December (01-07/12), the coldest day of the year. The trend of the external surface
temperature of the GBS coincides with that of the bare wall, as in this season they only act
as wind barriers; the latter effect could be more relevant with denser vegetation. The GCS
increase the surface temperature by about 1 ◦C on average, during the day, similarly to the
results obtained by [70], as they have a better behavior as wind barriers. The GW, instead,
follow the trend of the outside air temperature, with negligible variations, increasing the
external surface temperature up to 8 ◦C higher than the reference. No simulations were
found in the winter period comparable with those carried out.

The influence of the different models on the summer and winter operative temperature
is shown in Figures 6 and 7, respectively.

In summer (Table 5), the HS have the most significant impact in lowering the operative
temperature: up to 9 ◦C less than the concrete model. These results derive from the higher
thermal mass of the soil and from a higher LAI value than the other systems; in fact, the
HS, thanks to the high thickness of the substrate, can host larger species and therefore
greater foliar density. The LS, MV and GMC have similar trends, with a reduction in peak
temperatures of between 4 and 8 ◦C, similarly to the field measurement on a living wall
made by [71]. In these cases, the thermal mass of the soil, being less thick, has less effect on
lowering temperatures. The GCC lower the temperatures between 3 and 6 ◦C, decreasing
temperatures thanks to the transpiration of the foliage and shading. The GBS generally
do not show a significant lowering in air temperature [72,73], even if in two of the days
analyzed, there is a reduction in temperature of up to 4 ◦C, due to shading.

The best performing system in winter (Table 6) is the MV, which has 15 cm thick PVC
panels in its stratigraphy, with a thermal conductivity lower than that of the soil, which
allows a better insulation than the other systems; the operative temperature increases up
to 4 ◦C compared to the bare wall. The LS and HS increase the operative temperature by
about 1 and 2 ◦C, respectively, compared to the concrete model. In these systems, the soil
provides thermal resistance but, being almost always wet, does not have a low enough
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thermal conductivity to be insulating. The GCS have a very similar trend to that of the
concrete model and the GBS trend coincides with the latter, as they shelter from the cold
winter wind but do not isolate the wall.

 

Figure 6. Summer. Comparison between the operative temperatures obtained for each category and outside air.

 

Figure 7. Winter. Comparison between the operative temperatures obtained for each category and outside air.
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Table 5. Summer. Comparison of the results obtained on the south wall of the sample during the daytime and evaluation of
the main variables involved for each category.

VGS

Maximum Reduction of
the External Surface

Temperature Compared to
the Reference Sample

Maximum Reduction of
the Operative

Temperature Compared to
the Reference Sample

Main Effects Involved

GTB −1.5 ◦C (−4%) −4 ◦C (−11%) Shading

GCB −1.5 ◦C (−4%) −4 ◦C (−11%) Shading

GCC −5 ◦C (−12%) −6 ◦C (−17%) Shading/transpiration

GMC −6 ◦C (−15%) −7.5 ◦C (−21%) Shading/evapotranspiration

MV −10 ◦C (−26%) −8 ◦C (−23%) Evapotranspiration/Ventilated façade

LS −13 ◦C (−32.5%) −8 ◦C (−23%) Evapotranspiration/Ventilated façade

HS −13 ◦C (−32.5%) −9 ◦C (−26%) Evapotranspiration/Ventilated façade

Table 6. Winter. Comparison of the results obtained on the south wall of the sample during the daytime and evaluation of
the variables involved for each category.

VGS

Maximum Increase of the
External Surface

Temperature Compared to
the Reference Sample

Maximum Increase of the
Operative Temperature

Compared to the
Reference Sample

Main Effects Involved

GTB ±0 ◦C (±0%) ±0 ◦C (±0%) Wind barrier

GCB ±0 ◦C (±0%) ±0 ◦C (±0%) Wind barrier

GCC +1 ◦C (+13%) +1 ◦C (+67%) Wind barrier

GMC +1 ◦C (+13%) +1 ◦C (+67%) Wind barrier

MV +8 ◦C (+800%) +4 ◦C (+200%) PVC panel in the
stratigraphy

LS +8 ◦C (+800%) +1 ◦C (+100%) Soil thermal conductivity

HS +8 ◦C (+800%) +2 ◦C (+150%) Soil thermal conductivity

6. Conclusions

The subdivision of the VGS into categories turned out to be a fundamental step in
setting up the entire work, allowing to compare the advantages of using different VGS.
The variations in modeling and in the attribution of diversified energy balances on the
same sample building allowed comparison of results about trends of the external surface
temperatures and the operative temperatures for each system. The in-depth literature
review produced mathematical models and allowed comparison of the results with those
from empirical studies, demonstrating a good match. The HS (with a consistent substrate
thickness) proved to be the best performing in the summer season, while the Mur Vegetal
results to be the best performing system in winter. Compared to the concrete model, gener-
ally all categories improve the thermohygrometric performance of the sample building. In
particular, the benefits on the outside face temperatures of the walls, which remain below
the temperature of the outside air on hot summer days, are significant.

The results obtained refer to the simulated sample and therefore may vary in relation
to the characteristics of the building analyzed (stratigraphy, number and size of windows,
location, etc.) The simulation of a single sample and the non-determination of the contribu-
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tion of each term of the energy balance in energy efficiency can be considered limitations
of the present research that can be developed in further research with a parametric study.
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Featured Application: Reduction of energy consumption in residential and office buildings through

the improvement of latent heat storage in active and passive strategies.

Abstract: Among the adaptive solutions, phase change material (PCM) technology is one of the
most developed, thanks to its capability to mitigate the effects of air temperature fluctuations using
thermal energy storage (TES). PCMs belong to the category of passive systems that operate on heat
modulation, thanks to latent heat storage (LHS) that can lead to a reduction of heating ventilation air
conditioning (HVAC) consumption in traditional buildings and to an improvement of indoor thermal
comfort in buildings devoid of HVAC systems. The aim of this work is to numerically analyze and
compare the benefits of the implementation of PCMs on the building envelope in both active and
passive strategies. To generalize the results, two different EnergyPlus calibrated reference models—
the small office and the midrise apartment—were considered, and 25 different European cities in
different climatic zones were selected. For these analyses, a PCM plasterboard with a 23 ◦C melting
point was considered in four different thicknesses—12.5, 25, 37.5, and 50 mm. The results obtained
highlighted a strong logarithmic correlation between PCM thickness and energy reduction in all the
climatic zones, with higher benefits in office buildings and in warmer climates for both strategies.

Keywords: phase change material; thermal energy storage; energy efficiency; passive strategies;
active strategies; adaptive envelopes

1. Introduction

Thermal comfort and reduction of energy consumption are consolidated topics in
scientific literature. Currently, an increasing interest in these fields is related to the benefits
of adaptive technologies. These technologies, when applied to building envelopes, allow
buildings to adjust their characteristics, in a reversible way, in response to external stim-
uli. As a result, an adaptation of their behavior to climate fluctuations is achieved, and,
consequently, users’ comfort requirements can be more efficiently met [1,2]. Currently, the
most promising results of adaptive envelopes [3] are related to wall-integrated PCMs [4,5],
switchable glazing [6–9], adaptive solar shadings [10–12], dynamic insulation [13,14], and
multifunctional facades [15,16].

Among this wide range of technologies, PCMs have constantly grown their impor-
tance in recent years, thanks to broad experimentation and diffusion in different scientific
fields [17,18]. These include mainly the aerospace industry [19], the design of low-energy
buildings [20], the preservation of products [21], the electronic industry [22], and waste heat
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recovery systems [5]. The spread of PCMs in all these fields is related to the advantages of
latent heat storage (LHS), which allows the storage and release of naturally available heat in
low-volume elements, increasing, therefore, the energy storage density of the material [23].

In the building design domain, the importance of PCMs is related mainly to two
different topics usually investigated in scientific literature: the reduction of HVAC energy
consumption (i.e., active strategies) and the reduction of local and global thermal discomfort
(i.e., passive strategies). Many studies have highlighted that PCMs can reduce the energy
demand of HVAC systems by up to 30% if applied as a retrofit solution in residential
buildings located in cold climates [24]. Moreover, thanks to the stabilization of the indoor
radiant temperature, a significant reduction of thermal discomfort can be obtained [25].
Starting from these two important results, the aim of this paper is to merge and generalize
these studies by considering: (i) a broader range of climates, (ii) both passive and active
strategies, (iii) different building types, and (iv) different thicknesses of PCMs. Therefore,
the benefits of PCM implementation are assessed through numerical analyses.

To design and model a PCM-integrated building element correctly and maximize
its benefits, it is fundamental to understand the functioning of this technology and the
different products available. The functioning is strictly related to the different ways
in which materials can store or release heat: sensible heat storage (SHS), latent heat
storage (LHS), and thermochemical heat storage. While SHS and LHS are applicable to
buildings, thermochemical heat storage technologies are currently not applied in the civil
field [23]. Regarding SHS, the heat absorbed/released is related to the increase/decrease of
temperature in relation to the mass of the body (m), the specific heat (c), and the variation
of temperature (dT), as described in Equation (1).

QS =
∫ T2

T1
m c dT (1)

During LHS, the heat absorbed or released leads to a change of phase—for example, a
melting from solid to liquid—without changing the temperature of the body. In this case,
the heat stored depends on the mass, the fraction melted (fm), and the variation of enthalpy
of fusion per unit mass (Δhm) (Equation (2)).

QL = m fmΔhm (2)

Therefore, generalizing a phenomenon with SHS and LHS for a gypsum-PCM board,
the heat exchanged corresponds to the total enthalpy variation ΔHtot that depends on the
enthalpy variation of each material contained in the board, according to Equations (3)–(5) [26]:

ΔHtot = m·[(1 − f )·Δhgypsum + f ·ΔhPCM
]

(3)

where, considering the complete melting of the PCM (fm = 1), the partial enthalpies are:

Δhgypsum = (1 − f )
∫ T2

T1
mcS dT (4)

ΔhPCM = f
(∫ Tm

T1
cS dT + Δhm +

∫ T2

Tm
cL dT

)
(5)

with f being the mass fraction of the PCMs in gypsum, cS and cL representing, respectively,
the specific heat of the solid state and the liquid state, and Tm the melting temperature of
the PCMs.

For this reason, in building applications, a PCM with a melting range within the thermal
comfort range (20 ◦C–30 ◦C) can take advantage of LHS [27]. This is due to the storage of a
good amount of heat in low-volume elements without increasing the surface temperature
and therefore, without affecting thermal comfort. While, theoretically, PCMs work on
four different possible changes of phase for building applications, namely, solid–solid,
solid–liquid, gas–liquid, gas–solid [28], solid–liquid PCMs are usually considered.
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PCMs can be classified into three main categories: organic, inorganic, and eutectic.
Organic PCMs are composed of paraffins, fatty acids, fatty-acid esters, and sugar alcohols
and, in general, can be classified as paraffin or non-paraffin. One of the main advantages of
organic PCMs is that repeated melting–freezing does not lead to phase segregation; more-
over, they are slightly affected by supercooling. Nevertheless, considering that paraffinic
PCMs are derived from oil refining, organic PCMs have low ignition resistance, and, for
this reason, envelope applications can be problematic. Organic PCMs can have a broad
range of possible melting temperatures (−57 ◦C; +187 ◦C) with melting latent heat ranging
from 85 to 300 J/g [29–31]; therefore, they should be accurately chosen to optimize their
functioning. Inorganic PCMs are classified as salt-hydrates or metallic, and, despite having
an enthalpy per mass similar to organic PCMs, they can reach higher melting latent heat
per unit volume thanks to their higher density. Moreover, they have higher conductivity,
can reach higher melting points, and are less expensive and less flammable than organic
PCMs. However, inorganic PCMs present some limitations, such as supercooling, phase
segregation, and corrosion. Lastly, eutectic PCMs are composed of at least two PCMs with
the same melting point and can be classified as organic–organic, inorganic–inorganic, and
organic–inorganic, depending on the types of PCMs used.

Often PCMs are encapsulated, primarily to hold both solid and liquid phases and
to protect the PCMs from harmful interactions with the environment and other building
materials. Encapsulation can also reduce phase segregation and corrosion, provide easier
handling, and increase the heat transfer area [32,33]. Encapsulations can be classified,
depending on capsule size, into macroencapsulation (d > 1 mm), microencapsulation
(1 μm < d < 1 mm), or nanoencapsulation (d < 1 μm). Moreover, they can be made of
different materials, e.g., aluminum, plastic, polyolefin, rubber, polymers, in different
containers, such as balls, tubes, plates, and boxes [33].

Many studies have been performed to deepen the possible applications of PCMs to
buildings, mainly classified into active storage systems and passive storage systems.

Active systems are characterized by heat exchangers and forced convection and can
be, in turn, classified into direct and indirect systems. In direct systems, the heat transfer
fluid is also the storage element of the system, while in indirect systems, the fluid serves
as the transfer medium and another material is used as the storage element [34]. Active
systems have been studied [35] and applied to suspended ceilings [36,37], ventilation
systems [38,39], external double-skin façades [40], solar collectors [41,42], heat storage
water tanks [43,44], integrated photovoltaics [45,46], and building cores enhanced with
PCMs activated through the use of ducts or pipes [47].

When considering passive systems, there is no forced convection, and, in this case,
these systems can be classified according to the way the PCMs are embedded in the building
element: inside the material, as a new layer, and in windows or as sun protection [48].
Considering the PCMs embedded inside the material, encapsulated PCMs can be easily
added to other construction materials such as concrete [49], plaster [50], cellulose, or glass
fiber [51]. Another diffuse solution to applying PCMs in buildings is to add a new layer to
increase the thermal inertia of lightweight constructions. The most common application of
PCMs as a new layer is the PCM-enhanced gypsum plasterboard; many products, such
as the Alba Balance (Rigips-Saint Gobain), are already commercially available. Other
applications of PCMs as new layers are PCM sandwich panels [52] and macroencapsulated
PCMs in plates or bags, such as the Delta-Cool24 (Dorken) or the Energain (Dupont). Lastly,
PCMs can be used for both sun protection (for example, in internal blinds [53]) and inside
windows (for example, with an extra air gap, behind the inner glass [54]).

Considering all these available PCMs, particular attention should be paid to their melting
point because, due to the broad variability of this parameter, each application has its own more
suitable range. Different studies concerning building energy performance [28,55–57] have
identified that the most suitable melting points for cooling are up to 21 ◦C, while for heating,
they are 22 ◦C or, in general, 2 ◦C higher than the heating setpoint temperature. Moreover,
suitable melting point ranges for thermal comfort are between 22 and 28 ◦C; for hot water
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applications, they are between 29 and 60 ◦C. Finally, higher melting points—between 61
and 120 ◦C—are suitable for waste heat recovery applications. For the current study, a PCM
layer was considered the inner layer of external walls, roofs, and floors, implementing a
paraffinic microencapsulated organic PCM (Micronal) embedded in gypsum plasterboard
with a melting point of 23 ◦C, the characteristics of which are described in the following
sections. Considering that the models were run for active and passive strategies and
for heating and cooling systems, the choice of this transition temperature allows us, as
described before, to take advantage of heating, cooling, and thermal comfort applications.

2. Materials and Methods

Energy and comfort analyses were performed using EnergyPlus v.9.3. The main ad-
vantage of EnergyPlus [58] is that it can guarantee multidomain integration and physical in-
teraction accounting for thermal, visual, mass-flow, and building service interactions [3,59].
A good starting point for energy-efficiency-oriented research in EnergyPlus [60] is offered
by the U.S. Department of Energy (DOE), which developed 16 reference building models in
different climatic zones. These models have been calibrated using several references such
as the Commercial Buildings Energy Consumption Survey (CBECS), ASHRAE Standards
90.1, and many other academic sources [61].

Offices and apartments represent two of the most diffused building types in Europe,
and they respectively account for 6% and 75% of total European building stock [62].
Therefore, two representative reference models, the small office and the midrise apartment,
were chosen for this study. The geometrical data and main characteristics of the two
reference buildings are summarized in the table and pictures below (Table 1, Figure 1).

Table 1. Main characteristics of reference buildings from the DOE.

Building
Types

Number of
Floors

[–]

Gross Floor
Area
[m2]

Floor-to-
Ceiling
Height

[m]

Windows-to-
Wall Ratio

[%]

Number of
Thermal

Zones
[–]

Midrise
apartment 4 3134.59 3 20% 32

Small office 1 511.16 3 22% 6

Figure 1. Reference buildings chosen from the DOE: small office (a) and mid-rise apartment (b).

The HVAC equipment of the reference buildings is modeled in accordance with
ASHRAE Standard 90.1 and consider, for both the small office and the midrise apartment,
a boiler for heating generation, a packaged air conditioning unit for cooling generation,
and a single-zone constant-volume system for air distribution.

Particular attention was paid to the reliability of consumption and, considering that the
analyses were run for different building types and different locations, to the independence
of the results from the HVAC system sizing process. Therefore, the original HVAC systems
were substituted with properly calibrated ideal-load air systems. These systems are similar
to a traditional HVAC unit in EnergyPlus; the main difference is that it is not connected to a
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central system, and each ideal-load air system provides heating or cooling to satisfy the zone
setpoint [63]. Starting from the ideal heating and cooling loads, the energy consumption
is calculated by dividing the loads by an ideal energy efficiency ratio (EER) equal to 3 in
cooling mode and by a coefficient of performance (CoP) equal to 3 in heating mode, which
can be considered average values for packaged direct expansion air conditioning systems.

Existing HVAC systems are characterized by a series of controls, such as the manage-
ment of outdoor air and a night-cycle availability manager. Therefore, to guarantee the
proper behavior of the ideal-load system, an energy management system (EMS) program
was written in order to account for these controllers and obtain results close to the ones of
the original DOE reference building.

To confirm the reliability of the calibrated ideal-load model, a statistical analysis was
performed and values of mean bias error (MBE) and cumulative variation of root mean
squared error (CVRMSE) were obtained from hourly values of heating and cooling energy
consumption of the reference and modified models. The analysis was performed for each
thermal zone, starting from three different reference models, one for each of the chosen
locations (Miami—ASHRAE Zone 1A, Chicago—ASHRAE Zone 5A, Fairbanks—ASHRAE
Zone 8), for both small office and midrise apartment.

Table 2 summarizes the results of these analyses, considering the average of whole
thermal zones and cities and excluding only the zones where the HVAC system is off for
at least 95% of total hours since the thermal behavior of these zones is not considered
representative of the behavior of the entire building.

Table 2. Average values of MBE and CVRMSE for the considered models, excluding the results of
zones with a system functioning period of less than 5% of total hours.

Building Types

Heating Cooling

Average
|MBE|

[%]

Average
CVRMSE

[%]

Average
|MBE|

[%]

Average
CVRMSE

[%]

Midrise
apartment 4.9% 9.3% 5.7% 12.9%

Small office 1.2% 20.7% 4.5% 44.9% 1

1 Without considering Fairbanks’ cooling consumption, the cooling average CVRMSE is 19.6%.

Values of MBE and CVRMSE were then compared with reference values from ASHRAE
guideline 14 [64,65], which gives the hourly calibration criteria for real building modeling.
Indeed, most of the thermal zones in all the configurations meet the ASHRAE hourly
criteria, with |MBE| ≤ 10% and CVRMSE ≤ 30% [64,65]. All the results meet the criteria
described before, except for the cooling CVRMSE of the small office, which was slightly
over the threshold; in this case, the results were negatively influenced by the Fairbanks
result, which can be considered nonrepresentative as it has a reduced functioning period
(19% of total hours for small office, 17% for midrise apartment) and very low cooling energy
consumption. Indeed, considering the Fairbanks yearly global HVAC consumption, the
differences obtained by comparing reference and ideal-load models are very low: 1.1% and
1.5% for the office and apartment models, respectively. For these reasons, the model can be
considered reliable.

The performance assessment of the integration of PCMs in buildings was carried
out considering a whole year. In order to properly account for the transient behavior of
PCMs, each simulation hour was divided into 20 analysis timesteps. Moreover, 25 different
European cities were considered in order to assess the benefits of the integration of PCMs
into buildings. To define a broad and nonredundant city sample, different European cities—
most of them characterized by common EU directives—were studied, selecting cities with
very different climates, as described in Figure 2 and Table 3.
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Figure 2. Individuation of the sample of 25 cities used for the analyses.

Table 3. Characteristics of the 25 European cities considered (data from epw weather file).

City Country Köppen–Geiger Classification CDD18◦ HDD18◦

Larnaca Cyprus BSh 1259 759
Seville Spain Csa 1063 916
Athens Greece Csa 1076 1112
Brindisi Italy Csa 834 1151

Santander Spain Cfb 209 1369
Rome Italy Csa 649 1444
Porto Portugal Csb 146 1491

Madrid Spain Csa 628 1965
Plovdiv Bulgaria Cfa 543 2471
Milan Italy Cfa 380 2639
Paris France Cfb 142 2644

London England Cfb 32 2866
Timisoara Romania Dfa 365 2896
Brussels Belgium Cfb 96 2912
Geneva Switzerland Dfb 193 2965
Ankara Turkey BSk 253 3307

Ljubljana Slovenia Dfc 168 3383
Copenhagen Denmark Dfb 29 3563

Prague Czech Republic Dfb 84 3703
Munich Germany Dfb 79 3738
Bergen Norway Cfb 21 3996

Moscow Russia Dfb 99 4655
Helsinki Finland Dfb 33 4712

Reykjavik Iceland Dfc 0 4917
Kiruna Sweden Dfc 0 6967

In order to adapt the models to the European climates, all thermal properties were
adjusted to meet the different energy requirements [66–70]. The selected cities were then
grouped in six different climatic zones—B, C, D, E, F, and G, from warmer to colder—in
accordance with their values of heating degree days (HDDs). Hence, the thermal properties
of roofs, walls, slabs, and windows were changed according to the climatic zones, as
described in Table 4.
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Table 4. Characteristics of the envelope properties for each climatic zone.

Climatic Zone City Envelope Component
Thermal

Transmittance
[W/m2K]

Solar Heat Gain Coefficient
[–]

B
Larnaca
Seville

External wall 0.43 -
Slab 0.44 -
Roof 0.35 -

Window 3 0.35

C
Athens
Brindisi

Santander

External wall 0.34 -
Slab 0.38 -
Roof 0.33 -

Window 2.2 0.35

D
Rome
Porto

Madrid

External wall 0.29 -
Slab 0.29 -
Roof 0.26 -

Window 1.8 0.35

E

Plovdiv
Milan
Paris

London
Timisoara
Brussels
Geneva

External wall 0.26 -

Slab 0.26 -

Roof 0.22 -

Window 1.4 0.35

F

Ankara
Ljubljana

Copenhagen
Prague
Munich

External wall 0.24 -

Slab 0.20 -

Roof 0.21 -

Window 1.1 0.35

G

Bergen
Moscow
Helsinki

Reykjavik
Kiruna

External wall 0.17 -

Slab 0.10 -

Roof 0.09 -

Window 0.8 0.35

To understand energy demand variations, an ideal-load HVAC system was considered
for active strategies, while, for passive strategies, no HVAC system was implemented and
natural ventilation strategies were adopted. HVAC operational schedules were kept as
standard, and setpoints of 21 ◦C in heating operational mode and 24 ◦C in cooling mode
were considered.

With regard to passive strategies, a supplementary EMS program was developed
in order to calculate the adaptive thermal comfort optimal range, in accordance with
current European recommendations (EN 16798-1:2019 [71]). This EMS program calculates,
starting from the temperature of the previous 7 days (θed–i), the running mean outdoor
temperature (θrm, Equation (6)) and the optimal operative temperature (θc, Equation (7)).
Then, considering the first comfort class, the program calculates the operative temperature
(TOP) comfort range (Equation (8)), as described in the following equations:

θrm =
(θed−1 + 0.8 θed−2 + 0.6 θed−3 + 0.5 θed−4 + 0.4 θed−5 + 0.3 θed−6 + 0.2 θed−7)

3.8
[◦C], (6)

θc = 0.33 θrm + 18.8 [◦C], (7)

θc − 3 ≤ TOP ≤ θc + 2 [◦C]. (8)

Hence, the results of these calculations were used for both the definition of the number
of discomfort hours—comparing the operative temperature with the optimal range in
Equation (6)—and the definition of a natural ventilation schedule. Indeed, in the passive
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strategy case, natural ventilation is activated only when the operative temperature of
the thermal zone oversteps the higher boundary of the optimal range and the outdoor
dry-bulb air temperature is lower than the indoor dry-bulb air temperature. This choice
is due to the behavior of the building users, who generally open windows only for warm
thermal discomfort.

For both strategies, a linearly dimmable artificial lighting system was implemented,
controlled by an illuminance sensor placed in the middle of each thermal zone, with a target
illuminance of 300 lux in the apartments, 100 lux in the corridors, and 500 lux in the offices.
Internal gains, occupancy, and indoor appliances were left in accordance with the original
reference models. According to the ASHRAE Standards [72], indoor appliances consume a
maximum of 10.76 W/m2 in small offices and 5.38 W/m2 in midrise apartments, with a
radiant fraction equal to 0.5. An occupancy density of 0.054 persons/m2 was considered
for the offices, while a maximum number of 2.5 people was assumed for the apartments. In
both cases, the metabolic emission rate was considered equal to 120 W/person.

Another fundamental step in energy analyses is to properly model the PCM in En-
ergyPlus. To that end, a commercial PCM-enhanced plaster panel—the Alba Balance by
Saint-Gobain Rigips—was considered as a reference. Two phase-transition temperatures,
23 and 26 ◦C, are commercially available for these boards. In this study, a 23 ◦C phase
transition with a latent heat of 300 kJ/m2 is considered, as shown in Table 5, which reports
the producer-declared technical data.

Table 5. Characteristics of PCM-enhanced plaster panel.

Technical Data

Density ρ 1000 kg/m3

Areal density ρA 25 kg/m2

Latent heat dH 300 kJ/m2 = 83 Wh/m2

Total storage capacity (10–30 ◦C) - 866 kJ/m2

Specific heat c 28.3 kJ/m2K
Thermal conductivity λ 0.27 W/mK

In order to suitably model this material in EnergyPlus, an enthalpy table, ranging
from −30 to +100 ◦C, was calculated, starting from the areal density, the specific heat, the
latent heat, and the following enthalpy equation.

H = mc ΔT (9)

Once the material reaches the melting point (23 ◦C), it stores latent heat
(300 kJ/m2 = 12 kJ/kg). This heat storage is equally distributed as an increase of en-
thalpy at three temperature steps within the melting range (21, 22, and 23 ◦C). The plot of
the enthalpy curve is included in Figure 3.

Finally, these calculated values were inputted in EnergyPlus, and, to model the be-
havior of the PCM properly, the heat balance algorithm was changed from the Conduction
Transfer Function (CTF) to the Conduction Finite Difference (ConFD) algorithm, increasing
the timesteps from 6 to 20 [73]. These settings significantly increase the running time
but discretize the surfaces depending on the thermal diffusivity of the material and the
time step, allowing us to model particular materials, such as PCMs or variable thermal
conductivity materials [63]. This timestep setting has been largely validated and veri-
fied [63,73] and guarantees a good adherence of the numerical model with measured data.
Further detailed hysteresis analysis would have led to errors of about 1% instead of a
just-few-times-higher error [74], which can be considered acceptable for annual analyses.
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Figure 3. Enthalpy curve for the PCM-enhanced plasterboard.

The chosen plasterboards can be used in both walls and ceilings, and, for these
analyses, they were considered the inner layer of all external walls and roofs. Despite
Zwanzig et al. stating that in a multilayer wall, centrally located PCM better reduces heat
fluxes [75], other studies have confirmed that PCMs located as an inner layer improve
thermal comfort, thanks to the stabilization of radiant temperature [25]. Moreover, to
understand how the thicknesses of the boards influence the results, four different boards,
with thicknesses of 12.5, 25, 37.5, and 50 mm, were considered and modeled.

3. Results

The benefits of implementing PCMs were assessed by considering the reduction of
energy demand in the active strategy and the reduction of total discomfort hours in the
passive strategy. The following subparagraphs show the different results obtained for each
strategy considered.

3.1. Active Strategies: Energy Demand Reduction

The reduction of energy demand is shown in the following figures (Figures 4 and 5),
where the results are grouped with reference to the climatic zones, showing the changes of the
control parameter as a change of PCM thickness. The contribution of PCMs in the reduction
of heating and cooling energy consumption was split so as to differentiate the strategies.
The percentage of energy reduction (ER%) refers to the difference between the total energy
demand in the baseline case (ET baseline)—without PCM—and the total energy demand in
each PCM-implemented case (ET PCM). This difference was then divided by the total energy
demand of the baseline case, as described in the following equation (Equation (10)):

ER% = 100 ∗ ET baseline − ET PCM
ET baseline

(10)
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Figure 4. Small office, total energy demand reduction for the analyzed cities: (a) Climatic Zone B, (b) Climatic Zone C, (c)
Climatic Zone D, (d) Climatic Zone E, (e) Climatic Zone F, and (f) Climatic Zone G.

Overall, it can be easily argued that the type and magnitude of energy reduction
are strictly dependant on building typology, and outcomes show opposite trends when
comparing the two models. On the one hand, in the small office model, the benefits of
PCMs are clearer and increase in colder climates, with an average that rises from 2.57% for
Zone B to 5.13% for Zone G. On the other hand, benefits for the midrise apartment model
are lower and countertrend, considering that the main contribution is related to heating
demand reduction and that the zone average decreases (with a less evident trend) in colder
zones. However, both models confirm that an increase in PCM thickness corresponds to an
increase in benefits, with a strong logarithmic correlation between thickness and energy
reduction (Figure 6).
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Figure 5. Midrise apartment, total energy demand reduction for the analyzed cities: (a) Climatic Zone B, (b) Climatic Zone
C, (c) Climatic Zone D, (d) Climatic Zone E, (e) Climatic Zone F, and (f) Climatic Zone G.

Figure 6. Logarithmic correlation between zone average and PCM thickness for (a) small office and (b) midrise apartment
in the active strategies case.
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3.2. Passive Strategies: Thermal Discomfort Reduction

In this second set of analyses, the index of the advantages related to the implementa-
tion of PCMs is the reduction of total discomfort hours (DHT) in baseline (DHT Baseline) and
PCM (DHT PCM) models, calculated by comparing the operative temperature of the thermal
zones with the acceptance limits expressed in Equation (8). Analogously to the ER% de-
scribed in the previous section, the percentage of discomfort hours reduction (DHR%) was
calculated as described in Equation (11), and the results are reported in Figures 7 and 8.

DHR% = 100 ∗ DHT Baseline − DHT PCM
DHT Baseline

(11)

Figure 7. Small office, total discomfort hours reduction for the analyzed cities: (a) Climatic Zone B, (b) Climatic Zone C, (c)
Climatic Zone D, (d) Climatic Zone E, (e) Climatic Zone F, and (f) Climatic Zone G.

Analogies and differences with results obtained for the active strategies can be easily
noted from the graphs. Firstly, these simulations confirm that the implementation of PCMs
is more effective in small offices than in midrise apartments.

With regards to the small office model, a clear different behavior can be identified
when comparing the climatic zones: warmer climates (Zones B, C, and D) show higher
benefits, mainly related to the reduction of cold thermal discomfort, while colder zones (E,
F, and G) show lower benefits related to the reduction of warm thermal discomfort. This
different behavior is also confirmed by the zone averages that fluctuate between 4.5% and
9% for the first three zones while oscillating around 1.2% for the other zones.

On the contrary, in midrise apartments, there is hardly ever a reduction of cold thermal
discomfort; the results are mainly pushed by the reduction of warm thermal discomfort.
In this case, the major advantages are registered in the intermediate climates—Zones C
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and D—with average values of 3.45% and 2.15%, respectively, while for other zones, the
average benefits are lower and range from 0.73% to 1.57%.

Figure 8. Midrise apartment, total discomfort hours reduction for the analyzed cities: (a) Climatic Zone B, (b) Climatic Zone
C, (c) Climatic Zone D, (d) Climatic Zone E, (e) Climatic Zone F, and (f) Climatic Zone G.

Finally, comparing the effect of different PCM thicknesses, the comfort analysis con-
firms that thicker panels show higher advantages (Figure 9).

Figure 9. Logarithmic correlation between zone average and PCM thickness for (a) small office and (b) midrise apartment
in the passive strategies case.
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4. Discussion

The analyses performed point out a complex frame of results, where a few trends
can be deduced, in general, for PCMs while others should be referred to each specifically
analyzed case.

Firstly, one of the clearest conclusions that can be drawn is that the benefits of PCMs,
integrated into the envelope’s inner face, depend logarithmically on the thickness of the
boards. The presented outcomes confirm that this trend is common to all analyses and
does not depend on the climatic zones, building typology, or the comfort strategy adopted.
Therefore, it can be stated that increasing board thickness is particularly advantageous,
considering layers up to 50 mm; further increases lead to gradually lower improvements
that may not be affordable. This behavior can be explained by considering the relatively low
thermal conductivity of the boards (0.27 W/mK). In this case, increasing board thickness
adds a further shift in the load peaks related to the thermal conduction inside the board
that gradually reduces the effectiveness of the PCM.

Referring to different building typologies, the small office model shows higher ben-
efits than the midrise apartment model, regardless of the climatic zone, PCM thickness,
and comfort strategy adopted. The main reason for this trend can be identified in the
different occupancy rates (35.3 m2/person for the midrise apartment and 18.6 m2/person
for the small office) and the different internal loads of equipment and lights, which are
sensibly higher in the office model. Considering the case of PCM boards located on the
envelope’s inner face, increasing the internal loads can increase the number of melting
cycles, improving energy and comfort, especially in cooling-dominated climates.

Lastly, considering the climatic zones analyzed, it can be stated in general that the
advantages of PCMs are higher in warm climates—Zones B, C, and D—with the only
countertrend exception represented by the energy demand of the small office model in
active strategies, where colder zones correspond to higher benefits, thanks to a constant
increase in heating energy reduction.

Beyond these general considerations on the results obtained, referring to each analyzed
case, on the one hand, the small office model has shown:

• significant overall benefits in the active approach, thanks to an important reduction of
cooling demand; moreover, in colder zones, further reductions in heating consumption
lead to higher benefits;

• a significant reduction of cold discomfort in hot climates in the passive approach and
a slight reduction of warm discomfort in cold climates; nevertheless, few increases of
warm discomfort can be found in extremely cold climates (Reykjavik).

• On the other hand, the midrise apartment model has shown:
• primarily reductions of heating demand in the active approach, with slight improve-

ments of cooling consumption only for hot climates; considering the overall trend, the
hot climates register slightly higher benefits;

• benefits in the passive approach are related mainly to warm discomfort, with higher
effectiveness in intermediate climatic zones; moreover, in cold climates, reductions of
cold discomfort have been registered, with a single case of increased cold discomfort
in Bergen.

Comparing these results with those reported in similar studies, the main differences
obtained can be explained by the positioning of the boards and the use of different building
types, occupancy, and system availability schedules that can increase or decrease PCM
effectiveness. Moreover, in this case, a PCM-embedded gypsum board was considered
for adaptive implementation while, in other studies, pure PCM materials were applied to
the envelope. Finally, as described by this study, the different locations can significantly
change the effectiveness of the implementation of this technology.

5. Conclusions

The analyses presented in this paper are focused primarily on the effect of the PCM-
enhanced boards studied, considering different boundary conditions, in order to define
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general trends and the specific behavior of this technology. To this end, the simulations
considered different building typologies, climates, thicknesses, and active/passive strate-
gies. Considering all the differences that can arise with this broad number of variables,
the methodology adopted to create the energy building model tries to reduce all the fluc-
tuations related to different national laws or the specific HVAC system in order to have
comparable results.

Overall, this study highlights both general and specific trends for this technology,
with interesting results. Undoubtedly, further studies could expand this research to other
calibrated reference models or different climates in order to further generalize or specify the
trends described in this paper. In this first work, our attention was focused on the European
geographic area in order to analyze cities with similar energy containment directives.
Future developments could expand this area—changing the envelope characteristics and
also considering tropical and dry climates.

The economic aspects of PCM implementation are out of the boundaries of the current
study as there are very different compositions of energy and energy prices in the considered
countries. Future works could focus on smaller groups of locations and estimate a payback
period on selected groups of cities with similar economic and energetic backgrounds.

Another interesting development of this first study could consider a simulation in
future climatic scenarios. As shown in our research, office models are characterized by
a strong cooling reduction in the active strategy and mainly by cold thermal discomfort
in passive strategies. Considering future scenario simulations—characterized by warmer
boundary conditions—the energy benefits should be higher than those obtained in our
active strategy simulations while, on the contrary, in the passive strategy, the benefits could
be lower. Finally, with regard to the midrise apartment model, the PCM benefits are related
mainly to heating consumption reduction (active strategy) and the reduction of warm
discomfort hours (passive strategy). Therefore, the benefits of PCM implementation could
probably be reduced in future scenarios.
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Abstract: Building roofs are sources of unwanted heat for buildings situated in zones with a warm
climate. Thus, reflective coatings have emerged as an alternative to reject a fraction of the solar energy
received by roofs. In this research, the thermal behavior of concrete slab roofs with traditional and
solar reflective coatings was simulated using a computational tool. The studied slab configurations
belong to two groups, non-insulated and insulated roofs. In the second group, the thermal insulation
thickness complies with the value recommended by a national building energy standard. Weather
data from four cities in Mexico with a warm climate were used as boundary conditions for the exterior
surface of the roofs. The computational tool consisted of a numerical model based on the finite
volume method, which was validated with experimental data. A series of comparative simulations
was developed, taking a gray roof as the control case. The results demonstrated that white roofs
without insulation had an exterior surface temperature between 11 and 16 ◦C lower than the gray roof
without insulation. Thus, the daily heat gain of these white roofs was reduced by a factor ranging
between 41 and 54%. On the other hand, white roofs with insulation reduced the exterior surface
temperature between 17 and 21 ◦C compared to the gray roof with insulation. This temperature
reduction caused insulated white roofs to have a daily heat gain between 37 and 56% smaller than
the control case. Another contribution of this research is the assessment of two retrofitting techniques
when they are applied at once. In other words, a comparison between a non-insulated gray roof and
an insulated white roof revealed that the latter roof had a daily heat gain up to 6.4-times smaller than
the first.

Keywords: solar reflective coatings; heat transfer; daily heat gains; cool roofs

1. Introduction

The buildings sector used 36% of the total final energy around the world and had
39% of the energy-related CO2 emissions in 2018 [1]. Because the population is expected to
increase by 2.5 billion people by 2050, the energy use in the building sector is set to rise
sharply. In warm locations, the energy consumption from air conditioners is high due to
the heat flow received by buildings situated in these zones. The building envelope plays a
vital role in the thermal interaction between the outdoor and indoor environments. Thus, it
is important to minimize the energy gain from the building envelope to avoid the excessive
use of electricity for comfort purposes.

Today, several technologies are available for building energy retrofitting. There are
advanced facades [2], highly insulated windows [3], high insulation levels for roofs and
walls [4], reflective coatings [5], phase change materials [6], and well-sealed structures [7],
to mention a few. In particular, reflective surfaces are becoming popular for two main
reasons. First, the most direct way to reduce the incident solar energy is to reflect it. When
new, solar reflective coatings can reflect to the sky up to 90% of the solar energy received
by a surface. The second reason is that applying reflective coatings to opaque building
components is probably the most simple passive measure because most of these coatings
can be installed in the same way as ordinary paint [8]. These coatings are usually used
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on building roofs because these components are subject to solar radiation for more hours
than other building envelope components [9]. Therefore, when a roof is retrofitted with a
reflective coating, it is known as a cool roof.

Several researchers around the world have studied the benefits that cool roofs can
bring to buildings in different types of climates using a number of approaches. Several
experimental studies are available in the literature. For instance, Pisello and Cotana [10]
performed a two-year monitoring campaign to test cool roofs in a residential building
located in Italy. The results showed that the cool roof solution reduced the peak temperature
of the air in the attic by around 5 ◦C. Further, the cool roof provided an overall year-round
energy savings that corresponded to 14 kWh/m2 per year. In China, Quin et al. [11] used a
building cell to test different samples of concrete tiles with different solar reflectance. The
authors performed a series of experiments and found that the tiles with a reflective coating
reached lower interior surface temperatures than the control tile. Moreover, an additional
2–6 ◦C cooler temperature around the noon time was achieved by installing at the bottom of
the tile a low-emissivity sheathing. Hernández-Pérez et al. [12] evaluated several building
roofs with different coatings using two outdoor test cells located in Cuernavaca, Mexico.
They showed that in summer, the white roof was 29 ◦C cooler than the black roof and just
1.5 ◦C warmer than the ambient air. Further, the average daily energy gain of the white
roof was 73% less than the black roof.

Other studies aiming to investigate the year-round energy savings from cool roofs by
using building energy simulation tools are available. Algarni [13] studied the influence of
solar reflective roofs on the energy consumption of residential buildings of Saudi Arabia.
The author used eQuest building simulation software to perform simulations of a building
prototype using weather data of 13 major cities of this country. The researcher found that a
reflective roof reduced the annual energy consumption required for building cooling by
between 110.3 and 181.9 kWh/m2. The maximum increase in annual energy consumption
due to winter heating was only 4.4 kWh/m2. Piselli et al. [14] assessed the effectiveness of
cool roofs with optimal insulation levels in different weather conditions worldwide. The
authors coupled a dynamic energy simulation tool with an optimization technique to find
the best-combined building roof thermal insulation and solar reflectance and minimize
the annual energy consumption. The results showed that a high value of solar reflectance
reduced the annual energy consumption for most of the analyzed climate zones. Thus, they
concluded that the optimal roof configuration must have high solar reflectance and no/a
low insulation level. Dominguez-Delgado et al. [15] developed an energy and economic
life cycle assessment of cool roofs applied to residential buildings in Southern Spain. The
simulations demonstrated that the cool roof decreased the annual energy consumption. The
maximum decrease found by the authors was 32%, and it was obtained when a roof with a
solar reflectance of 0.1 was retrofitted with a reflective coating with a solar reflectance of
0.9. The LCA analysis reported that savings were 18.33 e/m2, and the payback period was
around thee years.

Some researchers have used validated models to predict the benefits of cool roofs. For
instance, Tong et al. [16] studied the thermal behavior of ventilated and non-ventilated
roofs during a typical day in Singapore. The authors conducted experiments to validate
the concrete roof models. Compared with the roofs with a solar reflectance of 0.1, each
0.1 increase in reflectance reduced the daytime heat gain by 11% on the ventilated roofs and
the non-ventilated roofs. The reflective coatings application reduced the daily heat gain
by 234 and 135 Wh/m2 in the ventilated and non-ventilated roofs, respectively. Further,
they indicated that compared to non-ventilated roofs (both reflective and non-reflective),
the individual use of ventilation and 2.5 cm of expanded polystyrene (EPS) reduced the
heat gain by 42 and 68%, respectively. Zingre et al. [17] developed a model to study
heat transfer in roofs. They used a spectral approximation method to solve the unsteady
one-dimensional heat conduction equation. Furthermore, the model was validated using
experimental data obtained from measurements made in two identical apartments with
concrete roofs located in Singapore. Model predictions showed that on a sunny day, the
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reflective coating reduced the maximum roof temperature, indoor air temperature, and
daytime heat gain by 14.1 ◦C, 2.4 ◦C, and 0.66 kWh/m2 (54%), respectively.

As shown in the literature review, reflective or cool roofs have brought a series of
benefits to the buildings in which they are installed. Thus, it is essential to understand
how a cool roof behaves in a particular area. For this purpose, it is necessary to have
tools capable of predicting the thermal behavior of a cool roof before its installation to
determine if it is feasible from an energy point of view. This work presents the development
of a computational tool for modeling the heat transfer of concrete slab-type roofs with
traditional and solar reflective coatings. This tool is then used to estimate the temperature
reductions and, consequently, the ability of reflective roofs to modulate the heat gains
by implementing this technology in buildings situated in four different warm climates
in Mexico.

2. Physical Model

Figure 1 shows the physical model of the roof, which is a concrete slab with traditional
or solar reflective coating. Two configurations were considered: (a) a single roof with a
thickness of 10 cm and (b) an insulated roof with a thickness of 13 cm. The insulated roof
was made of concrete and polystyrene, and a thin plaster layer of concrete protected the
polystyrene because it should not be exposed to solar radiation. The polystyrene had a
thickness equal to 2.5 cm, and the plaster layer had a thickness of 0.5 cm. The width of the
roof (W) was considered 1 m. Both configurations were studied with traditional and solar
reflective coatings. The thickness of the coatings was considered negligible. The materials
of both roof configurations were considered homogeneous. The solar absorptance and
thermal emissivity of the roofs were also regarded as constant. Further, it was considered
that the side surfaces of the two roof configurations were adiabatic. Finally, it was supposed
that solar radiation had a normal incidence on the roof and that this was a gray body that
only absorbed the incident solar radiation.

Figure 1. Physical model. (a) Single roof; (b) insulated roof.
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3. Mathematical Model

The partial differential equation for transient heat conduction of a two-dimensional
solid is [18]:

∂(ρcpT)
∂t

=
∂

∂x

(
λ

∂T
∂x

)
+

∂

∂y

(
λ

∂T
∂y

)
(1)

where λ is the thermal conductivity, ρ is the density, and cp is the specific heat. The
boundary conditions used to solve in the physical model were as follows: The exterior
surface (y = y1) is in contact with the outdoor environment or environmental conditions of
different cities of Mexico. Therefore, the roof has convective and radiative exchange with
the surroundings. The lateral surfaces are thermally insulated (x = 0 and x = W), and the
interior surface (y = 0) also exchanges heat by convection and radiation with the indoor
environment. Mathematically, the boundary conditions can be expressed as:

−λ
∂T
∂y

= αG + hout(T − Tout) + σε(T4 − T4
sky) for y = y1, 0 ≤ x ≤ W (2)

−λ
∂T
∂y

= hin(T − Tin) for y = 0, 0 ≤ x ≤ W (3)

∂T
∂x

= 0 for x = 0, 0 < y < y1 (4)

∂T
∂x

= 0 for x = W, 0 < y < y1 (5)

In Equation (2), G is the solar radiation received by the roof, α is the solar absorptance
of the coating, ε is the thermal emittance, and σ is the Stefan–Boltzmann constant. The
beam-solar radiation received by roofs has different angles during the day. The solar
radiation data used for the simulations were obtained from measurements performed
using weather stations, and these stations used pyranometers for measuring total (beam
plus diffuse) radiation over a horizontal surface. The detectors of the pyranometers had a
response that did not depend on radiation wavelength over the solar spectrum. Further,
these devices had a response independent of the angle of incidence of solar radiation. Thus,
it can be supposed that the roofs received total radiation in a perpendicular direction.
To calculate the outdoor convective heat transfer coefficient (hout) in Equation (2), the
following empirical correlation was used [19]:

hout = 2.8 + 3.0v (6)

where v is the wind speed in m/s and hout is the outdoor convective heat transfer coefficient
in W/m2K. The value of Tsky is calculated with the following expression [19]:

Tsky = 0.0552T1.5
out (7)

In Equation (7), Tout is the outdoor air temperature, and both temperatures Tsky and
Tout are expressed in K. The heat transfer coefficient in the interior environment hin in
Equation (3), which considers both convection and thermal radiation, is equal to 6.13 W/m2

when the heat flux heat goes to the indoor air and 9.26 W/m2K when the heat flux
goes from the indoor air to the interior surface [20]. For the roof configuration (b) of
Figure 1, due to the different materials involved and the thermophysical properties’ changes
across the interface between concrete and thermal insulation, the harmonic mean was used
to calculate these properties in the interface. Furthermore, perfect contact between both ma-
terials was considered, such that heat flux through the interface was the same for the mate-
rials involved. The properties of the concrete used for the simulations were ρ = 2400 kg/m3,
cp = 1080 J/(kg·K), and λ = 1.8 W/(m·K). On the other hand, the properties of the insulation
were ρ = 28 kg/m3, cp = 1800 J/(kg·K), and λ = 0.033 W/(m·K).
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4. Solution Methodology for the Roof Model

This section present the methodology followed to numerically solve the heat conduc-
tion Equation (1). The following steps were developed:

• Generation of the computational mesh.
• Discretization of the mathematical model.
• Solution of the system of algebraic equations.

The discretization technique used in this work was the finite volume method (FVM),
and the following subsections describe each of these steps.

4.1. Generation of the Computational Mesh

This step consisted of dividing the domain into small control volumes where the
nodes were situated, and the value of the temperature T(x, y) was determined. In this
analysis, the main node P was located in the center of the control volume (Figure 2), so that
the its interface (point w, e, n, and s) was at the middle from one node to another.

Figure 2. A control volume in the computational mesh.

Equation (8) describes the distribution of the nodes in the mesh in the direction of x:

x(i) =
W

Nx − 1
(i − 1) for i = 1, 2, 3, ..., Nx (8)

where Nx is the number of nodes in the x direction and W is the width of the building roof
(Figure 1). This equation provides the direction coordinate of the nodes x. For the nodes in
direction y, the coordinate is given by:

y(j) =
y1

Ny − 1
(j − 1) for j = 1, 2, 3, ..., Ny (9)

where Ny is the number of nodes in the y direction and y1 is the height of the building
roof (Figure 1). It is also necessary to know the thickness of the control volume in both
directions, and Equation (10) is used to calculate such thicknesses:

Δx =
W

Nx − 1
Δy =

y1

Ny − 1
(10)
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4.2. Discretization of the Mathematical Model

Discretization consists of applying a technique to transform the partial differential
equation of the mathematical model into a set of algebraic expressions to facilitate its
solution. For the internal nodes, the Equation (1) governs their behavior, and this equation
is known as the general differential equation for diffusion processes and can be repre-
sented by:

∂ρφ

∂t
=

∂

∂x

(
Γ

∂φ

∂x

)
+

∂

∂y

(
Γ

∂φ

∂y

)
for 0 < x < W; 0 < y < y1

where: φ = T, Γ = λ/cp. Taking the domain of interest, for each term of the previous
equation, between the points w and e in the x direction of the control volume in Figure 2
and between the points n and s in the y direction and, furthermore, considering the time
step, a domain of interest is taken from an earlier time (t0) to a later time (t = t0 + Δt):∫ t

t0

∫ n

s

∫ e

w

∂ρφ

∂t
dx dy dt =

∫ n

s

∫ e

w

∂

∂x
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Γ
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)
dx dy +
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s

∫ e

w

∂

∂y

(
Γ

∂φ
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)
dx dy

+

∫ n

s

∫ e

w
S dx

Integrating in the space the previous equation over the control volume, the following
is obtained:[

∂ρφ

∂t

]
ΔxΔy =
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∂φ
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)
e
−
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s

]
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Now, using an implicit interpolation scheme for time:[
(ρφ)t
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P
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]
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Γ
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]
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Because the conditions at the interfaces were unknown and the centered scheme
interpolation was used, using the known values of the nodes adjacent to that control
volume interface (nodes E, W, N, and S), the following was obtained:[

(ρφ)t
P − (ρφ)t0

P
Δt

]
ΔxΔy = Γe

(
φE − φP

δxPE

)
Δy −

(
φP − φW

δxPW

)
Δy + Γn

(
φN − φP

δyPN

)
Δx

− Γs

(
φP − φS

δyPS

)
Δx + SΔxΔy

It is convenient to group the terms of the equation into coefficients as follows:

φP

[(
ρΔxΔy

Δt
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δxPE
+
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)
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b
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Therefore:

aE =
ΓeΔy
δxPE

aW =
ΓwΔy
δxPW

aN =
ΓnΔx
δyPN

aS =
ΓsΔx
δxPS

a0
P =

ρΔxΔy
Δt

b = SΔxΔy + a0
Pφ0

P

aP = aE + aW + aN + aS + a0
P − SΔxΔy

We obtain here Equation (11), which is the generative equation of the system of
algebraic equations in the notation of grouped coefficients:

aPφP = aEφE + aWφW + aNφN + aSφS + b (11)

It is also necessary to discretize the boundary nodes. According to the physical
model, there is a third class condition (interior surface of the roof), two second class
conditions at the left and right ends, and another third class with radiative loss or gain in the
exterior surface.

4.3. Solution of the System of Algebraic Equations

If the system of algebraic equations resulting from the discretization of a two-dimensional
model is adjusted in a matrix way, a matrix of pentagonal and diagonally dominant coef-
ficients is obtained. For the one-dimensional case, the Thomas algorithm or tridiagonal
matrix algorithm (TDMA) is applied as a direct method by the dominant tridiagonal matrix
of coefficients; however, Thomas’s algorithm can be used for the two-dimensional case by
combining it with iterative equation solving methods. In this work, the system of alge-
braic equations was solved using the line-by-line Gauss–Seidel method with alternating
directions (LGS-ADI).

5. Verification and Validation of the Mathematical Model

The mathematical model as mentioned above was solved using the finite volume
method; thus, it was necessary to develop a computer simulation tool that could follow
the solution methodology described in Section 4. The numerical code was developed in
the Fortran programming language. First, the mathematical model was used to solve a
reference exercise available in the literature to verify that it was able to provide reliable
results. It was verified by comparing its results against the analytical solution for a com-
posite solid reported by Chen and Paine [21]. Then, the mathematical model was subjected
to another test known as validation, where the results of the model were compared with
data from temperature measurements from a roof under outdoor ambient conditions. To
validate the numerical model that solved the heat conduction equation, experimental data
from a previous publication of the author were used [22]. The model was validated for two
cases: a conventional gray roof and a white reflective roof. In the experiment performed
by Hernández-Pérez et al. [22] with two test cells, the exterior surface temperature of the
roofs was measured every 10 min for five days. Figure 3 shows the temperatures obtained
by solving the model and the experimental temperatures. This figure shows that the model
satisfactorily reproduced the behavior of the gray roof and the white reflective roof. The
maximum deviations of the temperatures obtained for the gray and white roofs were 5.5%
and 4.6%, respectively. Therefore, this model can be used to study the thermal performance
of concrete roof slabs in different weather conditions. One advantage that the current
model brought is that most of the validated tools available were validated for a single
day [17,23]. In contrast, the model presented by the author was validated by using data
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from an experimental test performed for five consecutive days. In other words, this tool
was validated by comparing its results with 720 temperature values for each type of roof.

Figure 3. Comparison of the experimental data from Hernández-Pérez et al. [22] and the data obtained with the
numerical model.

6. Weather Data

Once the roof model was verified and validated, its thermal behavior was studied
under the outdoor environment of different cities. Data from four representative towns
in Mexico with warm weather were used. Table 1 shows the four major cities with their
corresponding type of weather. The weather data used for the simulations were filtered
from files provided by the National Meteorological Service-National Commission of Water
(Servicio Meteorológico Nacional-Comisión Nacional del Agua (SMN-CONAGUA)), the
public body responsible for providing information on the state of the weather that prevails
or affects the territory of this country. The SMN-CONAGUA obtains the weather data
files from weather stations situated in each city. The data files contained recorded several
variables recorded every ten minutes for a whole year. Still, only solar radiation, wind
speed, and air temperature for the simulations were used, as shown in the Results Section.
The thermal behavior of the roofs was analyzed for the week with the highest temperatures
of the year 2018.

Table 1. Representative cities of the zones with warm weather in Mexico.

City Weather Type

Hermosillo, Sonora Warm dry
Monterrey, N.L. Warm semi-dry

Villahermosa, Tabasco Warm humid
Mérida, Yucatán Warm semi-humid

7. Properties of Traditional and Reflective Coatings

Table 2 shows the values of solar absorptance and thermal emittance of the four coat-
ings analyzed in this research. There were two traditional coatings, gray and terracotta,
and two solar reflective coatings, White # 1 and White # 2. These optical properties of the
coatings were measured in two previous works of the author [12,22]. The solar reflectance
was measured using a spectrophotometer with an integrating sphere following the pro-
cedure indicated in the standard ASTM E 903-12. After obtaining the solar reflectance,
the solar absorptance was calculated because this property was required in the boundary
conditions of the model as presented above. A portable ambient temperature emissometer
was used, according to the standard ASTM C1371 (2015): laboratory or field measurement
of hemispherical thermal emittance with a portable emissometer (indirect technique using
calibrated references) the thermal emittance obtained for all coating samples obtained at
ambient temperature. The emittance of the coatings can be considered a constant value
independent of temperature because the coatings were opaque materials that could be
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considered as paint, and according to Duffie and Beckman [19], the emittance of these
materials only changed slightly at very high temperatures.

Table 2. Optical properties of the coatings.

Coating Solar Absorptance (α) Thermal Emittance (ε)

Gray 0.67 0.87
Terracotta 0.70 0.88
White # 1 0.20 0.90
White # 2 0.16 0.89

8. Results

This section presents the concrete roof’s behavior with four coatings in terms of the
temperature of the exterior surface, the temperature of the interior surface, and the heat flux
traveling through the roofs. Further, the cumulative heat gain was obtained by determining
the area under the heat flux curve for each day. This section shows first the results for
the single roof configuration and then the corresponding results for the insulated roof
configuration.

8.1. Single Roof

As mentioned above, the roofs’ thermal behavior was analyzed using the weather
data of the week with the warmest outdoor air temperatures of 2018 using weather data
from four representative towns in Mexico with a warm climate. The detailed results of
Hermosillo are shown here because it was the town with the highest outdoor temperature.
At the end of this subsection, a summary table presents the results of the thermal evaluation
of the single roof in all cities.

For Hermosillo Sonora, the days selected were from 30 May to 5 June 2018 because
this was the week with the highest temperatures of the year. Figure 4a shows the solar
irradiation and the wind speed during the seven days analyzed. The maximum solar
radiation was around 1000 W/m2. According to the behavior of solar irradiance, all days
selected were clear days without clouds. The maximum wind speed reached around 5 m/s.
Figure 4b shows the air temperature; due to the type of weather of this city, the ambient air
reached very high temperatures, with an average maximum temperature of 45 ◦C.

Figure 4b presents the temperature of the exterior surface of the roofs and the ambient
air temperature during the selected week. Conventional roofs had a similar behavior,
and on the other hand, reflective roofs maintained a similar behavior concerning the
temperature of the exterior surface. This effect occurred because the solar reflectance
of conventional coatings was very similar. The exterior surface of the roofs reached its
maximum temperature between 14:30 and 15:00 h. The exterior surface of the single
terracotta roof (STR), the single gray roof (SGR), Single White Roof #1 (SWR1), and Single
White Roof #2 (SWR2) reached on average 61, 59, 45, and 43 ◦C, respectively. These values
indicated that applying the terracotta coating, on average, increased the temperature of the
exterior surface by 2 ◦C compared to the SGR. In contrast, SWR1 and SWR2 reduced the
temperature of the exterior surface by on average 14 and 16 ◦C, respectively. Furthermore,
if the average maximum temperatures of reflective roofs were compared with the average
maximum temperature of ambient air (45 ◦C), SWR1 had the same maximum temperature
as the ambient air. In contrast, SWR2 reached a temperature of 2 ◦C lower than the
maximum air temperature. On the other hand, the SGR and STR reached a temperature of
14 and 16 ◦C higher than the ambient air temperature.
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Figure 4. Thermal behavior of the single roof with traditional and solar reflective coatings in Hermosillo: (a) solar irradiance
and wind speed; (b) temperature of exterior surface and outdoor air; (c) temperature of interior surface; (d) heat flux of
the roofs.

Figure 4c presents the temperature of the single roofs’ interior surface. The interior
surface of the roofs reached their maximum temperature between 16:00 and 16:40 h. The
temperature of the interior surface of the STR, SGR, SWR1, and SWR2 reached a maximum
temperature of 51, 49, 38, and 37 ◦C, respectively. Therefore, the influence of a reflective
coating on the interior surface temperature was obtained by comparing the previous
temperature values. SWR1 decreased the temperature of the interior surface by around
10 ◦C compared to the SGR, while SWR2 reduced the temperature of this surface by around
11 ◦C.

Figure 4d shows the behavior of the heat flux of the roofs in Hermosillo during
the seven days analyzed. The maximum heat flux traveling through the roofs occurred
between 16:00 and 16:50 h. The STR, SGR, SWR1, and SWR2 had an average peak heat
flux of 157, 150, 87, and 82 W/m2, respectively. These values indicated that the peak heat
flux crossing SWR1 and SWR2 was 41% and 45% smaller than that corresponding to the
SGR, while the heat flux of the STR was 5% greater than that of the SGR. The cumulative
heat gain for one day or daily heat gain was obtained by calculating the area under the
heat flux curve for each day. During the seven days analyzed, the STR had an average
heat gain of 1793 W·h/(m2-day), the SGR a gain of 1675 W·h/(m2-day), the SWR1 of
1045 W·h/(m2-day), and the SWR2 roof of 993 W·h/(m2-day). Thus, by calculating the
percentage difference between the average daily heat gain, it was found that the TSR
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located in Hermosillo had a 7% greater heat gain than the SGR, while the SWR1 and SWR2
roofs had 38 and 41% less heat gain than the gray roof.

A similar procedure for the other three cities was developed to perform the simulations;
the week with the warmest outdoor air temperatures of 2018 was selected. The weather
data from this week were introduced to the simulation tool. Table 3 presents a summary
of the results obtained from the evaluation of the single roof with traditional and solar
reflective coatings in the four cities of Mexico. The table shows the average peak surface
temperatures (Tes and Tis), the average peak heat flux (QR), and the average daily heat gain
of the roofs (HG). Taking the SGR as a reference, the percentage differences between the
peak heat flux of this roof and the other cases are also given within parenthesis (%) in the
table, and the same is done for the heat gain. Table 3 demonstrates that SWR1 and SWR2
were able to reduce Tes between 11 and 16 ◦C compared to the gray roof. Thus, the peak
heat flux crossing the SGR can be shaved between 42 and 57% due to a white reflective
coating application. Further, SWR1 and SWR2 reduced HG between 41 and 85%. On the
other hand, the STR reached a maximum temperature 2 ◦C above the SGR temperature in
all cities. These higher temperatures caused an increase in the daily heat gain between 7
and 11%.

Table 3. Summary of the thermal evaluation of a single roof in four cities of Mexico (Average peak
values for the different variables).

City Roof Tes (◦C) Tis (◦C) QR ( W
m2 ) HG ( W·h

m2−day
)

Monterrey

SGR 51 43 113 1109
SWR1 38 34 56 (−50%) 563 (−49%)
SWR2 37 33 52 (−54%) 520 (−53%)
STR 53 45 121 (+7%) 1213 (+9%)

Hermosillo

SGR 59 49 150 1675
SWR1 45 39 87 (−42%) 1045 (−38%)
SWR2 43 38 82 (−45%) 993 (−41%)
STR 61 51 157 (+5%) 1793 (+7%)

Villahermosa

SGR 50 43 111 1097
SWR1 37 34 53 (−52%) 550 (−50%)
SWR2 36 33 48 (−57%) 506 (−54%)
STR 52 44 120 (+8%) 1219 (+11%)

Mérida

SGR 53 43 123 1148
SWR1 39 34 61 (−50%) 569 (−50%)
SWR2 38 33 56 (−54%) 511 (−54%)
STR 55 44 131 (+7%) 1255 (+9%)

8.2. Insulated Roof

The insulated roof was studied also in Hermosillo as it was the warmest city among
the selected locations. As in the previous section, first, the detailed analysis of this city is
presented, and then, the results for other cities are summarized at the end of this subsection.

Figure 5b shows the behavior of the temperature of the external surface of the insulated
roofs and the temperature of the ambient air during the seven days considered. Insulated
roofs with a conventional color had a similar behavior, and on the other hand, the insulated
roofs with reflective coating maintained a similar behavior regarding the temperature of
the exterior surface. The exterior surface of the roofs reached its maximum temperature
between 13:30 and 14:00 h. The exterior surface of the insulated terracotta roof (ITR)
reached on average 72 ◦C, the insulated gray roof (IGR) 69◦, Insulated White Roof #1
(IWR1) 50 ◦C, and Insulated White Roof #2 (IWR2) 49 ◦C. These temperatures indicated
that ITR had on average a temperature of the exterior surface about 3 ◦C higher than the
IGR, while IWR1 and IWR2 reduced the temperature of the exterior surface by 19 and
20 ◦C on average, respectively. If the average maximum temperatures of white reflective
roofs were compared with the average maximum temperature of ambient air (45 ◦C), IWR1
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had a maximum temperature of 5 ◦C above the maximum air temperature, while the IWR2
roof reached a temperature 4 ◦C higher than the maximum air temperature. On the other
hand, the IGR and ITR reached a temperature of 23 and 26 ◦C higher than the maximum
ambient air temperature, respectively.

Figure 5. Thermal behavior of the insulated roof with traditional and reflective coatings in Hermosillo: (a) solar irradiance and
wind speed; (b) temperature of exterior surface and outdoor air; (c) temperature of interior surface; (d) heat flux of the roofs.

Figure 5c shows the temperature of the interior surface of the four roofs. Due to
thermal insulation, the temperatures of the roofs’ interior surface had a small oscillation
between day and night compared to the cases without insulation. These surfaces reached
their maximum temperature between 17:30 and 18:10 h. The temperature of the interior
surface of the ITR and that of the IGR reached a maximum temperature of 29.3 ◦C and
29 ◦C, while the surface temperature of IWR1 and IWR2 reached 27.4 ◦C and 27.2 ◦C. This
figure demonstrates that the insulation caused the interior temperature of the roofs to
remain relatively constant.

Figure 5d shows the behavior of the heat flux of the insulated roofs in Hermosillo. The
maximum heat flux traveling through the roofs occurred between 17:30 and 18:10 h. Insu-
lated traditional roofs (ITR and IGR) had an average peak heat flux of 27 and 25.3 W/m2,
while insulated white reflective roofs, IWR1 and IWR2, had a peak heat flux of 15.4 and
14.6 W/m2. As mentioned above, the total heat gain of the roof over a day was determined
by calculating the area under the heat flux curve of each day. The ITR had an average heat
gain of 304 W·h/(m2-day), the IGR of 273 W·h/(m2-day), IWR2 of 140 W·h/(m2-day), and
IWR2 of 128 W·h/(m2-day). The ITR located in Hermosillo had a 6% higher heat gain than
the IGR, while IWR1 and IWR2 had a 37 and 40% lower heat gain than the IGR.

Finally, the insulated roofs’ thermal behavior was simulated for the remaining cities
following the same procedure used for Hermosillo. Table 4 presents a summary of the
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results obtained from the evaluation of the insulated roofs in the four cities of Mexico. The
table shows the values for the average peak temperature of the exterior (Tes) and the interior
surface (Tis), the average peak heat flux of the roofs (QR), and the average daily heat gain
(HG). Taking the IGR as the control case, the differences between the peak temperatures
(Tes and Tis) were calculated, along with the peak heat flux (QR) and the heat gain (HG).
The white reflective roofs were able to reduce Tes between 17 and 21◦C compared to the
IGR. Therefore, they could reduce the QR that crossed the roofs by a factor ranging between
39 and 54%. Further, these roofs had an HG between 37 and 56% smaller than the ISG.
On the other hand, the ITR reached a maximum temperature of 3 ◦C above the IGR. This
temperature increment caused an increase of the QR between 7% and 15%. Moreover, the
ITR increased the HG by about 11 and 33%.

Table 4. Summary of the thermal evaluation of insulated roof in four cities of Mexico (Average peak
values for the different variables).

City Roof Tes (◦C) Tis (◦C) QR ( W
m2 ) HG ( W·h

m2−day
)

Monterrey

IGR 60 27.7 17.1 260
IWR1 43 26.3 9 (−47%) 128 (−51%)
IWR2 42 26.2 8 (−53%) 117 (−55%)
ITR 63 28 19 (+12%) 291 (+12%)

Hermosillo

IGR 69 29 25 439
IWR1 50 27.4 15.4 (−39%) 276(−37%)
IWR2 49 27.2 14.6 (−42%) 262 (−40%)
ITR 72 29.3 27 (+7%) 459 (+6%)

Villahermosa

IGR 58 27.7 13 273
IWR1 41 26.3 7 (−46%) 140 (−49%)
IWR2 40 26.1 6 (−54%) 128 (−53%)
ITR 61 28 15 (+15%) 304 (+11%)

Mérida

IGR 63 27.9 19 284
IWR1 44 26.4 10 (−47%) 139 (−51%)
IWR2 42 26.2 9 (−53%) 126 (−56%)
ITR 66 28.2 21 (+11%) 318 (+12%)

9. Discussion

This section discusses the comparison of some of the results obtained in this work
with other research available in the literature. Alqalaf and Alawadhi [23] evaluated the
thermal effectiveness of a white reflective coating on the exterior surface of a concrete
roof in Kuwait. The authors of the previous research built a test cell to perform a series
of experiments and then developed a numerical model validated with experimental data.
They simulated white and gray roof thermal performance in the season with the highest
solar radiation and outdoor air temperature. The results showed that the temperature of
the interior surface of the white roof was 6 ◦C lower than the temperature of the gray roof.
Further, the white roof caused a reduction of the heat flux of 50%. Because Kuwait’s climate
is warm and dry, such as the climate of Hermosillo, it is worth comparing the results of
the current research with those obtained in [23]. Besides the type of climate, the indoor
air temperature and the roofs’ thermophysical properties studied in the previous research
were very similar to the values used in this work. Table 3 indicates that the temperature
of the interior surface of SWR1 was 10 ◦C lower than the temperature of the SGR. At the
same time, the heat flux of SWR1 was 42% smaller than the corresponding to the SGR.
Here, we mention only SWR1 because this roof had the same absorptance (α = 0.2) as the
white roof studied in [23]. However, the solar absorptance of the gray roof analyzed by
Alqalaf and Alawadhi (α = 0.8) was greater than the absorptance of the SGR considered
here (α = 0.67). Therefore, this main factor for the reduction of the heat flux presented
in [23] was more significant than the reduction of the heat flux presented in the current
research. On the other hand, as can be noticed above, the temperature reduction presented
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by [23] was smaller, but this difference occurred because the thickness of the roof analyzed
in Alqalaf and Alawadhi was 0.15 m, which was greater than the thickness of the single
roof; therefore, the thermal inertia of the roofs was the other factor that caused the slightly
different results. Thus, the information presented above demonstrated that the findings of
this research work were consistent with what other researchers have reported.

Another contribution of this research that is important to discuss is the influence
of thermal insulation on the roofs’ thermal performance. This effect can be obtained by
comparing the results presented in Tables 3 and 4. Because the thermal insulation caused
the roofs to have an indoor surface temperature with small oscillations, the heat flux
crossing the insulated roof was very small compared to the flux of single roofs. Thus, the
HG of the insulated roofs was around four-times smaller than that corresponding to single
roofs regardless of the coating and the city. For instance, using the results for Hermosillo,
by comparing the HG of the SGR with the HG of the IGR, it can be noticed that the first
value was 3.8-times greater than the second value. Therefore, thermal insulation could have
an essential contribution in reducing heat gains. On the other hand, another action that the
results of this research can evaluate is the comparison between the SGR and IWR2; this
is the comparison of the traditional roof configuration (SGR) with the roof configuration
with two retrofitting techniques (thermal insulation and reflective coating). Using again
Hermosillo as an example, the HG of SWR was equal to 1675 W·h/(m2-day) (Table 3), and
the HG of IWR2 was equal to 262 W·h/(m2-day) (Table 4). Comparing the two previous
values indicated that a roof with thermal insulation and a solar reflective coating could
have a daily heat gain up to 6.4-times smaller than a gray roof without insulation. This
result is important; however, thermal insulation installation could be more complex and
more expensive than applying a reflective coating. Thus, a life cycle cost analysis is needed
to find the more cost-effective configuration of roofs.

10. Conclusions

A computational tool was used to simulate the thermal behavior of insulated and
non-insulated concrete slab roofs with traditional and solar reflective coatings in four cities
with warm climates in Mexico. This simulation tool is a computer model based on the
finite volume method that numerically solves the heat conduction equation in an unsteady
state. The simulations were done using the weather data for the week with the highest
outdoor air temperature. Two traditional and two solar reflective coatings installed on the
exterior surface of the roofs were considered, and the following was concluded:

Regarding the simulation of the single roofs, SWR2 was the best configuration to
minimize the heat transfer. Due to the small solar absorptance of the coating, SWR2
presented a peak exterior surface temperature up to 16 ◦C lower than the temperature of
the SGR. Further, the peak interior surface temperature of SWR2 was up to 11 ◦C lower
than the SGR. Thus, SWR2 diminished the heat flux and the daily heat gains up to 57% and
54%, respectively.

The insulated roofs simulations indicated that the surface temperature reduction of
the exterior surface due to the reflective coatings was more significant than the single
roofs. IWR2 was the configuration with the best thermal performance. The maximum
temperature reduction provided by IWR2 was 19 ◦C lower than the temperature of the IGR.
IWR2 provided a maximum interior surface temperature reduction 1.6 ◦C, which was very
small. This effect occurred because the thermal insulation maintained the interior surface
with small oscillations. IWR2 reduced the peak heat flux and the daily heat gain up to 54%
and 15%, respectively.

This research highlights the importance of selecting the type of coating to be used in
building roofs well. In the terracotta coating, this color had a solar absorptance equal to
0.7, which was just a little higher than the absorptance of the gray color of bare concrete
(α = 0.67). The difference in the solar absorptance for these two roofs may seem insignif-
icant, but as shown in the Results Section, the STR had a daily heat gain between 9 and
11% higher than the SGR. Similarly, the ITR had a daily heat gain between 5 and 12%
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higher than the IGR. These results demonstrated that even a small increment in the solar
absorptance could cause a significant increment in the daily heat gain of the roofs.

Because in buildings situated in warm climates, the roof is a source of unwanted
heat, applying a coating with a lower absorptance causes a lower amount of energy to
be absorbed by the roof’s exterior surface. Therefore, the heat traveling through the roof
structure is reduced, and then, the roof exhibits better thermal performance. Since Solar
Reflective Coating # 2 was the material with the smallest solar absorptance, this coating
improved both the single and insulated roof thermal behavior. Finally, because most
buildings in Mexico have bare gray or terracotta roofs, there is a great potential for using re-
flective coatings as a retrofitting technique in this country. This research demonstrated that
white reflective coatings are an excellent alternative to improve the thermal performance
of roofs, which could lead to energy savings and mitigating greenhouse gas emissions
from buildings.
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Abbreviations

FVM Finite volume method
IGR Insulated gray roof
ITR Insulated terracotta roof
IWR1 Insulated White Roof #1
IWR2 Insulated White Roof #2
LGS-ADI Line-by-line Gauss–Seidel method with alternating directions
SGR Single gray roof
STR Single terracotta roof
SWR1 Single White Roof #1
SWR2 Single White Roof #2
TDMA Tridiagonal matrix algorithm

Nomenclature

ap, ae, aw, an, as, b coefficients of the discretized equation
cp specific heat, J/(kg·K)
G solar radiation, W/m2

h heat transfer coefficient, W/(m2· K)
HG daily heat gain, W·h/(m2-day)
Nx number of nodes in direction x
Ny number of nodes in direction y
QR heat flux through the roofs, W/m2

t time, s
T temperature, ◦C
v wind speed, m/s
W width of the roof, m
y1 thickness of the roof, m
x, y coordinates, m
Δx, Δy grid spacing, m
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Greek
α solar absorptance
φ dependent variable in the general differential equation
λ thermal conductivity, W/(m·K)
ρ density, kg/m3

σ Stefan–Boltzmann constant, kg/(m3)
ε thermal emittance
Γ diffusion coefficient of the generalized differential equation

Subscripts
es exterior surface
in indoor
is interior surface
out outdoor
sky sky
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