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Preface to “The Study of Emerging Electrical Machine

Technologies and Their Applications”

In recent years, the field of electrical machine technologies has experienced significant growth,

primarily driven by the introduction of new materials, innovative machine topologies, and drive

technologies, as well as expanding application areas, coupled with stricter energy efficiency

regulations. This upsurge in the field has prompted researchers and engineers to investigate novel

and emerging electrical machine technologies.

The main purpose of this Special Issue is to provide a platform for researchers to showcase

their latest research work on electrical machines. The focus of this issue is on pioneering electrical

machine technologies that have the potential to emerge as the next generation of electrical machines.

In addition, the papers in this issue also explore various application areas, including electric

transportation and renewable energy power generation.

This Special Issue compiles a total of 12 papers. Some of them concentrate on novel machine

technologies, such as flux-intensifying memory machines, Vernier machines, flux-reversal machines,

wound rotor machines, line start motors, and doubly fed machines. The remaining papers delve into

a range of topics, encompassing the design and optimization of electrical machines, drive-cycle-based

design strategies for traction motor design, the utilization of response surface methodology for the

optimal design of brushless DC motors, and harmonic reduction strategies for non-overlap wound

rotor machines, as well as the design and sensorless control of dual three-phase PM machines.

The contributors to this Special Issue are active researchers in electrical machines and drives.

Their contributions offer new knowledge and insight into the latest developments in this fast-moving

field. We hope that this book will serve as a useful resource for researchers, engineers, and students

who are interested in emerging electrical machine technologies.

Rong-Jie Wang and Maarten J. Kamper

Editors
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Abstract: The analysis and performance evaluation of a harmonic reduction strategy of a non-overlap
winding wound rotor synchronous machine is conducted in this paper. The harmonic reduction strat-
egy utilizes phase-shifts between coil currents to reduce sub- and higher-order harmonics. The design
is performed on a 3 MW wound rotor synchronous machine with a 16/18 pole/slot combination. The
application results in a lowered torque ripple and an increased efficiency of the designed machine.
The manufacturing and testing of a 3 kW prototype to ascertain the effectiveness of the design is also
presented. The practical measurements correlate successfully with the theoretical results.

Keywords: harmonic reduction; non-overlap; phase-shifting; star-delta; synchronous machine;
wound rotor

1. Introduction

The drive to reduce costs and improve efficiency of electric machines in power genera-
tion applications, amongst others, is an ongoing study. Much focus has been applied to the
renewable energy sphere to provide sustainable energy solutions to growing global power
demands. Wind generation registered a growth of 10% from 2018 to 2019, according to the
Renewables Global Status Report for 2019 [1]. Permanent magnet synchronous machines
(PMSMs) have been the preferred solution for wind generation systems, partly because of
the reduced size of the generator, but methods to improve other synchronous machines are
in demand to avoid the use of rare-earth materials and reduce the cost of generation. This
study focuses on a wound rotor synchronous machine (WRSM), attractive for, amongst
other reasons, the ability to vary flux and thus its reactive power when directly connected
to the electrical grid. A non-overlap winding structure is used for the WRSM to improve
torque density of the machine and to lower manufacturing costs associated with winding
complexity [2]. It is well-known, however, that non-overlap windings contain sub- and
higher-order harmonics in the magneto-motive force (MMF) distribution [2]. Numerous
strategies have been applied to non-overlap windings to eliminate or reduce sub-harmonic
MMF content. The study in [3] theorizes that because of the difference in harmonic content
between a single-layer and a double-layer winding, applying a multi-layer winding could
potentially reduce sub-harmonics further. A four-layer winding was applied to the stator
of a 10/12 pole/slot combination machine and an 8/9 pole/slot combination machine. De-
spite the obvious added cost and complexity of a four-layer winding, it was also concluded
that the strategy reduced all the MMF harmonics, including the working harmonic. For
example, the winding factor of the fourth harmonic of the 8/9 pole/slot machine decreased
from 0.945 to 0.888 with the first version of the design and to 0.931 with the second version
of the design.

The use of concentrated coils to improve the MMF waveform was first explored
with distributed windings in [4]. The designed winding uses a combination of two turn
numbers such that all slots have two coil sides with a ratio of N1/N2 turns. However,
the improvement of the MMF waveform was not significant compared to the increased

Energies 2021, 14, 7501. https://doi.org/10.3390/en14227501 https://www.mdpi.com/journal/energies1
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winding complexity and manufacturing costs. Some studies show an improvement in the
working harmonic of the prototypes in question [5–7]. Unfortunately, the method does not
reduce higher-order harmonics and is limited to certain pole/slot combinations. Stator
shifting is another technique that has been investigated to reduce sub- and higher-order
harmonics and was applied to a 14/12 pole/slot machine where the number of stator slots
is then doubled [8]. The winding is divided into two separate windings that are shifted
mechanically by an angle and the coil pitch is modified from 1 slot to 2 slots. As such,
the windings then overlap. This structure shows a decrease in the sub-harmonics, but the
winding structure is no longer a non-overlap concentrated winding, and the benefits of
the original winding are lost. The same concept of stator shifting is applied in [9], but
without changing the structure to an overlap winding. The base winding is a single layer
non-overlap winding of a 14/24 pole/slot combination machine. A second winding is
applied with the same distribution of coils, but mechanically shifted from the base winding
and the two windings are then connected in series. The study shows an elimination of the
first harmonic and a vast reduction of the fifth harmonic in comparison to a 10/12 pole/slot
combination, but higher-order harmonics are still present in the MMF spectrum. The pitch
factor is also reduced which leads to a reduced winding factor. To overcome this reduction,
the number of turns is increased which leads to increased copper losses. This has also only
been implemented on the pole/slot combinations stated and no general rule is available
for the method.

The intent of this research is to apply a harmonic reduction strategy to a non-overlap
winding as in [10]. The method augments the concept of stator shifting. The work in [10]
successfully applies the strategy to a 10/12 pole/slot machine, but does not provide a
general approach for the harmonic reduction strategy for other pole/slot combinations.
Previous research has shown that a mechanical displacement between the winding coils in
a phase set alone is not sufficient to markedly decrease the sub-harmonics without reducing
the distribution factor of the main harmonic. An electrical phase displacement between
the winding coil currents of a phase set is necessary as well. Classical MMF harmonic
analysis assumes that no phase shift exists between the currents of the coils in a phase set.
Hence, applying a phase shift requires the development of a new winding factor or, more
specifically, a new distribution factor as developed in [11].

This study applies the wye-delta coil-current phase-displacement technique to a
large 3 MW 16/18 (or else 8/9) pole/slot combination WRSM presented for a medium-
speed geared solution with a setup as proposed in [12]. This paper develops harmonic
winding factors and considers the harmonic torques in a detailed analysis of the theoretical
performance of the 3 MW machine. A finite element analysis model is built and simulated
in the commercial tool ANSYS Maxwell. A 3 kW prototype with the proposed phase-shifted
winding is manufactured and experimentally analysed for the first time to assist with the
validation process.

2. Theoretical Harmonic Analysis

Classical harmonic analysis of a non-overlap winding assumes that all the coils in a
phase set are in phase or, in other words, in series. Introducing an electrical phase-shift
between the coils of a phase set requires a new approach to the analysis of the coil set.

2.1. Proposed 16/18 Phase-Shifted Non-Overlap Winding

A cross-section of the proposed 16/18 non-overlap winding is displayed in Figure 1.
The 16/18 winding has two winding sections, Ws. The number of coils, u, per phase set is
described by

u =
Q

mWs
, (1)

where Q is the number of stator slots/coils, m is the number of phases and Ws is the number
of winding sections. This yields u = 3 for the 16/18 non-overlap winding.
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Figure 1. Cross-section of the 16/18 WRSM.

The conventional 16/18 non-overlap winding has all three coils of a phase group in
series, as depicted in Figure 2a. The harmonic analysis of [11] explains that to achieve a
distribution factor of unity for the working harmonic, v = 4, while also greatly diminishing
the sub- and higher-order harmonics, the phase-shift required between the coils of the
phase set is −20◦. To negate the need for an additional current supply to achieve the
phase-shift between the coils, the phase-shift is implemented by configuring the layout
and connection of the coils. The closest phase-shift that can be achieved by manipulating
the layout of the coils in the phase set is −30◦, which results in a distribution factor of
the working harmonic of 0.9899 while still decreasing the effect of the sub- and higher-
order harmonics. The −30◦ shift is created by instituting a physical wye-delta connection
between the coils of each phase set, as seen in Figure 2b.

Figure 2. (a) Coil layout of a 16/18 conventional non-overlap winding; (b) Coil layout of the 16/18 phase-shifted non-
overlap winding.

3
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2.2. Harmonic MMF and Distribution Factor

In [11], a harmonic MMF function, Fsv, and a harmonic distribution factor, Kv, for the
phase-shifted winding of Figure 2b above are described by

Fsv =
3Nkpv

aπ|v| Kv I sin(ωt − vθ − β) (2)

and

Kv =

√
(1 − cos b − cos c)2 + (sin c − sin b)2

u
(3)

where
b = α2 − vθs, (4)

c = α3 − vθs (5)

and

β = tan−1
(

sin c − sin b
1 − cos b − cos c

)
. (6)

In Equations (1)–(4) the harmonic number is represented by v, N is the number of
turns of each coil, kpv is the pitch factor, a is the number of parallel paths in the winding, I
is the peak amplitude of the phase current with rated q-axis current, and θs the electrical
slot pitch angle given by

θs =
2π

S
, (7)

where S is the number of stator slots per machine section.
The angles α2 and α3 in Equations (4) and (5) are the required phase shifts of the second

and third coil currents respectively and their total effect is represented by β. With α2 = α3 = 0
the coil currents are in phase as in the Y-connection of Figure 2a. With α2 = α3 = −30◦ the
coil currents are out of phase as in the Y-Δ connection of Figure 2b. It is shown in Table 1
that the distribution factors of the working and fifth harmonics are increased, but those of
the other harmonics are notably reduced.

2.3. Flux Density and Torque Harmonic Analysis

It is necessary to investigate the effect of the phase-shift in terms of the harmonics of
the air gap flux density as well as the torque harmonics. The air gap flux density harmonics
are first determined due to the stator MMF and then in reference to the rotor MMF. The air
gap flux density generated is determined from the stator MMF by

bsv =
μ0Fsv

gkc
(8)

Substituting Equation (2) into Equation (8),

bsv =
μ0

gkc

3Nkpv

aπ|v| Kv I sin(ωt − vθ − β) (9)

brv =
μ0

gkc

3Nkpv

aπ|v| Kv I sin(ωrvt − vθ − β) (10)

where the angle θ now refers to the rotor and the angular frequency ωrv is given by

ωrv =

(
1 − 2v

p

)
ω. (11)

It is noted from these equations that the changing winding factor will influence the
air gap flux density harmonics. The only difference between Equations (9) and (10) is the
angular frequency of the flux density and thus the amplitudes are the same. The effect of

4
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the phase-shift can be seen in Figure 3 where the flux density of the working harmonic and
the fifth harmonic is increased, while the sub- and higher-order harmonics are reduced.
This is expected from the results of the winding factor presented in [11]. The percentage
difference in the flux density between the conventional non-overlap and phase shifted
winding is detailed in Table 1.

Figure 3. Per unit air gap flux density harmonics due to the stator MMF.

In a similar way as Equation (9) the air gap flux density harmonics created by the
rotor field winding MMF are described by

bsv =
2μ0 pkprv

vπgkc
Krv I cos

(
2vωt
Ms p

− vθ − β

)
, (12)

where kprv and Krv are the pitch factor and distribution factor of the rotor field winding
respectively. These rotor winding factors are unchanged with the application of the phase
shift in the stator winding and thus the flux density harmonics will remain the same.
The rotor pitch factor is responsible for the presence of only harmonic multiples of the
working harmonic.

Table 1. Air gap flux density harmonics of the 16/18 pole/slot conventional and phase-shifted
non-overlap windings [11].

Harmonic Number

Air Gap Flux Density Harmonics in per Unit

Conventional 16/18
Winding

Phase-Shifted 16/18
Winding

%
Difference

v = 1 0.2580 0.1532 −10.48
v = −2 0.2971 0.1300 −16.71
v = 4 1 1.0313 +3.13

v = −5 0.7968 0.8218 +2.49
v = 7 0.08262 0.0362 −4.65

The amplitude of the back-EMF induced voltage in the stator winding due to the rotor
field can now be calculated as

Esv = −16uωNldgBsv

vpMs
Kvkpsv, (13)

5
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with

Bsv =
2μ0 pkprv

vπgkc
Krv I. (14)

Figure 4 shows the difference in the induced phase voltage between the two windings.
Again, for the working harmonic the phase-shifted winding shows an increase (3.13%) over
the conventional winding. This is expected because the induced phase voltage is directly
proportional to the winding factor. The percentage of total harmonic distortion (THD) for
the theoretical induced voltage is 2.15%.

Figure 4. Induced phase voltage in the stator winding in per unit.

The instantaneous torque developed by the machine is described from the power
developed by

Ts =
pMs

2ω ∑
v
[iabc]

T[
eabc(v)

]
, (15)

where iabc and eabc(v) are the phase currents and the induced voltages of the machine. With
the phase current considered in phase with the induced voltage and thus only q-axis current
available, this expression is further simplified as

Ts =
3pMs

2ω IEs(p/2) + ∑
j

I
(

Es(j+1)p/2 + Es(j−1)p/2

)
cos(jωt),

j = 6, 12, 18, ..
(16)

The first term of Equation (16) is the average torque produced, while the second
term refers to the oscillation or ripple of the developed torque. The theoretical torque
profile of both winding structures is displayed in Figure 5. Only j = 6 is considered in the
figure for illustrative purposes. The average torque of the phase-shifted winding shows
an improvement of 3.13% as seen with the induced voltage. Figure 6 also shows that the
torque ripple is suppressed by 11%, indicating the reduction of the sub- and higher-order
harmonic content.

6
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Figure 5. Comparison of the developed torque of the conventional and phase-shifted non-
overlap windings.

Figure 6. Simulated air gap flux density of the conventional and phase-shifted 16/18 non-
overlap windings.

3. Simulated Performance Results

The specifications of the 3 MW generator used for the first investigation are stated in
Table 2. The finite element analysis (FEA) simulated performance evaluation is conducted
with rated q-axis current. The simulated air gap flux density of both winding structures
is depicted in Figure 6. The air gap flux density of the phase-shifted winding is seen to
be more consistent and prone to fewer fluctuations in amplitude because of the harmonic
reduction. Further to this, Figure 7 displays the fourth harmonic component of both
windings and confirms the dampening of the fluctuation.

7
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Table 2. Specifications of the 3 MW 16/18 WRSM.

Specifications Value

Rated terminal power (MW) 3
Rated torque (kNm) 76
Rated speed (r/min) 375
Rated frequency (Hz) 50
Rated line voltage (V) 580

Rated phase current (A) 3000
Rated field current (A) 200

Stator outer diameter (mm) 1600
Rotor outer diameter (mm) 981
Rotor inner diameter (mm) 460

Stack length (mm) 1500
Air gap length (mm) 3

Figure 7. Variation of the per unit fourth harmonic air gap flux density with rotor position of the
conventional and phase-shifted 16/18 non-overlap winding machines.

Figure 8 shows the theoretical torque curves of the conventional and the phase-shifted
16/18 machines with a rated torque of 76 kNm. The average torque of the conventional
winding is 75.36 kNm with a torque ripple of approximately 15.32%. The average torque of
the phase-shifted winding is increased to 77.58 kNm and torque ripple is reduced to 9.53%.
Further performance characteristics of the two machines are presented in Table 3. As is
shown, the power output and efficiency of the machine are improved. The input current
is the same for both cases, but the terminal voltage differs. The improved winding factor
leads to an increased induced voltage. Although the total machines losses are reduced
as a result of the overall reduction of sub-harmonics, the rotor core losses are increased
after the implementation of the phase-shifting technique. This can be accredited to the
improvement of, amongst others, the 5th harmonic’s distribution factor.

8
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Figure 8. Torque curves of the conventional and phase-shifted 3 MW 16/18 winding machines.

Table 3. Performance of the conventional and phase-shifted winding machines.

Performance
Parameter ↓

Conventional
Winding

Phase-Shifted
Winding

Percentage
Difference

Terminal power (MW) 2.96 3.05 +3%
Shaft torque (kNm) 77.14 79.45 +3%
Torque ripple (%) 15.32 9.53 −5.79%

Rotor core loss (kW) 8.76 8.84 +0.91%
Stator core loss (kW) 25.58 23.19 −9.3%

Copper loss (kW) 43.08 43.08 −0%
Efficiency (%) 97.40 97.57 +0.17%

4. Measured Performance Results

A prototype of the design is required for the testing phase. Due to the impracticality
of building a 3 MW prototype, the prototype of [13] was selected. The model was opti-
mized using single line optimization to maximize the output torque. The model is not an
exact scaled-down replica of the 3 MW prototype but serves to prove the concept of the
harmonic reduction technique employed. The cross-section is displayed in Figure 9 and
the specifications of the prototype are detailed in Table 4. The coil connections of the stator
winding are completed on a terminal box. Figure 10 shows the test setup of the prototype
for direct grid connection.

4.1. Machine Parameters from Tests

To confirm the characteristics of the prototype, the standard open-circuit and short-
circuit tests are performed. Figure 11 displays the theoretical and experimental results of
the open-circuit test of the 16/18 WRSM with phase-shifted non-overlap winding. The
results of the short-circuit test are presented in Figure 12.

The equivalent circuit parameters of the 3 kW prototype are given in Table 5 and
the measured machine losses are listed in Table 6. The windage and friction losses are
determined with zero field current at the rated speed of 375 r/min. The core losses are
determined by measuring the rotational losses at rated field current and rated speed and
subtracting the measured windage and friction losses. The copper losses given are that of
the stator winding at rated current.

9
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Figure 9. Cross-section of the 3 kW 16/18 pole/slot WRSM prototype.

Table 4. Specifications of the 3 kW 16/18 WRSM prototype.

Specifications Numerical Value

Rated terminal power (kW) 3
Rated torque (Nm) 76.5

Rated speed (r/min) 375
Rated frequency (Hz) 50
Rated line voltage (V) 350

Rated phase current (A) 4.86
Rated field current (A) 5.00
Number of rotor poles 16
Number of stator slots 18

Stator outer diameter (mm) 260
Rotor outer diameter (mm) 203.6
Rotor inner diameter (mm) 60

Stack length (mm) 125
Air gap thickness (mm) 0.45

Number turns per coil Y connected 67
Number turns per coil Δ connected 116

Figure 10. Testing station of the 3 kW 16/18 pole/slot WRSM prototype.

10
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Figure 11. Open-circuit line-to-line induced voltage versus field current of the non-overlap winding
and phase-shift winding prototypes.

Figure 12. Predicted and experimental short-circuit current of the non-overlap winding and phase-
shift winding prototypes.

Table 5. Measured equivalent circuit parameters of the phase-shifted winding prototype.

Parameter Measured Value

Phase resistance, Rs 4.7 Ω (0.11 per unit)
Field resistance, Rf 8.1 Ω

Synchronous reactance, Xs 42.1 Ω (1.0 per unit)

Table 6. Measured machine losses of the phase-shifted winding prototype.

Windage and Friction Losses
[W]

Core Losses
[W]

Copper Losses
[W]

19.6 62.8 94.5
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4.2. Grid-Connected Tests

For the load performance tests the prototype is synchronised with the 50 Hz grid
supply at the rated field current of 5 A. The mechanical input power is then increased
by means of the DC motor in Figure 10, while also increasing the rotor field current to
maintain unity power factor and grid synchronization. Figure 13 displays the measured
power factor and field current versus generated electrical power. The phase-shifted winding
machine is able to perform favourably and is able to maintain unity power factor until
approximately 2.5 kW at a maximum field current of 10 A. Figure 14 displays the results
of the efficiency and field current versus generated power of the machine. The results
show the expected improved efficiency from the theoretical analysis. Figure 15 shows the
predicted and experimental full-load torque curves of the prototype with the phase-shifted
winding. The measured torque ripple is 8.2% and the results differ by 1.5%, which is an
acceptable deviation. The measured full-load torque of the phase-shifted winding machine
confirms the predicted improvements of the phase-shift application in terms of lowered
torque ripple.

4.3. THD of Wye and Delta Phase Currents

It is necessary to determine to what extent circulating currents are present in the delta
configuration of the phase-shifted non-overlap winding. With the machine open-circuited
and at rated speed, the field current is varied and the current in a branch of the delta
configuration is measured. The results are shown in Figure 16. As the field current increases,
so too does the zero-sequence circulate current in the delta winding, though the circulating
current remains relatively small (5.14% of the rated stator current at rated field current). A
sample of the circulating current at rated field current at open circuit is displayed in Figure
17 and clearly illustrates the expected 150 Hz third harmonic characteristic.

Figure 13. Power factor and field current versus generated power of the grid-connected phase-shift
winding prototype.

The phase currents in the wye and the delta branches are shown in Figure 18 at a load
phase current of 3.5 A and at unity power factor. The effect of the circulating current is
clear on the delta phase current, which explains the presence of more harmonics when
compared to the phase current in the wye branch. Further, the phase current waveforms in
the different branches at a load phase current of 5 A and a power factor of pF = 0.987 are
displayed in Figure 19. The total harmonic distortions (THD) of the wye and delta branch
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currents for each of the three conditions are given in Table 7. This shows that the total
harmonic distortion of the grid wye phase current is substantially below the 8% limit as
required by some utility grid codes. In addition, the THD of the delta current reduces with
load below the 8% and slightly higher than the THD of the grid wye current. For reference,
the total harmonic distortion of the supply voltage during testing was 3%.

Figure 14. Efficiency and field current versus generated power of the grid-connected phase-shift
winding prototype.

Figure 15. FEA-predicted and experimental torque versus rotor position of the 3 kW 16/18 WRSM
prototype with phase-shifted non-overlap winding at 375 r/min and full-load.
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Figure 16. RMS delta winding current versus field current of the 3 kW 16/18 WRSG prototype with
phase-shifted non-overlap winding at open-circuit.

Figure 17. Delta winding circulating current at rated field current of the 3 kW 16/18 WRSG prototype
with phase-shifted non-overlap winding at open-circuit.

Table 7. Total harmonic distortion of the wye and delta branch currents of the phase-shifted winding
prototype with varying load conditions.

Load Condition
Wye Branch

Current THD
[%]

Delta Branch
Current THD

[%]

Is = 0 A If = 5 A – 0 8.9
Is = 3.5 A If = 10 A pF = 1 5.6 7.2
Is = 5 A If = 9.6 A pF = 0.987 4.5 6.1
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Figure 18. Grid-connected wye and delta phase currents at 3.5 A phase current and 10 A field current
of the 3 kW 16/18 WRSG prototype with phase-shifted non-overlap winding at pF = 1.

Figure 19. Grid-connected wye and delta phase currents at 5 A phase current and 9.6 A field current
of the 3 kW 16/18 WRSG prototype with phase-shifted non-overlap winding at pF = 0.987.

5. Conclusions

In this paper the effect of the reduction of the MMF sub-harmonics of a 16/18 pole/slot
combination WRSM on the performance of the machine by applying a phase-shifting
winding technique, is studied. Ideally, a −20◦ electrical phase displacement is required
between the currents of the coils to obtain a winding factor of unity of the main harmonic.
To overcome the feasibility of applying this displacement practically, a −30◦ phase shift was
selected which yields a winding factor close to unity. The phase shift was implemented by
applying a star-delta connection between the coils of each phase. Although the wye-delta
application is not new, the technique has not been applied to a 16/18 pole/slot combination
before and the non-overlap winding structure is maintained. Many other techniques used
to reduce the MMF harmonic content of a non-overlap winding change the final winding
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structure to that of an overlap winding. This is not ideal because the advantages of the
non-overlap winding are then diminished.

The harmonic content analysis of the 16/18 combination shows that the first and
second MMF harmonics are greatly reduced without reducing the working harmonic. The
winding factor of the main harmonic is increased by the phase-shift. This has improved
the 16/18 machine’s torque and power density. The minimization of sub- and higher-order
harmonics is especially noted in the reduced torque ripple and increased efficiency of
the phase-shifted winding machine. One of the disadvantages of the phase-shifted non-
overlap winding is the small increase in the rotor core losses because of the increased 5th
harmonic. However, the overall losses are reduced because the total sub-harmonic content
is decreased.

A 3 kW prototype 16/18 WRSM with the proposed wye-delta phase-shifted non-
overlap winding is manufactured and tested. The practical performance tests of this small
machine indicate that the phase-shifted winding prototype has a good efficiency of over
90% for a wide power range from 0.2–1.0 per unit power. Additionally, the good full-
load torque quality of the machine is confirmed by measurements. This all is expected
from the reduction of sub- and higher-order harmonics in the MMF harmonic spectrum.
Finally, the concern of possible high circulating current in the delta winding is studied
from the measured delta current waveforms. The relatively low percentage THD found of
the delta current from no-load to full load shows that this aspect is not a problem. In its
entirety, the paper shows that the proposed non-overlap wye-delta phase-shift winding
can be used with significant improvement by the industry for multiples of 8/9 pole-slot
combination WRSMs.
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Abstract: In this study, we performed the electromagnetic and mechanical characteristic analyses
of an 8-pole 12-slot interior permanent magnet synchronous motor (IPMSM). Permanent magnet
synchronous motors are classified into surface permanent magnet synchronous motor and interior
permanent magnet synchronous motors according to the type of rotor. The IPM type is advantageous
for high-speed operation because of the structure where the permanent magnet is embedded inside
the rotor, and it has the advantage of having a high output density by generating not only the
magnetic torque of the permanent magnet, but also the reluctance torque. However, such a motor
has more vibration/noise sources than other types, owing to changes in reluctance. The sources of
motor noise/vibration can be broadly classified into electromagnetic, mechanical, and aerodynamic
sources. Electromagnetic noise sources are classified into electromagnetic excitation sources, torque
pulsations, and unbalanced magnetic forces (UMFs). Vibration and noise cause machine malfunctions
and affect the entire system. Therefore, it is important to analyze the electromagnetic vibration source.
In this study, the electromagnetic characteristics of an IPMSM were analyzed through the finite
element method to derive the UMF. Vibration and noise analyses were performed by electromagnetic–
mechanical coupling analysis, and vibration and noise characteristics based on electromagnetic noise
sources were analyzed.

Keywords: IPMSMs; electromagnetic characteristic; vibration/noise source; electromagnetic–mechanical
coupled analysis

1. Introduction

Recently, owing to the increasing public concern about environmental problems, such
as global climate change, various technologies have been considered for this challenge.
Particularly, ecofriendly mobility has attracted increasing attention because it contributes
to reducing global warming. For the dissemination of ecofriendly mobility, it is neces-
sary to develop high-performance traction motors that exhibit high torque at low speed,
and constant output characteristics over a wide range. Considering this, interior per-
manent magnet synchronous motors (IPMSMs) are the most suitable traction motors for
ecofriendly mobility.

In the electromagnetic aspect, IPMSMs produce reluctance torque, which is an ad-
ditional torque, from the difference in inductances in the d and q axes. Furthermore,
a permanent magnet mechanically inserted in the rotor prevents magnet scattering at high
speeds and exhibits equal mechanical and electrical air-gap length [1,2]. Therefore, IPMSMs
have a wider operating range through flux-weakening control compared to other types.
However, the operating range differs according to the flux-weakening (FW) control range,
which in turn depends on parameters such as the d- and q-axes inductance of the motor
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and the electrical saliency. Additionally, the FW control range, which is essential for motor
design and optimization, can be predicted from the flux vector diagram of the motor [3–7].

In the vibration/noise aspect, IPMSMs suffer from more vibration/noise sources than
other types of motors owing to changes in reluctance. Vibration and noise can cause motor
eccentricity, bearing defects, and misalignments. Electromagnetic vibration sources are
roughly classified into torque pulsations and electromagnetic forces [8]. Torque pulsation
is classified as torque because of the interaction between the permanent magnets of the
rotor and the stator slots of a permanent magnet machine (cogging torque) and load
pulsation, owing to the interaction between the input current and the back-electromotive
force (back-EMF) (torque ripple), and the difference between the d- and q-axes air-gap
reluctance (reluctance torque). Electromagnetic force is classified as magnetic pull force
(MPF) owing to the distribution of magnetic flux density generated by the slot structure
and winding pattern and unbalanced magnetic force (UMF) generated according to the
change in magnetic flux density [9–15]. MPF indicates the magnitude and distribution
of the magnetic force density, which affects the motor based on the magnitude of the
force, and not the distribution of the force. Additionally, the MPF distribution changes
depending on the combination of the motor pole-slots, and the MPF distribution should
be symmetrical to obtain motor stability. The electromagnetic vibration of the motor is
mainly generated by the radial force, which is one of the components of the UMF [16–19].
The radial force is proportional to the square of the air-gap magnetic flux density, and as
the torque density of the motor increases, the air-gap flux density also increases. Therefore,
in the case of an electric motor with a high torque density, such as a PMSMs, the rate of
electromagnetic vibration increases. Moreover, the spatial distribution of the radial force
is affected by the stator and rotor, and its magnitude changes with time; thus, the radial
force generates a vibration frequency that affects the vibration. This makes it possible to
predict the electromagnetic noise/vibration characteristics generated by the motor [20–24].
If the noise and vibration characteristics of the motor are predicted through this method,
not only the noise and vibration characteristics of the motor can be identified in the design
stage, but also a more mechanically robust design can be made. In addition, as sensors and
electronic components increase as the system becomes electronics, disturbance caused by
the motor to the external system may be reduced in the design stage.

Therefore, in this study, dynamic modeling of the IPMSM was performed to predict
the operation characteristics based on the electromagnetic characteristics and parameter
analysis results of the model using the finite element method (FEM). Additionally, based
on electromagnetic characteristic data, the vibration source generated in the stator was
analyzed through the circumferential mode of the radial force, which is the electromagnetic
vibration source, and the fast Fourier transform (FFT) analysis. Figure 1 shows the analysis
flow of this study, and Table 1 lists the design specifications of the analysis model.

 

Figure 1. Analysis flow.
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Table 1. Specification of analysis model.

Specification IPMSM Unit

Rated output power 180 W
Rated speed 1745 RPM

Pole/Slot 8/12 -
Stator OD 116 mm
Rotor OD 71 mm

Total magnet volume 6249.6 mm3

2. Electromagnetic Analysis

2.1. No-Load Analysis

The no-load back-EMF of a permanent magnet machine is the electromotive force
induced by the interaction between the field magnetic flux and the armature winding.
The no-load back-EMF waveform when controlling the IPMSM is realized as the basis
for determining the accessibility of the control. That is, the closer the no-load back-EMF
is to a sine wave, the easier it is to control the IPMSM. Moreover, electrical equipment
generates cogging torque because of non-uniform air gap transmittance owing to the tooth
slot structure, and this should be checked during no-load analysis.

The cogging torque is the torque component generated by the tendency of the stator
and rotor to align in the direction that maximizes the permeance of the magnetic circuit in
a permanent magnet machine. As shown in Equation (1), it can be expressed as a function
of the magnetic flux density (Brg, Bθg) in the radial and tangential directions of the air
gap, the length in the axial direction (lstk), and the distance to the air gap (r). The cogging
torque acts on the rotor without applying an input current (in a no-load state). Because
there is no input current, the average torque is zero; thus, it is not recognized as an active
ingredient that generates power. Additionally, the cogging torque generates torque ripple,
velocity ripple, and vibration/noise. The harmonic component of the cogging torque is
represented by a function of the number of poles and the least common multiple of the
number of slots; the electric harmonic frequency of the cogging torque is as shown in
Equation (2). fe represents the frequency of the motor, LCM(2p, Qs) represents the least
common multiple of the number of poles and slots, and p denotes the number of pole pairs.

Figure 2a,b shows the magnitude and waveform of the no-load back electromotive
force (EMF) and FFT analysis results of the no-load back-EMF. The total harmonic distortion
(THD) of the no-load back-EMF was 5.17%. Figure 2c–e shows the no-load back-EMF of
the experiment result, the magnitude and waveform of the cogging torque, and the FFT
analysis results of the cogging torque.

T = r2 lstk
μ0

2π∫
0

BrgBθgdθ (1)

fcog = feLCM(2p, Qs)/p (2)

The peak-to-peak value of the cogging torque is 34.9 mNm, and as a result of FFT
analysis, the main harmonic order is interpreted as 6th, which is also consistent with the
result of Equation (2).
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Figure 2. No-load Analysis result of no-load back EMF and Cogging Torque: (a) waveform of no-load
back-EMF, (b) FFT of no-load back EMF, (c) experiment results of no-load back-EMF, (d) waveform of
cogging torque, and (e) FFT of cogging torque.

2.2. Parameter Calculation

As mentioned in the introduction, the IPMSM has different d- and q-axes inductances
because permanent magnets are embedded inside the rotor core. Therefore, both magnetic
torque and reluctance torque occur, and they have reverse saliency. The IPMSM operation
region is generally divided into a constant torque region where the torque is constant as
the speed increases and a constant output region where the output is constant when the
speed increases. The maximum torque per ampere (MTPA) control and flux weakening
(FW) control are applied according to each region. However, the operating range differs
based on the FW control range, which depends on parameters such as the d- and q-axes
inductance of the motor and the electrical saliency. Additionally, the FW control range,
which is essential for motor design and optimization, can be predicted from the flux vector
motor diagram.

Figure 3a,b shows the general operating characteristics of the IPMSM, and a vector
diagram, respectively. The blue line in Figure 3a represents the torque curve, and the red
line represents the power curve.

id = −Ia sin β, iq = Ia cos β (3)

Ld =
λo cos α − λ f

id
, Lq =

λo sin α

iq
(4)

ζ =
Lq

Ld
(5)
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Vds = Rsids + Lds
dids
dt

− ωrLqsiqs (6)

Vqs = Rsiqs + Lqs
diqs

dt
− ωr(Ldsids + λ f ) (7)

Figure 3. IPMSMs operating region and vector diagram: (a) characteristic of IPMSMs and (b) vector
diagram according to d- and q-axis.

The important parameters of the IPMSM can be derived using vector diagrams that
represent the electromagnetic relationship through the IPMSM d- and q-axes parameters
and FEM analysis results.

α is the phase difference between the no- and on-load magnetic flux linkages. β is
the phase angle of the current. If we derive the α and β, we can derive the saliency ζ
that expresses rate of d- and q-axes inductances. λ f and λ0 are the no- and on-load flux
linkages, respectively. The magnitude and phase of no-load magnetic flux linkage were
derived through no-load analysis without current, and the magnitude and phase of the
load magnetic flux linkage were derived by applying the rated current. Ia represents the
maximum current applied to the stator. The stator current Ia is again divided into a d- and
q-axes currents, as shown in Equation (5). Additionally, the d- and q-axes inductances and
saliency of an IPMSM can be expressed by Equations (4) and (5) because of the relationship
between the d- and q-axes currents, and armature magnetic flux linkage. The magnitudes of
the d- and q-axes inductances differ depending on the phase angle of the current. Therefore,
a process of searching for the phase angle that generates the maximum torque is required.
Finally, by deriving the d- and q-axes voltage Equations (6) and (7), the main parameter
calculations using the vector diagram were completed.

Figure 4 shows the no-, on-load flux linkage, and phase difference calculated based on
vector diagrams and FEM analysis data, and the d- and q-axes inductances based on the
current phase angle.
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Figure 4. Calculation of d-, q-axis inductance, flux linkage, and phase difference at no-, on-load flux
linkages according to input current and current angle. (a) d-axis inductance, (b) q-axis inductance,
(c) saliency, (d) flux linkage, and (e) flux linkage phase difference angle.

2.3. Load Analysis

The IPMSM torque equation can be expressed by Equation (8). In Equation (8), the first
term represents the magnetic torque generated by the permanent magnet, and the second
term represents the reluctance torque generated by the difference between the d- and q-axes
reluctances. As shown in the torque equation, the magnetic torque is proportional to the
current and the amount of armature magnetic flux linkage owing to the permanent magnet.
Further, the reluctance torque is proportional to the d- and q-axes currents, and the multiple
of the d- and q-axes inductance difference. Further, the magnetic and reluctance torques
vary in magnitude depending on the phase angle of the current, and the IPMSM torque
implies that there is a current phase in which the generated torque can be maximized for
the same current magnitude.

Ttotal =
P
2

3
2
[λ f iq + (Ld − Lq)idiq] (8)

Therefore, the maximum torque/current control method was used to generate the
maximum torque, and the optimum current phase and current vector for creating this
condition can be derived as shown in Equations (9)–(12).

is =
√

id
2 + iq2 (9)

Vs =
√
(Rsid − ωLqiq)

2 + (Rsiq + ωLdid + ωλ f )
2 (10)
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id =
−λ f +

√
(λ f

2 + 8(Ld − Lq)
2 Is2

4(Ld − Lq)
(11)

β = sin−1[
−λ f +

√
(λ f

2 + 8(Ld − Lq)
2 Is2

4(Ld − Lq)Is
] (12)

In the above equation, the stator applied current (is) should be less than or equal to
the current limit value (iam), and the current limit value corresponds to the rated current
during continuous operation. Similarly, the back-EMF (Vs) of the motor should be equal to
or less than the maximum output voltage (Vam) of the inverter.

Considering the current and voltage limits, the range of selectable current vectors is
highly limited. Therefore, to satisfy this limitation and operate the motor through maximum
output control, appropriate current control based on the motor speed is required.

If the motor is driven by the maximum torque control per unit current, the back-EMF
of the motor approaches the speed (base speed) at which the maximum output voltage of
the inverter is reached. In the speed range above the base speed, it is necessary to consider
both the current and voltage limits. As a result, FW control is required for operation in
the high-speed region. In this case, the operation was performed based the d- and q-axes
current commands that generate the maximum torque with the allowable current, as in
the case of MTPA control for the same loss minimum operation. Above the base speed,
the magnitude of the applied current was the same as the current magnitude below the base
speed. The voltage was controlled such that the maximum output voltage of the inverter
and the voltage of the motor are equal. Therefore, the current was controlled until the
current-limiting source matches the maximum torque control line per unit magnetic flux.
In relation to the parameters, if there is no maximum torque control curve per unit magnetic
flux inside the current limit circle, it can be operated until the output becomes zero.

Both the voltage and current limits should be met when operating the IPMSMs.
When both of these limiting conditions are achieved, the controllable current region is
considered as the common region of the voltage-limiting ellipse and the current-limiting
circle. Therefore, the current command cannot be controlled unless it is located inside the
common area.

Figures 5 and 6 show the current and torque characteristics based on the IPMSM
operating region derived from the above equation. Clearly, the maximum torque was
generated when there is a phase angle of the current at 25 A, which is the current condition
for generating the maximum torque, and the size of the voltage-limiting ellipse decreases
as the speed increases. There is a point where the reduced voltage-limiting ellipse, current-
limiting circle, and torque curve meet, and the intersection of these three curves becomes
the next operating point. Theoretically, the analysis model in this study can run to the
intersection of the d-axis and the current-limiting circle, because the voltage-limiting ellipse
is not included in the current-limiting circle. These conditions allow the load characteristics
to be derived using an IPMSM load simulation [25,26]. The back-EMF of a motor is
generated by a variation in the magnetic flux density that varies depending on the position
of the rotor in the air gap. Therefore, the mode of variation in the magnetic flux density
affects the back-EMF of the motor. Additionally, when the THD of the back-EMF increases,
the input current for generating the same torque increases, and the motor has a low-torque
density characteristic; thus, the motor does not operate efficiently. Figure 7 shows the
results of the load analysis and the experimental results of the efficiency map.

fripple = 6 · n · fe (13)
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Figure 5. Current according to torque and current phase angle of IPMSM: (a) current and torque
according to MTPA control and (b) current phase angle characteristic according to Is.

Figure 6. Characteristic curve of IPMSM: (a) Torque on Id, Iq plane. (b) Torque and speed on Id,
Iq plane.
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Figure 7. Load analysis result: (a) load back EMF waveform, (b) load back EMF FFT result, (c) torque
waveform, (d) torque FFT result, and (e) efficiency map.

The electromagnetic torque is represented by the products of back-EMF and applied
current, and the rate of change that occurs periodically in torque is called torque ripple.
Therefore, because the harmonic components of the back-EMF and the applied current
affect the torque ripple, it is necessary to analyze the harmonic components of the back-EMF
to predict the vibration/noise. The relationship between torque ripple and frequency is
expressed by Equation (13), and clearly, the results of the main harmonics confirmed by the
FFT analysis of torque are in agreement. Figure 7 shows the results of the load analysis.

The UMF and electromagnetic force acting on the motor are obtained through load
analysis. In this study, we used the Maxwell stress tensor method to derive the electromag-
netic force or UMF generated by the motor. The stress vector per unit area is expressed by
Equation (14).

F =
1

μ0
(Bn

2 − 1
2
|B|2)in − 1

μ0
BnBtit (14)

where B is the magnetic flux density, and n and t represent the normal and tangential com-
ponents in the coordinate system, respectively. Assuming that the magnetic permeability
of the stator and rotor is infinite, the force densities in the radial and tangential directions
acting on the surface of the stator are expressed by Equation (15). Br and Bt represent the
magnetic flux density in the radial and tangential directions, respectively.

Figure 8a,b shows the force density in the radial and tangential directions derived
from Equation (15). Generally, the symmetry of the force density distribution can be used
to determine its influence on vibration. Therefore, it can be confirmed that the force density
of this analysis model is symmetrically distributed.

fr =
1

μ0
(Br

2 − Bθ
2), fθ =

1
2μ0

BrBθ (15)
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Figure 8. Force density and UMF result: (a) tangential distribution, (b) radial distribution, (c) x-
component, and (d) y-component.

Equation (15) is converted into a Cartesian coordinate system, which is expressed as
in Equation (16).

fx = fr cos θ − fθ sin θ, fy = fr sin θ + fθ cos θ (16)

The components of the magnetic unbalanced force exerted on the stator center are
calculated over a circular surface of radius normally in the middle of the air gap region,
as shown in Equations (17) and (18).

Fx =
rlstk
2μ0

∫ 2π

0
[(Bθ

2 − Br
2) cos θ − 2Bθ Br sin θ]dθ (17)

Fy =
rlstk
2μ0

∫ 2π

0
[(Bθ

2 − Br
2) sin θ + 2Bθ Br cos θ]dθ (18)

Figure 8c,d shows UMF derived from Equations (17) and (18). The UMF result of
the integral relationship with force density indicates that the value of UMF is close to
zero, because the spatial distribution of the force density is symmetric. Therefore, it is
considered that UMF does not significantly affect the vibration and noise characteristics of
the analysis model.
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3. Mechanical Analysis

3.1. Modal Analysis

Resonance occurs when the force imbalance, which is a radial force acting as a source
of electromagnetic vibration of the motor, and the frequency owing to torque ripple and
cogging torque are in a region close to the natural frequency of the motor. Resonance wears
parts and reduces the drive performance of the motor, in addition to adversely affecting
other systems. Moreover, the stator natural-vibration frequency plays a dominant role in
vibration and resonance; therefore, a modal analysis of the stator should be performed.
Therefore, it is important to confirm the natural frequency and mode shape, which are the
mechanical characteristics of the electrical machine, at the design stage.

Free vibration is generated by the force inherent in the system itself when there
is no external force. As for free vibration, the system oscillates at one or more natural
frequencies, which are the natural characteristics of the dynamic system determined by
the distribution of mass and stiffness. The mode represents a unique dynamic aspect
of a system constituting the vibrator; when the stator vibrates by a force with a certain
frequency, the shape of the stator is a unique mode with a frequency band of the force.

Figure 9 shows the free vibration of the 8-pole 12-slot motor model analyzed without
a vibration source, that is, the natural frequency of the stator and the three mode shapes
for each natural frequency. The red part contains a high resonance value. Based on the
mode analysis, the frequency (natural frequency) of the first, second, and third modes of
each model was higher than the operating frequency. Because this analysis is a structural
analysis of a single motor, it is a mode analysis that proceeds without any restrictions.
Notably, the amount of strain of a specific length itself is not meaningful, and there is a
difference in the magnitude of vibration by that proportion. Basically, it is important to
observe where and how often the deformation owing to vibration occurs with the amount
of strain, and it can be expected that vibration based on the resonance of the stator structure
owing to the natural frequency will not occur.

Figure 9. Modal analysis result.

3.2. Acoustic Noise Analysis

The vibration data used for the NVH characteristic analysis of PMSM were derived
using 3D FEM considering the previously analyzed electromagnetic characteristic results.
Figure 10 presents a waterfall diagram showing the NVH characteristic analysis results
of the 8-pole 12-slot (8P12S) IPMSM to which an electromagnetic source was applied.
This waterfall diagram was performed according to conditions of rotational speed. Here,
the rotational speed conditions are 870, 1745, 2600, and 3490 rpm, respectively, and the
load torque was selected at rated torque. In addition, as the analysis results are derived
based on the mechanical 1 cycle in this NVH characteristic analysis, the characteristics
of the electromagnetic vibration source of the motor for the mechanical 1 cycle should
be considered.
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Figure 10. NVH Analysis result.

As aforementioned, the unbalanced electromagnetic force generated by the stator tip
is close to zero; thus, other sources of vibration generate noise and vibration. Therefore,
the level of vibration and noise was determined based on electromagnetic vibration sources,
such as cogging torque and torque ripple. Of the torque-pulsation components, the cogging
torque was mainly composed of the 6th harmonic component, and the torque ripple was
mainly composed of the fundamental wave and the 6th order. The back-EMF under load
was mainly in the harmonic order of 1, 5, and 7. Although the harmonic component of back-
EMF was derived as a 1st, 5th, and 7th harmonic component, this harmonic component
eventually appears as a harmonic component of torque ripple by interaction with the
harmonic component of the applied current. Therefore, we need to focus on the FFT
analysis result of the torque ripple.

Clearly from Figure 10, this corresponds to the FFT analysis results of cogging torque
and torque ripple classified as electromagnetic vibration sources. In the case of cogging
torque, the mechanical frequency 24th harmonic was the largest harmonic order, and in the
case of torque ripple, the mechanical frequency was the largest in the order of 24th, 48th,
and 8th harmonic order. Therefore, the noise level is higher in the frequency domain of
the 1st, 8th, and 24th components than in the other regions. However, it is clear that the
frequency at which the maximum noise is generated is larger in the resonance frequency
region than in the harmonic region of the electromagnetic vibration/noise source.

4. Experiment Results

We performed experiments using a power analyzer and WT3000 manufactured by
yaskawa in JAPAN, and the experimental results were validated by comparing them with
the analysis results. Figure 11 shows the experiment setting.
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Figure 11. Concept of experimental system.

The back-EMF voltage induced in a stator winding because of the magnet flux crossing
the air gap is given by the rate of change in flux linkage with respect to time. Figure 2c
shows the back-EMF of the manufactured model under the no-load condition. As shown
in Figure 2c, the predicted results mostly agree with the measurements in both waveform
and amplitude. The effects on the leakage flux occurred in the end turn of the winding,
fabrication error, and losses such as bearing friction, windage, and stray loss.

The torque obtained from the experiment was slightly lower than the FEM under
identical conditions because the torque constant is proportional to the amplitude of the back-
EMF. Figure 7b shows the characteristic performance and efficiency map of the analysis
model under the rated load condition. These results were obtained under a variety of speed
conditions at the rated load.

Based on the electromagnetic experiment data, the electromagnetic analysis performed
in this study and the electromagnetic analysis were in good agreement; thus, the validity of
the electromagnetic analysis was verified. As the validity of electromagnetic characteristics
analysis was verified through experiments, it was confirmed whether the frequency was
matched with the NVH analysis result based on the data derived through finite element
analysis. It was confirmed that the harmonic order of the electromagnetic vibration source
and the harmonic order of the mechanical vibration analysis result correspond. In addition,
it was confirmed that the vibration/noise generated by mechanical resonance was greater
than the vibration/noise component caused by electromagnetic vibration sources.

5. Conclusions

In this study, we predicted the noise and vibration generated by 8P12S IPMSMs
through electromagnetic analysis. At the electromagnetic characteristics analysis step,
we calculated important parameters based on the results of FEM and Vector diagram
and identified operation characteristics according to the operation area. We also per-
formed vibration/noise analysis and verified the results using electromagnetic experiments.
We classified the electromagnetic vibration sources into several causes owing to torque
pulsation and electromagnetic forces, analyzed the FFT analysis and waveform for the char-
acteristics that affect vibration and noise, and verified their validity through experiments.
Further, vibration and noise generated by the motor through electromagnetic-mechanical
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coupling analysis were simulated using an FEM tool. As a result, if there is no mechanical
vibration or noise source such as bearing faults and eccentricities, it is possible to predict
the noise/vibration generated in the motor, even if only the electromagnetic characteristic
analyses of the motor to be analyzed are accurate.
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Abstract: In this paper, the optimal design of a brushless direct current motor with a three-dimensional
(3D) structure using the response surface methodology (RSM) is presented. There were two opti-
mization goals: reduction of the cogging torque and maintenance of the back electromotive force
to prevent performance degradation. For motors with a 3D structure, a 3D finite element method
analysis is essential, though it requires considerable computation time. Therefore, to reduce the
optimal design time, the 3D structure was placed on the 2D plane. Thereafter, a 2D corrected model
was applied to the RSM. For the validity of the technique, the analysis results of the initial 3D model,
2D model, and 2D corrected model were compared, and the results of the optimal design 3D model,
2D corrected model, and experiment were compared.

Keywords: BLDC motor; magnet overhang; housing-integrated rotor; 2D equivalent; response
surface methodology; computation time

1. Introduction

With the development of technology, the mechanical commutation device of a DC
motor was changed to an electrical commutation device, and a brushless DC (BLDC) motor
was developed. In a DC motor, permanent magnets (PMs) are present in the external
stator. However, PMs in BLDC motors are in the rotor. They are divided into outer and
inner rotor types [1]. The outer-rotor-type BLDC motor has a large PM; therefore, it can
increase the torque, and its inertia is large, which is advantageous for constant-speed
operation [2,3]. Because of these characteristics, the outer-rotor-type BLDC motors are
typically used in fan and pump applications [4–6]. Meanwhile, the noise and vibration of a
BLDC motor affect the life of the device and cause inconvenience to users. Electromagnetic
vibration sources that affect noise and vibration include cogging torque, torque ripple, back
electromotive force (EMF), and total harmonic distortion (THD). Recently, studies on noise
and vibration optimization through the reduction of cogging torque have been actively
conducted [7,8]. In this study, the optimal design of cogging torque reduction, which is one
of the electromagnetic vibration sources, was carried out.

Three-dimensional structures, such as the magnet overhang and housing-integrated
rotor, are used to increase the power density. When a housing-integrated rotor is applied,
the magnetic flux path is secured, and the radial thickness of the yoke can be reduced.
When a magnet overhang is applied, the air gap flux density can be increased [9,10].

In general, the electromagnetic analysis of motors is performed using finite element
method (FEM) analysis. However, motors with three-dimensional (3D) structures, such as
magnet overhang and housing-integrated rotors, are difficult to analyze accurately with
two-dimensional (2D) FEM analysis. Therefore, motors with 3D structures require 3D FEM
analysis, which is unsuitable for optimal designs that require a lot of analysis and long
computation times. To this end, a method of interpreting a 3D structure’s 2D equivalent has
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been previously studied [11,12]. In the case of the magnet overhang, the magnetic energy
decreases as the volume of the PM decreases when converting from 3D to 2D. Therefore, to
maintain the magnetic energy equally, properties, such as coercive force and remanence, are
adjusted [13,14]. When an equivalent housing-integrated rotor is used, flux saturation due
to flux path reduction should be considered. The volume in the 3D structure is equivalent
to increasing the radial direction thickness of the yoke in a 2D structure.

In general, motors have a trade-off relationship. When one characteristic is improved
according to the control of a variable, the other characteristics deteriorate. Therefore,
several characteristics must be satisfied simultaneously. Multi-objective optimization
allows a user to select the optimal point through a family of variables [15–17]. For example,
electromagnetic characteristics, such as cogging torque, torque ripple, torque average value,
back EMF, and efficiency, may be classified and optimized so that they are minimized and
maximized, respectively.

The response surface methodology (RSM) is a type of multi-objective optimization
that creates a surrogate model by defining the relationship between variables and response
values based on response values derived from multiple analysis points. The RSM selects
an analysis point within a set variable range, predicts a surrogate model, and derives the
desired optimal point by applying the goal and desirability function of each response
value [18–22]. Unlike the global optimization technique that directly analyzes all points
to derive the optimal point, the result of the point selected through the surrogate model
has an error relative to the actual analysis result. As the number of objective functions
increases, the accuracy of the response surface decreases; therefore, two to four objective
functions are usually applied to the RSM [21,23,24].

In this study, a BLDC motor with a 3D structure was optimally designed based on the
RSM. The purpose of the optimal design was to reduce the cogging torque and maintain
the back EMF to sustain the electromagnetic characteristics of the motor [25,26]. During
optimization, winding specifications and things that are not factors were not changed.
Inductance is the ratio of flux linkage per current, and the no-load back EMF is proportional
to the time-varying magnetic flux linkage. Therefore, maintaining the no-load back EMF
means maintaining the inductance and flux linkage. Additionally, because things that are
not factors and no-load back EMF were not changed, efficiency and losses are similar to
the initial model. Therefore, they were not included in the objective function. The RSM
with a 3D structure requires considerable computation time; the optimal design time can
be shortened by proceeding with a 2D equivalent of the 3D structure during the optimal
design process. For the validity of the technique in this study, the 3D and 2D FEM analysis
results of the initial design were compared. Moreover, the 3D and 2D FEM analyses and
experimental results of the optimal design were compared.

2. The 3D Structure and Its 2D Equivalent

2.1. Analysis Model

Figure 1 shows the analysis model used in this study. It was an 8-pole, 12-slot BLDC
motor and had two 3D structures with a magnet overhang and a housing-integrated rotor.

2.2. Magnet Overhang

Because ferrite magnets have weaker magnetism than rare earth magnets, a larger
magnet volume is required to increase the output. The magnet overhang is a structure that
increases the axial length of the PM, reducing the magnetic flux leakage and increasing
the air gap magnetic flux density. The model to which the magnet overhang is applied
is not a plane structure. Therefore, it is indispensable to analyze the model as a 3D FEM.
However, because 3D FEM analysis requires considerable analysis time, it is efficient to
analyze models using a 2D equivalent for optimal design.
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Figure 1. The 3D structures of the analysis model.

Through the following equation, it is possible to derive a condition that allows the
magnet overhang to have the same magnetic energy, even though the volume decreases
when represented in 2D.

WH =
1
2

Bm1Hm1V1 =
1
2

Bm2Hm2V2 (1)

Equation (1) is about the magnetic energy of a PM WH as a function of magnetic flux
density, magnetic field strength, and volume. In Equation (1), Bm1, Hm1, and V1 are the
magnetic flux density, magnetic field strength, and volume at the operating point of the
PM in the existing model, respectively. Bm2, Hm2, and V2 are the magnetic flux density,
magnetic field strength, and volume at the operating point of the PM in the 2D corrected
model, respectively. Bm1, Hm1, and V1 are specified values in the 3D model, and when
converted to 2D, V1 decreases to become V2; therefore, Bm2 and Hm2 should increase. To
equalize the degree of energy flow when adjusting the operating point, the operating point
P1(Bm1, Hm1) of the 3D model’s PM should be the operating point P2(Bm2, Hm2) of the Pc,
which is the permeance coefficient, in the load line, as shown in Figure 2 [13,14,27].

Pc =
Bm

μ0|Hm| =
μrecBm

Br − Bm
=

1
fleakage

× Lm

Lg
× Ag

Am
(2)

Bm1 = Br + μ0μrecHm1 (3)

 

Figure 2. Demagnetization curve of a PM.

37



Energies 2022, 15, 461

Equation (2) is about the permeance coefficient as a function of Bm and Hm. In
Equation (2), fleakage is a leakage coefficient with a value usually between 0.85 and 0.95; in
this study, it was set to 0.9. μrec is the relative permeability, Br is the remanence, Lm is the
magnet axial length, Lg is the air gap length, Ag is the area of the air gap, and Am is the
area of the magnet. Equation (3) represents the demagnetization curve in Figure 2.

Equation (4) represents the operating point P1, which can be derived from Equations (2)
and (3).

Bm1 =
Pc

Pc + μrec
Br, Hm1 =

Bm1 − Br

μoμrec
(4)

The operating point P2(Bm2, Hm2) can be derived through Equations (1) and (2) and
the driving point P1(Bm1, Hm1).

Bm2 =

√
Bm1Hm1

V1

V2
μoPc, Hm2 =

Bm2

μ0Pc
(5)

2.3. Housing-Integrated Rotor

The housing-integrated rotor is a 3D structure that is applied to secure the magnetic
flux path and reduce the size of the device. As shown in Figure 3, when analyzing the
3D FEM, the magnetic flux flows not only in the yoke but also in the housing part. It
is impossible to consider the housing part of the housing-integrated rotor in 2D when
performing a 2D FEM analysis. When only the 3D yoke part is expressed in 2D, the rotor is
significantly saturated.

Figure 3. Magnetic flux density through the housing part.

The required values can be derived when the housing-integrated rotor is converted to
2D through the following equation:

Vhousing + Vyoke =
(

rro
2 − rri

2
)

πls (6)

In Equation (6), Vhousing is the volume of the housing part; Vyoke is the volume of the
yoke part; rro and rri are the outer and inner diameters of the rotor in 2D, respectively; and
ls is the axial length of the stator.

The rotor volume in the 3D model and the rotor volume in the 2D corrected model
were equated by extending the radial direction of the rotor in the 2D corrected model.

3. Design of Experiments (DOE)

The cogging torque, the optimization object of this study, is affected by the shape of
the motor, including the stator, rotor, and magnet. If there are many variables that can be
adjusted, unnecessary analysis points are created and the optimization period is increased.
Therefore, it is necessary to select and proceed with the most influential variables when
producing an optimal design.
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DOE is a technique for finding the optimal point with a small number of experiments
for the optimization target model. Because DOE derives a local solution within the range
of the desired solution, the DOE can select the optimal point relatively quickly within the
constraints. If DOE is applied, the influence of each factor on the model can be identified
and an optimization point can be determined by defining the relationship with the objective
function.

In general, factors that are significant in the objective function are selected through
factorial design, and the optimal point is determined by applying the selected factors to
the RSM.

3.1. Design Variables Affecting Cogging Torque

Cogging torque is a pulsation torque caused by a tendency to align the reluctance to
a minimum in a magnetic circuit composed of a stator, rotor, PM, and air gap of a model.
The cogging torque affects the torque ripple and adversely affects the performance of the
motor; therefore, it should be considered in an optimal design. The cogging torque can be
estimated using the following equation:

CT =
P·Q

LCM(P, Q)
(7)

In Equation (7), CT is the goodness factor, P is the number of poles, Q is the number
of slots, and LCM(P, Q) is the least common multiple of P and Q. The goodness factor is
a measure for estimating the size of the cogging torque and is inversely proportional to
LCM(P, Q). The model in this study was an 8-pole, 12-slot model, and the cogging torque
was large because the least common multiple was small [6,28,29]. To reduce the cogging
torque, variables related to the shape of the rotor, stator, and magnet should be applied. As
shown in Figure 4, the factors to be applied to the DOE in this study were three variables
for the stator and two variables for the PM.

Figure 4. Design variables.

3.2. Factorial Design

Before proceeding with the RSM by applying the presented factors, meaningful factors
should be selected through factorial design. Applying the factorial design can select factors
that significantly affect the objective function and shorten the unnecessary optimization
time. In particular, in the multi-objective optimization method, the effect on each objective
function can be analyzed and selected according to the purpose. In this study, the 2k

factorial design is used; the coefficient represents the number of levels and the exponent
represents the number of factors. In the two-level factorial design, the level of all factors was
two, and the relational expression between factors and response values can be expressed
simply and efficiently. Figure 5 shows the relationship between the cogging torque and
back EMF, which were the objective functions of this study, and the variables. As the goal
of this study was to reduce the cogging torque while maintaining the back EMF, variables
that had a small influence on the back EMF and had a large influence on the cogging torque
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were advantageous. As shown in Figure 5, the PM offset, stator offset, and tooth width
were selected because the pole arc ratio has a significant influence on the back EMF, and
chamfering has little effect on either objective function.

Figure 5. Effect of variables on the cogging torque and back EMF.

3.3. Factorial Design with Center Point

The RSM proceeds when the analysis result in the factorial design is near the optimal
point. The optimal point exists where there is a curvature on the response surface, where
it is located by adding a center point to the factorial design as a method to search for the
curvature. The evidence of curvature exists when the response values at the center point
are not included in the response surface in the factorial design.

3.4. Response Surface Method

When evidence of curvature is found in the factorial design with the center point, the
RSM is performed to determine the optimal point. In this study, the central composite
design (CCD), which is generally used among RSMs, was applied. Figure 6a,b shows
the CCD when two and three factors are applied, respectively. As shown in Figure 6,
the CCD considers the response value at the center and axial points, unlike the factorial
design. Because the response values of the central and axial points exist, the curvature at
the response surface and the quadratic terms of the response function can be estimated.

f(x) = a0 + a1x1 + a2x2 + a3x1x2 + a4x1
2 + a5x2

2 (8)

Figure 6. Central composite design with (a) two variables and (b) three variables.

Equation (8) is the response function of the two-factor RSM. f(x) is a response function,
a is an estimation coefficient, and x1 and x2 are the factor values of each variable. α, shown
in Figure 6, represents the distance from the central point to the axial point. If the axial
point and factorial point are designed to exist at an equal distance from the center point,
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the analysis model has rotationality, resulting in equal variance and improved algorithm
stability. The position of the axial point is generally determined by α = 4

√n f , where n f is
the number of factorial points.

Table 1 lists the optimization ranges of each factor. Each point is the position of the
axial point, and the value of α is 1.681 [30].

Table 1. Range of variables.

Variables Lower Limit Upper Limit

PM Offset 1 mm 2 mm
Stator Offset 4.5 mm 6.5 mm
Tooth Width 8.5 mm 9.1 mm

Table 2 shows the analysis points at the center, factorial, and axial points of the RSM.
The response values at each analysis point are shown, and the 1st to 8th analysis points
represent the axial points, the 9th to 14th analysis points represent the factorial points, and
the 15th analysis point represents the center point.

y1 = 4907.97 + 544.668 ∗ x1 + 44.7990 ∗ x2 − 1052.21 ∗ x3 − 58.5907 ∗ x1
2

−15.0979 ∗ x2
2 + 59.6963 ∗ x3

2 − 58.5878 ∗ x1 ∗ x2
+4.80467 ∗ x2 ∗ x3

(9)

y2 = 0.500444 + 0.0524745 ∗ x1 + 0.0536581 ∗ x2 + 0.465951 ∗ x3
−0.0266451 ∗ x1

2 − 0.00396127 ∗ x2
2 − 0.0217918 ∗ x3

2

−0.00424264 ∗ x1 ∗ x2 − 0.00377124 ∗ x2 ∗ x3

(10)

Table 2. Design variables and responses of the RSM.

Run
PM Offset

(mm)
Stator Offset

(◦)
Tooth Width

(mm)
Cogging Torque

(mNm)
Back EMF

(Vrms)

1 1.20270 4.90540 8.62162 297.904 2.8869
2 1.79730 4.90540 8.62162 210.677 2.8488
3 1.20270 6.09460 8.62162 205.006 2.8602
4 1.79730 6.09460 8.62162 123.946 2.8224
5 1.20270 4.90540 8.97838 280.799 2.9078
6 1.79730 4.90540 8.97838 181.924 2.8687
7 1.20270 6.09460 8.97838 190.720 2.8794
8 1.79730 6.09460 8.97838 96.452 2.8408
9 1 5.5 8.8 258.151 2.8946
10 2 5.5 8.8 118.949 2.8295
11 1.5 4.5 8.8 273.221 2.8880
12 1.5 6.5 8.8 12.980 2.8415
13 1.5 5.5 8.5 228.151 2.8500
14 1.5 5.5 9.1 188.990 2.8835
15 1.5 5.5 8.8 206.225 2.8688

Equations (9) and (10) are the response functions estimated through the RSM. y1 and
y2 are the cogging torque and back EMF, respectively; x1, x2, and x3 are the PM offset, stator
offset, and tooth width, respectively. The tendency of the response value according to the
change in the factor value is determined by the linear, quadratic, and alternating terms of
each factor.

Figure 7 shows the contour plot of the response value according to the changes in the
factors. All the response surfaces have a curvature. As shown in Equations (9) and (10) and
Figure 7, when the PM offset and stator offset increased, the cogging torque and back EMF
decreased, and when the tooth width increased, the cogging torque decreased and the back
EMF increased.
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Figure 7. Contour plot of the cogging torque with (a) tooth width and stator offset, (b) tooth
chamfering and stator offset, (c) tooth chamfering and tooth width, and BEMF with (d) tooth width
and stator offset, (e) tooth chamfering and stator offset, and (f) tooth width and stator offset.

When using the response surface, the optimal point is selected using the goal and
desirability function of each response value. The goal was to maintain 2.84 Vrms, which was
the back EMF of the initial model, and to minimize the cogging torque. The desirability
function can assign importance to each target value by selecting a weight between 0.1 and
10, as shown in Figure 8. When the weight is close to 0.1, high satisfaction is derived even
if the response value is far from the target value, and when the weight is close to 10, high
satisfaction is derived near the target value. In this study, since the reduction in the cogging
torque and the maintenance of the back EMF are equally important values, the weights of
the two response values were set to 1. Figure 9 shows the result of selecting the optimal
point based on the relationship between each variable and the response values. Table 3
shows the inductances and the flux linkages in each analysis model, and the inductances
and flux linkages of the two models were similar.

Table 3. Inductance and flux linkage of each analysis model.

Analysis Model Initial Corrected Model Optimal 2D Corrected Model

Phase Inductance 86.07 μH 87.28 μH
Flux Linkage 0.0096 Wb 0.0097 Wb

Figure 8. Desirability function for (a) smaller the better characteristics and (b) nominal is the best
characteristics.
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Figure 9. Set optimal point based on the initial parameter.

4. Results

Figure 10 shows the manufactured optimization model, housing-integrated rotor, and
magnet overhang.

 

Figure 10. Manufactured analysis model (a) upper view and (b) lower view.

Figure 11a,b shows the cogging torque and back EMF results when the 3D structure
was converted to 2D, respectively, and the results of the 3D initial and 2D initial models are
also included; “2DC” in Figures 11 and 12 means 2D corrected. The values of the cogging
torque and back EMF in the 2D initial model were smaller than the values of the 3D initial
model. This was because the volume of the magnet decreased and the energy decreased;
the volume of the yoke decreased so that the magnetic flux path could not be secured. By
deriving the operating point of the magnet according to Equations (1)–(5) and adjusting
the B–H curve, the energy held by the PM was the same. In addition, the thickness was
increased so that the yoke was not saturated. Figure 11 shows that the analysis results of
the 2D corrected model were close to those of the 3D initial model.

Figure 12a,b shows the cogging torque and back EMF of the 2D corrected model,
respectively, when multi-objective optimization of the motor was performed by applying
the RSM, and the results of the 3D optimization model and the manufactured model are
shown. Figure 12a shows that the cogging torques of the experiment, optimized 3D model,
and 2D corrected model were approximate. Figure 12b shows that the back EMFs of the
experiment, optimized 3D model, and 2D corrected model are approximate.
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Figure 11. The 2D corrected model analysis results for the (a) cogging torque and (b) back EMF.

Figure 12. RSM results for the (a) cogging torque and (b) back EMF.

Table 4 shows the analysis results of the 2D corrected model under different load
conditions, when calculating the efficiency, the mechanical loss was set to 3%. Table 5
shows the experimental results under different load conditions of the manufactured model.

Table 4. Analysis results of the 2D corrected model.

Load Torque
(Nm)

Output Power
(W)

Core Loss (W)
Copper Loss

(W)
Efficiency (%)

0.5 139.1 11.74 3.46 87.44
1 274.2 13.31 12.32 88.71

1.5 408.9 14.64 25.88 88.25
2 548.0 16.10 44.60 87.33

2.42 669.7 17.65 64.59 86.39

Table 5. Experiment results of the manufactured model.

Load Torque
(Nm)

Output Power
(W)

Core + Mechanical
Loss (W)

Copper Loss
(W)

Efficiency
(%)

0.5 137 25.4 3.91 82.76
1 274 27.3 12.34 88.05

1.5 411 33.7 26.18 88.28
2 548 44.1 45.92 87.17

2.38 651 54.2 64.81 87.58

Table 6 shows the analysis time of the 2D corrected model and the 3D model. It can
be seen that the times for the no-load and load analyses of the 2D corrected model were
significantly shorter than the analysis time for the 3D model. The specifications of the CPU,
RAM, cores, and mesh, which is the total number of elements, are shown for the validity of
the analysis results.
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Table 6. Analysis time.

2D Corrected Model 3D Model

No-load analysis (s) 71 39,381
Load analysis (s) 5891 142,958

Mesh 10,253 809,367
CPU Intel Core i9-11900K @3.50 GHz
RAM 128 GB
Cores 4 of 8

5. Conclusions

In this paper, the optimal design of a BLDC motor with a 3D structure through RSM
is presented. To improve the performance of the motor, reducing the cogging torque and
maintaining the back EMF were selected as the objective functions. Because it is difficult to
perform 2D FEM on models with 3D structures and 3D FEM analysis takes considerable
time, 3D structures were analyzed by using an equivalent 2D structure. The magnet
overhang was equated by adjusting the B–H curve to have the same magnetic energy when
the volume of the magnet changed. The housing-integrated rotor increased the thickness of
the yoke in the 2D model to maintain the total volume in the 3D structure by considering
flux saturation. When comparing the cogging torque and back EMF of the initial 2D model,
initial 2D corrected model, and initial 3D model, the results of the initial 2D corrected
model were close to those of the initial 3D model.

The RSM was applied as the model optimization technique, and a two-level five-
factorial design was used to select the variables to be applied to the RSM. The PM offset,
stator offset, and tooth width were selected as factors because out of the two objective
functions since they affect the cogging torque more. Before advancing with the RSM, a
factorial design with a center point was performed to check whether the factors were
suitable for proceeding with the RSM, and a curvature appeared on the response surface of
the cogging torque and back EMF. Therefore, a CCD was performed using three selected
factors as variables. The response surface was derived according to the values of each
variable through linear, quadratic, and alternating terms estimated through the CCD. After
that, by selecting the optimal point, the 2D corrected model was inversely equivalent to
the 3D structure model, and it was confirmed that the electromagnetic characteristics were
similar. Because the electromagnetic characteristics were maintained after optimization,
the validity of the optimal design technique of this study was verified. Therefore, the time
to optimize the BLDC with 3D structures was shortened by using a 2D corrected model.
By using the 2D equivalent technique of this study, it will be possible to reduce the load
analysis time of the BLDC of the 3D structure, which consumes considerable computation
time. In addition, because the RSM requires few analysis points, it will be possible to
optimize the electromagnetic characteristics under load faster than other techniques.
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Abstract: Generators are a key technological element of the wind energy generation system. Cur-
rently, there is an increasing interest in adopting non-conventional stator-mounted permanent magnet
generators, e.g., flux reversal generators (FRGs), which is a good alternative to conventional syn-
chronous generators for medium-speed wind turbine generator applications. The usage of FRG with
rare-earth (RE) permanent magnets (PMs) is increasing due to their high efficiency and high power
density factors. However, RE PMs are unattractive to wind generators in terms of their cost and
unpredictable market supply. In this paper, an attempt is made to study the potential of FRG with
non-rare earths (ferrite PMs) for wind generators. The three-phase, 6/8 pole FRG is designed and
compared with RE and NRE PMs for wind generator application at 375 r/min, 10 kW. Using 2D FEA,
both the generators are compared in terms of their power generating performance with excellent
overload capability. It shows that the average efficiency of the generators is approximately similar,
but the torque density of NRE-FRG is only 51% that of RE-FRG. The NRE-FRG design is heavier,
with the total active mass being 2.6 times higher than the RE-FRG, but with the estimated total active
material cost of both generators almost the same. Moreover, the toque ripple for RE-FRG is 64%
higher than for NRE-FRG. The demagnetization risk analysis was performed, and it is found that at
higher temperatures, RE-FRG structures are prone to higher demagnetization risks, while it is much
lower in NRE-FRGs. In summary, it is found that NRE-FRG is a suitable alternative to RE-FRG for
medium-speed wind turbine generator applications in the 10-kW power range.

Keywords: finite element analysis (FEA); flux reversal generator (FRG); medium-speed; non-rare
earth (NRE); permanent magnet (PM); rare earth (RE); wind turbine generator

1. Introduction

Generators are a key technological element of the wind energy generation system.
Recently, there has been an increasing growth and prominence of wind energy generation
development, which has dominated the overall renewable power generating capacity and
is considered one of the fastest growing renewable energy sources with an installed capacity
of 651 GW by the end of 2020 [1]. This encourages researchers’ interest in designing and
manufacturing wind generators for various power levels [2]. Wind energy generators
acquire various types of AC generators, such as induction generators, permanent magnet
synchronous generators (PMSG), and non-conventional stator PM generators. Permanent
magnet synchronous generators (PMSG) with permanent magnets on the rotor are attractive
for high power wind energy generation applications because of their high energy yield
compared to other induction and electrical-electrical synchronous generators [3].

Stator-mounted PM machines have been recently experimented for wind generator
applications [4,5]. With a simple and robust rotor, these machine variants provide ease of
cooling since active parts are stator mounted, as well as reduced risk of demagnetization [6].
The flux reversal machine (FRM) is a typical non-conventional stator-mounted PM machine,
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in which both PMs and armature windings are located on the stator, leaving the rotor simple
and robust as it resembles that of the switched reluctance machine (SRM). Then, the PMs
are mounted on the stator pole shoe of the FRM with potentials for high power density
compared to similar PM machines [7–10].

The traditional design of FRM uses rare earth (RE) PM options such as Nd-Fe-B,
N38SH, and Sm-Co. RE PMs are expensive and their supply uncertainty has forced
researchers to find alternatives, e.g., non-rare earth (NRE) PMs. NRE-PMs are several times
cheaper, and the resources and extraction are more mature across various countries of the
world compared to RE, but they carry greater demagnetization risks due to lower coercive
force [11]. Nevertheless, FRG is shown to possess unique characteristics that reduce the
demagnetization risks at rated load conditions [12].

Numerous FRG structures have been proposed in the past few years for wind/generator
applications. For the first time, the single phase 2/3 pole FRG with Sm-Co magnet structure
was proposed as a high-speed claw-pole alternator in 1997 [13]. Then, the direct and quan-
titative performance comparisons are made with other competing brushless generators
by using the flux-mmf diagram technique, which is superior to the generalized generator
modeling techniques in this class. It was shown under experimentation that FRG possesses
a unique flux nature and small inductance variation with rotor position. Based on the struc-
ture best suitable for high-speed and high-power applications, this is the most competitive
among other brushless generators.

In [14], the study considered the comparison of PM FRGs based on commonly used
concentrated winding as against distributed winding; the superiority of later in terms
of voltage quality, with smoother and much lower total harmonic distortion, was clearly
emphasized. It must be said that the PM material used for the study in [14] is based on RE
technology. In [15], the simple and rugged construction of FRGs, with high power density
and fault-tolerant capability, was exploited for roof-top wind and aircraft generators. To
this end, a novel ring outer rotor FRG with the inner bridge is proposed to improve the
power factor, voltage regulation, and flux leakages inherent in FRGs. It was conclusively
shown that the inner bridge PM ring FRG, improves the average air-gap flux density and
reduces cogging torque while reducing flux leakage and thereby improving the power
factor compared to conventional 6/14 pole outer rotor topology.

In [16], it was explained that the high specific torque characteristics and simple rotor
topology of a 2.4 kW three-phase 6/14 pole 214 r/min FRG make it suitable for low-speed
direct-drive wind power generation systems, no thanks to their high number of poles. The
study also compared the outer and inner rotor configurations, showing that the outer rotor
FRG exhibit a higher power density of up to 1.25 times that of the inner rotor variant.

In [17], a soft magnetic composite (SMC) core material FRG is designed for gearless
wind generator mode at 0.6 kW and 650 r/min. The SMC core is still RE-based, only that it
is cheaper and can be easily magnetized and demagnetized. The findings from the study
revealed that the active mass of the SMC FRM is reduced by 21% compared to the one
whose rotor is purely contrived by steel laminations. The efficiency of the former is also
improved by 7% due to reduction of the rotor losses. In [18], a novel 4-phase FRG with DC
electromagnet excitation is proposed for wind power generation. When compared with
a corresponding PM FRG design, the overarching advantages are that the DC design can
vary its airgap flux density under varying wind resource conditions and is cheaper.

The research trend in FRG design and applications clearly shows that NRE materials
are emerging. Such studies abound in other stator-mounted brushless machines [19,20].
Based on this research, ferrites (NRE) materials are appearing as suitable replacements for
RE-type machines. To this end, the main motivation of this study is to expose the potential
of NRE over RE PM material in FRG for geared medium-speed wind power generator
applications. This is ideal for wind turbine generator designs because, just as other ferrite
electrical generators, it reduces overall generator costs while also allowing easily accessible
ferrite raw materials to be used for the machine’s excitation system. Furthermore, the
existing literature has not highlighted the design of NRE FRG using ferrite PMs, indicating
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a need to investigate the performance comparison of NRE versus RE FRGs. The selection of
the medium-speed range is thanks to its competitive generator performance to cost index
compared to geared high-speed and gearless systems [19].

In this study, a three-phase, 6/8 pole FRG designed with RE and ferrites PM, with
similar parameters and characterization for a 10-kW power scale, is investigated using
finite element analysis (FEA). The proposed 10 kW power range being investigated is
clearly a niche power level of lower power limit small wind turbines, the so-called micro
wind power generation units [2,21,22]. Further, both machines, NRE and RE FRGs, are
compared in terms of their electromagnetic operating performance such as output voltage,
torque density, power factor, torque ripple, as well as efficiency at either no-load or rated
conditions. Thereafter, mass and cost estimates, as well as demagnetization risk analysis of
the associated PM FRG variants are studied and compared in FEA for medium-speed wind
power generation.

2. Design Sizing and Analytical Formulation

The design of an electrical generator procedure is different from that of a motor. In
the case of generator operating conditions, characterized by varying the external load,
whereas in motor design, a predefined maximum torque point (Id = 0) under AC brushless
operation. Then the generator is not practicable for designing under an AC brushless
operating mode, much like a motor action. Therefore, the generator performance is charac-
terized using the co-simulation method, connecting the generator with an external load.
In this regard, the generator with rare earth and ferrites PMs is designed under the same
specifications with a rated output power of 10 kW and at a rated speed of 375 r/min. FRGs
are modeled in direct and quadrature (dq) axis references to proclaim the steady-state. dq
equations are used to analyze both the generators’ performances. Both generators’ power
generating capabilities are thoroughly investigated in terms of power and torque density,
overload capability, cogging torque, torque ripple, efficiency, and power factor.

2.1. Basic Structure and FEA Model Formulation

The three-phase 6/8 pole stator-slot (Ns)/rotor-pole (Nr) combinations achieve sym-
metrical phase back electromotive force (EMF) with higher torque density. A reduced
number of stator-slot/rotor pole numbers is preferred for reduced iron losses and manu-
facturing difficulty, whereas a lower number of poles causes a reduction in the amplitude
of back-EMF [23]. Considering all the limitations, a compromise between high back EMF
and standard (50 Hz) frequency operation, a 6/8 FRG structure is chosen. Based on the
generator rated speed (n) and rotor poles (Nr), open circuit EMF frequency (fe) and the
flux pattern speed in terms of supply frequency (nf) as expressed by

fe =
n ∗ Nr

60
(1)

nf = 60∗fe (2)

The two-pole pitch span angle (τ) resembles two PMs poles of oppositive polarities
placed on the stator poles expressed as

2τPM =
πDr

Nr
(3)

The main design specifications of RE-FRG and NRE-FRG with the same power level
are given in Table 1. The sizing equation used to model the FRG [24] is given as

Dr =
3

√
2Pb

πftλωrJη
(4)
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Pb = rated power, ft = tangential force density (2.1 N/cm2), λ is the ratio of stack length to
rotor diameter (Dr); ωr = rotor speed (rad/s); J = current density and η = machine efficiency.
The medium value of λ is 1.2, justified for 6 stator slots [10].

Table 1. Design specifications/dimensions of RE-FRG and NRE-FRG.

Parameter/Dimension RE-FRG NRE-FRG

Stator outer diameter (Dout), mm 253 272
Number turns per coil (Nt) 80 80

Stack length (lstack), mm 165 280
Airgap (g), mm 0.5 0.5

Magnet thickness (hpm), mm 4 8
Outer rotor diameter (Dr), mm 156 165

Rotor pole span angle (α = β), deg 22.5 22.5
Rotor pole height (hpr), mm 44 52
Stator pole width (wts), mm 57 71

Slot opening width (lwi), mm 70 92
Stator back iron thickness (Bcs), mm 11 24

Shaft diameter (Dsh), mm 46 46
Current density (J), (A/mm2) 5 5

Rated speed (ωr), (r/min) 375 375
Fill factor (kfill) 0.4 0.4

Rated frequency (fe), (Hz) 50 50

In the FRG, energy conversion occurs by virtue of the interaction between the stator
coil MMF and PM fields. Ns/3 is the number of stator poles per phase with coils in series,
while the induced EMF per phase (Em) and electromagnetic torque (Te) are given as [24]

Em =
Ns

3
.
np

2
.Nt.2πωr.lstack.πDr.Kfringe.BPMi (5)

Te =
3EmIrms√

2 (2πn)
(6)

where Ns is number of stator slots, np is number of PM pole pairs, Nt is the number of
turns per coil, lstack is stack length, Kfringe is flux fringing factor, BPMi is airgap flux density
and Irms is RMS value of the current.

The sub-optimal major design dimensions of FRG such as pole width (wts), pole height
(hps), slot opening (lwi), and stator outer diameter (Dout) are expressed as

wts =
λpmmax

Bpslstack
(7)

hps =
2NtIrms

JKfilllwi
(8)

lwi =
2πDr

Nr
− wts (9)

Dout = Dr + 2hm + 2hsa + 2hps + 2Bcs (10)

where λpmmax is maximum flux per pole of the 6/8 pole FRG structure having 8 rotor poles
and 8 interpoles; Bps is stator pole flux density, hm is PM thickness, hsa is stator pole shoe
height, hps is stator pole height, and Bcs is stator back iron thickness. The conceived FRG
design specifications and parameters are listed in Table 1, while the basic structural view
of a 3-phase, 6/8 pole FRG and dimensions are shown in Figure 1. The angles subtended
by the rotor pole (α) and interpoles (β) are π/8 [23]. The interpole space is rounded off to
reduce fringing near rotor back iron. In the general basic design of permanent magnet flux
reversal machines, Bcs and rotor back iron thickness (Bcr) are assumed to be equal [24]. To
improve the torque density and reduce the cogging torque effects in the air gap, a pseudo-
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optimum parametric variation of design dimensions is undertaken in FEA. Based on the
design structure of RE-FRG, the NRE-FRG is designed by increasing the cross-section of the
machine and stack length to get 10 kW power range. This slightly increases the size, losses,
and active material mass of the NRE-FRG of machine, while maintaining other parameters
to be the same as the RE-FRG.

 

 

(a) (b) 

Figure 1. FRG concepts of 3-phase 6/8 pole FRG: (a) structural view, and (b) generic dimensions.

2.2. DQ-Axes Modelling

The 3-phase 6/8 FRG structure is transformed into traditional dq axes reference
frames that are revolving at rotor speed. The static and steady-state behavior of the FRG is
investigated using dq equivalent circuits and phasor diagrams, as shown in in Figure 2.
In the case of FRG, rotor speed, and flux pattern speeds are different, not as in traditional
synchronous machines, so that the rotor speed is Nr times less than the flux pattern speed
from (1) and (2). The variation in these speeds is represented by k. It is the ratio of rotor
speed to the flux pattern speed. The generalized equation of k is as follows:

k =
Nr(

Peq/2
) (11)

where Peq is the number of effective flux pattern poles. With 6/8 pole FRG structure,
k value is 8. Stator voltage and flux linkage equations under dq reference frames with
positive current flowing out are expressed as

Vd = −RsId +ωrLqIq (12)

Vq = −RsIq −ωrLdId +ωrλm (13)

λq = LqIq (14)

λd = LdId + λm (15)

where λm mutual flux linkage due to PMs, Vd, Vq, Id, Iq, Ld, Lq, λd, and λq are the dq axis
voltage, currents, inductances, and flux linkages, respectively.

The electromagnetic torque (Te) in terms of dq reference frame is expressed as

Te =
3
2
∗ Peq

2
∗k

(
λmIq + IdIq

(
Lq − Ld

))
(16)
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(a) (b) 

Figure 2. Dq modeling of FRG: (a) equivalent circuit, and (b) phasor diagram.

The stator phase winding resistance is evaluated according to machine slot phase
winding information expressed as [25]

Rs =
4ρcuN2

t (lstack + lend)

Acoil
(17)

where ρcu is the resistivity of the copper material at room temperature, Acoil is the area of
the coil per phase, lend = (wts + lwi) is end winding length of the machine.

The winding copper losses of the generator at the rated condition and the core losses
of the machine are estimated through FEA from the Steinmetz empirical equation as

Pcu =
3
2

(
I2
d + I2

q

)
∗Rs (18)

Pcore = KefaBb
i G (19)

where Ke is Steinmetz material coefficient, a is the exponent of machine electrical frequency,
b is the exponent of peak airgap flux density, and G is the mass of the laminated material.

The output power (Po), efficiency (η), power factor (PF), and torque density (Td) of the
FRGs, while ignoring friction and windage losses are expressed as

Po = 1.5 ∗ (
VqIq + VdId

)
(20)

η =

(
Po

Po + Pcore + Pcu

)
∗ 100% (21)

PF =

(
VqIq + VdId

)((√
V2

q + V2
d

)
∗
(√

I2
q + I2

d

)) (22)

Td =
4Tavg

πD2
outlstk

(23)

The torque ripple factor at load condition is expressed as

Krp =

(
Tmax − Tmin

Tavg

)
∗ 100% (24)

where Tavg is average load torque, Tmax, Tmin is maximum and minimum instantaneous
torque values at load condition.
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The mass (M) of various parts of the generators are estimated by

M =

(∫ ∫ lstack

o
A dz

)
D (25)

where A is the surface area the object, D is the density of the material.
The temperature dependence of demagnetization coefficients is modeled by

Bri(T) = Br,20◦C

(
1 + C1

(
T − 200

))
(26)

Hcj(T) = Hc,20◦C

(
1 + C2

(
T − 200

))
(27)

where Bri and Hcj are induction and coercive forces, C1 and C2 are the temperature coeffi-
cients of Bri and Hcj, respectively, and T is the temperature on the object.

3. Generators Performance Evaluation

Many researchers have studied and developed various FRG structures for wind
generator applications. Most of the designs are low power scale with RE type FRG struc-
tures [15–18]. Here, in this study, a 6/8 pole, 10 kW RE-FRG, and NRE-FRG are designed
and implemented in 2D FEA ANSYS Maxwell for medium-speed wind turbine genera-
tors. Both the generators are designed with a rated speed of 375 r/min and have similar
dimensional parameters. The power density, torque density, efficiency, and power factor
of the generators are analyzed and compared, mostly in dq reference frame. Therefore, in
this study, the analysis part is divided into four subsections, where in the first sub-section,
transient no-load analysis is carried out to study the flux linkages, induced voltages, and
cogging torques for both the machines. Thereafter, in the second sub-section, on-load
transient analysis is conducted to further study the electromagnetic performances of both
machines. In the third sub-section, a comparative analysis of mass and cost estimation
of both machines is undertaken. Finally, in the fourth sub-section, the investigation and
comparison of the demagnetization risks are undertaken by setting the temperatures under
rated load conditions for both the generators, while the flux density variations under
different temperatures are observed.

3.1. No-Load Analysis

In this section, the RE-FRG and NRE-FRG machines are under open-circuit con-
ditions based on 2D FEA. Under no-load conditions, phase flux linkages, back EMF,
and cogging torque are obtained. In static analysis, when no-load is applied to the
armature winding, the EMF induced at the open winding terminals are compared in
both machines. From Figures 3 and 4, the open circuit analysis reveals that the phase
flux linkages and fundamental EMF magnitude of the NRE-FRG structure are lower than
for the RE-FRG because the remanence flux density and coercive forces of the ferrite
PMs are much lower.

Under no-load, both machines exhibit cogging torque, which results in acoustic noise
and vibration. The peak-to-peak cogging torque is thus evaluated for both the generators.
From Figure 5, it is revealed that the peak-to-peak cogging torque of RE-FRG is twice
that of the NRE-FRG because it has higher coercive force, reducing the cogging torque of
RE-FRG [26,27]. The cogging torque characteristics should invariably impact the pulsation
in the instantaneous torque.
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Figure 3. No-load dq- and phase flux linkage waveforms.

 

Figure 4. No-load voltage comparison at 375 r/min.

 

Figure 5. Cogging torque comparison under no-load.

3.2. On-Load Analysis

On-load power generating performances include torque ripple, efficiency, losses,
power factor, and power density of the RE-FRG and NRE-FRG. In the first case, both
generators are operated at 375 rpm under varying load current in 2D FEA, while in the
second case, the load current is fixed at rated while generator speed is varied. Hence, based
on the rated voltage of each phase, rated power, and impedance triangle, the calculated
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rated load is 63 + j34 Ω. Figure 6 shows the flux density plot of RE-FRG and NRE-FRG
under rated load conditions. The generator load profile is demonstrated by varying
the phase current against the real output power for both the generators, analyzed up to
2.5 times the rated load as presented in Figure 7a. In all cases under load analysis, the wind
generators are pushed up to 250% of their rated load to exhibit their overload profile. In
Figure 7b, the output is now compared at varying generator speeds. The active power of
RE-FRG is somewhat higher than that of NRE-FRG for a wide range operating point, with
a linear profile conceived up to 2.5 pu in Figure 7a, demonstrating that both generators are
designed with excellent overload capability. Overall, the performance comparison analysis
of RE-FRG and NRE-FRG under 2D FEA is summarized in Table 2.

Table 2. Performance comparison of 10 kW RE-FRG and NRE-FRG based on 2D FEA.

Parameter RE-FRG NRE-FRG

Output real electrical power at rated load condition (W) 9840.9 9806.3
Input electromechanical power at rated condition (W) (375

r/min, torque 268.4 Nm) 10,542 10,558

Required AC-DC converter power VA 11,277 12,256
Torque ripple under half-rated load, % 7.26 4.19

Torque ripple under rated load, % 12.46 4.4
Torque ripple, % 9.86 4.29

Efficiency at normal load (0.5 times of rated load), % 91.9 92
Efficiency at rated load, % 93.4 92.9

Average efficiency, % 92.7 92.4
Total losses at rated load, W 701.4 753.8

Power factor 0.87 0.81

  
(a) (b) 

Figure 6. Rated load flux density plot of 10 kW FRGs: (a) RE-FRG and (b) NRE-FRG.

The phase currents versus efficiency variation of RE-FRG and NRE-FRG are presented
in Figure 8a, while the generator speed is varied with efficiency in Figure 8b. The efficiency
of RE-FRG is seen to be generally higher in both figures. The losses in the generators
considered are stator core loss and winding loss (of armature winding) excluding windage
loss and fiction losses (mechanical losses). Total losses of NRE-FRG are higher than RE-
FRG by 7% at rated condition due to increased copper losses. Electromechanical power
versus total loss variations are investigated in Figure 9. Torque ripple at rated load of
both generators is analyzed and evaluated based on (24) and is shown in Figure 10; it is
discovered that RE-FRG has 64.7% higher torque ripple compared to NRE-FRG. The power
factor load curve is demonstrated in Figure 11a by varying the phase current against power
factor for both the generators up to 2.5 times of rated load, while the generator speed is
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varied against power factor in Figure 11b. The full load power factor of NRE-FRG and
RE-FRG are evaluated as 0.81 and 0.87, respectively. The RE-FRG always exhibit superior
power factor quality compared to the NRE-FRG in both figures, indicating higher cost
premium on power electronic converter costs for the latter.

3.3. Mass and Cost Estimation

Mass and cost estimation are two key parameters for wind generators. The mass
calculation of each active material used for the generator can be evaluated using field
calculus as in (25). An estimation of the surface area of each object, such as rotors, stators,
magnets, etc., is undertaken for both machines. Thereafter, it is multiplied with axial length
(lstk) and respective material mass density of each object, as well as evaluation of mass of the
required material stated in Equation (26). Finally, the total cost is estimated by multiplying
the weight by its corresponding material unit rate. From an economic standpoint, the total
PM cost of ferrites is approximately seven times lower than rare earth, based on quotations
in Table 3 [28]. At a closer look, it is observed that NRE-FRG requires at least two times the
total active mass and 2.7 times (ferrite PM thickness is a little bit high) of the PM mass of
RE-FRG in Table 4. Because of the higher market price of RE PMs, the cost of NRE-FRG is
almost the same as that of RE-FRG. Based on (23), the torque density of the RE-FRG design
is seen to be 1.96 times higher than NRE-FRG as indicated in Table 4.

 
(a) 

 
(b) 

Figure 7. (a) On-load phase current vs. active power at 375 r/min; (b) generator speed vs. active
power at rated load current.
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(a) 

 
(b) 

Figure 8. (a) On-load phase current vs. efficiency at 375 r/min; (b) generator speed vs. efficiency at
rated load current.

 
Figure 9. Input mechanical power against total losses comparison at 375 r/min.
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Figure 10. Comparison of torque ripple effect under load.

 
(a) 

 
(b) 

Figure 11. (a) Comparison of phase current against power factor; (b) generator speed against power
factor at rated load current.
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Table 3. Unit prices of active materials of RE-FRG and NRE-FRG [28].

Cost (USD/kg)

Steel laminations 1
Copper 7

Sr-Fe (Ferrites) 18.46
Nd-Fe35 (Rare earths) 126.6

Table 4. Mass/cost analysis.

Parameter RE-FRG NRE-FRG

Mass of the stator core, kg 58.16 160.9
Mass of the rotor core, kg 23.82 59.89
Mass of the magnets, kg 3.12 8.47
Mass of the copper, kg 14.6 29.77

Mass of the total machine, kg 99.7 259.01
Torque density (kNm/m3) 32.356 16.515
Torque/PM mass (Nm/kg) 86.1 31.727

Torque/Active mass (Nm/kg) 2.693 1.04
Active material cost, $ 579.2 585.5

3.4. Demagnetization Risks

Demagnetization can weaken the magnetic properties of the magnet at high tempera-
tures and lead to a reduction in the performance of the generator. A general characteristic
of PM and their demagnetization susceptibility is that they are inversely related to the
absolute temperature or extreme currents in the winding. The coercivity (Hc) of typical
(rare earth) PMs is generally negative temperature coefficients, but this generalization does
not apply to ferrites PMs due to their positive temperature coefficients [29].

In the PMs, the minimum radial flux density position is to be considered as a demag-
netization point for a given FEA solution for both the generators. Investigating the RE-FRG
and NRE-FRG designs, the demagnetization withstand capability to appraise the impact of
temperature rise on the remanence of the PM materials is undertaken by using 2D FEA,
in ANSYS Maxwell. Here, the RE-FRG design, Nd-Fe-B type PMs are employed, which
is under the grade of N35SH, and its remanence flux density is 1.2T. Demagnetization
occurs below 0.25 T. Then, for NRE-FRG, Sr-Fe type PMs are used, with a grade of Y32,
and the remanence flux density is 0.4 T, then the demagnetization knee point occurs below
0.1 T [30,31]. In this sub-section, an investigation on the demagnetizing risks is done by
varying from minimum room temperature (20 ◦C) to a high temperature (120 ◦C) and
then analyzing the corresponding impact on radial PM flux density (Bri) and power factor.
Temperature coefficients, residual induction (C1), and residual coercive force (C2) are taken
from respected grades of PMs used for RE-FRG and NRE-FRG designs as indicated in
Table 5 based on (26) and (27).

The radial flux density of PMs is examined for RE-FRG when it becomes lower than
0.25 T (Bri > 0.25) and for NRE-FRG when it becomes lower than 0.1 T (Bri > 0.1), both at
a maximum temperature of 120 ◦C. Figure 12, based on the evaluated profile, shows the
RE-FRG is unable to satisfy the safety limits at the temperatures above 60 ◦C. However,
for NRE-FRG, it satisfies its demagnetization safety limits and the performance is good
at above room temperature. PMs demagnetization points at 20 ◦C and 120 ◦C for both
RE-FRG and NRE-FRG with their power factor values are depicted in Figures 13 and 14,
respectively. Overall, it can be said that the NRE-FRG design structure performance is
better at high temperatures than with RE-FRG for 10 kW, which translates to minimum
demagnetization risks for the former. Hence, deep demagnetization risk occurs for the
RE-FRG above 60 ◦C with the power factor worsening at 120 ◦C.
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Table 5. Material specifications.

Rare Earth Ferrites

Grade N35SH Y32
Relative permeability (μr) 1.09 1.09

Remanent flux density (Br), T 1.2 0.4
Coercive force (HC) kA/m; 900 300

Mass density D, kg/m3 7500 5000
Temperature coefficients (C1), %/◦C −0.12 −0.2
Temperature coefficients (C2), %/◦C −0.55 0.40

Laminations Electrical steel:
steel_1008

Electrical steel:
steel_1008

Stator windings Copper: ρcu = 2.1 ×
10−8 Ωm

Copper: ρcu = 2.1 ×
10−8 Ωm

 

Figure 12. Average PM flux density under various temperatures.

 
(a) (b) 

Figure 13. Demagnetization indicated by flux densities of RE-FRG structure when the temperature
variation: (a) at 20 ◦C, PF = 0.89; (b) at 120 ◦C, PF = 0.59.
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(a) (b) 

Figure 14. Demagnetization indicated by flux densities of NRE-FRG structure when the temperature
variation: (a) at 20 ◦C, PF = 0.76; (b) at 120 ◦C, PF = 0.843.

4. Conclusions

In this paper, two three-phase, 6/8 pole FRG structures (designed with rare earth
and ferrite PMs) were analyzed and compared in 2D FEA for wind turbine generator
applications, at 375 r/min and 10 kW power levels. Detailed analyses are performed under
no-load and on-load power generating performances. Based on the similar performance
requirements, the average efficiencies of both the machines are approximately similar,
with excellent overload capability. The average torque ripple for RE-FRG under load is
64.7% higher compared to the NRE-FRG. However, the torque density of the NRE-FRG
is only about 51% that of the RE-FRG, at approximately the same cost since the former is
2.6 times heavier. It is also found that for the RE-FRG design, a higher demagnetization
risk occurs at higher temperatures, thereby reducing the power factor values and lowering
the performance of the generator. Unlike RE-FRG, the NRE-FRG design has a lower
demagnetization risk while operating at higher temperatures. Overall, the NRE-FRG
structure is shown as an attractive alternative to the RE-FRG for micro kW medium-speed
wind turbine generator applications.
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Abstract: Research interest on brushless doubly fed induction machines (BDFMs) is increasing, as
they offer higher reliability compared to doubly fed induction generators (DFIGs) in wind turbines.
At the moment, BDFMs do not have a definitive structure nor design process, as literature is rife with
different approaches to designing BDFMs. In this paper, a comprehensive review of the design of
BDFMs from available literature is conducted. The evolution of cascade induction machine systems
to contemporary BDFMs is first illustrated. Pioneering research work in the evolution which have
influences on modern BDFM designs are highlighted. Relevant research on different aspects of
present day BDFM design are then discussed. BDFM design and optimization methodologies applied
in available literature are also explored.

Keywords: wind power generation; brushless doubly fed machines; pole pair combinations; nested
loop rotors

1. Introduction

Doubly fed induction generators (DFIGs) are the most widely employed generators in
medium and large wind turbines. This is due to their low cost, variable speed operations,
and the use of fractionally rated converters in their setup [1]. However, DFIG based wind
turbines have the highest operational and maintenance (O&M) costs, because of DFIG
slip ring and brush assembly failures [2]. This is further compounded in remote areas
like offshore wind sites, which have low accessibility. It is worth noting that offshore
wind power is getting increasing attention, and a significant expansion in offshore wind
installations is projected in the coming years [3].

Brushless doubly fed machines (BDFMs) have similar advantages with DFIGs, and the ab-
sence of slip ring and brush assemblies in their setup increases their reliability [4]. As a
result, the O&M costs of wind turbines using BDFMs would potentially be reduced. How-
ever, BDFMs have complex structures with lower power densities, compared to DFIGs [5].
There is also no consensus regarding certain critical aspects of BDFM design.

The development of BDFMs can be traced to machines preceding DFIGs, and these
machines were mostly used for motoring purposes. In this paper, the historical evolution
of BDFMs is first outlined to paint a clear picture of the development of BDFM design.
The influence of the shift from cascade motoring to doubly fed generating operations on
BDFM features is discussed. A thematic review of published literature considering the
design of contemporary BDFMs is then presented. The different BDFM components are
comprehensively examined, as well as design and optimization procedures employed in
literature. The overarching aim of this paper is to provide perspective on contemporary
BDFM structures, and a comprehensive overview of BDFM design.

It is recognized that general reviews on BDFMs are available in literature such as [6–8].
These reviews cover a broad array of subjects like brief histories, electromagnetic design,
modelling techniques, modes of operation, and control strategies. Consequently, the BDFM
design considerations in these reviews are not exhaustive. Doubly fed reluctance machines
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are also discussed in these reviews. However, in this paper, there is a comprehensive
focus on the design of BDFMs, and the procedures involved. Doubly fed machines with
reluctance rotors, hybrid rotors and dual stators are not considered.

This paper is divided into two main sections:

1. The evolution of cascaded IMs to contemporary BDFM topologies. In this section,
significant contributions to the present day BDFM topologies are highlighted, with
the underlying reasons for these design developments.

2. Discussions on the aspects of BDFM design. A comprehensive run-down of recent
developments and approaches employed in the design of BDFMs, are presented in
this section.

2. Development of BDFMs from Cascade Induction Motors

At the turn of the 19th century, polyphase induction motors (IMs) were increasing
in industry usage, due to their simplicity and reliability [9]. Squirrel cage induction
motors (SCIMs) were preferred in environments like mining industries, where rough and
rigorous handling of equipment were required [10]. However, SCIMs were only relevant
for constant speed and moderate starting torque operations. This was before the advent
of power electronics, and variable speed motoring operations commonly employed direct
current motors [11,12]. Wound rotor (slip ring) induction motors using rheostatic control
also seem to have been used for variable speed applications at the time [13,14]. Slip ring IM
setups with rheostatic control had performances analogous to shunt motors [12], however
with significant losses [15].

Cascade motors were developed in the pursuit of the robustness of SCIMs, and the
variable speed functionality of slip ring IMs with rheostatic controls [10,14]. Cascade motor
origins can be traced to cascade systems, which consisted of two or more motors having a
common connecting shaft. A good example of these cascade systems is the Steinmetz cas-
cade IM system, which was patented in 1897 [16]. These motors were connected according
to different configurations to achieve different speed and power configurations. Examples
of these connections are illustrated in Figure 1. In Figure 1a, the stator of the secondary
motor is connected to the rotor of the primary motor. By this connection, a starting torque
almost double one of the motors is achievable without the losses common with rheostatic
controls. The connection in Figure 1b enables speed control capabilities similar to the
series-parallel control of DC motors; Figure 1c likewise, with more options [16].
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Figure 1. Steinmetz cascade system examples: (a) two motors with rotor of primary motor connected
to secondary stator, (b) two motors with both rotors connected to each other, and (c) four motors [16].
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Cascade systems however had disadvantages of high cost, low efficiency, low power
factor, and poor overload capacity [14]. Over time, different machines were designed
with inspiration from cascade systems, from which modern day BDFMs were eventually
developed. In the following subsections, distinct pioneering machines are highlighted,
with their major contributions to the development of BDFMs underscored. A summary of
the shift from cascade operations to synchronous doubly fed operations is also given.

2.1. The Thompson Motor

A motor patented by S. Thompson in 1901, was highlighted in [14] as essentially being
equivalent to a two motor cascade. The stator was divided into segments occupied by the
primary and secondary windings. Alternate segments had different windings preventing
mutual induction, as illustrated in Figure 2. The primary windings were connected directly
to the main supply, while the secondary windings were connected to regulating resistances.
The rotor had a wave winding which coupled with the primary stator field and induced a
field on the secondary stator winding. Placing all the windings on one core was to reduce
the setup cost, as opposed to two separate machines connected in cascade. The Thompson
motor helped shape the shift from multiple motors in a cascade system to a single motor
with cascaded operations.

B

A

C

C

U

V

W

W

Figure 2. Thompson motor winding illustration [14].

2.2. The Lydall Motor

A patent for a polyphase motor which could be operated at three speeds without
rheostatic loss, was accepted in 1903 [13]. This motor was developed by the Siemens
brothers & Co. Limited and Francis Lydall, with two stator windings which had different
pole numbers preventing direct inductive coupling. The rotor also had two windings
wound in similar fashion as the stator, with connections made possible by slip rings. A
schematic illustration of the Lydall motor is given in Figure 3. In reality, the “switching
controller” in Figure 3 consisted of 3 barrel switches used to achieve desired connections.

The synchronous speed of S1 was achieved by connecting the supply to S1, S2 to R1,
and R2 to the starting rheostats; the synchronous speed of S2 was achieved by swapping
these connections (S2 to the supply, S1 to R2, R1 to rheostats). A cascade speed was
achieved by connecting S1 to the supply, shorting S2 and R2, and connecting R1 to the
starting rheostats.
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Figure 3. Schematic representation of the Lydall motor [13].

The difference in pole numbers made segmentation of the stator windings unnecessary,
as one could be placed on top the other. However, there was increased copper losses from
the two sets of windings (on the stator and rotor), and increased magnetic leakage due
to deeper slots, especially from the winding farthest from the air-gap [14]. Despite this, it
should be noted that present day BDFMs use the Lydall type of stator, with windings of
different pole numbers; one on top of the other.

2.3. The Hunt Motor

L.J. Hunt introduced a cascade motor in [14], with single stator and rotor windings.
This motor had regulating resistances connected to tappings on the stator winding, and did
not need slip rings. Slip rings could however be employed if more efficient speeds were
desired. The special stator winding allowed for reduction of magnetic leakage and copper
losses incurred by the two stator windings in prior cascade motors. Hunt continued to
work on the development of this motor, fine tuning the design and making it more practical.

Upon the successful construction and usage of large numbers of these machines,
another paper [10] was published in 1914. This paper gave more details as to the design of
the hunt motor, and also notably a brief guide into the selection of the number of poles on
the stator. In Figure 4, the coil group connections to obtain 4 poles, 8 poles, and (4 + 8) poles
configurations from a star wound single stator are illustrated. In 1921, F. Creedy published
a paper [17], which shed more light on the pole number selections, paving the way for new
combinations. Improved rotor and stator winding designs for this type of cascade motor
were also discussed in [17]. The works of L.J. Hunt and F. Creedy were foundational for
the selection of suitable pole pair combinations for BDFM stator windings.
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Figure 4. Hunt motor stator connections: (a) 4 poles, (b) 8 poles, and (c) (4 + 8) poles [10].
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2.4. The Broadway & Burbridge Motor

In [18], Broadway and Burbridge sought to design cascade motor rotors that were sim-
pler compared to the irregularly grouped double layer wound rotors in the Hunt/Creedy
motors. Two single layer winding rotors, the graded winding rotor and the multicircuit
winding rotor, were investigated. The winding arrangements of these rotors are illustrated
in Figure 5. Although, the coils of the graded winding rotor in Figure 5a are not short
circuited together, the graded winding rotor prototype in Figure 6a has a common end-ring
for all the coils. The graded winding rotor in Figure 6a is built for a (6 + 2) poles cascade
machine. A multicircuit rotor for a (18 + 12) poles machine is also built in [18], as shown in
Figure 6b. These rotors presented in [18], which are now more commonly called the nested
loops (NL) and cage+NL rotors respectively, are currently the most widely used rotors in
contemporary BDFMs.

Rotor nest

(a)

End-ring Common barLoops

(b)

Figure 5. Broadway & Burbridge rotor winding arrangements: (a) Graded winding rotor and
(b) multicircuit winding rotor [18].

(a) (b)

Figure 6. Broadway & Burbridge rotor prototypes: (a) Graded winding rotor for (6 + 2) poles machine,
and (b) multicircuit rotor for (18 + 12) poles machine [18].

2.5. Cascade Systems to Brushless Doubly Fed Operations

The cascade IM systems/cascade motors were conceived at a time before power
electronic converters. Early cascade systems/motors were developed to achieve efficient
motor operations at different (usually low) speeds. The cascade motors were also developed
with the view of obtaining robustness and reliability similar to SCIMs [14,18].

The synchronous operation of machines similar to S. Thompson’s motor, were detailed
by B.H. Smith in 1966-7 [19,20]. These motors used by B.H. Smith, were at the time called
twin stator induction machines, and the stator windings were both fed with three phase
supplies at different frequencies. This was the first of analyses of what were hitherto
cascade motors, operating similarly to doubly fed induction machines. Slip frequency
excitation from a low power frequency converter was discussed for harnessing slip power
from the machine rotors.
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In 1970 [18], Broadway and Burbridge also discussed the synchronous operations of
cascade machines. However, these synchronous operations were limited to the machine
synchronous speed, such that AC was applied to one stator winding, and DC to the other.
Full load performances of the cascade machines in synchronous operations were notably
superior to asynchronous operations of equivalent multipole IMs. Also, there was an
increase in power factor compared to asynchronous operations.

The first traceable mention of the term “brushless doubly fed machine (BDFM)” is
in [21], a 1989 paper about a dynamic model of BDFMs. In 1994, Brune et al. tested the
possibilities of using BDFMs in a variable speed wind turbine in [22]. The use of a BDFM
in a wind turbine was an attempt to obtain the benefits of a DFIG in with a more robust
structure, which is still the main reason for the recent push in research about BDFMs. A
1.5 kW prototype was built to demonstrate the viability of BDFM based wind turbines. In
the following sections, the discussion is shifted to recent (mainly post 90s) developments in
the design of BDFMs. Research challenges with the design and approaches to solving these
issues are also discussed.

3. Recent BDFM Design Development

In a push towards commercial MW rated BDFMs, the authors in [23] presented a
250 kW rated BDFM. This being the largest BDFM/BDFIG tested to date, showed expected
performances and stable control, and thus the viability of the technology.

Although the BDFM is not yet at a commercial scale of implementation, the prospects
of usage in wind turbines have piqued the interests of several research groups globally.
As a result, a number of notable developments in the design of BDFMs have occurred. A
large portion of these developments have had focusses on suitable pole pair combinations
and optimum rotor design. Maximizing the power density and reduction of harmonics
have also received their fair share of attention. Furthermore, different design approaches of
BDFMs have been presented, and all these aspects are discussed in the subsequent sections.

3.1. Stator Winding Development

Up until around 1989, the L.J. Hunt type of stator windings [10] were used for BDFMs,
in which coil groups were interconnected in a way to accommodate two AC supplies (or
pole pairs) [21]. However in [24], it was suggested that the L.J. hunt type of stator winding
was better suited for applications in which only one set of terminals were connected to a
power source at a time.

For synchronous BDFM operations, with two AC supplies connected to the terminals,
there are unbalances in the Hunt type of stator, which lead to internal circulating currents.
Therefore, reverting to isolated stator windings like in the Lydall motor was recommended
in [24]. This helped in avoiding the circulating currents, while affording greater simplicity
and flexibility.

Consequently, contemporary BDFM stators have two isolated windings, the power
winding (PW) and the control winding (CW). The stator windings do not couple directly,
but are cross-coupled by a special rotor (see Section 3.2). As already suggested in [14], the
winding which is farthest from the airgap has increased leakage. Placing the PW at the
bottom layer would have significant effects on the converter ratings, as higher leakage
would increase the difficulty in controlling the grid side power factor as noted in [25]. Thus,
the PW with p1 pole pairs typically occupies the bottom layer (closest to the airgap) of the
stator slots, while the CW with p2 pole pairs occupies the top layer. This type of stator for a
p1/p2 = 2/3 BDFM, is illustrated in Figure 7.
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Figure 7. Stator winding arrangement of a BDFM with p1/p2 = 2/3.

3.1.1. Relative Winding Pole Size

Typically, p1 is lower than p2 for a number of reasons. A significant reason for using
the lower pole as p1 is the higher magnetizing requirements with increasing poles [26–28].
Thus higher poles for p1 can increase the power ratings of the converters used. Furthermore,
the lower pole number for p1 affords better winding distribution, as the PW and CW occupy
the same number of slots, and this helps reduce unwanted harmonics.

The BDFM torque breaks down at the synchronous speed of a p1 machine, thus
favouring a lower p1 for a wider operating speed range [27]. However, this hardly applies
to BDFMs with regards to being alternatives to DFIGs in wind turbines. To use fractionally
rated converters, the BDFM maximum speed will typically be lower than the synchronous
speed of the higher pole [29].

The rotor field frequency (ωr f ) is calculated from the formula in [30,31],

ωr f = ω1 − p1ωr = −ω2 + p2ωr, (1)

where, ω1 & ω2 are the electrical angular speeds of the PW and CW respectively, while ωr
is mechanical angular speed of the rotor. It can be observed that ωr f is higher if p1 is lower
than p2. This leads to higher core losses [32,33], and rotor impedances considering that
skin effect is lower at lower frequencies. The disparity between p1 and p2 should not be
too high to reduce copper losses due to skin effect [32].

3.1.2. Unbalanced Magnetic Pull and Magnetic Coupling

In [34], it was established that when a x-pole pair field is combined with a (x + y)-pole
pair field, a force imbalance occurs when y = 1. This imbalance, now commonly called
an unbalanced magnetic pull (UMP), was then illustrated (Figure 8) with a 2/3 pole pair
combination. It can be observed from the force diagram in Figure 8, that a strong force
zone is directly opposite to a weak zone, giving rise to the imbalance. If y > 1, there will be
equal y strong and weak zones [34], and UMPs can be avoided.

The harmonics generated by the PW and CW are given respectively as

hpw = p1(2t − 1), t ∈ N,

hcw = p2(2t − 1), t ∈ N.
(2)

If the windings have no common harmonic, they do not couple inductively. A bit
more nuance about selecting pole pair combinations towards ensuring non coupling is
provided in [30]. However, the rules given in [30] only apply when series windings are
used. The use of parallel coil group connections can enable direct coupling of the PW and
CW, which produces circulating currents. Practical connections of coil groups in parallel
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while avoiding direct coupling are discussed in [35], and these parallel paths can help
mitigate UMPs.

1

2

3

4

5

Weak zones

Strong zones

BDFM

Figure 8. Force diagram for p1/p2 = 2/3 (adapted from [34]).

3.1.3. Commonly Used Pole Pair Combinations

Pole pair combinations which do not produce UMPs were tested using 2D FE BDFM
models in [36] to highlight suitable combinations. Although the p1/p2 = 2/4 pole pair
combination is used for a 250 kW BDFM prototype in [37], the results in [36] suggest that the
p1/p2 = 4/6 combination is more suitable in terms of power, efficiency and torque ripple.
However, optimization results in [38] indicate that the p1/p2 = 2/4 combination performs
better than the p1/p2 = 4/6 combination for a BDFM in a D180 frame size. Analytical
estimations in [29] also point to better performance from the p1/p2 = 2/4 combination,
compared to the p1/p2 = 4/6 in terms of power and efficiency.

In spite of these, the p1/p2 = 2/3 is the preferred combination for the D180 frame
BDFM in [38,39], as it produces the best performance in terms of efficiency and generated
torque. The p1/p2 = 2/3 combination in [38] also has considerably lower torque ripple
and time harmonic distortions, compared to the p1/p2 = 2/4 combination. Concerns of
UMP with the p1/p2 = 2/3 combinations were considered minor in [38], due to the small
size of the machine. In [40], the p1/p2 = 4/6 is the preferred combination for a 3.2 MW
BDFM, due to the less coupling of higher space harmonics compared to the p1/p2 = 2/4
combination, and the absence of UMP, which is present in the p1/p2 = 2/3 combination.
The lower harmonic content in the 4/6 combination relative to the 2/4 combination is also
alluded to in [41], however the PW has the higher pole number. A summary of the relative
performances of the 2/3, 2/4 and 4/6 pole pair combinations as described in literature, is
given in Table 1.

Table 1. Relative performance of popular BDFM pole pair combinations.

Parameters
Pole Pair Combinations (p1/p2)

2/3 2/4 4/6

Power density [29,38,39] High Medium Low

Efficiency [29,38,39] High Medium Low

Torque ripple [38] Low High Low

Harmonic distortion [40,41] Low High Low

UMP [35,36] Present - -
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3.2. Rotor Winding Development

The nested loop (NL) and cage+NL rotors, whose origins are traced to [18], are cur-
rently deemed the most suitable for BDFMs [6,30,42]. The NL rotor winding arrangement
and a prototype are shown in Figure 9a,b respectively. The cage+NL rotor winding ar-
rangement has already being illustrated in Figure 5b, and a prototype is shown in Figure 9c.
The winding arrangement in Figure 9a differs from that in Figure 5a by the presence of a
common end ring, with the rotor illustrated in Figure 5a now sometimes called an isolated
loop (IL) rotor [30]. These (NL, IL, & cage+NL) rotor types have robust builds with better
torque performance and lower losses, compared to wound rotors [6].

A rotor similar to the NL rotor, but with double layers of bars, is highlighted in [30].
It is suggested that this double layer bar rotor has a larger torque envelope than the NL
rotor; also higher efficiency due to less excess harmonic reactance. However, the increased
complexity has manufacturing and control implications. The double layer bar rotor winding
arrangement is illustrated in Figure 10a, while a prototype is shown in Figure 10b.

Whilst considering the high harmonic reactance and potential considerable skin effect
in large BDFMs using NL rotors, series wound (SW) rotors are compared with NL rotors
in [42]. The winding arrangement of the SW rotor is illustrated in Figure 11a, with a
prototype shown in Figure 11b. Although the SW rotor has lower harmonic content and
no skin effect issues, it has higher impedance and develops lower torque. Despite this, the
performance of the SW rotor is deemed acceptable. It is also indicated that with similar slot
fill factors, the SW and NL rotors will have similar torque performance due to identical
referred rotor resistance. Also in [43], details of the design of a 60 kW BDFM with a special
“double-sine” rotor are given. This rotor was designed as a potential BDFM rotor with
greatly reduced harmonic content.

Although, the cage+NL rotor has similar advantages with the NL rotor, the NL config-
uration is more commonly used [6]. In [44,45], the NL and cage+NL rotors are compared
based on their rotor equivalent circuit parameters, and it is suggested that the cage+NL ro-
tors provide better performance due to their lower impedances. This advantage of cage+NL
rotors is shown in [46] to be more evident when the disparity between p1 and p2 is greater.
In cases where the p1 value is close to p2, the NL rotor may perform better due to lower
leakage inductance.

Initial guidelines for loop design of the NL and cage+NL rotors are given in [47]. It is
suggested that loops with spans closer to the pitch of the higher pole number in the BDFM,
are more efficient and effective in torque production. It is also suggested in [47], that loops
with small spans have minor contributions to torque production, similar to suggestions
in [44,48,49].

Loops Rotor nest

(a) (b)

Cage End-ring
Cage bar Common End-ring

(c)

Figure 9. Widely used BDFM rotors: (a) NL rotor winding arrangement for p1 + p2 = 5, (b) NL rotor
prototype [42], and (c) Cage + NL rotor prototype.
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Figure 10. Double layer bar rotor: (a) Winding arrangement for p1/p2 = 2/4, and (b) prototype [30].

(a) (b)

Figure 11. SW rotor: (a) Winding arrangement for p1 + p2 = 5, and (b) prototype [42].

Observations in [44,47,48] indicate that the rotor loops should not necessarily be evenly
spaced, and the width of the outer loops should be maximized. An increase in rotor loops
per nest helps to mitigate space harmonics in BDFMs [27,48], and helps with better current
distribution in BDFM rotors [27].

3.3. BDFM Sizing and Power Ratings

By analyzing the stator magnetic fields in BDFMs using a per phase equivalent circuit,
a composite magnetic loading based on the stator fields is derived in [5]. Expressions for
the BDFM power rating as a function of the pole pairs, stack length, airgap radius, electric
and magnetic loadings, are given in [5]. The magnetic loading derivation in [5] was further
modified in [27], as the loading derived in [5] was deemed too conservative, leading to
over-sizing. Other aspects of the BDFM geometric sizing such as the slot teeth width and
core height/depth are given in [27].

The BDFM power ratings expression in [5] is used to predict about a quarter reduction
of the power rating in BDFMs, compared to conventional DFIGs of the same size. The
influence of pole pair combinations on this disparity in power between BDFMs and DFIGs
is investigated in [29]. It is suggested that combinations with lower (p1/p2) pole ratios
have slight reduction in this disparity. These observations are somewhat echoed in [50],
however, the analysed MW rated BDFMs have more than a quarter increase in mass when
compared with DFIGs of similar power and operating speed. BDFMs also suffer a reduction
in efficiency compared to DFIGs, as they have more windings, and consequently higher
winding losses [6].

The impact of pole combination choices on the BDFM core depth is also characterized
in [29]. For the pole pair combinations investigated in [29], it is observed that the BDFM core
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depths are at least two times bigger than DFIG core depths. However, it is also observed
that as p1 gets closer to p2, the core depth ratio between BDFMs and DFIGs of similar
speeds gets smaller. Also, it is demonstrated in [51], how sections of an NL rotor core which
do not contribute to the rotor magnetic circuit can be removed for weight reduction.

The effects of rotor leakage inductances on inverter ratings are illustrated in [25]. An in-
crease in the rotor leakage inductance reduces the inverter ratings required for crowbar-less
low voltage ride through (LVRT) requirements, but reduces the power factor management
abilities. A trade-off between LVRT and power factor management requirements is there-
fore advocated in the choice and design of BDFM rotors. The use of magnetic wedges in
optimizing inverter ratings is also discussed in [37,52]. However, it is worth noting that
magnetic wedges are brittle and less reliable than non-magnetic wedges.

3.4. Vibrations and Harmonics Mitigation

In [53], it is affirmed that the combination of two magnetic fields of different poles
in BDFMs produces extra vibrations not present in single field induction machines. It is
further revealed that the bending forces on the stator back iron, which are significantly
dependent on the pole pair combinations, contribute greatly to these vibrations. Apparently,
combinations with pole numbers which are close, tend to produce higher vibrations. A
method to mitigate these vibrations is also given, such that the machines are “stiffened” by
increasing the stator core depth. This solution would have to be applied with caution, as
BDFMs already have longer core depths compared to DFIGs [29].

In [54], it is stated that the most significant source of torque ripple in BDFMs is the
winding distribution space harmonics; the excessive space harmonics present in the nested
loop rotor structure being a major culprit. In [41,44,48], it is suggested that increasing the
rotor loop spans helps in reducing harmonic content in BDFMs. Also, an increase in rotor
loops per nest helps to mitigate space harmonics in BDFMs [27,48]. Using a coupled circuit
(CC) model, the effect on torque ripple of NL and cage+NL rotor loop spans relative to the
PW and CW pole pitches, is illustrated in [49]. It is shown how the CC model can be used
to find suitable rotor designs for specific BDFM applications.

Slot types have effects on torque ripple [54]. Also, a double layer CW is expected to
reduce torque ripple according to [55]. It is shown analytically in [56], that rotor skews help
to reduce torque ripple. The effects of rotor skewing are further investigated in [57], and it
is determined that skewing has little effects on losses, however, there is a slight reduction
in the average torque.

As noted in Section 3.1, suitable pole pair combinations are investigated for torque
ripple and harmonic content in [36,38,40]. Pole pair combinations that are multiples of the
2/3 combination have low harmonic content [6,36,38,40], however, the 2/3 combination
itself suffers from UMP.

3.5. BDFM Design and Optimization Procedures

A proposed design procedure for a 6 MW BDFM is presented in [4], as illustrated
in Figure 12. The power rating is selected because the largest DFIG generators used in
wind turbines are rated similarly. In the design process, the BDFM equivalent circuit
in [58] is used to obtain an initial design from the determined machine specifications. A
coupled circuit (CC) BDFM model is then employed to evaluate the designed nested loop
rotor. Finite element analysis (FEA) of the design is conducted to investigate the peak flux
densities in the different iron parts, and obtain a close estimate of the magnetizing current.
Thermal evaluation of the BDFM design is also recommended, alongside discussions with
machine manufacturers, to aid practicality. System performances such as dynamics, control
stability and LVRT capabilities are then considered in a fine-tuning of the design. This
design procedure was reportedly employed for the 250 kW built and tested in [23].

77



Energies 2022, 15, 725

Figure 12. Proposed design procedure for a 6-MW BDFM [4].

Available BDFM electric equivalent circuit (EEC) models are limited in evaluating
saturation, and FEA models are computationally costly. In light of these, a design approach
for BDFMs using an EEC alongside a magnetic equivalent circuit (MEC) model is presented
in [59]. The MEC developed in [60], is used to determine the flux distribution by the PW
and CW, while the EEC model uses the MEC results to determine the machine performance.

It was noted in [61], that investigations on the design of BDFMs are limited in avail-
able literature. To that effect, a comprehensive BDFM design procedure considering the
electromagnetic and thermal aspects of the BDFM, is presented in [61], with details of
some of the models used given in [62]. A flowchart of the design procedure is given in
Figure 13a. An EEC model is used to evaluate stator and rotor currents, while a static MEC
as presented [62], is used to analyze the flux density distributions and core loss caused by
these currents.

Temperature analysis is conducted in the design process in [61] using a lumped
parameter thermal model illustrated in Figure 13b. The machine sections are designated
as resistances, with the losses identified as heat sources. The description of the thermal
model components are given in Table 2. A simple vibration analysis is also used to estimate
vibrations in designs, and the optimization results are verified using 2-D FEA.

An optimization process using the imperialist competitive algorithm is used to max-
imize the power to weight ratio, efficiency, power factor, while minimizing the voltage
regulation and rotor differential leakage inductance in [61]. Feasibility of different aspects
of the BDFM design are monitored, such as the stator and rotor slots, the airgap length,
shaft diameter etc. However, it is the CW power factor that was being maximized. The CW
is also seemingly placed closest to the airgap.

An iterative (Tabu search) method is used to optimize the stator of a 180 frame size
BDFM based on its per phase equivalent circuit model in [63]. The optimization was used
to demonstrate how appropriate division of the stator slot area between the PW and CW,
can enable BDFM operation at the magnetic and electric loading limits. This maximizes the
power output, as was demonstrated by the 21 % increase in power from the original design.
This method of optimization is also applied to a D160 frame BDFM in [64], to optimize the
electric and magnetic loadings. The maximum motoring torque with a lower limit on the
PW power factor of 0.75 is used for machine evaluation in the optimization process.
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Figure 13. Design process and thermal model in [61]: (a) Design flow chart, and (b) Radial equivalent
thermal network of a BDFM .

Table 2. Resistance descriptions in thermal model [61].

Component Description

Rs0
Thermal resistance between external frame and

environment with thermal resistance of external frame

Rs1 Thermal resistance of stator core

Rs2 Thermal resistance of coil insulator

Rs3/Rs5 Thermal resistance of PW & CW end-winding to
Rs7/Rs9 middle of slot at drive end/non-drive end sections

Rs4/Rs6 Thermal resistance between PW & CW end-winding and
Rs8/Rs10 environment at drive end/non-drive end sections

Rag Thermal resistance between rotor and stator

Rr1 Thermal resistance of rotor slot insulator

Rr2/Rr4
Thermal resistance of rotor end-winding to

middle of slot at drive end/non-drive end sections

Rr3/Rr5
Thermal resistance between rotor end-winding and
environment at drive end/non-drive end sections

Rr6 Thermal resistance of rotor core

Rr7 Thermal resistance between shaft and environment

Pfe,(s/r), Pfric Stator/rotor iron, frictional losses

Pcu,ew, Pcu,slot End-winding, slot copper losses
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A magnetostatic FE BDFM model is presented in [39,65] to enable computationally
efficient and accurate optimization processes. The non-dominated sorting genetic algorithm
(NSGA-II) is used in [39] alongside the magnetostatic FE model to optimize the torque and
efficiency of a BDFM designed for a D180 frame size. Geometric variables such as the stator
inner radius and the ratios of slot/yoke height are used in the optimization process. The
NSGA-II is also used in an optimization process in [40] to optimize the material cost and
efficiency of a 3.2 MW BDFM. Similar geometric variables and magnetostatic FE models
like in [39], are used in the optimization process in [40].

Both optimization processes in [39,40] are illustrated in Figure 14; A & B representing
the optimized BDFM performances in [39,40] respectively. Different pole pair combinations
(p1/p2 = 1/3, 2/3, 2/4 & 4/6) are tested in the optimization process in [39], with the 2/3
combination having the superior performance. However the 4/6 pole pair combination
is used for the 3.2 MW BDFM in [40], because of the effects of the presence of UMP using
the 2/3 combination. It is worth noting that the machines in [39,40] are optimized at the
maximum torque operation points.

In [66], the authors of this paper presented a BDFM design process. A modified
version of that process is presented here. The design process of a BDFM is represented
with two intertwined processes; the geometric and winding design process illustrated
in Figure 15a, and the power density optimization process illustrated in Figure 15b. The
geometric process is used for each design iteration in the optimization process. Given
the absence of specific values for the stack aspect ratio, electric and magnetic loadings in
literature, practical values are identified during an optimization process, and these values
are used in the final geometric and winding design of the BDFM.

In this design process, the CC model developed in [49] is used to determine the appro-
priate rotor type and structure (number of loops) for individual design applications. The
optimization process which also employs the NSGA-II is used to maximize the efficiency
and power density at power output constraints. It is demonstrated in [67], how the power
output of BDFMs varies with PW power factor, such that the maximum generated power
from a design may be much larger than the power generated at PW unity power factor. As
a result, power output at PW unity power factor is used in the optimization process in [66].
A response surface approximation (RSA) developed from 2-D transient FEA results is used
with the NSGA-II. The RSA is used to enable computational efficiency in the optimization
process. A summary of the listed design and optimization procedures is given in Table 3.

Optimization input parameters

• Construction variations
• Geometry parameters
• Material properties

Machine geometry model

Static FE BDFM  model

BDFM Performance

A
• Power, 

Torque
• Efficiency

Pareto optimal designs

Multi-objective optimization

• Evaluate objectives
• Generate new set of designs

• Efficiency
• CapEx cost

Figure 14. NSGA-II optimizations flow chart. Optimization processes in [39,40].
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(a) (b)

Figure 15. Design process proposed by authors: (a) Geometric and winding design process and
(b) optimization process.

Table 3. Summary of design and optimization procedures.

Description Relevant References
Models/Analytical

Methods
Applications/Advantages Limitations

6 MW BDFM design [4,23,58]
Equivalent circuit

models, CC models,
FEA

Comprehensive MW
rated BDFM design

Impractical for
smaller designs

BDFM design with EEC
and MEC models [59,60] EEC and MEC models Computationally cheap Limited functionality

Electromagnetic and
thermal design of

BDFMs
[61,62]

EEC, MEC & thermal
models, vibration
analysis, 2D FEA,

imperialist competitive
algorithm

Robust design
procedure; broad

functionality

Complex
implementation

BDFM rotor design and
power density
optimization

[49,66,67]

CC model, Transient
FEA, NSGA-II,

Response surface
approximations

Rotor type selection;
Systematic power
output evaluation;

computationally cheap
optimization

No thermal
considerations; slightly

complex
implementation

Electric and magnetic
loading optimization [63,64]

Equivalent circuit
model, Tabu search

method

Maximizing power
output, easy

implementation

Power factor constraint
too low

Multi-objective
optimizations [39,40,65] Magnetostatic FEA,

NSGA-II

Computationally cheap
optimizations; material

cost, efficiency &
torque optimizations

No power factor
consideration
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4. Conclusions and Future Research

This review on the design of BDFMs can be divided into two parts; the evolution of
cascade motors to BDFMs, and the recent developments in BDFM design. BDFMs have a
rich history in terms of development, which has been laid out. The evolution was detailed
in a way to provide the reader with perspective on BDFM development by highlighting
pioneering designs and prototypes. Contemporary developments in the design of BDFMs
are also described. These recent developments have revolved around the stator winding
pole pair combinations, rotor topology and performance optimizations.

Recurring themes in recent BDFM design related articles include the selection of
suitable pole pair combinations for the stator windings, vibrations & harmonic mitigation,
and optimization of machine power density & efficiency. The stator structure design seems
to be settled on the electrically isolated windings occupying different layers in the stator
slots, with the PW typically closest to the airgap, and the CW closer to the core. However,
there is no clear candidate for the pole pair combinations of these windings. Researchers
are split between the 2/4 and 4/6 combinations for different reasons which are detailed.
Thus, further insight on suitable pole pair combinations is crucial. The use of fractionally
distributed windings for harmonics mitigation also needs to be further investigated.

On the other hand, a lot of research is still being conducted on the type and structure
of BDFM rotors. Two rotor types, the NL and cage+NL rotors, are the leading choices of
rotor types. The number of loops per nest for either rotor type is not fixed, and varies
for reasons like harmonics, vibrations and torque performance. There is a possibility of
significant skin effect in large BDFMs using NL or cage+NL rotors, and this needs to be
investigated. Also, a comprehensive performance comparison between the NL, IL and
cage+NL rotors is important.

BDFM sizing is detailed in available literature. However, the equations used for
parameters like the airgap flux density or core depths are not definitive. To this effect,
investigations across different power ratings may be required to identify the saturation
tolerances of BDFMs. This will also help provide a more accurate basis for power density
comparisons between BDFMs and DFIGs.

Different models have been used for design purposes, giving researchers interested in
BDFM designs a variety of options. However, many require individual implementation, as
they are unavailable in software form for public use, or in commercial software packages.
This generally makes the design of BDFMs a longer process than conventional machines.
Different design procedures have also been presented, and these provide useful insight
into the design of BDFMs. Finally, it is reckoned that a robust design process for BDFMs
would involve both machine and converter designs.
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Abbreviations

The following abbreviations are used in this manuscript:

BDFM Brushless doubly fed machine
CC Coupled circuit
CW Control winding
DFIG Doubly fed induction generator
EEC Electric equivalent circuit
FEA Finite element analysis
IL Isolated loops
IM Induction machine
LVRT Low voltage ride through
MEC Magnetic equivalent circuit
NL Nested loops
NSGA-II Non dominated sorting genetic algorithm
O&M Operational and maintenance
p1 PW pole pairs
p2 CW pole pairs
PW Power winding
RSA Response surface approximation
SCIM Squirrel cage induction motor
SW Series wound
UMP Unbalanced magnetic pull
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Abstract: In this paper, two design optimisation methods are evaluated using gradient-based optimi-
sation for electric vehicle traction applications. A driving cycle-based approach is used to evaluate
specific operational points for the design optimisation procedure. To determine the operational
points, an energy centre of gravity (ECG) approach is used. Both optimisation methods are described,
namely the point based method and the flux mapping method, with a focus on the flux mapping
procedure. Within the flux mapping approach, an inner optimisation loop is defined in order to
maintain the stability of gradient calculation for the gradient-based optimisation. An emphasis
is placed on the importance of how the optimisation problem is defined, in terms of the objective
function and constraints, and how it affects a gradient based optimisation. Based on a design case
study conducted in the paper, it is found that the point-based strategy realised motor designs with a
slightly lower overall cost (5.66% lower than that of the flux mapping strategy with 8 ECG points),
whereas the flux mapping strategy found motor designs with a lower input energy (1.48% lower
than that of the point-based strategy with 8 ECG points). This may be attributed to the difference
in the definition and interpretation of constraints between these two methods. It is also shown that
including more operational points from the driving cycle in the design optimisation leads to designs
with reduced total input energy and thus better drive-cycle energy efficiency. This paper further
illustrates the significant computational advantages of a gradient-based optimisation over a global
optimisation method as it can be completed within a fraction of the time while still finding a global
optimum, as long as the problem definition is correctly determined.

Keywords: design optimisation; drive cycle; electric vehicle; finite element analysis; gradient-based
optimisation; permanent magnet machines

1. Introduction

There is a global increase in the use of electrified power trains within the transportation
sector. Electric motors are one of the critical components in electric vehicle (EV) power
trains. The design of these electric motors can be a challenging task as it involves multiple
design considerations such as the efficiency, cost, size, weight, and torque quality or a
combination of them [1–4]. Traditionally, the EV motor design mainly focuses on one or two
key working points of the torque–speed envelope [5–7]. In recent years, driving cycle-based
motor design optimisation, where the efficiency of the machine over the entire driving
cycle is considered, has become increasingly popular. Several works have been carried
out utilising finite element analysis (FEA) and driving cycle-based techniques to maximise
the efficiency of the motor over a driving cycle. In [2], a system level design optimisation
is conducted over multiple driving modes for a synchronous reluctance machine, while
in [3], a design optimisation is undertaken which optimises the efficiency of the permanent
magnet (PM) motor over a given driving cycle. The research conducted in these papers
shows the significance of using equivalent working points from the driving cycle analysis,
as well as how a design optimisation can be conducted for a driving-cycle based design.
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As it is not feasible to optimize a motor design for every speed and torque point of the
driving cycle, certain data segmentation and clustering techniques are required. There are
many different methods to consider when determining these representative points. In [8],
the equivalent representative points from the driving cycle are determined through a centre
of gravity means. This method determines these points by breaking the driving cycle up
into equivalent grids and using the equivalent centre of gravity for these points over the
grid space. With this method, it was shown that an increase in overall efficiency is obtained
compared to a key working point optimisation technique. However, this method has also
a weakness—i.e., it may not fully encapsulate the primary working points at which the
motor operates during the driving cycle.

In [1,9–12], the energy representative points are defined through an energy center of
gravity approach from the driving cycle, which is used to maximise the energy efficiency
of an EV’s traction motor over the driving cycle. The energy centre of gravity is similar to
the center of gravity method; however, it uses the equivalent energy distribution over the
driving cycle instead of the speed–torque points. In [9], the maximum energy efficiency
of an EV was defined and presented. A total of 12 equivalent operating points were used
from the driving cycle with different energy distributions. The proposed design technique
was further validated by a design case and measurement results. In [10], the influences
of different driving cycles on design optimisations for PM motors are analysed. From the
research conducted, it was shown that for all different driving cycles used, a high efficiency
is achieved over a wide torque–speed range. This further proves the validity of the energy
center of gravity approach.

In [11], an optimised torque distribution strategy of maximising the motor efficiency
for a front and rear-wheel driven EV is described. By using the energy center of gravity
method, an understanding was developed of the energy consumption during the low-
torque region for a particular driving cycle. In [12], a hybrid approach of combining a data
clustering and energy center approach was implemented. It was found in the research
that the energy center of gravity and hybrid approaches both converged to similar results,
which shows that either can be used when a drive cycle-based optimisation is required.
These papers show the validity of the energy center of gravity approach and its use in
determining equivalent working points from a driving cycle.

In [4,13], a k-means clustering algorithm is used in order to determine the most
relevant points from an energy distribution of the driving cycle. From both papers, the
k-means algorithm helped to locate the key areas where the greatest amount of energy
is consumed from the driving cycle using a data mining algorithm. This method helps
to define the most important working points that the motor operates at compared to a
segmented approach. Further, an evaluation is conducted in [1] for different clustering and
grouping methods of representative points from the driving cycle. It was shown that by
considering these representative operating points, an improved efficiency can be found over
a single operating point method. There is clearly an advantage for the drive cycle-based
motor design approaches when compared with the traditional design approach.

It is further noted that using different optimisation and design techniques plays a vital
role as well. Methods are used where the representative points of the driving cycle are
simulated through finite element (FE) analysis, where the specified voltage and current are
determined for each particular point. One method that can be taken into consideration is
a simple point-based method. DQ currents of the motor for specific operating points are
used to determine the output parameters of the motor at specified speed points. These
parameters include the voltage, torque, current density, and flux-linkage. This is seen to be
one of the easier methods to implement for design techniques. One other method which is
considered is the use of flux-linkage mapping. This method simulates a flux-linkage map
for a motor design. The map is then searched over in order to find the best operational
parameters for the specified operating point [4,10,14–17]. An area that is not always clear
for EV motor designers is the choice of suitable design strategies to use for FEA-based
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design optimisation procedures. An understanding is required of the differences between
the two methods, as well as their respective implementations.

In the above-discussed literature, global optimisation algorithms are almost exclu-
sively used in machine design optimisations, which shows the popularity of the global
optimisation algorithms in engineering designs [18]. Despite the advantages of these global
optimisation algorithms, they are known to be computationally expensive when compared
with their gradient-based counterparts. Gradient-based optimisation has been shown to be
more computationally efficient than global optimisation methods, especially when many
variables are being considered. Yet, the latter also suffers from finding local minima and its
dependence of the starting values of variables [19]. In [20], a gradient-based optimisation
was used for a grid-connected wound-rotor induction motor. It was shown that for the
gradient based optimisation problem, the gradient-based algorithm needs to be carefully
formulated to ensure a global minimum is found. Success was also shown in [21] using
gradient-based optimisation; however, only a two-point method was used instead of the
full driving cycle analysis. Furthermore, in [22], it was determined that the gradient-based
optimisation method used was comparable to a global optimisation solution with the
gradient method converging in a faster time.

In this paper, an evaluation is conducted of the two design techniques for traction
motors—namely, the point-based design and the flux-linkage map methods—through
gradient-based design optimisation. This is conducted in order to show the differences
between both design techniques and to help to choose a technique to implement for traction
design. Further, this paper shows that gradient-based design optimisation is still an
attractive method for traction motor designs as it is computationally efficient and effective
in locating a global optimum, provided that the design optimisation is carefully configured.
The remaining part of the paper is organised as follows: in Section 2, the driving cycle
is analysed and the equivalent representative points are determined. In Section 3, the
different design optimisation techniques are elaborated on. In Section 4, an evaluation is
conducted for both techniques, and the design and simulation of a case study machine is
conducted. Lastly, relevant conclusions are drawn in Section 5.

2. Drive Cycle Analysis

In this section, the motor torque–speed envelope based on the specifications of the
studied electric vehicle and the world-wide harmonised light-duty vehicle test procedure
(WLTP) drive cycle for a class 3 vehicle is described. The motor energy consumption
distribution over the WLTP drive cycle is analysed and is then used to determine cer-
tain representative points through clustering techniques. These representative points are
important for formulating a drive cycle-based optimisation process.

2.1. Electric Vehicle and Motor Design Specifications

An electric vehicle with the capabilities of being able to operate in suburban areas is
investigated for a drive cycle-based optimisation in this paper. The power train topology of
the vehicle is shown in Figure 1, where a PM motor is coupled to the front axial of the vehi-
cle via a differential. The power and torque capabilities of the motor are derived through
fundamental analytical vehicle load equations, which take into account the vehicle’s resis-
tances and acceleration [23,24]. The specifications and properties of the investigated EV
and motor are given in Table 1, with wind resistance being regarded as negligible for this
case study.

2.2. Determining Representative Points from the Driving Cycle

The torque and speed demand required by the vehicle is analysed over the WLTP drive
cycle. This driving cycle procedure is predominately used to measure fuel consumption,
CO2 emissions, pollutant emissions, and the energy consumption of alternative power
trains such as electric vehicles [25]. The driving cycle has a duration of 1800 s, with a
distance of 23,266 m. The driving cycle is divided up into four different sub-systems, with
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each simulating an urban, suburban, rural, and highway driving scenario, respectively. The
maximum speed required by the cycle is 131.3 km/h. The speed profile of the WLTP is
shown in Figure 2.
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Figure 1. The power train of the light EV.

Table 1. Specifications of proposed EV Design.

Parameters Value

Electric Wheel radius (m) 0.27
Vehicle Vehicle frontal area (m2) 2.5

Aerodynamic drag coefficient (Cd) 0.3
Rolling resistance coefficient (Cr) 0.013
Vehicle mass (kg) 1000
Differential gear ratio 6:1
Maximum vehicle speed (km/h) 131.3

Figure 2. Motor speed over the WLTP range.

Using the vehicle dynamics model in [23,24], the required traction efforts for the given
wheel radius and differential gear ratio can be determined [3,8]. The torque requirements
over the driving cycle range can be readily calculated and mapped as shown in Figure 3.
As the motor is designed and optimised for motor operation, regenerative braking is not
considered. The torque distributions over the entire motor speed range (constant torque
and constant power) for the WLTP driving cycle are given in Figure 4.
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Figure 3. Motor torque over the WLTP drive cycle.

Figure 4. Vehicle torque profile for the WLTP speed range.

Several different methods are used to determine the representative operating points
from a driving cycle for the design optimisation process. In [8,26], the geometric center
of gravity method is used, which is based on the geometric representation of torque
distribution points within an area of the driving cycle. Essentially, this method focuses on
the greatest amount of time for which the motor operates within a given area specified
by the user. Another method used to determine the operating points for a driving cycle
is the use of the distribution of energy consumed during a driving cycle. Figure 5 shows
the energy load profile of the motor in joules, which is determined from the product
of torque and speed in Figure 4 over a time period for each torque and speed point.
Determining the representative points from the load energy distribution can be done in
multiple ways. In [1,9–12,27], the energy center of gravity (ECG) method is used, which is
based on the energy distribution of points within a region of the driving cycle. This method
considers the amount of energy used within each region and the weight of the energy
for the representative points. Another method is the use of clustering methods. Different
types of clustering techniques can be used in order to determine the representative points
[1,4,12,13,28]. An evaluation of different methods of choosing the representative points and
their respective impact on the design optimisations is reported in [1,12].

For this study, the ECG method is used. The load energy density of the drive cycle is
divided up into i clusters. The energy, Ei, of the ith cluster or region is calculated as

Ei =
Ni

∑
j=1,2...

Ej,i (1)
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where Ni is the number of operating points within each ith cluster and j is the number of
clusters chosen. The calculated representative torque and speed points within each region,
Teq,i and ωeq,i, are given as follows:

Teq,ij =
1
Ei

Ni

∑
j

EijTij (2)

ωeq,i =
1
Ei

Ni

∑
j=1

Eijωij (3)

Figure 5. Load energy consumption over the WLTP drive cycle

In order to account for the magnitude of each representative point calculated, a
weighting factor is required for the optimisation design. These weighting factors are
determined according to the amount of required energy during the driving cycle process.
These weighting factors of the representative points are calculated according to the ratio of
energy consumed by all the operating points during the driving cycle, given as [1]

WE,i =
Ei

∑k=1,2... Ek
(4)

where k is each operating point of the drive cycle. By using Equations (1)–(4) and specifying
the number of clusters to be 8, the representative points shown in Figure 6 are defined in
Table 2. The motor parameters can be deduced and are given in Table 3.

Table 2. Summary of representative points.

Region Point Weighting of Energy WE

0–2000 rpm
0–42.8 Nm

1345.9 rpm
26.01 Nm 4.64%

0–2000 rpm
42.8–85.8 Nm

1351 rpm
60.1 Nm 10.15%

2001–4000 rpm
0–42.8 Nm

3182.5 rpm
24.69 Nm 20.93%

2001–4000 rpm
42.8–85.8 Nm

2806.6 rpm
56.27 Nm 15.1%

4001–6000 rpm
0–42.8 Nm

4861.8 rpm
26.02 Nm 14.36%
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Table 2. Cont.

Region Point Weighting of Energy WE

4001–6000 rpm
42.8–85.8 Nm

4601.7 rpm
53.5 Nm 5.88%

6001–8000 rpm
0–42.8 Nm

7014.1 rpm
29.42 Nm 19.42%

6001–8000 rpm
42.8–85.8 Nm

6897.2 rpm
44.48 Nm 9.53%

Base Speed
Maximum Torque

3000 rpm
118.7 Nm N/A

Maximum Speed
Torque

8000 rpm
44.5 Nm N/A

Figure 6. Representative points from ECG.

Table 3. Specifications of proposed motor design.

Parameters Value

Nominal power (kW) 37.28
Motor base speed (r/min) 3000
Motor maximum speed (r/min) 8000
Maximum torque (maximum speed) (Nm) 44.5
Peak torque (base speed) (Nm) 118.7
CPSR 2.66

3. Design Optimisation Procedure

The motor topology considered for this study is a 24-slot, 8-pole V-shaped interior
permanent magnet (IPM) machine. For the finite element based design, a parametric 2D
model is shown in Figure 7 with the relevant design parameters that are used for the design
optimisation. For each design consideration, a rather conservative slot fill factor of 0.35 is
assumed with the temperature of the stator windings and the PM being 120 ◦C and 80 ◦C,
respectively. Further, given the power rating and the space constraints of the motor, the
maximum current density allowed is set to be 10 A/mm2 in the design, which means that
the motor is required to be water cooled. More detailed motor design specifications are
tabulated in Table 4.

To evaluate the motor capabilities for the optimisation procedures, the torque and
voltage are required for each operating point as given by (5)–(7), where vd, vq, id, iq, Ld, and
Lq are the d and q-axis voltages, currents, and inductances, respectively, Rs is the phase
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resistance, λPM is the PM’s flux-linkage, ωe is the electric angular speed, p is the number of
pole pairs, and Te is the electromagnetic torque, as described in [29].

Te =
3
2

p[λPM + (Ld − Lq)id]iq (5)

vd = Rsid − ωeLqiq (6)

vq = Rsiq + ωe(Ldid + λPM) (7)

Figure 7. Cross section of motor parameters .

Table 4. Motor design specifications.

Parameters Value

Number of pole pairs 4
Number of slots 24
Air-gap length 1 mm
Winding fill factor 0.35
Lamination steel M19_26G
PM material and grade NdFeB N48H
Maximum Line voltage 310 V
Maximum phase current 75 A
Maximum current density 10 A/mm2

Further, in order to calculate the efficiency of all the representative points of the
driving cycle, Equations (8)–(10) can be used, where the windage and friction losses are not
considered. The core losses (Pcore) in Equation (9) are computed by employing time-step FE
solutions and the Steinmetz-based equation [30]. The copper losses are calculated using
the finite element mesh in the copper area on a per element basis.

Pcopper =
n

∑
e=1

J2k f AeL(1 + kew)

σ
(8)

where n is the number of elements in the copper area, J is the RMS current density, k f is the
copper fill factor, Ae is the area of element e, L is the active stack length of the machine, kew
is the ratio of end-winding length to stack length, and σ is the conductivity of copper.
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η =
Te · ω

Te · ω + Pcopper + Pcore
(9)

ηeng =
N

∑
i=1

ηi · ωeq,i (10)

By using the ηeng value as the average efficiency, which takes into account the weight-
ing of energy, and ensuring a constraint is added to this, an overall high efficiency can be
maintained for the motor’s operating range. Within the optimisation methods discussed
further, the minimum constraint of ηeng is chosen to be 94% due to the allowed cooling
capabilities and loss restrictions for the specified case study motor.

3.1. Optimisation Strategies

The optimisation algorithm used within each method of this study is the sequential
least squares programming algorithm (SLSQP) [31], which is a gradient-based optimi-
sation method. The SLSQP algorithm minimises a single objective function of multiple
variables, subject to both equality and inequality constraints. Both optimisation strategies
implemented are conducted using an in-house 2D FE package. Although gradient-based
algorithms are more efficient than global methods for electrical machine design with many
design variables, they are susceptible to becoming trapped into a local optimum and nu-
merical noise [32]. While the former can be mitigated by using different starting points, the
latter can still affect the accuracy and stability of the gradient evaluation for gradient-based
optimisation. For this study, a unique implementation of a gradient-based optimisation
procedure is applied, which employs a mesh reshaping technique described in [33]. This
technique shows significant improvements on the performance of gradient-based optimisa-
tion, as it helps with the stability of the gradient calculation while maintaining the mesh
quality over a large design space.

3.1.1. Point Based Optimisation Strategy

The first optimisation method considered is the point-based optimisation strategy.
This method evaluates the motor design along −n points specified from the driving cycle.
By evaluating the motor along these design points, it ensures the motor is within the
constant power speed range (CPSR) limits set by the user. The motor design is evaluated
through an optimisation loop which adjusts both the rotor and stator geometric variables,
as well as the dq-currents at each operating point, inherently adjusting the optimal current
angle. This process is shown in Figure 8. This method begins by the user setting the initial
geometric and operating point parameters. The geometric parameters are given boundaries,
and constraints are assigned to the operating point parameters. It is possible to include
a relatively large number of design points in the optimisation loop within an efficient
time span.

The optimisation problem is formulated as

Minimise: F(X) = Ctotal

Subject to: Tx ≥ Tmin (Nm)

VLLx ≤ Vmax (V)

Iφx ≤ Imax (A) (11)

ηeng ≥ ηengmin

BMMx ≥ Bmax (T)

Jx ≤ Jmax (A/mm2)

where X represents the vector of design variables, which includes the geometric variables
and dq-currents for each operating point of the machine. Ctotal is the cost of the active
material of the machine, which includes PM material, copper, and steel. The costs of
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materials used are given in Table 5. Tmin is the minimum torque for each operating point,
VLLx and Iφx are the maximum allowable voltage and current for each operating point,
respectively, BMMx is the demagnetisation margins of the magnets at each operating point,
and Jmax is the maximum current density allowed. The intrinsic value of this method is the
rapid computational time when few points are selected from the driving cycle, as well as
the simplicity of the optimisation process.

Figure 8. Point-based optimisation flow chart.

Table 5. Costs of materials.

Material Cost

PM $50/kg
Silicon steel $2/kg

Copper $6.67/kg

3.1.2. Flux Mapping Optimisation Strategy

The second optimisation strategy considered is the flux mapping strategy. The process
of using flux maps for the optimisation is where the flux linkages on the dq-axis are
formulated across multiple points, and an interpolation of these points is mapped out. The
flow diagram of this method is shown in Figures 9 and 10. A single geometric design is
evaluated over multiple points set by the user, similar to the point-based method. However,
a look up map of the entire dq-parameters is generated. The formulation of a flux map
is seen to be less computationally efficient compared to the point-based method due to
each dq-current point being simulated. However, it has the advantage of the algorithm
determining the best fit current curve for each geometric design on all operating points
specified, known as the maximum torque per ampere (MTPA) curve. This further allows
the user to discern the full capabilities of the motor. An example of the d- and q-axis
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flux-linkage map of a motor design is shown in Figure 11, which is used to determine the
torque map in Figure 12.

Figure 9. Flux mapping optimisation flow chart.

Figure 10. Flux mapping methodology.
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(a)

(b)

Figure 11. Flux-linkage maps with dq-axis currents (a) d-axis flux-linkage (b) q-axis flux-linkage.

In order to evaluate the MTPA on the flux map for each of the operating points, the
SLSQP is used once more. This method searches along the flux map while keeping to the
specifications set for the dq-currents, as shown in Figure 10. The bound and constraints for
each operating point on the outer optimisation loop (where the geometric parameters of
the machine are optimised) are defined as

Minimise: F(X) = Ctotal

Subject to: Tx ≥ Tpoint (Nm)

VLLx ≤ Vmax (V)

Iφx ≤ Imax (A) (12)

ηeng ≥ ηengmin

BMMx ≥ Bmax (T)

Jx ≤ Jmax (A/mm2)

where X represents the vector of design variables of the machine. Tpoint is the minimum
torque for each operating point.
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Figure 12. Torque flux map with dq-axis currents.

For the inner optimisation loop, where the operating point is evaluated according to
the MTPA point on the flux map, the optimisation problem is formulated as

Minimise: F(X) = Iφ (A)

Subject to: Tx ≥ Tpoint (Nm) (13)

VLL ≤ Vmax (V)

where X represents the vector of the dq-currents as well as the constant of the specified
speed for the evaluated operating point. Tx is the set torque value for each operating point.
By finding the MTPA point, the output parameters and dq-currents are returned to the
outer optimisation loop for the geometric design, as shown in Figures 9 and 10.

However, during the design optimisation process, certain outcomes may arise during
the outer optimisation process. When a design with certain geometric parameters is
simulated, various parameters, such as VLLx , may not be within the constraints of Vmax for
any dq-currents specified. This may occur when the magnet thickness is sizeable and a large
flux linkage is evident. This generates a significant back-EMF in the motor. From this, the
inner optimisation algorithm (MTPA) may not able to satisfy the constraints being violated
for these points, which either results in the optimisation algorithm failing and terminating
or resulting in large gradients occurring during the outer optimisation loop. This further
causes the gradient-sensitive optimisation to be incapable of finding the correct minimum
cost. In [17], the voltage constraints were handled by formulating an optimisation objective
function using Lagrange multipliers. However, the applied on–off gate function may
negatively impact the accuracy and stability of the gradient calculations, which is not ideal
for gradient-based optimisations. To ensure that the objective and constraints are relatively
smooth functions, an optimisation inner-loop shown in Figure 10 has been formulated to
deal with these non-convergence cases; i.e.,

Minimise: F(X) = α2

Subject to: VLL ≤ VLLmax (1 + α)2 (V) (14)

Tx ≥ Tpoint (Nm)

Iφ ≤ Imax (A)

where X represents the vector of the dq-currents, as well as the constant of the specified
speed for the evaluated operating point. α is chosen as a variable parameter that adjusts
the maximum voltage constraint during each iteration of the optimisation loop. During the
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inner optimisation loop search across the flux map, the constraints given may be violated.
From here, this variable parameter is adjusted, which shifts the maximum voltage of the
design. Therefore, the constraints may be further improved with each iteration, until a
valid design is found. The objective of this optimisation is still tasked with minimising the
current on the flux map subject to the constraints; however, the added parameter is also
required to be set at a minimum to ensure that the voltage constraint is not overly inflated.
This allows the outer optimisation loop to have a smoother gradient for each iteration
where a non valid design is found, which improves the gradient-based optimisation of
the SLSQP.

4. Evaluation of Optimisation Strategies

A summary of the optimisation results for different numbers of ECG points is given in
Table 6. For each design variation that is developed with different ECG points, the base
speed and maximum speed points are also required to be evaluated to ensure that the
correct operating parameters are able to be reached. From the results of Table 6, it is seen
that the multi-point method generally has a better output result in terms of the objective
function of costing when compared to the flux mapping method, with a note regarding
the difference in cost for 8 ECG points, with the multi-point method being 5.66% less than
the flux mapping method. The number of ECG points included in the optimisation has a
greater influence on the optimum results from the flux mapping method than those from
the multi-point method.

Table 6. Evaluation of optimisation method results.

Number of ECGs Parameters Multi-Point Flux Mapping

2

Total cost ($) 108.26 109.2
Total mass (kg) 21.57 21.83
PM mass (kg) 0.726 0.771
Copper mass (kg) 6.48 6.11
Steel mass (kg) 14.36 14.95

4

Total cost ($) 108.21 115.94
Total mass (kg) 26.87 24.09
PM mass (kg) 0.604 0.881
Copper mass (kg) 5.45 5.46
Steel mass (kg) 20.81 17.75

6

Total cost ($) 108.62 111.83
Total mass (kg) 21.59 23.965
PM mass (kg) 0.748 0.735
Copper mass (kg) 6.32 6.13
Steel mass (kg) 14.51 17.1

8

Total cost ($) 106.23 112.42
Total mass (kg) 23.93 25.66
PM mass (kg) 0.61 0.63
Copper mass (kg) 6.26 6.66
Steel mass (kg) 17.06 18.37

Figures 13–16 show the efficiency maps of the optimum designs, with two ECGs and
eight ECGs for both optimisation methods. It is evident that the more ECG points are
added, the greater the increase in the overall efficiency range. The flux mapping method
has a slightly better performance in terms of the efficiency range for both two ECG and
eight ECG cases. This is further elaborated upon in Table 7, which shows that the drive
cycle energy consumption for the designs generated from the flux mapping method is
invariably lower than that of the multi-point designs. The difference for the flux mapping
method for two ECG points and eight ECG points is a reduction in total input energy by
1.25%, whereas for the multi-point method, it is only 0.07%. In contrast, the flux mapping
method with eight ECG points is 1.48% lower in terms of the total input energy for the
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eight ECG points. The total input energy given is determined by taking all the points of
the driving cycle in Figure 5, and determining from the MTPA algorithm an efficiency map
and the efficiency at each point. The total output energy from Equation (1) is used and the
corresponding efficiency is incremented, allowing the total input energy required to be
given. A pseudo-code is shown in Figure 17 of this process.

Figure 13. Efficiency map of two ECG points with multi-point method.

Figure 14. Efficiency map of two ECG points with flux map method.

The reason that the flux mapping method realises more globally efficient designs when
more ECG points are used may be explained as follows. For the multi-point method, the
dq-currents are specified as variables in the optimisation loop. If these currents satisfy
a constraint for an operating point, the optimisation determines this to be valid. This
results in the optimisation finding a minimum costing machine, but not necessarily at the
MTPA for each operating point. Further, the global ηeng constraint defined is determined
intrinsically by the dq-currents. This therefore means that if the constraint is met through
the optimisation, the most optimal energy efficiency may not be found, but the ideal costing
will be. For the flux mapping method, the MTPA for each operating point is determined.
This causes the total input energy to be lower compared to the multi-point method, as the
MTPA dq-current points are optimally determined for each iteration cycle. This leads to a
more globally efficient machine design, but not necessarily the lowest-cost design.
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Figure 15. Efficiency map of eight ECG points with multi-point method.

Figure 16. Efficiency map of eight ECG points with flux map method.

Table 7. Comparison of drive-cycle energy consumption of the optimum motor designs.

Number of ECGs Multi-Point Flux Mapping

2 16.934 GJ 16.882 GJ
4 16.931 GJ 16.793 GJ
6 16.931 GJ 16.778 GJ
8 16.921 GJ 16.673 GJ

The cross-sections of the optimum designs from both the multi-point and flux mapping
methods with two ECG points and eight ECG points are shown in Figures 18 and 19. Their
respective optimised motor geometric parameters are summarised in Table 8. Clearly, the
optimum designs obtained from both methods are very similar to each other.

Figure 20 displays the computational time of both multi-point and flux mapping
methods with different numbers of ECG points. It is observed that for the multi-point
method, there is an increase of 8 times in time from 2 ECG points to 8 ECG points, whereas
the flux mapping method only has an increase of 1.5 times. Further, for 8 ECG points,
the multi-point method took up to 7397 s whereas the flux mapping method took 3028 s.
This shows that the flux mapping method has the potential of being 2.4 times faster than
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the multi-point method when many ECG points are used. In order to show the rationale
of selecting the gradient-based design optimisation procedure for this study, multi-point
optimisation using the differential evolution (DE) method was also conducted. The time
taken for the DE design is also shown on the same graph. It can be seen that the DE
optimisation using only two ECG points takes weeks to complete, whereas the gradient-
based design needs only a few minutes. This clearly shows the huge computational
advantages that the gradient-based optimisation can offer.

Figure 17. Pseudo-code for drive cycle energy consumption calculation.

Table 8. Comparison of multi-point and flux mapping optimum designs with two and eight ECG
points.

Parameter
Number of ECGs: 2 Number of ECGs: 8

Multi-Point Flux Mapping Multi-Point Flux Mapping

S1 (mm) 2.79 2.81 2.76 2.81
S2 (mm) 6.1 6.22 7.34 7.55
S3 (mm) 31.13 30.17 24.74 25.8
S4 (mm) 13.85 14.49 14.63 15.53
S5 (mm) 7.29 7.24 9.09 9.33
V1 (mm) 6.98 6.16 4.17 4.28
V2 (mm) 0.5 0.5 0.5 0.78
V3 (mm) 42.98 42.72 55.33 57.1
V4 (mm) 22.37 22.94 39.24 36.98
V5 (mm) 7.55 6.7 2.94 3.54
Vθ◦ 115.51 115.1 114.8 114.61
R (mm) 137.14 136.17 151.6 156.07
L (mm) 45.43 46.82 40.33 40.73
Coil turns 12 12 11 11

It can also be seen that when the number of ECG points is greater than 4, the flux
mapping method becomes computationally more efficient. This is because the multi-point
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method has an increase of two design variables, namely the dq-currents for each specific
point, as the number of ECG points increases. This drastically increases the amount of time
taken as the search space for the optimal design becomes much larger. However, for the
flux mapping method, the search space remains the same, with only an increase in the
amount of points to find on the actual interpolated map.

(a) (b)

Figure 18. Cross-section of optimum designs from (a) multi-point method and (b) flux map method,
all with two ECG points.

(a) (b)

Figure 19. Cross-section of optimum designs from (a) multi-point method and (b) flux map method,
all with eight ECG points.

The multi-point method is relatively simple to implement for a designer compared
to the flux mapping method. The flux mapping method requires the user to implement
interpolation and MTPA analysis, while for the multi-point method, only the dq-currents are
required in order to analyse the motor’s performance. Another issue of the flux mapping
method is the search space of the flux map. By creating a large map that is densely
populated and takes longer to generate, a more accurate MTPA search can be conducted.
On the contrary, with a small and less densely populated flux map, the flux mapping
technique is computationally faster with a reduced accuracy. This shows the flux mapping
method is sensitive to the size of the flux map, and there is a trade-off between speed
and accuracy.

A factor that also needs to be considered is the core losses of the machine. For larger
machines, core losses have a much larger effect on the design of the motor. This would need
to be included within the constraint function, dependent on the particular motor design.
For traction applications, the torque ripple is also an important design consideration,
which is not part of the design study in this paper. However, this can be easily included
in the design optimisation with either method and further constrained according to the
design specifications.
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Figure 20. Computational time comparison of optimisation processes.

It is up to the designer to determine which method is best suited for their application.
If the MTPA is required for each operating point, a more globally efficient machine design
can be found when using the flux mapping method. However, if material costing is the
goal of the design, the multi-point method is the best strategy, and few operating points
are required.

5. Conclusions

An evaluation of design optimisation techniques for gradient-based optimisation is
conducted in this paper. Using a drive cycle-based approach for motor design optimisation,
an increase in overall efficiency can be achieved for the specified drive cycle. A weighting of
energy method can be used when analysing the drive cycle, which is further implemented in
the design strategies. The methods evaluated are the multi-point-based approach and a flux
mapping method. The multi-point-based method is shown to have an advantage in terms
of costing, computational efficiency, and ease of implementation when few operational
points are used; however, it becomes less attractive when more operational points are
used, due to the significantly increased time requirement to complete a design optimisation
process. The other design optimisation technique, flux mapping, is more complicated to
implement and use; however, when many operational points are used from the driving
cycle, it is seen to be computationally more efficient, and a greater global efficiency can be
found at the detriment of a slightly higher cost of the machine.

This paper shows how either methodology can be implemented and which may be
more beneficial for the designer according to the design requirements. It further shows the
importance of the problem definition for a gradient-based design optimisation problem.
Compared with a global optimisation method, a gradient-based optimisation method
is still very attractive because of its superior computational speed. This topic can be
further researched in terms of adding more parameters to the design specifications, such
as including core losses and torque ripple analysis. Given the scope of the work, the
proposed optimisation strategies are only evaluated based on a typical design case study. It
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is necessary to further compare and verify the suitability of these design strategies with
more case studies and even practical validations.
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Abstract: This paper proposes a 300 kW 24-slot/10-pole 6-phase stator-shifted fractional-slot concen-
trated winding spoke-type ferrite permanent magnet machine for electric truck applications. The
proposed motor consists of a stator with dual three-phase windings positioned 75 degrees apart to
reduce higher-order MMF harmonic order, and a rotor with an inexpensive and high-resistance ferrite
permanent magnet in the spoke configuration. The simulated result of the stator-shifted machine is
compared with a fabricated stator-shifted machine, and the results show good agreement with each
other. To further reduce the torque ripple from 2.5 to 0.9% while maintaining a high maximum torque
of 2980 Nm, circular voids with a diameter of 11 mm are embedded in the rotor. The proposed motor
is evaluated for irreversible demagnetization, mechanical and thermal stability, and fault tolerant
ability. To assess the proposed motor performance, the electric truck simulation model is constructed
using MATLAB/Simulink and used to compare with the reported 12-slot/10-pole rare-earth perma-
nent magnet-based machine. Compared to a previously reported six-phase rare-earth permanent
magnet based flat-type machine, the proposed motor can save 4.3 kWh of energy with a USD 2512
lower cost while retaining a similar motor performance.

Keywords: phase-shift; rare-earth free permanent magnet; six-phase winding; spoke-type motor

1. Introduction

Throughout the world, many municipal governments have announced the replace-
ment of diesel transit buses with electric buses to reduce the air pollution in cities [1–3].
Eliminating diesel exhaust emissions from the diesel transit buses by replacing them with
electric buses not only improves the air quality by eliminating 2 million tons of greenhouse
gas emissions each year, but also delivers financial benefits, including reduced maintenance
and fuel cost by USD 200,000 over the lifetime of the bus, and societal benefits, including
reduced health care expenses caused by air pollutants [1–3]. It is reported that air pollutants
can cause heart attacks, premature deaths, asthma, and other severe health issues. The
transit bus is classified as class-7 heavy-duty truck (HDT), which also covers most of the
city vehicles, such as street sweepers, garbage, beverage, and furniture trucks. Accordingly,
electrifying the class-7 HDTs is essential to substantially reduce air pollution in the city.

Among the reported electric motors used for HDTs, multi-phase rare-earth perma-
nent magnet (RE-PM)-based synchronous machines are widely utilized due to their high
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torque and power density, maximum speed, and efficiency [1]. For multi-phase machines,
fractional-slot concentrated winding (FSCW) is generally utilized because the FSCW pro-
vides the inherent fault-tolerant capability, higher winding factor, and lower cogging torque
than distributed winding [4–6]. However, the FSCW produces unwanted space harmonics
in the stator magnetomotive force (MMF), resulting in high eddy current losses in per-
manent magnet (PM), localized core saturation, and difficulty to produce high reluctance
torque from interior-mounted rotor topology [7,8].

To suppress the stator MMF harmonics, various methods, including PM segmenta-
tion [4,5], multilayer winding design [9], coils with a different number of turns per coil
side [10], and stator-shifting [11], have been reported. Among these MMF harmonic sup-
pression methods, the stator-shifting concept reduces both sub- and high-order stator MMF
harmonics effectively without increasing manufacturing costs and material usage [4–6,11].
This concept has been validated with various rotor topologies, including surface-mounted
and interior-mounted single- and multi-layer V-type rotor topologies [4–6]. However, this
concept has not been validated for interior-mounted spoke-type rotor topology yet.

For HDTs, rare-earth NdFeB magnets are widely used for permanent magnet syn-
chronous machines (PMSMs) to achieve high torque density, efficiency, and maximum
speed by exploiting its high maximum energy product (BH)max. However, NdFeB RE-PM
suffers from high and volatile cost, unstable supply, complicated manufacturing processes,
and low electrical resistivity [12,13]. The traction motors of HDTs need PMs with a lower
price and more stable supply than the motors used in light-duty vehicles because a high
peak power rating in the range from 300 to 360 kW is required for HDTs [1]. The motor
must be large enough to produce such a high peak power, requiring a large PM volume.
Further, the high electrical resistivity of PM is essential for the motor employing the FSCW
winding to minimize the temperature of the PM. The PM temperature rises by the eddy
current loss caused by higher-order space harmonics. Thereby, a cost-effective and high
electrical resistive PM is demanded to address the above issues.

Among such PMs, hard ferrite shows the most viable solution. Ferrite has USD 86–93
lower cost and 6667-times higher electrical resistivity than NdFeB PM [14]. However,
the ferrite-based PM motors suffer from low torque density due to the relatively low
magnetization. One of the ways to address this drawback is to employ spoke-type interior-
mounted rotor topology. This topology arranges the ferrite PMs in oriented planes to
increase the air-gap flux by focusing the PM flux and increasing the reluctance torque [15].
However, this design results in significant flux density distortion in the air gap, causing
a high torque ripple. Although many methods, from design-based to control-based, have
been reported to minimize the torque ripple, they either decrease the maximum torque or
increase an unbalanced axial electromagnetic force [16].

In the previous paper [17], we reported a novel 24-slot/10-pole 6-phase stator-shifted
FSCW spoke-type ferrite interior PMSM (6Φ-SS-FSCW-Fer-SIPMSM), exhibiting a peak
power of 250 kW, peak torque of 2150 Nm, and torque ripple of 4.1%. The circular-notch
torque ripple reduction method and the stator-shift concept were introduced and explained.

In this paper, the proposed 6Φ-SS-FSCW-Fer-SIPMSM is scaled up to produce a peak
power of 300 kW, peak torque of 2980 Nm, and torque ripple of 0.9% for quantitative
comparison with the reported 300 kW 12-slot/10-pole 6-phase FSCW NdFeB-based flat-
type IPMSM (6Φ-FSCW-Nd-FIPMSM) [3]. The circular-notch torque ripple reduction
method and stator-shift concepts are further advanced and quantitatively analyzed via
winding-function theory, harmonic spectrum analysis, and flux distributions in the motor.
In addition, the proposed 6Φ-SS-FSCW-Fer-SIPMSM performance is compared with the
conventional 12-slot/10-pole 6-phase FSCW spoke-type ferrite interior PMSM. Lastly, the
electric truck model, constructed with MATLAB/Simulink, is used to evaluate the pro-
posed motor performance and efficiency, and for comparison with the reported 6Φ-FSCW-
Nd-FIPMSM.
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2. Initial Motor Design and Validation

Recently, Morozov et al. evaluated the performance of five 12-slot/10-pole 6Φ-FSCW-
Nd-FIPMSM, having various power ratings of 150, 200, 250, 300, and 350 kW, with 4 gear-
boxes from 3- to 6-speed [3]. Class-7 HDT simulation was performed under various drive
cycles. The simulation result show that a 300 kW 12-slot/10-pole 6Φ-FSCW-Nd-FIPMSM
with a 3-speed gearbox satisfies the required performance goals of 27 s acceleration time
from 0 to 60 mph, 30% starting grade, and 113 km/h top speed with good energy effi-
ciency [3]. Thus, the reported 300 kW 12-slot/10-pole 6Φ-FSCW-Nd-FIPMSM was chosen
as a benchmark motor in this paper and investigated more thoroughly.

Table 1 shows the specification of the benchmark motor [3], while Figure 1a shows the
schematic of the reported benchmark motor. With the given specification in Table 1, the
reported 6Φ-FSCW-Nd-FIPMSM was designed and simulated using ANSYS Maxwell 2D
finite-element-analysis (FEA) v.18.1 to validate the reported motor performance. Because
the reported literature did not provide a specific grade of Nd-Fe-B PM, the reported
6Φ-FSCW-Nd-FIPMSM with various grades of the Nd-Fe-B PM was first simulated to
determine the grade of Nd-Fe-B PM used in the literature. The simulation results show
that N42UH grade Nd-Fe-B PM, which has remanent flux density of 1.28 T and coercivity
of 955 kA/m at room temperature [18], produces same maximum torque of 3110 Nm as
reported by the authors of [3].

Table 1. Specifications of benchmark motor. Data from [3].

Parameter Value

Stator outer/inner diameter [mm] 550/366
Rotor outer/inner diameter [mm] 362/196

Stack length [mm] 300
Number of slots/poles 12/10

Number of turns 64
Number of parallel paths 8

Rated/peak current density [A/m2] 6.3/16.4
Rated/peak current [Arms] 250/636

Copper mass [kg] 135
Maximum torque [Nm] 3110
Soft iron core material M19–29G

 
(a) (b) 

Figure 1. Schematic of 6-phase 12-slot/10-pole (a) reported flat-type IPMSM and (b) proposed
spoke-type IPMSM.

To observe the effect of the ferrite PM on motor performance, the reported 6Φ-FSCW-
Nd-FIPMSM was simulated with Hitachi’s NMF-12G ferrite PM, which has a remanent
flux density of 0.45 T and coercivity of 334 kA/m at room temperature. Due to lower
magnetic properties of the ferrite PM than Nd-Fe-B PM, the torque at peak current was
significantly reduced from 3110 to 1550 Nm (50% reduction), as shown in Figure 2. In order
to improve the torque, four different rotor topologies, including PM-assisted synchronous
reluctance machine (PMASynRM), V-type PMSM, surface-mounted PMSM (SPM), and
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spoke-type PMSM, were simulated and investigated under the same motor specifications,
operating conditions, and NMF-12G ferrite PM as in our previous studies [17]. The sim-
ulation results show that among the above topologies, the spoke-type topology, which is
shown in Figure 1b, delivered the highest torque of 2320 Nm and relatively low back EMF
at 3000 rpm, but suffered from high torque ripple. Compared to the reported flat-type
topology, the spoke-type topology increased the maximum torque from 1550 to 2320 Nm
(49.7% improvement), as shown in Figure 2. This is mainly attributed to the flux con-
centration effect of the spoke type topology [19] and increased PM volume. The motor,
having this spoke-type rotor topology, and the FSCW winding were simulated and verified
experimentally by the authors of [19], who showed that the rotor sustained its operation
up to 14,000 rpm without mechanical breakdown.

 
Figure 2. Maximum torque performance of the reported FIPMSM with N42UH Nd-Fe-B PM and
NMF-12G ferrite PM and proposed SIPMSM with NMF-12G ferrite PM.

2.1. Winding Configuration

A typical dual 3Φ 12-slot/10-pole configuration with a double layer winding is shown
in Figure 3a. According to the authors of [4], the most detrimental MMF harmonics are those
close to the torque-producing harmonic. For the five pole-pair motor, the detrimental MMF
harmonics are the first and seventh harmonic, whereas the torque-producing harmonic is
the fifth harmonic. It was reported that when the phases of the two three-phase windings
are shifted by 30◦, all harmonics below the torque-producing harmonic can be canceled [20].
However, the harmonics above the torque-producing harmonic, which is the seventh
harmonic, remain.

Thus, the concept of stator-shifting was employed to minimize the seventh harmonic
by shifting one of the dual three-phase windings with a specific mechanical angle (α)
against another three-phase winding, as illustrated in Figure 4. The number of slots and
coil pitches must be doubled from 12 to 24 and from 1 to 2, respectively, to accommodate
the shifted 3-phase winding. The number of turns was halved from 64 to 32 to maintain
the same total copper volume. An optimal α that minimizes the seventh harmonic can be
calculated using a winding function theory [16]. Based on the winding function theory, the
MMF of the unshifted and α-shifted three-phase winding are:

F1(θ, t) = ∑∞
k=1,−5,7
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where Nc is the number of turns, Im is the peak phase current, and k is the harmonic order.
The negative k for the fifth harmonic is required to account for the harmonic sequence
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direction. Since Nc and Im were the same for both windings, the total MMF (Ft) was
calculated by adding F1 and F2, resulting in Equation (3).

Ft(θ, t) = F1(θ, t) + F2(θ, t) = ∑∞
k=1,−5,7

24Nc Im
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where the sum to product trigonometric identifies for sine is used to simplify the equation.
As Equation (3) suggests, one of the simple and effective ways to cancel the seventh
harmonic is to find the α that can make the term cos(k(α/2)) equal to zero for k = 7. The
optimal α is 77.14◦. However, realizing such α requires an uneven tooth width. Instead, the
α closest to the optimal α and in multiples of tooth pitch, i.e., multiplication of 360◦/24 = 15◦,
meet the requirement. The closest value to the optimal angle of 77.14◦ and yielding an
integer multiple to tooth pitch is 75◦, which corresponds to five slots apart from each
winding. Figure 3b illustrates the proposed 24-slot/10-pole 6Φ-SS-FSCW-Fer-SIPMSM with
an α of 75◦.

 
(a) (b) 

Figure 3. Schematic of 6-phase (a) 12-slot/10-pole unshifted and (b) 24-slot/10-pole stator-shifted
FSCW winding layout.

 
(a) (b) 

Figure 4. Design of (a) first and (b) second set of the 12-slot/10-pole winding layout.

The MMF distribution and corresponding harmonic spectrum of the conventional
12-slot/10-pole unshifted and the proposed 24-slot/10-pole shifted 6-phase PM machine
are shown in Figure 5. As Figure 5b indicates, the stator-shifting design significantly
decreased not only the 7th harmonic from 0.79 to 0.1 (87.3% reduction), but also other
higher-order harmonics, such as the 17th harmonic, from 0.375 to 0.03 (92% reduction), the
19th harmonic from 0.36 to 0.26 (27.8% reduction), and the 29th harmonic from 0.2 to 0.16
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(20% reduction). Hence, the corresponding winding layout with a 75◦ shift was selected
and employed throughout this paper.

 
(a) (b) 

Figure 5. Total MMF distribution (a) profile and (b) harmonic spectrum of the conventional and
proposed FSCW motor.

To validate the simulation results of the proposed 24-slot/10-pole 6Φ-SS-FSCW-Fer-
SIPMSM, the reported 6-phase 18-slot/8-pole V-type IPMSM with a 20◦ electrical phase
shift between two three-phase windings [4] was designed and simulated using ANSYS
Maxwell 2D FEA v.18.1. Figure 6 shows the designed motor with a winding layout and
prototype. The simulated back electromotive force (EMF) waveforms of the A-B-C windings
at 2800 rpm using an in-house FEA tool were investigated and compared with the back EMF
waveforms of the A-B-C windings that were measured and reported by the authors of [4].
Figure 7 shows the corresponding performance comparison. As shown, the simulated back
EMF shows good agreement with the measured back EMF.

 
(a) (b) (c) 

Figure 6. The 6-phase 18-slot/8-pole machine: (a) schematic with winding layout and top view of the
motor, (b) without copper coil and PM, and (c) with copper coil and others [4]. ©IEEE. Reprinted
with permission from Patel, V.; Wang, J.; Wang. W.; Chen, X. The 6-phase fractional-slot-per-pole-
phase permanent-magnet machines with low space harmonics electric vehicle application. IEEE
Transactions on Industry Application, vol. 50, no. 4, July 2014.
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Figure 7. Comparison of measured [4] and simulated back EMFs of Phase A, B, and C windings at
the base speed of 2800 rpm.

2.2. Electromechanical Performance Comparison

The maximum torque, torque ripple (Trip), cogging torque (Tcog), and back-EMF
harmonic spectrum of the conventional 12-slot/10-pole unshifted and the proposed 24-
slot/10-pole shifted 6-phase spoke-type ferrite IPMSM were simulated and compared.
The specifications of the conventional and proposed motors are summarized in Table 2.
The simulated maximum torque, Trip, Tcog, and total harmonic distortion (THD) of the
back-EMF of the conventional and proposed motors are presented in Table 3. The Trip was
calculated by Equation (4).

Trip =
Tmax − Tmin

(Tmax + Tmin)/2
(4)

where Tmax and Tmin are the maximum and minimum torque magnitude, respectively. It is
noted that the proposed stator-shifted machine increased the maximum torque from 2320 to
2970 Nm (28% improvement), and decreased the Trip from 10.9 to 2.5% (77.1% reduction)
without affecting the Tcog compared to the conventional unshifted machine. The significant
increase in the maximum torque is mainly attributed to the increased air gap flux density.
Figure 8 shows the air gap flux density at maximum current. Further, the Trip reduction
of 77.1% may be attributed to the suppression of the 8th, 9th, 11th, 13th, 15th, and 17th
harmonics in back-EMF, as shown in Figure 9. The suppression led to 11.3% less THD
compared to the conventional unshifted motors.

Table 2. Specifications of the conventional and proposed motor.

Parameter Conventional Proposed

Stator outer/inner diameter [mm] 550/366
Rotor outer/inner diameter [mm] 362/196
Stack length [mm] 300
Number of slots/poles 12/10 24/10
Number of turns 64 32
Number of parallel paths 8 8
Coil pitch 1 2
Rated/peak current density [A/m2] 6.3/16.4
Rated/peak current [Arms] 250/636
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Table 3. Performance comparison between the conventional and proposed motor.

Parameter Conventional Proposed

Maximum torque [Nm] 2320 2970
Torque ripple (Trip) [%] 10.9 2.5
Cogging torque (Tcog) [Nm] 3.3 3.3
Total harmonic distortion (THD) of
back-EMF at 2000 rpm [%] 37.3 33.1

 

Figure 8. Air gap flux density at the maximum current.

Figure 9. Comparison of normalized back-EMF space harmonic distribution profile of the conven-
tional and proposed motor.

3. Optimal Motor Design and Specification

In this section, the Trip reducing circular notch method is discussed. The efficiency map
with torque versus speed characteristics of the proposed 6Φ-SS-FSCW-Fer-SIPMSM was
constructed and compared with the reported 6Φ-FSCW-Nd-FIPMSM. After the mechanical
stress analysis at the maximum speed and the thermal analysis at the peak power, the
irreversible demagnetization analysis was conducted to assess the reliability of the proposed
motor at extremely low temperature of −40 ◦C and regular temperature at 80 ◦C.

3.1. Torque Ripple Reducing Circular Notch

Despite the small 2.5% Trip of the proposed motor, the Trip needs to be further decreased
to reduce any stress affecting mechanical parts of the motor. One circular notch, having
a diameter of 10 mm, was introduced on the edge of the rotor near the air gap to achieve
Trip reduction, as shown in Figure 10. A nonmagnetic shaft with a rectangular notch was
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also introduced to hold the rotor in one piece and rotate it. The performances of 6Φ-SS-
FSCW-Fer-SIPMSM with and without the circular notch and a rectangular cavity-based
nonmagnetic shaft are summarized in Table 4. A circular notch, having a diameter of
10 mm on the rotor, significantly decreased the Trip from 2.5 to 1.2% (53% reduction) while
retaining the maximum torque. This is mainly attributed to the 0.3–0.4 T increased flux
density in the blue dashed rectangular region in Figure 11b compared to the flux density in
the blue dashed rectangular area in Figure 11a. This high flux density results in a 10.8%
reduction in THD of back-EMF, which may be the main reason for the 53% reduction in
the Trip.

 
(a) (b) 

Figure 10. Design of 6Φ-SS-FSCW-Fer-SIPMSM (a) without and (b) with circular notch on the rotor
and rectangular nonmagnetic shaft fixture.

Table 4. Performance comparison between conventional and proposed motor.

Parameter No Notch Circular Notch on Rotor Notch with Shaft

Torque [Nm] 2970 2980 2980
Torque ripple [%] 2.5 1.2 1.2

Torque ripple difference
from no circular void [%] - 53 53

 
(a) (b) 

Figure 11. Flux density distribution of 6Φ-SS-FSCW-Fer-SIPMSM with (a) shaft only and (b) shaft
and circular notch on the rotor.

A parametric study ws conducted to investigate the effects of circular notch diameter
on the maximum torque and Trip. Figure 12 shows the maximum torque, Trip, and the Tcog
of the proposed 6Φ-SS-FSCW-Fer-SIPMSM as a function of the circular notch diameter. The
maximum torque was unaffected by the circular notch diameter, as shown in Figure 12a,
while the Trip showed a positive quadratic trend. The lowest Trip of 0.9% (64% reduction
compared to that of the motor without notch) was observed for the motor having a circular
notch with a diameter of 11 mm, which was also equivalent to 3.04% of outer rotor diameter.
This reduction was mainly due to the lowest cogging torque at 11 mm diameter, as shown
in Figure 12b. In summary, although the introduction of the circular notch may increase the
manufacturing process and cost, the significant Trip of the motor can be reduced to 0.9%,
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which can decrease the cost of shock absorbing materials and components. Figure 13 shows
the detailed schematic of the proposed 6Φ-SS-FSCW-Fer-SIPMSM, while Table 5 shows the
detailed machine dimensions.

 
(a) (b) 

Figure 12. (a) Maximum torque and torque ripple performance and (b) cogging torque with respect
to the diameter of the circular notch used on the rotor.

 
Figure 13. Geometrical parameters of the proposed 6Φ-SS-FSCW-Fer-SIPMSM.

Table 5. Machine dimensions of the proposed 6Φ-SS-FSCW-Fer-SIPMSM.

Parameter Symbol Value [mm]

Stator

Yoke height Hy 32
Upper slot width Wsu 27.5
Bottom slot width Wsb 15
Slot height Hs 55
Tooth width Wt 36
Slot opening height Hso 3.3
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Table 5. Cont.

Parameter Symbol Value [mm]

Stator

Slot opening width Wso 3.3
Outer stator radius Rso 275
Inner stator radius Rsi 183

Rotor

Rotor opening height Hro 12.1
Rotor opening width Wro 20.5
Rectangular cavity 1 height Hw1 7.3
Rectangular cavity 2 height Hw2 11.4
Rectangular cavity 3 height Hw3 12.6
Rectangular cavity 1 width Ww1 20.8
Rectangular cavity 2 width Ww2 10.4
Circular notch rotor Rcir 5.5
Outer rotor radius Rro 181
Inner rotor radius Rri 98

Permanent Magnet

Upper permanent magnet width Wu_pm 31.7
Bottom permanent magnet width Wb_pm 23.3
Upper permanent magnet height Hu_pm 37.1
Bottom permanent magnet height Hb_pm 23.8

3.2. Efficiency Map

The efficiency map with the torque-speed characteristics was drawn to evaluate the
proposed motor’s base (ωbase) and maximum speed (ωmax) and power efficiency (η). The η
at the desired motor torque (Tm) and speed (ωm) is calculated by Equation (5).

η =
Pout

Pin
=

Tmωm

Tmωm + Pcu + Piron
(5)

where Pin and Pout are the input and output power, respectively, and Pcu and Piron are the
copper and iron loss, respectively. These losses are given by Equations (6) and (7),

Pcu = 6I2
rmsRs (6)

Piron = Kh f B2
m + Ke f 2B2

m (7)

where Rs is the stator winding resistance; f is the frequency in Hz; Ke and Kh are the
coefficient of eddy-current and hysteresis loss, respectively; and Bm is the magnetic flux
density. For Ke and Kh, 0.409 and 164.2 were used, respectively.

The maximum torque per ampere (MTPA) control was utilized to find the optimal
current and current angle to produce the maximum torque until ωm reaches ωbase. ωbase is
a speed when the back-EMF of the motor reaches the maximum dc-link voltage (Vdc_link),
which can be calculated by Equation (8),

Vdc_link = Vbat/
√

3, (8)

where Vbat is the battery dc voltage. Dividing Vbat by a square root of 3 is needed because the
space-vector pulse width modulation (SV-PWM) limits Vbat at the expense of modulating
voltage-fed inverter [21]. Above the base speed, the flux weakening control was applied to
extend the motor operation until ωm reached ωmax. The motor reached its ωmax when both
back-EMF and operating current reached a Vdc_link of 433 V and current limit of 636 Arms.

By utilizing the above equations and control, the power efficiency map of the proposed
24-slot/10-pole 6Φ-SS-FSCW-Fer-SIPMSM was drawn, as shown in Figure 14a. The motor
retained the constant maximum torque of 2980 Nm until the motor speed reached 1500 rpm,
i.e., ωbase, and sustained its operation until the speed reached 3750 rpm, i.e., ωmax. The peak
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η was higher than 97% when the ωm was between 250 to 2750 rpm, and the Tm was below
600 Nm.

 
(a) (b) 

Figure 14. Efficiency map with torque-speed characteristic of (a) proposed 6Φ-SS-FSCW-Fer-SIPMSM
and (b) conventional 6Φ-FSCW-Nd-FIPMSM.

For comparison, the efficiency map of the benchmark 300 kW 12-slot/10-pole RE-
PM 6Φ-FSCW-Nd-FIPMSM was imported from [3] and plotted in Figure 14b. The motor
exhibited a maximum torque of 3100 Nm, ωbase of 500 rpm, and ωmax of 3250 rpm, with
a peak η above 97% region for ωm between 0 and 1000 rpm and Tm between 500 and
1250 Nm. Compared to the benchmark RE-PM motor, the proposed ferrite motor exhibited
1000 rpm and 500 rpm higher ωbase and ωmax, respectively, and 80% larger η of 97% region
with only 3.9% lower maximum torque.

3.3. Mechanical Analysis

Mechanical FEA analysis was conducted to validate the mechanical stability of the
motor at the ωmax of 3750 rpm using ANSYS Mechanical. Figure 15 shows the Von Mises
stress distribution in the rotor lamination, rotor shaft, and the bottom wedge of the proposed
6Φ-S-FSCW-Fer-SPMSM at 3750 rpm. As shown in Figure 15, the maximum stress occurred
at the contact surface between the rotor lamination and the nonmagnetic shaft. The
calculated Von Mises stresses in all these parts are well below the stress limit, which
is 345 MPa for the M19 rotor lamination, 586 MPa for the CuBe alloy rotor shaft, and
138 MPa for the non-metallic composite rotor wedge.

 

Figure 15. Mechanical analysis of the proposed 6Φ-S-FSCW-Fer-SPMSM at 3750 rpm.
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3.4. Thermal Analysis

Thermal FEA analysis was conducted to validate the thermal stability of the motor
at maximum power, where the current was at its peak of 690 Arms and speed was at its
base speed of 1750 rpm. Table 6 summarizes the thermal conductivity of each compo-
nent [19,22,23], while Table 7 shows the power loss density of each component. Due to the
high resistance of the ferrite PM, the eddy-current loss of the PMs was negligible. Thus, the
PM eddy-current loss was not included in the simulation. To cool the motor, the cooling
system used in [19] was utilized. The details regarding the cooling system have been
described by the authors of [19]. Figure 16 shows the FEA results at the maximum power.
As clearly shown, the maximum temperature of the rotor was about 74–76 ◦C, which is
well within the thermal limits of the permanent magnet. In comparison, the maximum
temperature of the stator was around 180 ◦C, which occurred near the copper winding and
is within the thermal limits of the class H insulation.

Table 6. Thermal conductivity of the components used in the simulation. Data from [19,22,23].

Component Thermal Conductivity [W/(mK)] Material

Stator/Rotor 48 Silicon steel
Shaft 105 CuBe alloy
Winding 387.6 Copper
Air gap 0.429 Air
Permanent magnet 1 Ferrite
Rotor wedges 0.1 Non-metallic composite

Table 7. Power loss density of the components at maximum power.

Component Power Loss Density [W/m3]

Stator 1,111,863
Rotor 83,169.6
Winding 1,744,287.42

 

Figure 16. Thermal analysis of the proposed 6Φ-S-FSCW-Fer-SPMSM at maximum power.

3.5. Demagnetization Analysis

Due to the inherent low coercivity of the ferrite PM and positive temperature coeffi-
cient of the intrinsic coercivity, analyzing the irreversible demagnetization rate at the low
(−40 ◦C) and high temperature (80 ◦C) is essential. Table 8 shows the magnetic properties
of NMF-12G at −40 and 80 ◦C [24]. Further, it should be noted that the PM, whose flux
density (B) or magnetic field (H) was below the knee point B value (Bthr) or exceeded knee
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point H value (Hthr), was irreversibly demagnetized [14]. The Bthr and Hthr were 0.08 T and
330 kA/m at −40, and −0.1 T and 380 kA/m at 80 ◦C, respectively. Figures 17 and 18 show
the B and H distribution of the ferrite PM under 2.6× and 2.8× rated current at −40 ◦C, and
under 2.6× and 3.4× rated current at 80 ◦C. The simulation results show that the ferrite
PM did not experience irreversible demagnetization, i.e., above Bthr and below Hthr, under
2.6× rated current at both temperatures. When the current increased to 2.8× rated current
at −40 ◦C and 3.4× rated current at 80 ◦C, the corner close to the airgap showed lower B
than Bthr and higher H than Hthr. This implies that NMF-12G ferrite PM can safely operate
under a 2.8× rated current at −40 ◦C and 3.4× rated current at 80 ◦C.

Table 8. Magnetic properties of NMF-12G at −40 and 80 ◦C.

Magnetic Property −40 ◦C 80 ◦C

Remanent flux density (Br) [T] 0.51 0.38
Coercivity (Hc) [kA/m] 345 299
Intrinsic Coercivity (Hci) [kA/m] 350 414

 
(a) (b) (c) (d) 

Figure 17. Flux density (B) distribution of 6Φ-SS-FSCW-Fer-SIPMSM at −40 ◦C when the motor
current was (a) 2.6× and (b) 2.8× rated current, and 80 ◦C when the motor current was (c) 2.6× and
(d) 3.4× rated current.

 
(a) (b) (c) (d) 

Figure 18. Magnetic field (H) distribution of 6Φ-SS-FSCW-Fer-SIPMSM at −40 ◦C when the motor
current was (a) 2.6× and (b) 2.8× rated current, and 80 ◦C when the motor current was (c) 2.6× and
(d) 3.4× rated current.
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3.6. Fault-Tolerant Capability

One of the advantages of the six-phase winding configuration over the three-phase
winding is the fault-tolerant capability [5]. To validate the fault-tolerant capability of the
proposed six-phase machine, the motor was simulated when one of the six-phase windings
was opened, i.e., I = 0. At the same time, other windings kept the same condition as
a healthy case. Figure 19 shows the maximum torque profiles of the proposed machine
for healthy and open-phase cases. Compared to the maximum torque for the healthy case,
the average maximum torque for the open-phase case was reduced from 2.97 to 2.48 kNm,
while the Trip was increased from 0.9 to 50%. On the other hand, the average maximum
torque and Trip for the one-phase short-circuit case were increased from 2.97 to 3.2 kNm and
from 0.9 to 32.5%, respectively. Although the one-phase open-circuit and short-circuit cause
significant degradation in the maximum torque and Trip, it is validated that the proposed
motor can still operate even if one of the phases is opened and closed.

 
Figure 19. Torque performance of the proposed machine under healthy, 1-phase open-circuit, and
1-phase short-circuit.

4. Electric Truck Simulation Model

The dynamic model of an HDT was built and simulated using MATLAB/Simulink to
assess the proposed motor performance under realistic HDT conditions. Figure 20 shows
the block diagram for the HDT model, and Table 9 summarizes the vehicle specifications
used in the simulation. A detailed description of each block in Figure 19 is presented below.

 

Figure 20. Overall block diagram for the dynamic model used in HDT simulation.

Table 9. Specification of the Class-7 Electric Truck Model. Data from [3].

Parameter Symbol Value

Vehicle mass [kg] mveh 15,227
Dynamic wheel radius [m] Rwheel 0.488
Rolling resistance coefficient Crr 0.008
Coefficient of aerodynamic drag Cd 0.6
Vehicle frontal area [m2] Av 9.0
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Table 9. Cont.

Parameter Symbol Value

Initial State-of-Charge [%] SOCinit 100
Number of battery cell in parallel/series Nparallel/Nseries 53/225
Final drive gear ratio GFDR 7.17

4.1. Driver

The main objective of this block is to convert the reference driving cycle to the required
motor traction and braking torque to track the reference driving cycle. The required
torque (Treq) was calculated by applying the reference and actual vehicle speed error to
a proportional-integral (PI) controller. Then, the output of the PI controller, called the
applied pedal position (APP), was converted to the Treq by multiplying the output with the
maximum motor torque of 2980 Nm.

4.2. Battery Pack

The main goal of the battery pack block is to calculate (1) the current state-of-charge
(SOCcurrent), and (2) Vbat from the motor current (Imot) and calculated SOCcurrent. First,
SOCcurrent is calculated by Equation (9).

SOCcurrent = SOCinit − 100·
∫ Imot

3600·Nparallel
dt, (9)

where SOCinit is the initial SOC of the battery pack, and Ncell_parallel is the number of battery
cells in parallel. These values are listed in Table 9. Based on SOCcurrent, Vbat is computed by
Equation (10).

Vbat = Nseries

(
Voc(SOCcurrent)− R(SOCcurrent)·Imot

Nparallel

)
(10)

where Voc and R are the open-circuit cell voltage and resistance as a function of SOCcurrent,
respectively, and Nseries is the number of battery cells in series. Figure 21 shows Voc and R
as a function of SOCcurrent. Since both Voc and R change significantly at 10% of SOCcurrent,
the simulation stops when SOCcurrent reaches 15%.

 

Figure 21. Open-circuit voltage and resistance versus state-of-charge.

4.3. Motor Drive

The motor drive block was used to calculate (1) Tm from Treq from the driver block, and
(2) Imot to produce Tm. A lookup table determined Tm with the maximum allowable torque
at a given speed (Tthr), indicated by the solid black line shown in the motor efficiency map
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in Figure 14. If Treq is below Tthr, then Tm equals Treq. On the other hand, if Treq is higher
than Tthr, then Tm equals Tthr.

Imot is calculated by Equation (11).

Im =
Tmωm(

Vdc/
√

3
)
·ηm

(11)

where ηm is each motor efficiency, as shown in Figure 14.

4.4. 3-Speed Gearbox and Final Gear

This block converted the Tm and wheel speed (ωwheel) from the wheel block
to the gear torque (Tgear) and ωm, respectively. Tgear and ωm were determined by
Equations (12) and (13), respectively.

Tgear = Tm·G1,2,3·GFDR, (12)

ωm = ωwheel ·G1,2,3·GFDR, (13)

where G1,2,3 are the optimal three-speed gear ratios obtained in [3] under four drive cycles,
and GFDR is the final drive ratio of 7.66. These gear ratios of the three-speed gearbox are
listed in Table 10. Figure 22 describes the flowchart for the three-speed gear shifting strategy.
The details of the drive cycles are presented in the following section.

Table 10. The 3-speed optimal gear ratio under the drive cycle.

Drive Cycle 1st 2nd 3rd

CILCC 1.01 0.539 0.241
OCC 1.16 0.584 0.302

UDDSHDV 1.09 0.489 0.302
HWFET 1.01 0.416 0.259

Figure 22. Flowchart for the 3-speed gear shifting strategy.

4.5. Wheel

The wheel block was used to convert (1) the Tgear from the three-speed gearbox and
final gear block to the traction force (Ftrac), and (2) the vehicle speed (Vveh) from the vehicle
dynamic block to the ωwheel. Ftrac and ωwheel were calculated by Equations (14) and (15).
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Ftrac = Twheel/Rwheel , (14)

ωwheel = Vveh/Rwheel , (15)

where Rwheel is the wheel radius, listed in Table 9.

4.6. Vehicle Dynamics

Lastly, this subsystem converted Ftrac from the wheel block to the Vveh. The Vveh was
calculated using the following equations.

Vveh =
1

Mi

∫
(Ftrac − Floss)dt, (16)

Floss =
1
2

ρAvCd(Vveh)
2 + mvehgCrr, (17)

where g is the gravity (9.8 m/s2), and ρ is the air density (1.204 kg/m3). Additional
parameters are listed in Table 9.

5. Performance Evaluation of Proposed Motor in Electric Truck Simulation

5.1. Traction Performance

Generally, the class-7 HDTs are driven in two modes: city and inter-city. The city
mode is driven like a utility service truck, requiring frequent start-stop operations, while
the inter-city mode requires high-speed driving and few start-stop operations [3]. For the
city mode, the Advanced Heavy Hybrid Propulsion Systems (AHHPS) program uses the
combined international local and commuter cycle (CILCC) to evaluate HDTs [25]. The
AHHPS is sponsored by the U.S. Department of Energy. To further evaluate in the city
mode, the Urban Dynamometer Driving Schedule for Heavy Duty Vehicle (UDDSHDV)
and Orange County Bus Cycle (OCC) were used. For the inner-city transportation, the
Highway Fuel Economy Test (HWFET) was utilized. Figure 23 shows the driving cycles
with the tracking performances of the reported and proposed PMSM. Both the reported
and proposed PMSMs closely followed the reference driving cycles.

  
(a) (b) 

  
(c) (d) 

Figure 23. Tracking performance of the reported and proposed motor under (a) CILCC, (b) OCC,
(c) HWFET, and (d) UDDSHDV.
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5.2. Energy Consumption

Table 11 shows the energy consumption in Watt-hour (Wh) and Wh per km for the
reported and proposed motor with the three-speed gearboxes. The proposed motor can
save the energy by 55, 74, 28, and 90 Wh and 2.9, 5.9, 2.6, and 5.5 Wh per km in the CILCC,
UDDSHDV, OCC, and HWFET driving cycle, respectively, compared to the reported motor.
This implies that the proposed motor can save 1.8, 4.3, 1.9, and 3.7 kWh of energy when
a 300 kWh battery is used. According to Bloomberg New Energy Finance, the average price
of the battery per kWh in 2020 was USD 137 per kWh [26]. Based on this price and the
calculated energy savings, the proposed motor can save USD 243.7, 589.3, 262.9, and 504 in
the CILCC, UDDSHDV, OCC, and HWFET driving cycles, respectively.

Table 11. Energy consumption of the reported and proposed motor with a 3-speed gearbox under
4 drive cycles.

Drive Cycle

Energy Consumption in Wh Energy Consumption in Wh/km
Consumption
Savings [%]Reported 6Φ-FSCW-

Nd-FIPMSM
Proposed 6Φ-SS-
FSCW-Fer-SIPMSM

Reported 6Φ-FSCW-
Nd-FIPMSM

Proposed 6Φ-SS-
FSCW-Fer-SIPMSM

CILCC 8485.7 8430.7 441.1 438.3 0.64
OCC 4719.6 4692.0 452.1 449.4 0.60
UDDSHDV 5658.0 5583.6 451.6 445.6 1.33
HWFET 452.0 446.5 452.0 446.5 1.22

5.3. Cost

A significant advantage of the ferrite motor over the RE-PM motor is the cost. Thereby,
the costs of the reported RE-PM and proposed ferrite motor were compared to show the
effectiveness of the proposed motor quantitatively. The motor cost was calculated by
Equation (18):

Machine Cost =
(

AmagρmagCmag + AroρM19CM19 + AstρM19CM19 + AnmρnmCnm
)

L + McuCcu, (18)

where A denotes the area for each material, ρ is the density, and C is the material cost
per kg. The subscripts correspond to mag = magnet (NdFeB for the reported motor and
NMF-12G for the proposed motor), M19 = M19–29G (non-oriented Si-steel), Cu = copper,
nm = nonmagnetic wedge for the proposed motor only, L = the stack length of the motor,
and M = the mass of the material. The cost and density of each material are listed in
Table 12 [13,14]. The costs of the shaft, lamination between stacked cores, and housing with
liquid cooling are excluded. Based on the prices listed in Table 12, the volume, weight, and
cost of the reported and proposed motor are calculated and summarized in Table 13. These
results show that the proposed motor can be fabricated not only 42 kg lighter but also with
a USD 2512 lower cost than the reported motor. This cost reduction is mainly attributed to
the significantly lower price of the ferrite PM than the RE-PM.

Table 12. Material cost and density.

Material Cost ($/kg) Density (g/cm3)

NdFeB 100 7.5
Ferrite 7 5
Copper 7.03 8.96

CuBe alloy 165 1
M19–29G 1.0 7.85

127



Energies 2022, 15, 1997

Table 13. Volume, weight, and cost of the reported and proposed motor.

Part

Reported Proposed
Cost Savings

[%]Volume
[cm3]

Weight
[kg]

Cost
[$]

Volume
[cm3]

Weight
[kg]

Cost
[$]

Stator 31,105 244.1 244 31,261 245.4 245 0
Rotor 19,819 155.6 156 14,234 111.8 112 28

Magnet 3570 26.8 2677 5467 27.4 191 92.9
Coil 15,066 135 949 15,066 135 949 0

Wedges 0 0 0 100.5 0.15 16.6 −16,600
Total 561 4026 519 1514 62.4

6. Conclusions

This paper proposed a 6-phase (dual 3-phase) 24-slot/10-pole stator-shifted fractional-
slot concentrated winding spoke-type ferrite permanent magnet motor for class-7 electric
truck application. By adopting a stator-shifting concept and an 11 mm diameter circu-
lar notch embedded in the rotor, the proposed motor generated a maximum torque of
2980 Nm and a torque ripple of 0.9%. This low torque ripple is attributed to the signif-
icantly reduced MMF harmonic order of the 7th, 17th, 19th, and 29th, resulting in 86%
torque ripple reduction with 28% torque improvement. The simulated results of the stator-
shifted motor were in good agreement with the measured results of the stator-shifted
prototype. The irreversible demagnetization and mechanical analysis showed that the
proposed motor could operate up to the operating current of 3.8× of the rated current
under extreme temperature and at its maximum speed of 3750 rpm without any issue.
An electric truck model was constructed and simulated using MATLAB/Simulink to evalu-
ate the proposed motor performance. The simulation results showed that compared to the
reported NdFeB-based motor, the proposed ferrite motor could save not only the battery
capacity of 2.6–5.9 Wh/km, which is equivalent to USD 244–589 when a 300 kWh battery
is used, but also the motor cost of USD 2512 while showing similar motor performance.

7. Patents

The U.S. provisional patent entitled “Ferrite Spoke-type Permanent Magnet Syn-
chronous Motor for Electric Truck” is under review by the U.S. patent office.
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Abstract: This study deals with the characteristic analysis of a permanent magnet synchronous
generator (PMSG) with a bolting and an overhang structure. Bolting is applied to a PMSG to prevent
the defects caused by scattering. To compensate the flux reduction caused by the end effect and
bolting material, an overhang structure is used for the permanent magnet machine. Therefore, an
overhang structure must be considered in the three-dimensional (3D) analysis of a PMSG; however,
such an analysis is time-intensive. To reduce the initial analysis time, we performed a semi-3D
analysis of a PMSG considering a bolting and an overhang structure. Subsequently, we compared the
output results of the characteristic analysis with a 3D finite element method and experimental results
under loading.

Keywords: semi-3D techniques; end effect; permanent magnet synchronous generator; PM overhang

1. Introduction

Generators are machines that convert mechanical energy into electrical energy. They
are being actively studied in the design and analysis of devices for generating renewable
energy owing to environmental issues. Among them, a permanent magnet synchronous
generator (PMSG) uses a rare earth magnet having a high energy density. Therefore, it is
advantageous for light-weighting and miniaturization compared with other generators,
while achieving a high-generating efficiency. A PMSG is also utilized to convert power
into energy using waves. Numerous systems are being studied to develop a wave power
generator for renewable energy using PMSGs [1–4].

An oscillating water column system employed in a wave power generator should
be designed to operate over a wide variable speed range [2,5–12]. Because a wave power
generator endures continuous variation about speed under the effect of wave power, as
such, when the power is generated at high speed due to the change in speed, the scattering
of permanent magnets may occur. Therefore, methods such as sleeves and permanent
magnet (PM) bolting are used to prevent the defects caused by scattering.

In this paper, the generator use a bolting. The bolting is more useful than sleeves in
manufacturing processes. However, the magnetic flux is reduced by the bolting material
characteristics. In addition, the end effect of PM machines also causes the leakage magnetic
flux. To mitigate this problem, an overhang structure is used in which the axial length
of the rotor is different from the length of the stator [6]. A PMSG with a bolting and an
overhang structure should be considered as a complex three-dimensional (3D) structure.
The 3D finite element method (FEM) is preferred to accurately consider and analyze these
structural elements [6,13–15].
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The FEM has been extensively used as a useful numerical method for analyzing
complex generators in electromagnetics. The advantage of the FEM is that it enables precise
analysis; therefore, the results of the characteristic analysis are similar to the experimental
ones. However, it requires a long analysis time owing to various design variables, and a
complex shape implies difficultly in dividing the elements [3]. One method to compensate
this demerit of the FEM is the equivalent circuit method. In this method, the circuit
parameters obtained from a PMSG form a semi-3D circuit and a characteristic analysis is
performed. The equivalent circuit allows the analysis to not be bound to the shape of the
machine, unlike the FEM, and can simplify the circuit. In addition, it is easy and can derive
characteristic results and a reduced analysis time considering the circuit parameters.

In this study, a semi-3D electromagnetic characteristic analysis of a PMSG was per-
formed, considering a bolting and an overhang structure. We used a semi-3D circuit to
reduce the initial analysis time. Subsequently, an operating point of the PM obtained
from a magnetic equivalent circuit was applied to a semi-3D model for considering the
overhang [6,10]. The semi-3D equivalent circuit employed the circuit parameters, which
were derived based on the PMSG design specifications. Inductance in the circuit param-
eters was also considered for accuracy. In addition, the PMSG was divided into regions
of the PM with and without the bolting, and a characteristic analysis was conducted by
superposition [5]. Therefore, the semi-3D analysis results were compared with the 3D FEM
and experimental results.

2. Analysis Model

Analysis Model of PMSG and Design Specification

Figure 1 shows the model shape of the analyzed PMSG in this study. The figure on the
left shows the section view of the machine along the axial direction, and the right shows
the side view. The latter shows the row of radial PMs that are bolted. In addition, the axial
length of the rotor is longer than the length of the stator, as shown in Figure 1, which is the
overhang to compensate the leakage flux. Table 1 summarizing the design specification
shows that the length is increased by 2 mm due to the overhang. Normal two-dimensional
(2D) analysis of the PMSG cannot consider an overhang and bolting because the 2D FEM
is based on the axial cross-section. The PMSG should be divided into the overhang and
bolting regions to analyze it structurally.

Figure 1. Analysis model of PMSG.

Table 1. Design Specifications.

Parameters Values Unit

Stator Outer Radius 64 mm
Stator Inner Radius 85 mm
Rotor Outer Radius 125 mm
Shaft Outer Radius 87 mm

PM Arc Ratio 0.85 -
Stator Axial Length 90 mm
Rotor Axial Length 92 mm

Rated Speed 800 rpm
Rated Power 3 kW
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3. A Semi-3D Technique Method

3.1. Magnetic Equivalent Circuit

PM overhang compensates for leakage flux and increases effective air gap flux. The
increased air gap flux means a variation in elements through the existing magnetic circuit
analysis. The magnetic equivalent circuit is a characteristic analytical method to calculate
flux density based on an analogy of the electric circuit. The method can algebraically
represent the relationship between the magnetic flux generated by the magnet to the air
gap flux. From that, it is possible to define the operating point of PMSG [10,11,16–18].

Figure 2 shows the magnetic equivalent circuit of a surface permanent magnet device.
Rsy and Rry are the magnetic reluctance of the stator and rotor yoke. RLmm is the leakage
reluctance to express magnetic flux leaking to adjacent poles or other poles. Rlmr is the
leakage reluctance between the rotor and the magnet. A permanent magnet and airgap
consist of a magnetic flux source Φr and a reluctance of Rmo and Rg corresponding to
the half pole. Figure 2a shows the magnetic equivalent circuit of a surface magnet type
permanent magnet device. Figure 2c is the simplified equivalent circuit from (a) to (b) and
(b) to (c). Rsy and Rry are negligible given the assumption that the magnetic saturation of
the stator and rotor cores are neglected [10,11,19–21].

Pm = Pmo + 2PLmr + 4PLmm (1)

Figure 2. Surface-attached permanent magnet device: (a) magnetic equivalent circuit, (b,c) simplifica-
tions of the magnetic circuit [10,11].

Equation (1) is the permeance for the magnetic flux source. To express the magnetic
flux source and the air gap flux algebraically, first, the reluctance of the magnet was
synthesized in parallel. For the convenience of calculating the parallel reluctance, it is
expressed as permeance.

Φg =
1

1 + PmRg
Φr (2)

In Figure 2c, you can see the equivalent circuit composed of permeance and air gap
reluctance. As Equation (2), the air gap flux Φg is expressed only as magnetic flux Φr by the
equivalent circuit analysis, where PL is the leakage permeance of the magnet. In addition,
the magnetic flux due to the magnet can also be expressed only with the magnetic flux r
as follows:

Φm =
1 + PLRg

1 + PmRg
Φr (3)

The magnetic flux Φm was derived from Equation (3) by substituting Equation (2)
from the relation between the air gap flux and the magnetic flux source. Therefore, from the
derived Equations (2) and (3), the air gap flux along with the leakage factor can be newly
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defined [10,11]. The leakage factor is usually defined, in general, as the ratio of airgap flux
to magnet flux [8]:

fLKG =
Φg

Φm
< 1 (4)

The Φg and Φm from Equation (4) is substituted by Equations (2) and (3) as follows:

Φg =
fLKG

1 + fLKGPmoRg
Φr (5)

Finally, given that Φg = BgAg and Φr = BrAm, Equation (5) gives another convenient
formula for Bg [8].

Bg =
fLKG

1 + fLKGPmoRg
× Am

Ag
Br (6)

where Bg is the average airgap flux-density across the airgap area Ag, and Am is the magnet
pole area, both being circulated for one pole [8].

3.2. Operating Point of PMSG Using Magnetic Energy

As the magnetic flux increases using the PM overhang, the overall magnetic energy
increases. The magnetic energy equation is as follows:

W =
∫

wmdv =
∫ 1

2
Bm · Hmdv (7)

An equation considering the increase in the magnetic energy from Equation (1) can
be derived. For the equation, the 3D magnetic energy is calculated the same as in the 2D
model [7]. The equation is expressed as follows [19–22]:

1
2

Bm HmV =
1
2

Bm
′Hm

′V′ (8)

The left side of Equation (8) is the magnetic energy of the 3D model, and the right side
is the magnetic energy of the semi-3D model. Bm and Hm are the magnetic flux density and
the magnetic field at the operating point of the 3D model, respectively. Bm

′ and Hm
′ are

represented by the operating points of the semi-3D model considering the overhang. V and
V′ are the volumes of the PM. The volume is calculated using the axial length and the area
per pole. Assuming that the thickness values of the PMs of the 3D and semi-3D models
are the same, the volume varies depending on the length of the overhang, resulting in a
variation in the operating point [15].

Figure 3 shows the demagnetization curve. It can yield the permeance coefficient (PC)
as a variation from a to a′. The PC in Equation (9) is defined as the load line slope from
being derived in Equation (6). The slope can be expressed algebraically in the Cartesian
coordinate system by the magnetic field and magnetic flux density shown in Figure 2. In
addition, the PC can be expressed as Equation (9) [8,13,14].

PC =
Bm

μ0|Hm| =
1

fLKG
× LPM

g
× Ag

Am
(9)

In Equation (9), fLKG is the leakage factor, which typically has a value in the range of
0.85–0.95, with a calculated median value of 0.9, discretionally [8]. g and LPM are the radial
width of the air gap and the PM, per pole, respectively. Ag and Am are areas of the air gap
and the axial cross-sectional per pole of the PM, respectively.

From Equations (8) and (9), the semi-3D permanent magnet operating point equation
can be derived as follows:

Bm
′ =

√
−μ0 × PC × V

V′ × Bm × Hm (10)
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Hm
′ = − Bm

′

μ0 × PC
(11)

The results of the equation for the operating point are summarized in Table 2. The resid-
ual magnetic flux density, Br, obtained from Equations (10) and (11), ranges from 1.1056 [T]
to 1.1209 [T]. Br was applied to the semi-3D model to consider the overhang structure.

Figure 3. Demagnetization curve.

Table 2. Equivalent results considering overhang.

Parameters Unit 3D Model Semi-3D Model

Bm T 0.7762 0.7869
Hm A/m −253,359 −256,853
Br T 1.1056 1.1209

3.3. Analysis Method Considering Bolting and Overhang

The magnetic energy is used to consider the overhang; however, the method to analyze
the bolting is different. The bolting does not need to consider the length of the PM for the
overhang. This is because the effect on the increase in the magnetic energy is applied in
the overhang region. Instead, it is necessary to understand the bolting structure of the 3D
model and change it to a semi-3D model.

The bolting structure has a cylindrical form, as shown in Figure 4a. However, radial
cylindrical columns cannot be expressed in the 2D FEM. Therefore, in 2D, the bolting is
modeled as a rectangular parallelepiped volume. For simplification, the bolting volumes of
the 2D and 3D models are the same in the bolting regions. The equation for calculating the
width is expressed as follows:

BWidth =
VBol

DBol × MThick
(12)

where BWidth is the bolting width obtained from Equation (12) for the semi-3D model. DBol
is the diameter of the 3D bolting. The diameter is used along the axial length of the bolting
region. MThick is the thickness of the PM. Figure 4 shows a part of the analysis model.

Figure 4a–c are the 3D model, bolting region, and overhang region, respectively. The
semi-3D model considering a bolting and an overhang can be analyzed by dividing it into
corresponding regions, as in the above method. Subsequently, characteristic analyses of the
divided regions are performed based on superposition [5]. Table 3 lists the magnetic flux
density applied to each region.
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Figure 4. Analysis models: (a) 3D model, (b) PM with bolting, (c) PM without bolting.

Table 3. Axial length and flux density for analysis model.

Parameters Unit Bolting Model PM Model

Axial length mm 18 72
Br T 1.1056 1.1208

3.4. Equivalent Circuit Method

The equivalent circuit method consists of the circuit parameters obtained from the
design specifications of a PMSG. It assumes the induced voltage of a generator as a sine
wave. Subsequently, the output characteristics are derived using the equivalent resistance,
synchronous inductance, and load resistance based on the circuit parameters. Among the
circuit parameters, the phase resistance was directly calculated through the equation. The
no-load back electromotive force (EMF) and a phase inductance were derived through FEM.
The voltage, current, and power calculated using the equivalent circuit vary according
to the circuit parameters. Figure 5 presents the equivalent circuit of the PMSG with an
AC load.

Eph = π
√

2 f Nphφ f kω, (13)

Rph = ρc
Lc

Ac
(14)

Lc = 2Lstk + 2rcoil_end × π (15)

Figure 5. Equivalent circuit of PMSG with an AC load.

Equations (13)–(15) yield the circuit parameters. Eph is the no-load EMF of the AC
load. Rph is the phase resistance calculated to 1.3 Ω. Lc is the length of winding in a coil.
The output characteristics equations are as follows:

Vload = Eph

√√√√√ R2
load(

Rph + Rload

)
+

(
wLph

)2 (16)
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Iph =
Eph√(

Rph + Rload

)2
+

(
wLph

)2
(17)

Pout = 3Vload Iph (18)

Pin = 3Vload Iph + Pcopper + Pcore + Protor + Pmech (19)

The output voltage can be derived from the no-load back EMF by the voltage divider
rule. Vload in Equation (16) is derived from Rload, which is the load resistance [9]. Therefore,
the output current is also obtained from Equation (17). The output power, Pout, is calculated
using the output voltage and the current obtained. In addition, among the elements
composing the equation, inductance Lph derived through 2D and 3D FEM is the circuit
parameter of the equivalent circuit. w is the speed.

Table 4 lists the considered circuit parameters. It also summarizes the output charac-
teristics of PMSG determined from Equations (16)–(18) according to the circuit parameters.

Table 4. Circuit parameters.

Parameter Unit Speed [rpm] Rload [Ω]
Value

2D FEM 3D FEM Exp.

Eph Vrms 800 40
345.9 348.9 345.8

Lph mH 10.1 12.2 -

4. Analysis and Experiment Results

4.1. Experiment Model

Figure 6a–c show the manufactured model—specifically, the experimental set, stator,
and rotor with the PM bolting, respectively. The bolting material is steel, which affects
performance. The characteristic analyses of the model have performed the characteristic
analysis to AC.

Figure 6. Manufactured model: (a) experimental set, (b) stator, and (c) rotor.

4.2. No-Load Analysis

Figure 7 shows the phase-to-phase voltage results from the no-load analysis. Figure 7a
shows the voltage according to the effect of the overhang and bolting. The overhang
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compensated for the leakage flux caused by the end effect and showed a voltage increase
rate of about 0.6% compared to that without consideration. Although the bolting of PMs
reduces output performance due to the reduction of permanent magnets, the advantages in
the manufacturing process are more useful. In addition, it can be seen from the semi-3D
analysis that the output is compensated for by the overhang.

Figure 7. No-load characteristic curve: (a) effect of the overhang and bolting, (b) comparison of
the results.

In Figure 7b, The 2D FEM is the characteristic curve that does not consider the oper-
ating point of PM. The proposed method considers the overhang and the bolting in the
semi-3D model. For verification, the results are compared to the 3D FEM and experimental
result. In the analysis specifications, the speed is 800 rpm. Table 4 summarizes the com-
pared results. The error between the semi-3D analysis and the experiment (Exp.) is less
than 4%. Although the 3D FEM has a lower error rate than the semi-3D analysis, the results
of the latter are similar to the experimental ones.

4.3. AC Load Analysis

Figure 8 shows the characteristic curves of the semi-3D model under AC load. Fig-
ure 8a,b present the output power–voltage and current–voltage curves, respectively. For the
PMSG model analysis, the overhang is considered using the operating point. Subsequently,
the circuit parameters are applied to the equivalent circuit with the AC load.

Figure 8. Load characteristic curve: (a) power–voltage curves, (b) current–voltage curves.
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For accurate results, inductances derived from 2D and 3D FEMs are used as circuit
parameters, as listed in Table 4. The characteristic curve shows that the output has applied
inductance, as shown in Figure 8a,b, respectively. The 2D FEM shows the results using the
inductance derived from the 2D FEM, and the proposed method presents the results using
the inductance derived from the 3D FEM. The result using the inductance derived from
3D FEM matched better with 3D FEM than the result using 2D FEM inductance. Table 5
lists the output power results according to the speed when Rload is 40 Ω. From the results,
the semi-3D analysis and 3D FEM are compared to the experiment, and the error rate is
derived. The error between the semi-3D analysis and Exp. is less than 4% at 600 rpm.
Therefore, the semi-3D analysis using the equivalent circuit is similar to the characteristic
analysis from Exp.

Table 5. AC load analysis results according to speed.

Speed [rpm] Rload [Ω]
Value [W] Error [%]

2D FEM Semi-3D 3D FEM Experiment Semi-3D 3D FEM

400
40

720.25 717.11 699.51 766.85 6.49 8.78
600 1601.5 1586 1510.8 1646.5 3.67 8.24
800 2800.9 2754 2545.3 2753.1 0.03 7.55

5. Conclusions

In this study, we performed the characteristic analysis of a PMSG considering an
overhang and bolting. First, for considering the overhang structure, the operating point
was obtained using the magnetic energy equation. Subsequently, the equivalent circuit
of the PMSG considered inductance for the output characteristics analysis. The proposed
method uses inductance derived from the 3D FEM. The semi-3D analysis applying two
methods derived results based on superposition. The results of the proposed method were
compared to 3D FEM and Exp. analysis results. However, the validity of the proposed
method was verified by the similarity of these results. Therefore, it is considered that the
method using inductance derived from the 3D FEM will be more useful than the previous
one using the 2D inductance.
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Abstract: This paper investigates the prospect of permanent magnet vernier machine (PMVM)
technology for wind power applications. Two types of PMVMs are defined based on the winding
arrangements and resultant gear ratio ranges. A comprehensive design study of the selected PMVM
topologies is conducted at 1 and 3 MW power levels. The optimized candidate designs of the PMVMs
are then evaluated and also compared against the equivalent permanent magnet synchronous ma-
chine (PMSM) in terms of performance, costs, size and mass. While the existing research publications
mainly focused on the PMVM designs of (Gr = 5), this study reveals that the pole/slot combinations
of PMVMs with (Gr ≤ 5) are more appealing as there is a good trade-off between a reasonable power
factor and high power density in these designs. It shows, in this paper, that the PMVM is a promising
alternative to common PMSM technology for utility-scale wind-turbine drive-train applications.

Keywords: design optimization; direct-drive generators; finite element analysis; magnetic gearing
effect; permanent magnet vernier machines

1. Introduction

Wind energy is one of the most important renewable energy sources. The worldwide
wind power generation capacity has been growing at a substantial rate over the past
decades. Research in wind turbine systems has indicated a crucial need to develop high-
performance and cost-effective electrical machine technologies, as they are an integral part
of wind turbine power-trains and play a significant role in wind energy conversion. Doubly-
fed induction generator (DFIG) with a partial-scale power electronic converter (PEC) and
a single or three-stage gearbox has been the most dominant wind turbine power-train
technology since the early 2000s. Another common wind turbine power-train technology
involves a permanent magnet (PM) synchronous generator with a full-scale PEC and a
single or multi-stage gearbox [1,2]. Owing to gearbox issues and related system reliability
concerns, there has been a paradigm shift towards the use of direct-drive (DD) generators
with full-scale PECs, especially for offshore wind power applications. However, since the
direct-drive generators run at a low turbine speed, they are inherently heavier and larger
due to high torque handling requirements in wind turbine systems.

In the past decade, there has been much interest in magnetically geared electrical
machine technologies [3]. Amongst others, permanent magnet vernier machines (PMVM)
received a lot of attention [4–6]. The inherent magnetic gearing effect enables the PMVM to
have high torque density, potential for less weight and more compactness than conventional
permanent magnet synchronous machines (PMSM), while also keeping the same structural
simplicity. Despite these distinct advantages, the PMVMs are notably characterized by
poor power factor, which increases the PEC rating requirement. In an attempt to improve
the power factor of PMVMs, some researchers proposed more complex machine topologies
such as double-stator [7] and double-rotor [8] PMVMs, while others studied special PM
arrangements like Halbach [9] or spoke-type [10].
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Some early comparison studies between PMVMs and conventional PMSMs can be
found in the literature. However, they mainly focused on electric vehicles (EV) and general
low-speed industrial drive applications [4,11–13]. A systematic method for designing
direct-drive PM vernier wind generators is presented in [14] and validated based on a
designed 5 kW prototype [15]. The work reported in [16,17] is probably the first attempt
at the design, practical evaluation and comparison of a surface-mounted PMVM with a
benchmark conventional PMSM for wind power applications.

More recently, the quantitative analysis of the applicability and potential of PMVM
technology for utility-scale wind power applications has been conducted in [18–21]. The gen-
eral conclusion drawn from these studies is that systems involving PMVM designs are not
yet competitive in comparison to those of conventional PMSMs with several-megawatt
(MW) power levels. This is because the only benefit that seems to be guaranteed from
PMVM is the significant reduction in machine volume, while the advantage of lower active
mass is discounted by the fact the total machine mass in direct-drive generator systems is
heavily dominated by the structural mass.

Furthermore, other benefits such as higher efficiency and lower cost obtained at the
PMVM level seem to be overturned when the whole system is considered, mainly due to the
increased power converter costs and losses associated with the PMVM system. Moreover,
it was further revealed that when observed from the slot-pitch-ratio (SPR) point of view,
the design of PMVM seems to be a trade-off between the improved performance and
demagnetization risk [18]. Interestingly, the majority of the available PMVM designs at
multi-MW output level are limited to only a pole-ratio (Gr) of five (5), including the studies
in [18,19]. Hence, this paper will extend the current knowledge gap by further looking into
other pole-ratios greater and/or less than five. This will provide a wider picture of what
could lead to the optimal design at this power level.

An interesting aspect of the PMVM technology is that a standard PMVM (with a single-
stator and a single-rotor) has the same mechanical simplicity and gear-less layout as that of
a conventional DD-PMSM, which suggests that the PMVM is simply another DD-PMSM.
On the other hand, a PMVM usually operates at a slightly higher frequency due to its
inherent magnetic gearing features, which are closer to that of the medium-speed (MS)
geared PMSMs. A more intuitive view can be gained by putting the PMVM technology
alongside current mainstream wind generator technologies, as shown in Figure 1, which
clearly shows that the PMVM technology shares some advantages and unique characteristic
properties with both the direct-drive (high torque capability and low maintenance) and medium-
speed (lower mass) PMSMs.

This paper is the extended version of [20], which aims at studying the feasibility of
implementing the PMVM technology for high-power wind generator systems. To achieve
this goal, a detailed design optimization study using the finite element method (FEM) is
conducted for a number of selected PMVM topologies/design choices at utility power
levels. The realized PMVM designs are then evaluated against a conventional PMSM of
corresponding power rating. With the ever-increasing power capacity and size of turbines
in the wind energy industry, it becomes more challenging to mount a nacelle on the top of
a tower. A lighter and lower-cost wind generator is always preferred in the wind power
industry. Thus, the main design objective in this study is to minimize the total mass and cost
of active electromagnetic material of a PMVM, while subjecting it to the overall dimensional
constraints and design specifications.

In this updated paper, for the sake of completeness, the fundamental working prin-
ciple of the PMVM is given in Section 2, the basic winding configurations of PMVMs are
described in Section 3, and this will be followed by a brief description of the field-circuit
model of PMVMs in Section 4 and the explanation of the implemented optimization strat-
egy and specifications in Section 5. Then, the obtained results are presented and discussed
in Section 6. In comparison with [20], the validation of the formulated PMVM design
optimization approach is also included in Section 7, after which relevant conclusions are
drawn in Section 8.
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Figure 1. PMVM vs. DD-PMSM and MS-PMSM characteristics at utility power levels (© [2020] IEEE.
Reprinted, with permission from [20]).

2. Fundamental Working Principle

The basic operation of PM Vernier machines relies on the Magnetic Gearing princi-
ple [22,23]. In this concept, a high-speed low-order space harmonic field is generated by
the stator windings, whereas the low-speed high-order space harmonic field originates
from the rotor PMs. The two field harmonics are magnetically coupled through modulation
by the ferromagnetic pole-pieces (flux modulator), which are normally situated in-between
their respective exciting components. Flux modulator can be in the form of a separate
component or a split stator tooth or even the stator teeth themselves. For the magnetic
gearing principle to be effectively realized in PMVMs, the number of winding pole-pairs
(ps), rotor pole-pairs (pr) and flux-modulator pole-pieces (Ns) is strictly related by [22,24]:

Ns = pr ± ps (1)

In addition, it has been proven that a pole/slot combination given by Ns = pr + ps
enables a better performing PMVM design as opposed to the other combination with
Ns = pr − ps [25]. The number of stator teeth/slots (Qs) can then be separately selected
according to the applicable rules to achieve stable field generation with balanced phase
flux linkages at the chosen frequency. However, in the case of the PMVM type where the
stator teeth also perform the modulation function, it means the stator-slots number is the
same as that of the modulating pieces; hence, Ns can be replaced by Qs in (1).

With regards to the surface-mounted PMVM, a linearized and simplified geometrical
structure of which is presented in Figure 2, the modulated air-gap flux density can be
approximated as:

BPM(θ, t) = FPM(θ, t)Λ(θ) ∼= {FPM1 cos[pr(θ − ωrt)]} [Λ0 − Λ1 cos(Nsθ)]

∼= FPM1Λ0 cos[pr(θ − ωrt)]− FPM1Λ1

2
{cos[(Ns − pr)θ − prωrt]

+ cos[(Ns + pr)θ − prωrt]}
with FPM1

∼= 4
π

Brhm

μoμr
sin

(
kPM

π

2

)
and

d
dt

θr =ωr

(2)
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where FPM is the PMs magneto-motive force (MMF) distribution, the term sin(kPM
nπ
2 )

reflects the nth order PM pitch factor, and Λ is the air-gap permeance function, with its
average and higher-order harmonic components represented as [22,26]:

Λ0 =
μo

g′

(
1 − 1.6β

τso

τs

)

Λv =
μo

vg′
2β

π

⎡
⎢⎣ 0.78125

0.78125 − 2
(

vτso
τs

)2

⎤
⎥⎦ sin

(
1.6vπ

τso

τs

) (3)

where Λ0 and Λv are the average and the specific magnitude of the vth harmonic perme-
ance coefficients obtained from a conformal mapping method, the parameters, τs and τso
are respectively the slot pitch and slot opening, as illustrated in Figure 2. Furthermore,
the coefficient β is determined by the relation [23,26]:

β =
1
2
− 1

2

√
1 +

(
τso
2g′

)2 (4)

where g′ = g + hm
μr

in Equations (3) and (4) is the equivalent magnetic air-gap length. Both
the average (Λ0) and vth (Λv) harmonic magnitudes depend on the value of β, which in
turn is a function of the slot-opening to air-gap ratio ( τso

g′ ). That is, Equation (2) shows
that in addition to the fundamental field harmonic (pr), the no-load air-gap flux density is
composed of the two other harmonic components generated as a result of the modulation
effect, namely: (Ns − pr) and (Ns + pr). Therefore, when the stator winding pole-pair
number is selected as Qs − pr = ps, the no-load induced voltage of the machine is:

Ephrms
∼=Kw1NphDglstk√

2
ωr

[
FPM1
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pr
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Λ1

2
− pr
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2

)]

∼=2
√

2Br

πμr
Kw1NphDglstkωr
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[
1 − 1.6β
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]

+

Kadd︷ ︸︸ ︷
hm

g′
β

π

⎡
⎢⎣ 0.78125

0.78125 − 2
(

τso
τs

)2

⎤
⎥⎦ sin

(
1.6π

τso

τs

)[
pr

ps
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pr + Qs

]
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(5)

Figure 2. Linearized and simplified typical geometry of a PMVM.
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Continuing on the similar analogy to that of the back-EMF, and with the assumption
that the machine is running at a steady-state speed with pure sinusoidal currents, the air-gap
electromagnetic torque for a three-phase PMVM is then formulated as shown below:

Tg ∼=3Iph
2
√

2Br

πμr
Kw1NphDglstk(Kconv + Kadd)

∼=
√

2Br

μr
Kw1KsD2

glstk(Kconv + Kadd) with Ks =
6Nph Iph

πDg

(6)

where Ks is the linear current density in
[

kA
m

]
.

The presence of three constituent terms is now evident in both the developed open
circuit voltage and torque expressions. The first term is equivalent to the component found
in classical PMSMs, while the second and the third terms are due to the vernier effect.
A further inspection of Equation (5) reveals that Kconv and Kadd are the two terms playing
key roles in PMVM’s operation, and they can greatly be affected by the variables Dg, lstk, hm
and the slot opening ratio (co =

τso
τs

), as also evident from (3) and (4). The characteristics of
Kconv and Kadd with various values of PM thickness and slot opening ratio are, respectively,
provided in Figure 3 for a small PMV machine with 10 rotor PM pole-pairs and 12 stator
slots. In Figure 3a, it can be seen that Kconv decreases with an increase in slot opening ratio
co, whereas it increases with PM thickness for each specific co. As shown in Figure 3b, Kadd
displays a somewhat different tendency, i.e., Kadd rapidly increases with an increment of
PM thickness and reaches its peak point at a specific hm value, after which it keeps on be-
coming smaller with larger PM thickness. Moreover, the similar increasing and decreasing
tendencies of Kadd are also observed with respect to increasing the slot opening ratio.

(a) (b)

(c)

Figure 3. Variation of Equation (5) components as a function of PM thickness and slot opening ratio:
(a) Kconv, (b) Kadd, (c) Kvern = Kconv + Kadd.

Consequently, the sum of Kconv and Kadd gives the Kvern term, which reflects the
combination characteristics of its constituent terms, as shown in Figure 3c. It can be clearly
seen that Kvern also reaches its maximum value at a specific hm but saturates at a slightly
lower value with further increasing hm. This can be expected as thicker PMs lead to a
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larger effective air-gap rendering a weakened modulation effect of the air-gap flux density.
This implies that the optimal PM thickness of PMVMs tends to be smaller than that of
conventional PMSMs for the same output performance. Thus, the PMVM has the potential
for a comparatively lower PM material usage.

3. Basic PMVM Configurations

In single air-gap PMVMs, various PM rotor structures such as surface-mounted, inset,
interior and Halbach arrays can all be used. However, judicious selection of slot-pole
combinations and winding arrangements can result in different types of PMVM designs.
In this paper, the most common types of PMVMs are classified into two major groups
based on the winding arrangements and resultant range of gear ratios, namely, Type-A and
Type-B PMVMs.

3.1. Type-A PMVMs

These types of machines encompass both the conventional overlap winding PMVMs
(OW-PMVM) and the split-tooth concentrated winding PMVMs (Split-tooth PMVM).
The common feature between these two machine types is that their ratio of rotor to stator
pole-pairs (i.e., Gr) has a minimum value of five (5) for the three-phase machines. That is,
considering Equation (1):

Gr =
pr

ps
=

Ns ∓ ps

ps
=

Ns

ps
∓ 1 (7)

and with Ns equal to Qs for OW-PMVM and Ns being the number of modulating pieces or
total teeth splits in the case of Split-tooth PMVMs, Gr can further be expressed in terms of
the number of slots/pole/phase (q) as:

Gr =
Ns

ps
∓ 1 = 6q ∓ 1 (8)

It must be kept in mind that in the case of the Split-tooth PMVMs, q is calculated
based on the number of stator tooth-splits (instead of stator teeth) for Equation (8). Hence,
the minimum possible Gr in this type of PMVMs is five (5).

The cross-sectional views of some typical PMVM structures in this group are pre-
sented in Figure 4. The first structure (Figure 4a) can be seen as a simple derivation from
traditional PMSMs through adjustment of their electromagnetic pole/slot combinations to
conform with Equation (1). Since there is usually a bigger numerical difference between its
stator slots and stator pole-pairs, the distributed overlapping-winding is normally used.
In addition, the stator teeth perform both the roles of major flux paths and modulating
pieces. Therefore, open stator slots are very common in this configuration as they enhance
the flux modulation effect. Relatively longer end-winding length is an obvious drawback
for this machine.

On the other hand, the tooth-concentrated, split-tooth PMVM (Figure 4b) directly
implements ferromagnetic pieces to modulate fields from either side of the air-gap to
realize field coupling. This allows the armature windings to be wound around each of
the main stator teeth, giving the possibility of shorter end-winding lengths and fault toler-
ance capability between the phases. Consequently, this increases the machine’s reliability
and results in fewer winding losses. Some of the drawbacks of this structure include
increased magnetic reluctance due to longer magnetic paths, relatively high torque ripple
and significant frequency-dependent losses as a result of the rich harmonic content of the
tooth-concentrated winding arrangement.
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(a) (b)

Figure 4. Typical structures of Type-A PMVMs with (a) conventional overlap-winding, (b) tooth
concentrated, split tooth (© [2020] IEEE. Reprinted, with permission from [20]).

3.2. Type-B PMVMs

A fairly clear approach to calculating the winding factors of the tooth-concentrated
fractional slot pitch winding is available from the winding theory. According to Skaar
and Nilssen [27], a feasible region of reasonable winding factors exists for 1

4 < q <
1
2 . Furthermore, the same study showed that all other pole/slot combinations have a
balanced air-gap magnetic radial forces except those with Qs = 2ps ± 1. To reduce the
unbalanced force magnitudes in pole/slot combinations utilizing this winding arrangement,
one technique is to double the number of slots while retaining the same number of poles.

Based on this observation, the two-slot pitch windings were developed (Figure 5),
and their implementation on PMVMs was demonstrated by several researchers [28]. For the
PMVM development, this type of winding is obtained by just doubling the number of
slots from the one slot-pitch winding conventional PM machines, including those with
balanced magnetic forces. In this case, the purpose of doubling the slot number without
changing the original armature poles is to create a bigger numerical difference between
them, and this gives more design flexibility which can easily satisfy (1). This then results
in a new range of q values with no negative impact on winding factor, i.e.,

(
1
2 < q < 1

)
,

and other advantages from their original one slot-pitch are retained. Most of the single
slot-pitch combinations give acceptable two-slot pitch windings except those with the basic
ratio Qs

2ps
= 3

2 . Considering all the applicable conditions in developing this type of winding,
the corresponding gear ratios of PMVM are defined by (9). It can be clearly seen from
Figure 6 that Gr is confined within a range of (2 < Gr < 5), and converges to three (3) as
the stator pole-pairs increase.

Gr = 3 ± 2
ps

and Gr = 3 ± 4
ps

with ps > 2 (9)

Figure 5. A typical structure of Type-B PMVMs (© [2020] IEEE. Reprinted, with permission from [20]).
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Figure 6. Gear ratios of Type-B PMVMs (© [2020] IEEE. Reprinted, with permission from [20]).

4. Steady-State Field-Circuit Model of PMVM

The design analysis and performance evaluation of the PMVMs in their steady-state
mode of operation is realized by employing a coupled field-circuit model. Thus, the output
performance is calculated through the equations derived from the fundamental per-phase
equivalent circuit shown in Figure 7. As displayed on this generator mode circuit, em
is the induced electromotive force (EMF), Rφ, Uφ and Iφ are the phase resistance, phase
voltage and phase current, respectively. In order to account for the core and magnet eddy-
current losses, a shunt resistance Rcm is also included. Since the electromagnetic analysis is
performed in 2D-FEM, the synchronous inductance is split into Lm and Le, which represents
the main and end-winding inductances, respectively. All the equivalent circuit parameters
enclosed by the dashed lines in Figure 7 are readily obtained from the 2D FE model. Other
remaining parameters are deduced from analytical calculations.

−
em

+

Lm Le

Rcm

IφRφ

+

Uφ

−

Figure 7. Per-phase equivalent circuit of the PMVM.

One of such parameters is the core-loss, which is a function of flux density magnitude,
volume of magnetic conducting material within a machine and mainly the rate of change
of flux density. In addition, the considered component’s material magnetic properties also
play a huge role in the resultant core losses. Thus, by using the multi-step static FE analysis,
the core losses are approximated by employing the Steinmetz-based Equation (10). Since
this model equation uses flux variation and magnitude deduced from several independent
static solutions, it gives satisfactory accuracy, albeit much faster compared to transient FEM
simulations.

Pc =
1
T

∫ T

0
CSE

∣∣∣∣dB
dt

∣∣∣∣α

|ΔB|β−αdt (10)

where T is the period, ΔB is the peak-to-peak flux density, CSE, α and β are the lamination
material loss model coefficients.
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In order to simplify the machine performance computations, the instantaneous 3-phase
output quantities are projected onto the dq0-axis reference frame through the use of the dq0
transformation matrix. The dq-axis steady-state circuits fixed to the rotor reference frame
corresponding to the phase circuit in Figure 7 are provided in Figure 8. From these circuits,
the steady-state dq-axis voltage equations can be expressed as:

Vd = −λqωr + Le Iqωr − IdRφ and Vq = λdωr − Le Idωr − IqRφ (11)

+λqωr
−

Id1 −IqLeωr

+

Rcm

−
Ed

+

Id
Rφ

+

Vd

−
−λdωr
+

Iq1

−

IdLeωr

+

Rcm

−
Eq

+

IqRφ

+

Vq

−

(a) (b)

Figure 8. Rotor reference frame equivalent circuits: (a) d-axis and (b) q-axis.

Furthermore, the dq-axis current components are also deduced from the circuits in
Figure 8 as follows:

Id1 = Id +
Ed

Rcm
and Iq1 = Iq +

Eq

Rcm
(12)

With the equivalent circuit and other associated parameters known, the air-gap elec-
tromagnetic power and developed average electromagnetic torque (for surface-mounted
PM rotor) can also be computed from the general equations:

TEM =
3
2

Gr ps(λd Iq1 − λq Id1) and PEM = TEM
2π

60
ns (13)

where ns is the speed in revolutions per minute.
In the generator mode of operation, the difference between the air-gap electromagnetic

power and mechanical power at the machine shaft is due to rotational losses and shunt
core losses. On the other hand, the air-gap electromagnetic power differs from the output
electric power at the machine terminals by the armature copper losses. That is, numerical
addition of the developed air-gap power and the sum of rotational and shunt core losses
will yield the shaft mechanical input power, while subtraction of armature losses from it
gives the generator output power. The output electrical power consists of useful active
power and reactive power, both of which can be approximated from the phase circuits in
Figure 8:

Active Power: Pout =
3
2
(Vd Id + Vq Iq)

Reactive Power: Qout =
3
2
(Vq Id − Vd Iq)

(14)

Subsequently, the efficiency and power factor (PF), which is a function of the phase
angle difference between the output voltage and current, may also be obtained from the
preceding equations. It must be noted that during the early design optimization stage,
the windage and frictional losses, which constitute mechanical losses, are ignored in order
to simplify the problem.

5. Design Optimization Process

For the design and performance evaluation of PMVMs, the corresponding ranges
of specifications and parameters of PMSMs, such as input speed, operating frequency,
total outer diameter and stack length, etc., are used as a benchmark and reference guide.
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Therefore, a highlight of PMSMs’ performance and characteristic properties is first given as
a preset to the PMVM’s specifications. In addition, the design constraints, procedure and
strategy are also described in this section. For the wind generator designs, it is desirable
to consider a range of operating speeds of a wind turbine by optimizing the generator
at several operating points of the wind turbine [29–31]. Given the scope of this work,
the design optimization study in this paper is conducted based on the rated operating
conditions of a generator.

5.1. Specifications

Since the optimization objectives are primarily concerned with the active material
weight and volume, a presentation of these characteristic parameters for a PMSM is given
in Figure 9 as obtained from the literature. This is performed for 1–5 MW machine out-
put levels to indicate their characteristic relationship against rating up-scaling as well.
As these machines were optimized by different researchers based on various specifications,
constraints and algorithms, there is a bit of variance in their performance at each rated
level. Hence, the ranges in the figure indicate the dispersion of active weight and volume,
highlighting the minimum and maximum values as obtained from the relevant literature.

By considering their averages, both the active material weight and volume show a
somewhat linear trend against the machine power rating. Furthermore, it appears from
Figure 9 that a mass of about 16.5 tons and volume of 20 m3 are deemed reasonable for a
3 MW DD-PMSM generator.
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Figure 9. Active mass and volume of PMSM as a function of power rating found in the literature
(© [2020] IEEE. Reprinted, with permission from [20]).

A breakdown of different material types contributing to the machines’ active weights
provided in Figure 9 is also shown by Figure 10. As seen in the figure, the lamination mass
is always the most dominant since it takes at least 60% of the total mass while the PM
material contributes the lowest percentage.

Based on the above information, the main design specifications are summarized in
Table 1. A minimum efficiency of 94% is specified for 300 kW machines or less, while
95% is required for 1 MW machines and above. As the output capacity of the machine is
increased to the mega-Watt level, the available wind speed distribution, physical generator
size and that of turbine blades dictate the rated speed to be decreased accordingly, and
the frequency should follow a similar trend to limit the core losses. Theoretically, a larger
air-gap radius would also be needed to accommodate a high number of poles and handle
large input torque from the blades. However, factors such as available nacelle size, man-
ufacturing and logistic constraints create the upper limits as to how large a machine can
be. Therefore, the total outer diameter (Dout) of active volume is considered in this case to
give an approximate size of the machine, and the air-gap radius will be determined by the
optimization variables. It is assumed that no special cooling methods will be implemented
for the machines; hence, an armature current density of 5 A/mm2 is set to be the upper limit
for a natural air-cooled machine. Considering the strong magnetic attraction forces and
manufacturability of the machine, a reasonable air-gap length corresponding to machine
size should be selected, which is taken to be roughly 0.1% of the total diameter in this study.
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Figure 10. Different active material weight distribution vs. power rating of PMSM (© [2020] IEEE.
Reprinted, with permission from [20]).

Table 1. Main design specifications of machines at different power levels [1,32–37].

Parameter 60 kW 300 kW 1 MW 3 MW

Maximum outer
diameter (m) 1.2 2.5 3.5 5.0

Air-gap
length (mm) 3.0 4.0 4.0 5.0

Rated
speed (rpm) 80 50 30 15

Efficiency (%) ≥94 ≥94 ≥95 ≥95
Current density

(A/mm2) ≤5 ≤5 ≤5 ≤5

5.2. Methodology

Although gradient-based algorithms are time efficient for electrical machine design
with many design variables, they are susceptible to becoming trapped into a local optimum
and numerical noise [38]. On the other hand, non-gradient-based algorithms are proven
to have capabilities of locating the global optimum point, but they are computationally
very expensive. In this study, a hybrid optimization approach was implemented in an
attempt to leverage their respective advantages, whereby stochastic and a gradient-based
algorithms, i.e., Non-dominated Sorting Genetic Algorithm II (NSGA-II) and Method of Modified
Feasible Directions (MMFD), respectively, were used in two sequential steps to obtain one
best final solution. The NSGA-II is initially used to determine the search region that
contains the global optimum within it. Once in this general vicinity of the global optimum,
the MMFD is used with the NSGA-II’s results as the starting point to quickly locate the
precise optimum point by further zooming into the solution area. In this way, the two
algorithms are combined and efficiently employed to find a true optimum point within a
very reasonable time. That is because, since the MMFD started from an already improved
point, it will quickly converge with fewer evaluation iterations than what would be required
if NSGA-II was used alone to find the very best point. Figure 11 illustrates the workflow of
this optimization technique.
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Figure 11. Hybrid optimization technique workflow.

In NSGA-II, a number of user-adjustable operators have to be fine-tuned based on
the characteristics of the optimization problem in order to enhance the algorithm’s effi-
ciency and reliability. The settings of these specific parameters are given in Table 2 for the
optimization of all machines (1 and 3 MW).

Table 2. NSGA-II user adjustable parameters’ set values.

Parameter Value

Initial population size 60
Maximum iterations 600–1200

Probability of mutation 0.08333
Disindex of mutation 12

Probability of cross-over 0.99
Disindex of cross-over 16

A fixed initial population size of 60 was also used for all optimization trials, which is
five times the number of optimization variables and deemed reasonable according to the
NSGA-II theory as a larger population size would drastically increase the number of solver
evaluations and optimization time. The maximum number of generations was set to 600
for 1 MW machines and increased to 1200 for 3 MW machines because the purpose of the
NSGA-II in this case was just to identify the zone of the global optimum. The mutation
probability was set to 0.0833, which is the reciprocal of the variables number (i.e., 12) as
per the relevant theory of NSGA-II as well [39].
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The formulated optimization problem has more than one objectives and several design
constraints, as follows:

Minimize: F(X) = [Y]

Subject to: Pout ≥ Prated

η% ≥ ηmin

J ≤ 5 A/mm2

PF ≥ 0.65

where X represents the vector of geometric variables illustrated in Figure 12 with angle
ratios defined in (15), including the axial stack length of the machine, and Y is a set of
selected objective functions such as the minimization of mass and cost. The minimum
powers and efficiencies are as indicated in Table 1 for each power rating. It should also be
noted that the temperature and material characteristics were kept constant throughout the
optimization process.

θpm_p =
π

pr
; θsp =

2π

Q
; θmp =

2π

Ns

σpm =
θpm_s

θpm_p
; σs =

θs
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θso

θs
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Figure 12. Machine geometric optimization variables of (a) rotor and (b) stator (© [2020] IEEE.
Reprinted, with permission from [20]).

6. Optimization Results and Discussions

As a preliminary design exercise, the PMVMs are designed and optimized for a
rated power of 1 MW. The considered slot/pole combinations of the PMVM are detailed
in Table 3. The pole-slots are selected based on the input speed and the expected rated
frequency. As indicated in the table, the combinations are further grouped into two
frequencies. The lower frequency (≈30 Hz) corresponds to that of a conventional DD-
PMSM, while the other one matches that of the medium-speed PMSM with a single-stage
gearbox (≈60 Hz). The basic idea behind this is to evaluate the performance of the PMVM
when it is operated at the direct-drive and medium-speed PMSM frequency conditions,
with similar input speed and gear ratio. This is because a PMVM looks rather similar to a
conventional DD-PMSM structurally, but it incorporates a magnetic gearing principle in its
operation. This inherent feature makes it look closer to the medium-speed machines from
the operational frequency point of view, as illustrated in Figure 1. Thus, it is important to
assess the performance characteristics, total active mass, volume and cost of PMVMs for
both operating frequencies.
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Table 3. Investigated slot/pole combinations for 1 MW PMVMs.

Winding Configuration Type A Type B
Stator slots (Qs) 72 72 75 135 135 144 84 162

Stator pole-pairs (ps) 12 8 10 18 15 24 20 40
Rotor pole-pairs (pr) 60 64 65 117 120 120 64 122

Pole-ratio (Gr) 5.0 8.0 6.5 6.5 8.0 5.0 3.2 3.05
Slots/pole/phase (q) 1.0 1.5 1.25 1.25 1.5 1.0 0.7 0.68
Rated frequency [Hz] 30 32 32.5 58.5 60 60 32 61

To investigate the relations between the gear ratios and the design objectives of large
power PMVMs, a comparison is made of the power factor and the active weights at a
number of different gear ratios. As shown in Figure 13, in Type-A PMVMs (Gr ≥ 5),
lower gear ratio designs are preferred (for both frequencies) as they tend to have higher
power factor and lighter mass. Further, these Pareto fronts clearly reveal the competing
relationship between the active mass and power factor in PMVMs. It is also evident that
PMVMs operating at higher frequency have less total mass and better power factor.
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Figure 13. A 1 MW PMVM’s active mass vs. power factor: (a) 30 Hz (b) 60 Hz (© [2020] IEEE.
Reprinted, with permission from [20]).

Figure 14 shows the optimum designs of PMVMs with both Type-A (distributed over-
lapping winding) and Type-B (2-slot pitch concentrated winding) configurations. The graphs
illustrate the trend of active mass and power factor as a function of gear ratios at two
different frequencies. It can be clearly seen that the mass increases with the gear ratio
while the power factor decreases. It should be remembered that the minimum constraint
on power factor was set to 0.65 during the optimization, and higher gear ratio designs
appear to be testing this threshold, giving an impression that it would likely go lower than
that if the constraint was relaxed. It is at this rated power level that the Type-B PMVMs
(Gr ≤ 5) appear to be more attractive in terms of power factor and lighter in weight than
the Type-A PMVMs.
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Figure 14. Total active mass and power factor vs. gear ratios for 1 MW machines (© [2020] IEEE.
Reprinted, with permission from [20]).

As a benchmark, the average DD-PMSM weight is also added in Figure 14 for com-
parison. Although not shown on the graph, PMSM is known to have a near unity power
factor. Thus, all the PMVM designs here have poor power factor compared with the PMSM.
However, the Type-A PMVMs with Gr = 5 and the Type-B PMVMs are much lighter than
the DD-PMSM. There is clearly a trade-off between the light weight and poor power factor
in PMVMs.

It can be observed from the results of 1 MW machines that PMVM designs with operat-
ing frequency similar to that of their conventional DD-PMSM counterparts offer no benefits.
Therefore, for the 3 MW design, the decision was made to go for slot/pole combinations
that operate at medium-speed frequency (≈50 Hz) but with equivalent turbine input speed
to the DD-PMSM. That is, in addition to the gearing ratio, the generators’ rated speed and
output frequency were also the main factors considered in the selection of the slot/pole
combinations, as presented in Table 4.

Table 4. Investigated slot/pole combinations for 3 MW PMVMs.

Winding Configuration Type A Type B
Stator slots (Qs) 240 240 225 270 276

Stator pole-pairs (ps) 40 32 25 67 68
Rotor pole-pairs (pr) 200 208 200 203 208

Pole-ratio (Gr) 5.0 6.5 8.0 3.03 3.06
Slots per pole per phase (q) 1.0 1.25 1.5 0.67 0.68

Rated frequency (Hz) 50 52 50 50.75 52

For the PMVM, the power factor is one of the performance indexes that always need
special attention as it can come out to be detrimental if not properly designed. With that
said, Figure 15 shows the Pareto-front between the total active mass and power factor
for the five 3 MW PMVM slot/pole combinations with different gear ratios. During the
optimizations, the upper limit to the PM material usage was set to be equal to the maximum
PM mass requirement of the reference PMSMs indicated in Figure 10, and the minimum
efficiency was set to be 95%. Since the PMVMs have similar input speeds to those of
the PMSMs, this means a fairly similar ground is created for comparison purposes in
these two machine types. From the figure, the higher gear ratios invariably lead to lower
power factors and heavier total masses. Furthermore, it is realized that some of the PMVM
slot/pole combinations can lead to poor power factors with values less than 0.4. This
further asserts the point that at output power capacities larger than 1 MW, it is always
better to go for a lower gear ratio in PMVM designs.
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Figure 15. Total active mass vs. power factor for 3 MW PMVMs (© [2020] IEEE. Reprinted, with
permission from [20]).

In order to estimate the cost of the active materials in a machine, the specific cost of
each material has to be known. Table 5 gives the material prices used in this study, which
may be slightly different to the market values. Based on the literature [1] and the market
trend, 35 USD/kVA was assumed to be the cost of the converter. It should be noted that in
industry, the actual converter prices usually follow a stepped profile instead of this kind of
linearized costing model.

Table 5. Approximate costs of different materials for PMSM components [40].

Material Cost per Kilogram (USD/kg)

Silicon steel (Lamination) 2.0
Copper (Winding) 6.67

Neodymium Iron Boron (PM) 50.0

In order to compare the PMVMs with the PMSM, one design point for each slot/pole
combination was taken from the Pareto-fronts given in Figure 15 and further optimized.
The objective in this case was to have a lighter and low-cost PMVM with the best possible
power factor. The results are presented in Figure 16a,b, and in Table 6, with the indicative
costs of materials also included.
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Figure 16. Cont.
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Figure 16. Comparison of 3 MW PMVMs and system costs: (a) Type-A PMVM (b) Type-B PMVM.
Note that the solid markers represent the system (generator and converter) costs while the cor-
responding hollow markers show the generator cost (© [2020] IEEE. Reprinted, with permission
from [20]).

Table 6. Mass and cost comparisons of different 3 MW PMSM [32,35] and PMVMs.

Machine Type DD-PMSM PMVM (Type B) PMVM (Type A)
Pole-Ratio 1.0 1.0 3.0 3.05 5.0 6.5 8.0

Characteristic Information
Output power (MW) 3.0 3.0 3.04 3.06 3.0 3.04 3.04
Efficiency (%) 95.0 - 95.91 95.93 97.06 97.08 97.77
Power factor 0.93 - 0.72 0.71 0.65 0.54 0.55
Total diameter (m) 5.0 5.0 5.0 5.0 5.0 5.0 5.0
Stack length (m) 1.30 1.19 1.403 1.399 1.378 1.377 1.372

Generator active material mass (tons)
PM 1.90 1.92 1.39 1.39 1.39 1.40 1.40
Core iron 10.30 11.70 6.87 7.08 6.98 9.71 10.36
Winding copper 3.12 3.31 3.45 3.56 3.74 3.98 4.41
Generator mass 13.38 16.90 11.72 12.04 12.11 15.09 16.18

System cost distributions (in USD thousands)
PM 95.0 96.0 69.5 69.5 69.5 70.0 70.0
Core iron 20.6 23.4 13.74 14.16 13.96 19.42 20.72
Winding copper 20.81 22.08 23.01 23.75 24.95 26.55 29.41
Generator (active) 136.41 141.48 106.25 107.41 108.41 115.97 120.13
PE converter 108.39 106.11 140.0 142.0 155.1 186.7 183.3

Total system 244.8 247.59 246.25 249.41 263.51 388.9 303.43

Even though Silicon steel used for machine cores has a slightly lower mass density
than winding copper, it has the largest impact on the total active mass because of its
larger volume content. The machines’ efficiencies are always higher than the minimum
constraint of 95 %, even though the operating frequency is relatively high. Increasing the
PM mass has relatively little effect on total active mass, but it can significantly increase
the cost of the machine and slightly improve the power factor. Figure 16a,b shows that
a low-cost generator with low power factor still leads to an expensive system when the
power converter costs are included. Thus, to select a good design, a best compromise has
to be found between the generator cost and required converter cost.

Figure 17 shows the mass distribution of the chosen designs and compares them to
the benchmark PMSM. It can be seen that PMVMs with lower gear ratios have a good
advantage in terms of total active weight. It shows that designing for a lighter machine
with a reasonable power factor at this power rating favors pole/slot combinations with
lower Gr. This is a somewhat different trend to the small power PMVMs where the lowest
Gr values are not necessarily the best.
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Figure 17. Comparison of active material weights of 3 MW PMSM and PMVMs (© [2020] IEEE.
Reprinted, with permission from [20]).

The results in Table 6 reveal that the PMVM on its own can be lighter and cheaper than
the PMSM. However, when the power converter costs are considered, the overall system
costs of PMVMs become similar to those of DD-PMSMs because of their high converter
rating requirement. It should be noted that a linear converter costing model was assumed
in this study, which may not necessarily reflect the true costs in the industry. In the case
that the power converter costs follow a stepped increasing pattern with regard to their
MVA rating, the cost of PM vernier generator systems may become more competitive for
certain power levels.

The cross-sections of these optimized PMVMs are provided in Figures 18 and 19. It
can be observed that these PMVMs have thin teeth, wide and shallow slots, which also
explains why they have less active iron content than PMSMs. Furthermore, the slot-pitch
to air-gap length ratios from these machines are invariably less than 16 (ranges from 11.5 to
13.8), and this means that they have less risk of irreversible demagnetization [18].

(a)

(b)

(c)

Figure 18. Cross sections of optimized 3 MW Type-A PMVMs: (a) (1/40th) of Type-A PMVM with
Qs/ps/pr = 240/40/200, (b) (1/16th) of Type-A PMVM with Qs/ps/pr = 240/32/208, (c) (1/25th) of
Type-A PMVM with Qs/ps/pr = 225/25/200.

(a)

(b)

Figure 19. Cross sections of optimized 3 MW Type-B PMVMs: (a) (1/27th) of Type-B PMVM with
Qs/ps/pr = 270/67/203, (b) (1/28th) of Type-B PMVM with Qs/ps/pr = 276/68/208.
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As illustrated in Figure 20, the color-coded bar charts indicate the normalized mass
scales of the investigated designs for different power ratings together with their respective
gear ratios. Although the lightest designs are invariably associated with a low gear ratio of
5 for power rating up to 1 MW, the relationship between the mass and gear ratios is not
very distinctive. However, at 3 MW output capacity, it becomes clear that the lowest Gr
has the lightest mass and the highest Gr has the heaviest mass. This is in stark contrast to
smaller output machines (15 kW or less), which seem to be heavier at low gear ratios.

Figure 20. Total mass indications as a function of power ratings and gear ratios.

It should be reiterated that the PMVM designs in this work are subject to a minimum
power factor constraint, which is a holistic approach for comparing the PMVM power-train
with that of conventional DD-PMSM’s. From a system cost (both generator and PE converter)
perspective, judicious selection of gear ratios is very important for effective exploitation of
the performance benefits of PMVMs. Based on the study, some specific design guidance of
PMVMs for wind power applications can be given for different power levels, as shown in
Figure 21. Type-A PMVMs with high gear ratios (Gr > 5) are particularly advantageous
for small wind power (sub 50-kW) applications, while low gear ratio (Gr ≤ 5) Type-A
and Type-B PMVMs are better suited for medium (sub 1-MW) to high (1–10 MW) power
wind applications.

Small wind turbines: sub 50-kW
Applications: Houses, farms or 
small businesses

Medium wind turbines: sub 1-MW
Applications: Community, farms or 
large businesses

Large wind turbines: 1-10 MW
Applications: Land based or off-
shore wind farms

Type-A PMVM
Gear ratio > 5

Type-A PMVM
Gear ratio = 5

Type-B PMVM
Gear ratio 5

Figure 21. Recommended PMVM gear ratios for different wind power applications.
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7. Prototype Validation

In order to practically verify the theoretical operating principle and validate the
formulated FE-based optimal design approach, a 15 kW PMVM prototype was developed.
The key dimensions that describe the constructed PMVM are provided in Table 7. Figure 22
shows the machine’s no-load flux plot, no-load and full-load flux density distributions.
The stator and rotor yokes have maximum flux density magnitudes of approximately 1.5
and 1.7 T, respectively, while the over-saturated regions appear on the edges of the teeth
base.

Table 7. Prototype machines’ dimensional parameters.

Parameter Value

Outer diameter (Dout) 433 mm
Stack length (Lstk) 151 mm

Rotor yoke height (try) 13.6 mm
Rotor magnet height (tmh) 3.9 mm

Magnet pole span (σpm) 0.88
Air-gap length (g) 1.5 mm

Stator yoke height (tsy) 13.6 mm
Stator slot angle ratio (σs) 0.74

Slot opening ratio (σso) 0.82
Stator tooth length (lst) 27.96 mm

Stator slots (Q) 36
Winding pole-pairs (ps) 3

Rotor pole-pairs (pr) 33
Winding type Overlapping

(a) (b) (c)

Figure 22. Prototype PMVM (1/6th) FEM simulation results: (a) no-load flux lines, (b) no-load flux
density distribution, and (c) full-load flux density distribution.

The full machine’s structural layout, rotor and stator components are shown in
Figures 23 and 24, respectively. Both the stator and rotor are made of M400-50 electri-
cal steel laminations. The grade of NdFeB magnets used is N48H.

Figure 23. Longitudinal cross section of PMVM prototype structure (winding not shown).
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(a)

(b) (c)

Figure 24. Machine construction: (a) all sets of PMs are mounted onto the rotor core, (b) side view of
wound stator with distributed overlapping windings, and (c) assembling of the PMVM prototype.

A photo of a laboratory test setup is shown in Figure 25. A geared induction motor
(prime mover) is used to drive the prototype machine such that its performance is evaluated
in the generator mode. A back-to-back converter is implemented for power conditioning
and circulation, while the field-oriented technique is used for the machine’s torque control.

Figure 25. The laboratory test setup for the PMVM prototype machine.

Both measured and predicted no-load RMS phase voltages of the PMVM prototype as
a function of input rotor speed are depicted in Figure 26, which shows a linear relationship
of voltage to rotor speed with a good correlation between the two results. Figure 27
displays the no-load phase back-EMF waveform of the PMVM at a rated speed of 150 rpm.
An excellent agreement between the measured and FEM simulated results is evident.
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Figure 26. Measured and predicted no-load phase voltage versus rotor speed.
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Figure 27. Open-circuit phase voltage waveforms at rated speed.

The prototype’s no-load power losses, which include the mechanical losses, eddy-
current and hysteresis losses in both the electromagnetically active and non-active compo-
nents at various speeds are provided in Figure 28a. The total loss graph rapidly increases
at higher speeds because of the excessive core loss that is frequency-dependent. The mea-
sured total losses correlate reasonably well with the sum of the measured bearing loss
and simulated frequency-dependent losses up to the rated frequency. However, at higher
frequencies, the discrepancy between the measured and predicted total losses becomes
more significant.

As shown in Figure 28a, the PM losses and eddy current losses in the stator conductors
located in open slots have also been accounted for in the predicted total loss. The remaining
discrepancy between the measured and total approximated losses is likely due to (i) the
inaccuracy of the implemented core loss model at higher frequency [41,42], (ii) under-
estimated mechanical losses, and (iii) the leakage flux-induced losses in the supporting
structure since the simulations were only calculated for the active part of the machine.

Figure 28b presents the active output power at various operating speeds, proving
that a power of 15 kW is achieved at the rated load current and speed. This result serves
as the confirmation that a designed machine is able to practically deliver the expected
output power at rated operating conditions, which validates the implemented design
optimization approach.

On the one hand, the obtained practical power factor shown in Figure 29a slightly
deviates from the FEM predicted result. However, the trend demonstrated by this result
also verifies the fact that the PM Vernier machine’s power factor varies a lot with its torque
loading at the maximum torque angle. Due to the overwhelming practical no-load losses
indicated in Figure 28a, the PMVM’s efficiency is also reduced from 94% to just above
93%, as shown in Figure 29b. The difference is due to the constructional imperfections and
inaccurate approximations of certain parameters during the FE modeling. These include
the end-winding leakage inductance, temperature and harmonic effects on the losses.
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Figure 28. Prototype PMVM performance at constant rotational speeds: (a) no-load losses as a
function of rotor speed, (b) active power as a function of phase current.
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Figure 29. Prototype PMVM performance at constant rotational speeds: (a) power factor vs. torque
loading, (b) efficiency at increasing power.

Table 8 presents the machine’s steady-state performance comparison between the
experimental and FEM-based results. It can be observed that there is a generally good
correlation between them. In addition to confirming the PMVM’s operational principle,
the experimental results presented in Figures 26–29 and Table 8 prove the validity of
the implemented design procedure and performance analysis methods. Consequently, it
may be inferred that the accuracy of the design and modeling approach for the utility-
scale PMVMs is acceptable, and the deduced predictions from FEM will be in reasonable
agreement with actual manufactured high-power PMVMs.
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Table 8. FEA results comparison with the measurements.

Parameter Predicted Measured Unit

Average torque 1042 1038.23 Nm
Torque ripple 1.25 3.45 %

Cogging torque 1.66 1.8 %
Winding losses 480.4 570.2 W
No-load losses 476.4 506 W
Output power 15.4 15.2 kW
Power factor 0.78 0.71 p.u.

Efficiency 94.2 93.2 %

8. Conclusions

This paper presents an investigation study on the design and potential implementation
of PMVM for large power wind generator applications. Although high gear ratios are
usually preferred for small power PMVMs to realize dense torque designs, it is found that
lower gear ratios are more attractive to achieve optimum machine designs with reasonable
total mass and power factor for utility-scale PMVMs. This is partly attributed to larger
equivalent air-gaps and increased leakage flux experienced by large-sized PMVMs.

The study shows that optimum PMVM designs at utility-scale usually push for the
lowest gear ratio of five in Type-A machines. This tendency unveiled the competency of
Type-B machines with a gear ratio of around three.

The lower PM material usage in a PMVM is advantageous as this translates to a
low-cost design (about 20% cheaper than an equivalent PMSM at 3 MW level), but this
advantage is offset by the cost of bigger converter capacity needed for a PMVM, which at
the end causes the total cost of the two systems to level up. Although this study was based
on a relatively conservative PM price, the conclusions drawn here are still legitimate even
with higher PM prices (e.g., 60–70% increase in PM prices).

Even though the PMVM is designed to operate at a direct-drive generator input
speeds, its operating frequency may need to be in the same range as that of medium-
speed generators in order to enhance its best potential. This implies that its inherent soft
gearing effects make it an intermediate alternative between the direct-drive and medium-
speed concepts. The study predicts that it is feasible and economically viable to develop
high-power PM vernier generators for the wind power applications.
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Abstract: This paper mainly focuses on the investigation and analysis of a novel consequent-pole
flux-intensifying memory machine (CP-FIMM). The proposed CP-FIMM exhibits the advantages
of a satisfactory flux-regulation range, reduction of the required magnetizing current magnitude,
as well as similar torque with much less PM utilization compared to its conventional counterpart.
By designing the q-axis flux barriers, the flux-intensifying structure can be realized to enhance
the demagnetization withstand capability of the CP-FIMM. The machine topology and operating
principle are described. Moreover, the equivalent magnetic circuit model is developed to highlight
the performance improvement of the proposed CP-FIMM. Finally, the electromagnetic performance
of the proposed CP-FIMM is compared with that of a benchmark conventional FIMM by 2-D and 3-D
finite element analysis.

Keywords: consequent-pole; flux-intensifying; memory machine; variable flux

1. Introduction

Permanent magnet synchronous machines (PMSMs) have been extensively applied
and industrialized in the fields of vehicle traction, home appliances, and industrial man-
ufacture owing to their merits of high efficiency and high reliability [1–6]. However,
conventional PMSMs are usually confronted with unchangeable air-gap flux density, which
causes limitations in their speed range and further brings some restrictions on the high-
speed application. In order to broaden the speed range, flux weakening d-axis currents
are conventionally applied to reduce the magnetic field of PMSM at high speed, which
unintentionally brings additional copper loss and reduces overall efficiency.

In order to address the problem of unchangeable air-gap flux density, a variable flux
memory machine (VFMM) [6–14] was proposed and has become a hot research focus.
Memory machines utilize low coercive force (LCF) magnets such as AlNiCo, and the mag-
netization state (MS) can be flexibly adjusted with different transient current pulses with
negligible loss. Therefore, VFMM can achieve high efficiency over a wide speed range. The
existing VFMMs are divided into DC- [6–8] and AC- [9–14] magnetized types according to
the winding category to provide current pulses. The DC-magnetized VFMMs [6–8] usually
have LCF magnets on the stator side, and the additional magnetization coils can provide
MS manipulation currents conveniently. However, DC-magnetized VFMMs generally
suffer from a complicated structure. On the other hand, AC-excited VFMMs [9–16] utilize
d-axis current pulses generated by the armature windings to manipulate the MS of LCF
magnets, which feature a simple configuration with magnets on the rotor side.

Energies 2022, 15, 5501. https://doi.org/10.3390/en15155501 https://www.mdpi.com/journal/energies167
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For AC-magnetized VFMMs with a single LCF magnet, flux barriers are often set
on the q-axis to realize reverse saliency (Ld > Lq), i.e., a flux-intensifying (FI) property,
which can ensure that the maximum torque per ampere (MTPA) operation of the machine
happens under the id > 0 situation, and thus can effectively decrease the risk of on-load
demagnetization. The first AC-magnetized VFMM is proposed in [11], in which the rotor is
characterized by a sandwich structure, including AlNiCo PM, iron core, and non-magnetic
material. In [9], a radially magnetized FI VFMM with flux leakage paths is designed and
analyzed. The designed machine shows benefits in improving efficiency and extending
the range of the torque-speed map. In [13–15], spoke-type flux-intensifying VFMMs are
proposed. The AlNiCo PMs are tangentially magnetized, which increases the air-gap flux
density when fully magnetized, and brings the torque density of the VFMM to a comparable
level to a conventional PMSM.

Nevertheless, AC-magnetized VFMMs generally require large amplitudes of mag-
netizing currents due to the high thickness of LCF magnets, which inevitably leads to
an increased requirement for inverter capacity. Consequent-pole (CP) rotor design is a
favorable way to reduce magnet usage and magnetization current, as well as maintain
torque output at the same time [17–19]. Thus, this paper proposes a novel consequent-pole
flux-intensifying memory machine (CP-FIMM) to address the above-mentioned problems
for AC-magnetized VFMMs. The combination of FI variable-flux characteristics [20–22]
and a consequent-pole [17–19] structure can reduce the amount of AlNiCo magnet, and
meanwhile increase the d-axis inductance. Thus, the proposed CP design is advantageous
for the reduction of the required magnetizing current magnitude, improvement of magnetic
stability and PM utilization simultaneously.

This paper is organized as follows. First, in Section 2, the machine topology and
operating principle including the flux regulation principle and magnetic circuit analysis are
introduced. In Section 3, the electromagnetic performance of the CP-FIMM and FIMM is
investigated and compared based on finite element analysis (FEA) with respect to the open-
circuit and on-load performances, as well as magnetization characteristics and efficiency.
In Section 4, a 3-D FE analysis is conducted to confirm the validity of the 2-D analysis.
Section 5 is devoted to a comprehensive conclusion.

2. Machine Topology and Operating Principle

2.1. Machine Topology

Figure 1 shows the machine topologies of conventional FIMM [9] and the proposed
CP-FIMM, respectively. Both machines have two layers of q-axis flux barriers in order to
reduce q-axis inductance and create the reverse saliency ratio, which is beneficial for the
unintentional demagnetization withstand ability. For CP-FIMM, nearly half of the magnet
poles are replaced by iron cores, forming a CP structure, which can reduce the usage of
AlNiCo PM by approximately 40%. It should be noted that the optimal pole-arc coefficient
of the CP-FIMM is slightly larger than 1 in order to achieve higher torque. Table 1 illustrates
the key design parameters of the CP-FIMM and FIMM. For a fair comparison, the major
design parameters of the two topologies are kept the same except for different PM volumes.

2.2. Flux Regulation Principle

Figure 2 reveals the simplified hysteresis model of the AlNiCo PM. By applying
certain transient d-axis current pulses to generate demagnetizing or remagnetizing MMF,
the working point of AlNiCo PM will move along the recoil lines and finally stabilizes at
the load line. Consequently, the MS of AlNiCo PM can be flexibly changed and maintained
according to different operation requirements.
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(a) (b) 

Figure 1. Machine topology. (a) FIMM, (b) CP-FIMM.

Table 1. Key design parameters of FIMM and CP-FIMM.

Items FIMM CP-FIMM

Rated power (W) 600
Rated speed (rpm) 1000

Outer diameter of stator (mm) 122
Inner diameter of stator (mm) 75

Air-gap length (mm) 0.5
Outer diameter of rotor (mm) 74.5
Inner diameter of rotor (mm) 36.5

Active stack length (mm) 55
Steel grade 50JN1000

AlNiCo PM grade AlNiCo9
AlNiCo volume (cm3) 66.0 39.6

Armature winding turns per phase 360
Rated current (Arms) 7.5
DC-link voltage (V) 120
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Figure 2. The simplified hysteresis model of the AlNiCo PM.
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In order to characterize the magnetization state (MS) of the memory machine, the
magnetization ratio kmr is defined as

kmr =
Brk
Br

× 100% (1)

where Br is the remanence of the major hysteresis loop, Brk is the specific remanence
corresponding to the specific PM working point on the kth recoil line. The above percentage
kmr is then adopted to characterize the magnetization level of the FIMM and CP-FIMM.

2.3. Magnetic Circuit Analysis

Figure 3a shows the magnetic circuit paths of the FIMM and CP-FIMM, respectively.
For the two machines, since double-layer flux barriers are placed on the q-axis, Lq is
significantly decreased. Moreover, because the AlNiCo PM usage of CP-FIMM on the d-axis
is reduced, the Ld is increased. By realizing the relationship of Ld > Lq, “id > 0” control is
adopted for rated MTPA operation to fully utilize the magnet torque and reluctance torque,
which can meanwhile reduce the risk of on-load demagnetization.

d

q

d

q

(a) 
Ry

Rg

Rm Rm

Fm Fm

Rg

Rm

Fm

Ry

Rf

 
(b) 

Figure 3. Magnetic circuits of FIMM and CP-FIMM, (a) d- and q-axis; (b) equivalent magnetic circuit
of d-axis.

Figure 3b shows the equivalent d- and q-axis magnetic circuits of the FIMM and
CP-FIMM, respectively. The corresponding parameters are listed in Table 2.
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Table 2. Parameters in equivalent magnetic circuits.

Symbols Parameters

Ry magnetic reluctance of stator yoke
Rg magnetic reluctance of air-gap
Rf magnetic reluctance of iron pole

Rm1 magnetic reluctance of AlNiCo in the FIMM
Rm2 magnetic reluctance of AlNiCo in the CP-FIMM
Fm1 magnetomotive force MMF of AlNiCo in the FIMM
Fm2 magnetomotive force MMF of AlNiCo in the CP-FIMM

The corresponding air-gap flux Φ1 and Φ2 can be illustrated as (2) and (3). Since the
volume of a single AlNiCo PM of the CP-FIMM is larger than that of the FIMM, Fm2 is
larger than Fm1. Additionally, Rf is smaller than Rm2. Consequently, Φ2 is close to Φ1,
which indicates that the electromagnetic performance of the CP-FIMM is close to that of
the conventional FIMM.

Φ1 =
2Fm1

Ry + 2Rm1 + Rg
(2)

Φ2 =
Fm2

Ry + Rm2 + Rg + R f
(3)

In addition, the relationship in the flux regulation process can be shown as

Ψd f = Ldidm (4)

where Ψdf is the required flux linkage to realize MS manipulation, and idm refers to the
required MS manipulation current amplitude. It can be deduced that with a smaller amount
of AlNiCo PM, the CP-FIMM has a relatively smaller d-axis reluctance as well as a larger
Ld. Therefore, lower d-axis magnetomotive force (MMF) is needed for the flux regulation
process for CP-FIMM, i.e., lower magnetization currents are required, which can help
reduce the capacity of the inverter.

2.4. Control Scheme

Figure 4 shows the control scheme of the proposed CP-FIMM. The MTPA control
method for which id > 0 is adopted for its rated operation. Based on the machine operation
properties, different MSs are flexibly adjusted by the command of the magnetization state
controller. When the speed exceeds the base speed, the negative id flux-weakening method
is conducted to offset the PM flux-linkage in order to widen the speed range.
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dq 
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Figure 4. Control scheme of the CP-FIMM.
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3. Electromagnetic Performance Investigation of the Proposed CP-FIMM

3.1. Open-Circuit Performance

The foregoing CP-FIMM and FIMM machine topologies are designed, and finite
element analysis and comparison are conducted based on the JMAG 20.0 package.

Figure 5 shows the flux line distributions of the two machines under different MSs.
It can be observed that although a smaller volume of the magnet is utilized in CP-FIMM,
similar flux distribution patterns can be found in the two machines. It can also be seen that
both topologies can realize variable MSs effectively. Figure 6 shows the flux distributions
of FIMM and CP-FIMM under different MSs, respectively. It can be observed that both
topologies exhibit excellent flux regulation capability. More severe magnetic saturation can
be found around the flux barriers of CP-FIMM due to larger pole-end flux leakage of the
AlNiCo PM, which accounts for a smaller air-gap flux density of the CP-FIMM. Moreover,
the stator flux density of the CP-FIMM is larger, especially under low MSs, which accounts
for more iron loss.

(a) (b) 

Figure 5. Flux line distributions under different MSs. (a) FIMM; (b) CP-FIMM.

 
Figure 6. Flux density distributions of the two machines under different MSs.
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Figure 7 illustrates the flux linkage waveforms and harmonic analysis of FIMM and
CP-FIMM under different MSs, respectively. It can be seen that both topologies have
excellent MS manipulation capabilities. Besides, the fundamental flux linkage amplitudes
of CP-FIMM are slightly lower than those of the conventional FIMM due to its relatively
smaller PM usage. The high-order harmonics are zoomed in and shown in Figure 5b. It can
be observed that the two machines share similar distribution patterns of harmonics, while
the proposed CP-FIMM has a relatively smaller level of harmonics, which is beneficial for
the sinusoidal back-EMF waveform and reduction of torque ripple.

(a) 

(b) 

Figure 7. Flux linkage of the two machines. (a) Waveforms; (b) harmonic spectra.

Figure 8 shows the air-gap flux density waveforms of the FIMM and CP-FIMM. Due
to the existence of iron poles, the air-gap flux density of CP-FIMM shows an asymmetry
and has more even-order harmonics. In addition, the fundamental amplitude of air-gap
flux density of CP-FIMM is slightly lower than FIMM since 40% of AlNiCo PM is replaced
by iron poles. Since more AlNiCo PMs are involved in MS manipulation in the FIMM, the
flux densities under 75% and 50% MSs of FIMM are lower than the CP-FIMM, respectively.

The open-circuit back-EMFs as well as harmonic analysis of the CP-FIMM and FIMM
under different MSs are shown in Figure 9. It can be observed that the even-order harmonics
in air-gap flux are canceled, and the back-EMF of CP-FIMM has a lower fundamental com-
ponent and a lower total harmonic distortion (THD) with eliminated high-order harmonics.
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(a) 

(b) 

Figure 8. Air-gap flux density of the two machines under different MSs. (a) Waveforms, (b) spectra.

(a) 

(b) 

Figure 9. Back-EMF waveforms and harmonic analysis CP-FIMM and FIMM under different MSs.
(a) Waveforms; (b) spectra.
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3.2. Torque Performance

Figure 10 shows the average torque of CP-FIMM and FIMM subject to different current
angles. It can be seen that the maximum torque of CP-FIMM is acquired with a positive
id, which confirms that the FI property, i.e., Ld > Lq, can be well obtained with the design
of the CP structure. On the other hand, due to a similar magnetic reluctance of the d-
and q-axis, the values of Ld and Lq of FIMM are close to each other, and the FIMM shows
negligible saliency.

Figure 10. Average torque versus current angle plots of the CP-FIMM and FIMM.

Figure 11 shows the cogging torque waveforms of the CF-FIMM and FIMM. Since
the rotor iron poles serve as half of the magnetic poles, CP-FIMM shares identical cogging
torque period with the FIMM. In addition, the two machines have comparable cogging
torque amplitude.

Figure 11. Cogging torque waveforms.

The torque characteristics of the two machines are compared in Table 3. It can be
observed that the proposed CP-FIMM can achieve 93.49% of the average torque by reducing
40% of AlNiCo PM volume, and has a larger PM utilization rate. Due to the limitation of
cost and restriction on PM volume, the torque of CP-FIMM is slightly lower. However, it
should be noted that with a slightly larger PM volume, the CP-FIMM is able to achieve
the same torque compared with the FIMM. Moreover, the CP-FIMM has a smaller torque
ripple than the FIMM owing to a more sinusoidal back-EMF.
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Table 3. Torque characteristics of the analyzed machines.

Items FIMM CP-FIMM

Average torque (Nm) 6.54 5.74
Torque ripple (%) 50.18 23.98

Cogging torque (Nm) 1.29 1.34
Average torque/PM volume (Nm/cm3) 0.099 0.145

3.3. Flux Regulation Performance

The flux regulation characteristics of the CP-FIMM and FIMM are analyzed based
on the required transient current amplitude to change the fundamental open-circuit back-
EMF. Figures 12 and 13 show the waveforms of fundamental back-EMF versus different
flux regulation current amplitude of the two machines. It can be seen that compared
with the conventional FIMM, it is significantly easier to magnetize or demagnetize the
CP-FIMM, which is consistent with the foregoing analyses. Consequently, with a smaller
demagnetizing current amplitude, the required inverter capacity can be reduced.

Figure 12. Fundamental back-EMF versus demagnetization current.

Figure 13. Fundamental back-EMF versus magnetization current.

3.4. External Characteristics

The external characteristics of the two machines are acquired based on the control
method in Figure 4, and the corresponding waveforms are shown in Figures 14 and 15,
respectively. It can be seen that the CP-FIMM has a relatively smaller torque and electro-
magnetic power under a flux-enhanced state, which is mainly due to the smaller usage of
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the magnet. On the other hand, the CP-FIMM has a larger output power and torque under
the flux-weakened state, which is compromised with a lower maximum speed.

 
Figure 14. Torque-speed waveforms of the CP-FIMM and FIMM under different MSs.

Figure 15. Power-speed waveforms of the CP-FIMM and FIMM under different MSs.

3.5. Efficiency

Figure 16 shows the efficiency maps of the proposed CP-FIMM and FIMM under
different MSs, respectively. It can be found that the CP-FIMM can realize a wide speed
range with high overall efficiency. Additionally, the CP-FIMM shows a relatively smaller
overall efficiency than the conventional counterpart.

Figures 17 and 18 show the copper and iron loss maps of the two machines under
different MSs, respectively. It can be seen that the two machines share similar copper loss
patterns and the CP-FIMM has a lower copper loss under high-speed operation region due
to better flux-weakening performance. On the other hand, the CP-FIMM has a larger iron
loss under high-speed operation, which is due to the larger flux density distribution in the
stator, which can be found in Figure 6. As a result, the efficiency of CP-FIMM is slightly
lower than the FIMM, especially under the flux-weakened state.
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(a) 

(b) 

Figure 16. Efficiency maps of FIMM and CP-FIMM. (a) Flux-enhanced; (b) flux-weakened.

(a) 

(b) 

Figure 17. Copper loss maps of FIMM and CP-FIMM. (a) Flux-enhanced; (b) flux-weakened.
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(a) 

(b) 

Figure 18. Iron loss maps of FIMM and CP-FIMM. (a) Flux-enhanced; (b) flux-weakened.

4. Three-Dimensional FE analysis

In order to further validate the above 2-D FE analysis, 3-D models are built in Figure 19
according to the stack lengths and the torque performance of the two machines are analyzed.
The corresponding results are shown in Figure 20 and Table 4. It can be seen that the average
torque and torque ripple results are close between the 2-D and 3-D FE analyses, which
confirms the validity of the foregoing analysis.

 
(a) (b) 

Figure 19. Three-dimensional models of the two machines. (a) FIMM. (b) CP-FIMM.
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Figure 20. Torque waveforms of 2-D and 3-D FE analysis.

Table 4. Torque comparison between 2-D and 3-D analysis.

Items FIMM CP-FIMM

2-D 3-D 2-D 3-D

Average torque (Nm) 6.54 6.25 5.74 5.98
Torque ripple (%) 50.18 63.50 23.98 17.65

5. Conclusions

In this paper, a novel CP-FIMM is developed and analyzed. The flux regulation and
operating principle of the CP-FIMM are firstly described based on the simplified hysteresis
model and equivalent magnetic circuit. It is deduced that the torque capability of CP-FIMM
is close to that of the conventional FIMM, and requires a lower level of magnetization
currents due to a larger d-axis inductance. Then, the electromagnetic performance of
CP-FIMM and a benchmark conventional FIMM are investigated and compared based
on the FE method. It is found that the CP-FIMM can realize similar torque output to the
conventional FIMM with an approximate 60% reduction in PM volume. Additionally, the
required magnetizing current of CP-FIMM can be significantly reduced due to a larger
d-axis inductance. The efficiency distribution patterns of the two machines are similar, with
a slightly lower efficiency of CP-FIMM. Finally, a 3-D FE analysis is carried out to confirm
the validity of the 2-D analysis.
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Abstract: With more stringent IEC energy efficiency standards, electrical machine industry increas-
ingly focuses on new motor technologies. Amongst others, the line-start permanent magnet syn-
chronous machine (LSPMSM) is considered as an attractive alternative to induction machine, es-
pecially for low power and fixed-speed applications. However, the design of LSPMSMs is rather
complex as both steady-state and transient synchronization performances need to be considered. The
synchronization capability determination of a LSPMSM design usually relies on time-consuming
transient finite-element simulations, which is impractical for use in an iterative design optimization
process. This paper compares and evaluates various existing analytical synchronization analysis
methods in an attempt to identify most suitable equations and methods for fast synchronization
analysis. Using the selected methods, a software tool is developed that can seamlessly work with
ANSYS Electronics Desktop to perform rapid transient synchronization analysis. Given its ability
to quickly determine the critical inertia factor of a LSPMSM design, the software tool is further
adapted for use in a highly iterative, multi-objective design optimization procedure. It shows that the
developed software tool can be successfully used in the design of LSPMSMs.

Keywords: analytical modeling; finite element method; line-start motor; permanent magnet machine;
software development; synchronization; transient performance

1. Introduction

Industrial application of electrical motors consumes between 30% and 40% of gen-
erated electrical energy worldwide [1]. With the advent of the new industrial revolution
brought forth by the development of e-mobility and renewable energy systems, the use of
electrical motors will continue to grow at a fast pace. However, hand-in-hand with this
growing demand for electrical motors comes the demand for improvement in their energy
efficiency. With more stringent IEC efficiency standards, electrical motor manufacturers
increasingly focus on new motor technologies as induction motors (IMs) are approaching
their efficiency limits. This is especially true for low power general purpose IMs that drive
fixed-speed loads such as fans, pumps and conveyors.

The line-start permanent magnet synchronous motor (LSPMSM) is an attractive al-
ternative as it promises both higher efficiency and power factor than an IM [2]. While the
efficiency of super-premium (IE4) 2.2 kW IMs has been observed to lie between 86 and
89% [3], LSPMSMs of the same power rating carry the potential to breach the 90% efficiency
barrier. However, the design of LSPMSMs is rather complicated as its rotor structure
contains both permanent magnets and cage windings, both of which can be configured in
numerous ways. Furthermore, LSPMSMs have two distinct regions of operation, namely
asynchronous operation during start-up, and synchronous operation during steady-state.
The trade-off between starting/synchronization capability and higher efficiency and power
factor is a key challenge for LSPMSMs [4].

Determining whether a LSPMSM candidate design synchronizes usually requires
transient finite-element (FE) analysis, which is computationally expensive and not suited
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for use in any iterative design optimization procedure [5–7]. As an alternative, various
fast analytical approaches for the synchronization analysis of LSPMSMs have been pro-
posed such as energy methods [8,9], time-domain method [9], semi-numerical method [10],
multi-damping-circuit model [11], reluctance network model [12], and sizing equation
based mathematical model [13], which promise to provide at least a good estimate of
a design’s synchronization capability. The work reported in [14] was probably the first
attempt of incorporating both analytical steady-state and synchronization analysis into the
multi-objective design optimization process of LSPMSMs. However, the optimization was
conducted using the Taguchi method. Apart from that, these analytical approaches are
only captured in literature with hardly any practical implementation in LSPMSM designs.
Since both transient and steady-state operations need to be considered in the design of
LSPMSMs, there is clearly a need to develop a transient synchronization analysis tool that
can be integrated into mainstream electromagnetic simulation software.

This paper presents the development of a time-efficient transient synchronization
analysis tool for use with ANSYS Electronics Desktop software environment, which deter-
mines the critical inertia factor (xcr), a figure of merit for the synchronization capability for
a LSPMSM design. The remainder of the paper is organized as follows: In Section 2, the
electromagnetic torque characteristics of the LSPMSM during transient synchronization
process is first described, followed by the a discussion of recent development of analytical
synchronization determination methods. In Section 3, different variants of synchronization
torque equations and analytical synchronization methods are compared and evaluated in
order to identify most suitable equations and methods for the software tool development.
The detailed steps of software design and implementation is given in Section 4. The ap-
plication example of the developed software tool is demonstrated in Section 5. Relevant
conclusions are drawn in Section 6.

2. Synchronization Analysis of LSPMSMs

With both magnets and cage winding in the rotor of a LSPMSM, there is an inherent
competition of space between them. This requires judicious arrangement of the cage
winding and PM array within a rotor in order to realize a good design. As a result,
a variety of rotor topologies have been created. Some common rotor designs can be
observed in Figure 1. In comparison with IMs, the manufacturing of LSPMSMs are more
costly, particularly for more complex topologies such as the V-type and W-type designs
(Figure 1b,c). These additional costs arise from both the expensive PM materials and the
added mechanical complexity of the interior ducts for hosting the PMs. However, a more
prevalent problem across all rotor topologies is the synchronization capability—and related
critical inertia—of a candidate design [15].

(a) (b) (c) (d)

Figure 1. Various LSPMSM rotor layouts: (a) radial-type; (b) V-type; (c) W-type; (d) spoke-type.

2.1. Electromagnetic Torque Characteristics

To better understand the synchronization capabilities of a LSPMSM design, the electro-
magnetic torque components present at all stages of the synchronization process and their
interactions need to be understood. A visual representation of these torque components
during the asynchronous operation can be seen in Figure 2.
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Figure 2. Various torque components during the asynchronous operation of a LSPMSM.

2.1.1. Braking Torque

The braking torque, sometimes also called the magnet torque, is the torque component
contributed during start-up by the PMs. The magnets induce current in the stator at a
frequency of (1 − s) f , which negatively affect synchronization capabilities [16,17]. The
analytical braking torque equation is given by (1).

Tb = −mpE2
0R1

2π f
· [R

2
1 + (1 − s)2X2

q ](1 − s)

[R2
1 + (1 − s)2XqXd]2

(1)

where E0 is the induced back-EMF, R1 is the stator resistance, and Xd and Xq are the direct
and quadrature axis synchronous reactances, respectively. While the volume of magnets
impacts braking torque greatly (as shown in Figure 3), it also plays an important role to the
power factor of a LSPMSM at steady-state.

Figure 3. Braking torque for various magnet volumes.

2.1.2. Cage and Reluctance Torque

In literature the cage torque of a LSPMSM is often treated the same as that of standard
squirrel-cage IMs [8]. However, as explained in [17], owing to the non-symmetric magnetic
circuit in a LSPMSM rotor, the rotating magnetic field created by rotor current may be
decomposed into two counter-rotating fields. The positive sequence rotating field of the
rotor winding results in an asynchronous torque while the negative sequence rotating field
leads to a reluctance torque component, which hinders the synchronization process for
s < 0.5 and aids it for s > 0.5 [17].

To avoid unnecessary complexity, the reluctance torque is sometimes lumped in
together with the cage torque to form a combined equation [9]. Since different approaches
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are used in literature to represent cage torque of LSPMSMs, it is necessary to compare and
evaluate them.

2.1.3. Pulsating Torque

Apart from the cage torque and braking torque, which are essentially average torque
components, there are other pulsating torque components that are resulted from the inter-
action of rotor and stator rotating fields of different speed and the slotting effects. These
pulsating torque components are functions of load angle δ and often included in the syn-
chronization analysis [18,19]. However, there are also published work that neglects the
pulsating component entirely [20]. As the oscillations contributed by the pulsating torques
are known to impact synchronization capabilities [14], it seems unwise to neglect the effect
of these torque components.

2.2. Analytical Synchronization Methods

The dynamic performance of LSPMSM is mainly concerned with the starting process
of the machine. Owing to the existence of PMs in the rotor, the starting of the LSPMSM
is more complicated than that of the IM. Furthermore, during the starting process the d-
and q-axis armature reaction reactance vary with time due to the influence of magnetic
saturation. Some researchers use a combination of analytical representation and finite
element modelling for the synchronization analysis [10,21], which, while yielding more
accurate solutions, is time consuming and not suitable for design optimization purposes.

Recently, there are some new developments of the analytical synchronization analy-
sis methods, which are based on the classical approaches by Miller and Honsinger [18,22].
Amongst others, the energy-based analytical approaches by Rabbi et al. [8] and Chama et al. [9],
and the time-domain method by Chama et al. [9] are the most representative. To facilitate fur-
ther discussion in the paper, these methods are referred hereinafter as Energy method (Rabbi
et al.), Energy method (Chama et al.), and Time-domain method (Chama et al.), respectively.

For all the three methods, the analytical representation of the instantaneous torque Ti
is established from a design’s parameters, which is a combination of the torque components
described in Section 2.1 and represented by (2).

Ti(s, δ) = Tp(δ) + Tc(s) + Tb(s)− Tl(s) (2)

where Tp refers to pulsating torque. Subsequently, the instantaneous torque Ti follows the
equation of motion in the slip-load angle plane, captured in (3).

− Jω2
s

p
· s

ds
dδ

= Ti(s, δ) (3)

Further treatment of (3) is where analytical approaches differ.

2.2.1. Energy Method (Rabbi et al.)

The treatment of (3) by Rabbi et al. [8] is focused around approximating the last pole
slip of the instantaneous torque. Initially, slip is set to 0, with the aim of solving the equation
Ti(0, δ) = 0. For a majority of cases, this results in two solutions as shown in Figure 4,
namely the load angle δ′s that is the load angle for which the motor reaches synchronous
speed for the first time, and δs that binds the domain in which the critical slip scr will be
found. The critical slip is the local maximum situated between δ′s and δs.

Then, using the value found for δ′s, the last pole slip is approximated as s = scr sin 1
2 (δ

′
s − δ)

in order to find scr. Mathemtically, this is conducted by solving Ti(s, δ′s − π) = 0 as shown
in Figure 5. With δ′s and scr acquired, the required kinetic energy Escr to pull the motor into
synchronization is calculated using (4).

Escr =
∫ 0

scr
− 1

p
Jω2

s s ds =
1

2p
Jω2

s s2
cr (4)
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Figure 4. Finding δ′s.

Figure 5. Finding the critical slip.

The approximated synchronization energy Esyn, or the energy actually provided by
the instantaneous torque, is calculated using (5).

Esyn =
∫ δ′s

δ′s−π
Ti(scr sin

1
2
(δ′s − δ), δ) dδ (5)

When the apparent rotor kinetic energy Esyn matches the required pull-in energy Escr,
the critical inertia Jcr is reached, which is the largest system inertia a motor design can
successfully synchronize. Using (4) and (5), Jcr can be formulated as (6). Furthermore,
by normalizing the critical inertia to the rotor inertia, the critical inertia factor xcr can
be defined, which can be very useful to quantify the synchronization capability in the
design process.

Jcr =
2pEsyn

s2
crω2

s
(6)

2.2.2. Energy Method (Chama et al.)

The energy-based method by Chama et al. [9] once again starts off by forming the
equation of motion (3) from the instantaneous torque. Instead of relying on any approxima-
tions, the equation of motion is rewritten into the form seen in (7); an implicit, nonlinear
ordinary differential equation (ODE).

ds
dδ

= − p
Jω2

s s
Ti(s, δ) = f (s, δ) (7)

Instead of approximating the last pole slip, as proposed by Rabbi et al. [8], the energy-
based method proceeds to solve the ODE using the implicit Runge–Kutta–Fehlberg method.
The advantages of this ODE solver is its high order of convergence. However, the ODE
can be solved by other numerical methods for ODEs as well, such as the backward differ-
entiation formula (BDF) or the Gauss–Radau method. The choice for ODE method to be
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used depends on the stiffness of the problem at hand, and thus further comparison will be
performed in Section 4.2.2.

The ODE, when solved, establishes the slip as a function of load angle, an example
of which can be seen in Figure 6. From this direct resolution of the ODE, δ′s and scr can
be obtained.

Figure 6. Slip as a function of δ.

With these values readily available, Escr and Esyn can be calculated and compared
again. In the case of Escr, the method used by Chama et al. is essentially the same as that of
Rabbi et al., i.e., (4). Given the fact that the slip has been established as a function of load
angle, the approximation present in (5) is not necessary anymore. Instead, (8) can be used
to compute Esyn, where scr = s(δscr).

Esyn =
∫ δ′s

δscr
Ti(s(δ), δ) dδ (8)

Once again, when Esyn ≥ Escr, the candidate design synchronizes.

2.2.3. Time-Domain Method (Chama et al.)

The time domain model presented by Chama et al. [9] takes a slightly different ap-
proach. The equation of motion (3) is formulated into a transient variation taking the form
of (9) and (10), where ωrm represents the motor speed in rad/s and θ represents the rotor
angle in radians.

J
∂ ωrm

∂t
= Ti(s, θ) (9)

− 1
p

Jω2
s s

∂s
∂θ

= Ti(s, θ) (10)

Given the relationship between motor speed and slip ωrm = ωs(1−s)
p , and expressing

∂s
∂θ as ∂s

∂t
∂t
∂θ , (9) and (10) can be algebraically transformed into the initial value problem seen

below. This system of equations can also be solved using any implicit ODE method over
any desired period of time.

∂s
∂t

= − p
Jωs

Ti(s, θ)

∂θ

∂t
= sωs

Once the solution to the ODE has been computed, the motor’s speed versus time
graph can be extracted. Two cases can arise: The first case being when synchronization
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occurs, resulting in the motor’s speed settling around its rated speed nrated. The second
case arising when the motor fails to synchronize; the speed oscillating below rated speed.
Both cases are visualized in Figure 7.

Figure 7. Speed vs. time graphs for a synchronized and un-synchronized motor.

To mathematically determine whether this synchronization process has occurred, the
average speed nrm and gradient of the average speed n′

rm of the tail end of the generated
graphs can be calculated. If the following conditions hold, then synchronization occurs.

|nrm − nrated| ≤ 10−2

n′
rm ≤ 10−2

3. Appraisal of Analytical Synchronization Equations and Methods

In order to identify most suitable analytical synchronization equations and methods
to be implemented in the software tool, the analytical methods described in Section 2.2
are compared and evaluated in this section. To facilitate the subsequent comparison, the
set of torque components will be standardized and individually examined. A number of
LSPMSM candidate designs with different rotor topologies (radial, V-type, W-type and
spoke-type) are created in ANSYS Electronics Desktop for test and verification purposes.
The details of these designs can be found in Figure A1.

3.1. Cage Torque Equations

To determine the most appropriate cage torque equation for a general use case, ANSYS
Electronics Desktop was used to generate the cage torque curves of the aforementioned
LSPMSM designs. This provides the benchmark cage torque characteristics that various
analytical formulae strive to replicate.

Three different equations selected for comparison are from Soulard et al. [19],
Rabbi et al. [8], and Chama et al. [9]. The required machine parameters for the analyti-
cal cage torque curve are extracted from the ANSYS RMxprt and summarized in Table A1.

Figure 8 shows a cage torque comparison for a radial-type rotor design. To compare
these cage torque curves more generally, each analytical cage torque curve was then
subtracted from the ANSYS-generated benchmark cage torque curve, and the average of
their discrepancy was calculated. This was conducted for each candidate machine design
in the aforementioned test set. The average torque difference for the 12 test machines
can be seen in Figure 9. A condensed box plot data of Figure 9 is shown in Figure 10,
summarizing the medium, minimum, maximum, and interquartile range for each analytical
cage torque equation.
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Figure 8. Various (Rabbi et al. [8], Chama et al. [9], Soulard et al. [19]) analytical cage torque curves
for the Radial 1 design.

Figure 9. Average torque difference of various (Rabbi et al. [8], Chama et al. [9], Soulard et al. [19])
analytical Tcs from target Tc for each motor design.

It is evident that the cage torque equations presented by Chama et al. [9] and Soulard
et al. [19] compare favorably with that of Rabbi et al.’s [8]. When comparing the equations
by Chama et al. and Soulard et al., Figure 10 highlights that Chama et al.’s cage torque
equation is much more consistent over a variety of designs, with only one outlier in the
form of the Radial 3 design.

Furthermore, closer inspection of Figure 8 reveals that Chama et al.’s [9] analytical
cage torque equation tends to approximate the target cage torque curve better in the region
nearing s = 0; closer to synchronization. This is confirmed by the box plot in Figure 11,
which only takes the latter half of synchronization into account. Soulard et al.’s [19] equation
approximates better near the region s = 1; the start of the synchronization process.

For determining synchronization capabilities of LSPMSM designs, the region between
asynchronous and synchronous operation is of utmost importance. Therefore, the analytical
cage torque Equation (11) used by Chama et al. [9] appears to be a good option.
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Figure 10. Box plot of average torque difference of various (Rabbi et al. [8], Chama et al. [9], Soulard
et al. [19]) analytical Tc equations from target Tc for the design set.

Figure 11. Box plot of average torque difference of various (Rabbi et al. [8], Chama et al. [9], Soulard
et al. [19]) analytical Tc equations from target Tc for the region 0.5 > s ≥ 0 for the design set.

Tc =
mp
2π f

·
sR′

2V2
ph

(sR1 + c1R′
2)

2 + s2(X1 + c1X′
2)

2 (11)

where the factor c1 is given by c1 = 1 + X1
Xm

.

3.2. Pulsating Torque

The direct comparison of various pulsating torque equations found across literature to
a benchmark pulsating torque curve generated by a FE program such as ANSYS Electronics
Desktop is unfortunately impossible, seeing as isolating this component is not feasible.

However, an alternative approach can be taken. Firstly, the instantaneous torque is
created from the selected best suited equations, i.e., (1) for Tb, (11) for Tc, and (12) for Tl
will be used to populated (13).

Since LSPMSMs are often used for constant speed operation such as in pumps, com-
pressors, and fans [23], for the sake of simplicity, a general fan load torque curve will be
used in this study, which takes the form seen in (12).

Tl = Trated(1 − s)2 (12)

This leaves only Tp to be varied, where analytical pulsating torque equations from
Soulard et al. [19], Rabbi et al. [8], and Tang [17] can be inserted for comparison.

Ti(s, δ) = Tp(δ) + Tc(s) + Tb(s)− Tl(s) (13)
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To form a basis for comparison, a transient FE synchronization simulation is first con-
ducted using ANSYS Maxwell for a LSPMSM design. Then the following steps are performed:

• extract time-varied slip s(t) and rotor angle θ(t) curves from ANSYS Maxwell;
• approximate load angle δ(t) from rotor angle θ(t);
• select Tp equation for comparison and create Ti(s(t), δ(t)) by inserting extracted s(t)

and δ(t);
• compare analytical Ti curve to actual ANSYS Maxwell Ti curve.

Following these steps, Figure 12 was created for the pulsating analytical equations
mentioned above.

Unlike Soulard et al. [19], Tang [17] and Rabbi et al.’s [8] analytical formulae correctly
meet the target curve once synchronisation has occurred and can be argued for. Tang’s [17]
Tp seems to result in a curve more accurately representing the magnitude of the initial
instantaneous torque, while Rabbi et al.’s [8] Tp seems to be a better fit nearing the region
of synchronization.

For this reason, both Tp equations will be carried forward into the analytical methods
comparison in Section 3.3. To simplify notation, Tang’s [17] Tp will be hence referred to as
Tpa and Rabbi et al.’s [8] will be referred to as Tpb. The equations for Tpa and Tpb are given
in (14) and (15), with the individual components listed in Appendix B.1.

Tpa = Tpa1 sin δ + Tpa2 cos δ + Tpa3 sin 2δ + Tpa4 cos 2δ (14)

Tpb = Tpb0 + Tpb1 sin δ + Tpb2 sin 2δ + Tpb3 cos δ + Tpb4 cos 2δ (15)

Figure 12. Ti for various (Rabbi et al. [8], Tang [17], Soulard et al. [19]) Tp cases.

3.3. Analytical Methods

When comparing different analytical synchronization methods mentioned in Section 2.2,
two factors will be considered. Firstly, the consistency/accuracy of the method in determining
the critical inertia factor, and secondly, any additional resulting outcomes which might prove
meritorious to a designer.

3.3.1. Critical Inertia Factor

In order to compare the critical inertia factors produced by each method, the actual
critical inertia factors of the test machines need to be determined. This was conducted
through a binary search approach using transient FE analysis. The values determined
by this process can be seen in the column labelled “FEM” in Table 1 and represent the
target which the analytical methods aim to meet. For the three different analytical methods,
each method follows a somewhat different approach for the critical inertia factor (xcr)
determination. Rabbi et al.’s method, mentioned in Section 2.2.1, determined xcr using (6),
while both Chama et al. methods used a linear search approach. The linear search approach
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was implemented by simply increasing the load inertia by a factor, until this factor fails
synchronization; the factor before that is xcr.

The results of this comparison can be seen in Table 1. While accuracy is of some
importance, a consistent trend in increase/decrease of xcr seen across a cluster of machines
is much more so. This is due to the fact, that when a designer makes a design change, the
critical factor should accurately reflect the resulting impact on xcr as well. Additionally, if
the trend is not obeyed, xcr would be of little use in the cost function of an iterative design
optimization procedure. In Table 1, a cluster of green represents where a trend was correctly
followed, while a cluster of pink represents where it was not.

Table 1. xcr determined by various analytical methods for the machine set.

Chama et al. (Time) Chama et al. (Energy) Rabbi et al.

Design FEM Tpa Tpb Tpa Tpb Tpa Tpb
Radial 1 44 110 52 111 52 213 69
Radial 2 40 112 49 113 50 225 67
Radial 3 93 0 66 0 66 556 44
V-Type 1 55 114 57 114 58 193 72
V-Type 2 39 120 40 121 40 306 58
V-Type 3 58 110 60 111 60 175 72
W-Type 1 65 121 60 122 60 218 77
W-Type 2 48 122 31 124 31 386 47
W-Type 3 164 200 158 201 158 174 120
Spoke 1 48 59 42 59 42 67 42
Spoke 2 45 42 34 43 34 38 28
Spoke 3 152 199 154 200 154 131 72

From Table 1 it is clear, that for use across a variety of different rotor topologies, both of
Chama et al.’s methods with Tpb (Equation (15)) are the most fitting to accurately determine
the trend of xcr. While Tpa demonstrates the correct trend for some rotor design and method
combinations, the predicted critical inertia values are much less comparable than when Tpb
is used.

3.3.2. Influence of an ANSYS Electronics Bug to Xcr Determination

While Table 1 demonstrates Chama et al.’s analytical methods correctly following the
xcr trend for the V-Types, W-Types, and Radial Types, there are cases (e.g., Radial 3) which
show a large difference between the FEM and analytically predicted xcr values. It was later
found that a certain geometry conversion bug in ANSYS Electronics Desktop is largely
responsible for this discrepancy.

One of such cases is demonstrated in Figure 13, where Figure 13a,c display two RMxprt
LSPMSM designs with the only difference of 0.01 mm in PM thickness. While the RMxprt
model layouts look identical, the respective Maxwell-2D FEM models seen in Figure 13b,d
distinctly vary, as the red circles highlight. Clearly, for the 4.58 mm case, the cage slot was
accidentally shifted by 1-slot pitch.

The time-domain method (Chama et al.) predicts a critical inertia factor of 60 for both
designs from their RMxprt models. However, because of the unexpected slot shifting, the
actual critical inertia factors, as determined through FE analysis in ANSYS Maxwell, differ
greatly. The actual xcr for the 4.59 mm case is 58, very close to the analytically predicted
xcr. For the 4.58 mm case on the other hand, where the alignment was shifted, the actual
xcr is 32, far from what was predicted for it by the analytical model and thus disturbing
the trend.
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(a) (b)

(c) (d)

Figure 13. Geometry conversion bug found in ANSYS Electronics Desktop. (a) ANSYS RMxprt
geometry (PM thickness 4.58 mm); (b) generated ANSYS Maxwell model for (a); (c) ANSYS RMxprt
geometry (PM thickness 4.59 mm); (d) generated ANSYS Maxwell model for (c).

3.3.3. Computational Aspects

During the creation of Table 1, the computational time to calculate the critical factors
of all machines was noted, and can be seen in Table 2. The energy approach by Chama
et al. is most time consuming among the three methods. The computational time of a
specific method may not be a major concern for a single-run critical inertia factor analysis.
However, it is critically important when the analysis is used in a multi-objective, highly
iterative optimization procedure.

Table 2. Computational time to determine test machine’s xcr per method.

Type of Method Time (s)

Time-Domain Method (Chama et al.) 33.667
Energy Method (Chama et al.) 450.852
Energy Method (Rabbi et al.) 0.500

Computationally, Rabbi et al.’s energy method outperforms both Chama et al.’s meth-
ods greatly. This is because Rabbi et al.’s method only focuses on the last pole slip and
uses a sinusoidal approximation to estimate xcr with (6). Chama et al.’s methods on the
other hand take the entire asynchronous region into account and rely on linearly increas-
ing the multiplier factor to determine xcr, which is a far more computationally intensive
approach. However, the energy method by Rabbi et al. fails to consistently predict the
critical inertia factor trend (see Table 1). The time-domain method (Chama et al.) appears
to be the best option, given the fact that it correctly predicts the critical inertia factor trend
while at the same time not being too time demanding. Thus, it will be implemented in the
multi-objective optimization procedure in Section 5. Note that all the computer simulations
in this paper were conducted on a PC with Intel Core i7-3700 CPU 3.4 GHz, 16 GB RAM
running 64-bit Windows 10.
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4. Software Design

Python was selected as the programming language for this development. Given its
maturity and prevalence for scientific use, a variety of libraries to perform such tasks exist,
the most notable being SciPy. In addition, a variety of graphical user interfacing (GUI)
libraries exist as well, such as Tkinter and PyQt. The language also allows for compilation
into executable files, thus meeting all necessary criteria for the development.

4.1. Overall Layout

Although the time-domain method (Chama et al.) has been identified as the most
appropriate method to be implemented by the program, it would be beneficial to also
include the energy-based methods in the implementation. This can be useful when a
designer wants additional confirmation for a factor or graph produced by the time-based
method. To accommodate these multiple methods, a facade structural pattern approach—as
described in [24]—will be used. This facade will control a single “solver” class which, in
turn, will interface with the various methods.

The solver class controls which methods are used, which xcr approach is taken, and
which parameters are passed between GUI and synchronization method. A list of all input
and output parameters the solver class controls can be seen in Figure 14.

Figure 14. Input and output parameters managed by solver class.

4.2. Implementation of Methods

The methods as a whole are implemented as functions, with the required machine
values being passed as arguments. Seeing as all methods require for the creation of Ti, as
outlined in Section 2.2, the instantaneous torque equation is captured in a nested function,
with parameters s and δ. Implementing the instantaneous torque as a function will allow
for a variety of different actions to be performed on it.

4.2.1. Energy Method (Rabbi et al.)

The steps needed for the energy method (Rabbi et al.) are summarized in the flowchart
below (Figure 15), where steps 1 and 2, as highlighted in yellow, require root finding algo-
rithms. For this purpose, SciPy’s root function is used, with the Ti function as implemented
in Section 4.2 passed as argument. Step 3’s Esyn requires functional integration, which is
performed using SciPy’s quad function. Escr is simply computed, and the final return value of
the process is the Boolean value defined by Esyn ≥ Escr. This value is passed to the “solver”
class, with the facade updating accordingly.
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Figure 15. Flowchart implementing the energy method (Rabbi et al.).

4.2.2. Energy Method (Chama et al.)

The steps needed for the energy method (Chama et al.) can be seen in Figure 16. Step
1 requires solving the ODE seen in (7). While Chama et al. recommend solving this with
the Runge–Kutta–Fehlberg method (RK45), by choosing to use SciPy’s solve_ivp function,
other approaches can be considered as well.

Table 3 compares the critical inertia factors xcr found by using FEM and different
ODE solver methods such as the recommended RK45, Radau IIA, backward differentiation
formula (BDF), and combined Adams and BDF method (LSODA). All of these are methods
specifically aimed at numerically integrating implicit ODE equations.

From the table, the proposed RK45 method seems to deviate from the target xcr values
the most, especially for the V-Type 3 and W-Type 3 designs. While the other methods fall
relatively close in terms of xcr predicted, when it comes to computational time taken greater
variation can be observed across the various methods. Table 4 summarizes the run-times
for the different ODE methods, with the adaptive LSODA method executing noticeably
faster than its peers.

Figure 16. Flowchart implementing the energy method (Chama et al.).

Since the ODE solver returns the slip versus load angle curve as a numerical array,
steps 4 and 5—highlighted in orange in Figure 16—cannot be performed in the same
manner as steps 3 and 4 were for the energy method (Rabbi et al.) in Figure 15. Thus for
this numerical integration step, SciPy’s Simpson method is used.

However, while the energy comparison step Esyn ≥ Escr is mentioned in Chama et al.’s
method, the paper also mentions that one advantage of the direct resolution of the ODE is
that it allows for “easily recognizing the synchronization capability of the machine” [9] as
well. This happens when the slip never reaches zero, and thus Figure 16 can be reduced to
the flowchart seen in Figure 17.

This has no impact on the xcr determination, but in combination with a binary search
approach, reduces the computational time of the LSODA ODE solver to 161.292 s.
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Table 3. xcr determined by the energy method (Chama et al.) with various ODE solvers compared to
target xcr determined through FEM.

Type of LSPMSM FEM RK45 Radau BDF LSODA

Radial 1 44 55 51 52 52
Radial 2 40 53 49 50 49
Radial 3 93 72 66 66 66

V-Type 1 55 61 57 58 58
V-Type 2 39 43 39 40 40
V-Type 3 58 81 59 59 60

W-Type 1 65 65 60 60 60
W-Type 2 48 34 31 31 31
W-Type 3 164 0 157 158 109

Spoke 1 48 60 42 42 42
Spoke 2 45 50 34 34 34
Spoke 3 152 175 154 154 154

Table 4. Computational time to determine xcr using the energy method (Chama et al.) with different
ODE solvers.

ODE Method Time (s)

RK45 402.086
Radau 550.320
BDF 450.852
LSODA 276.545

Figure 17. Adapted flowchart implementing the eneryg method (Chama et al.).

4.2.3. Time-Domain Method (Chama et al.)

The steps needed for the time-domain method (Chama et al.) are illustrated in
Figure 18. Step 1, solving the ODE problem, is performed using the LSODA method,
which was identified as the fastest ODE solver in Section 4.2.2. For fast computation of the
averages nrm and n′

rm (steps 3 and 4 in purple), the last section of the generated curve and
its derivative are accumulated using the built-in Python function sum and then divided
using the function len. The aforesaid derivative is calculated using SciPy’s splev function.

Figure 18. Flowchartimplementing the time-domain method (Chama et al.).
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To determine the critical inertia factor, a binary search approach is taken, following
the logic seen in Figure 19. The minimum factor is initialized as 0, and the maximum factor
as 500. This maximum value was chosen, seeing as it provides enough headroom above
the commonly observed xcr values, but not too far above to slow the search process down
substantially. While the linear search approach used earlier in Section 3.3.3 took 33.667 s,
determination of the same 12 xcr values was reduced to 18.822 s with the binary search
method.

Figure 19. Flowchart implementing binary search approach to determine xcr.

4.3. Graphical User Interface

To implement the graphical user interface for the program, the PyQt library was used.
This library was chosen, seeing as it allows for a drag-and-drop design process using the
Qt Designer software tool. Qt Designer then produces a *.ui file, which can be easily loaded
with a specific PyQt function. This approach allows for independent changing of user
interface elements, without needing to change the code behind them.

The interface is divided into 4 areas. The first area is used for inputting the machine’s
parameters needed to perform the analytical synchronization process. While these fields
will be automatically filled by the script mentioned in Section 4.4, allowing the user access
to these fields makes the program free-standing from ANSYS Electronics. The fields
available in this area are for machine parameters E0, Xd, Xq, R1, X1, R2, X2d, X2q, and
Jrot. Additionally, the area adjusts dynamically to support a slider and button used for
loading specific machine parameters after the additional features mentioned in Section 4.3.1
are used.

The second area contains the selection of the synchronization method to be used,
along with any additional input fields. These input fields are for testing synchronization
with a specific rotor inertia multiplier, testing for synchronization with specific additional
load inertia, and for selecting whether the critical inertia factor should be determined.
Additionally, the solver area adjusts to incorporate supplementary input fields dependent
on solver type. An example of this can be seen in Figure 20.

The third area is used for displaying the various graphs generated by the methods.
The selection for available graphs also adjusts according to the synchronization method
selected earlier. The graphing area is implemented by using an embedded Matplotlib area.
A “Clear Graphs” button is implemented as well, allowing for comparison of curves for
different input values. The legend is auto-generated depending on whether a constant
inertia value or a rotor inertia multiplier is added.

The last area is an output logging area, showing the critical inertia factor (if the option
is selected) and whether synchronization has occurred. Any additional information is also
displayed here.

All areas combine into the final layout seen in Figure 21. The width of the machine
parameter and solver areas is fixed, while the shared space between console and graph
area can be adjusted in order to meet the user’s needs.
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(a) (b)

Figure 20. Solver UI area adjusting by solver method: (a) solver area for the time-domain method
(Chama et al.), (b) solver area for the energy method (Chama et al.).

Figure 21. Final GUI layout of analytical synchronization program.

4.3.1. Additional Features

Three additional features (namely, Loading, saving, and batch testing) are added for
convenience sake, accessible through the top left menu button as can be seen in Figure 22a.
All three features use comma-separated values (CSV) files.
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The “Load Parameters” feature loads a number of machines’ parameters from a CSV
file into the program. Using the slider in the top right as seen in Figure 21, these various
parameters can then be loaded into their respective fields for testing.

The “Save Parameters” feature appends the machine parameters currently present in
the program to a CSV file of choice. If no file exists, a new one can be created.

The “Batch Test Parameters” feature uses the current solver settings to test the synchro-
nization and—if selected—critical inertia factor of machine parameters contained within a
CSV file. These machine parameters are also loaded into the program, similar to the load
feature, and the output of the tests is shown in the console.

To remove clutter from the program, some of the input settings listed in Figure 14
have been extracted to an “Additional Settings” dialog. The dialog is accessible through the
menu, as can be seen in Figure 22a, and opens the window seen in Figure 22b. Common
machine settings occupy these fields by default.

(a) (b)

Figure 22. Additional program features: (a) menu connecting to additional features and settings,
(b) additional settings window.

4.4. Integration with ANSYS Electronics Desktop

ANSYS Electronics Desktop offers programming capabilities through their scripting
environment [25]. Further, ANSYS specific libraries are also accessible. The scripting
environment implements IronPython 2.7, which implements Python 2.7 and NET frame-
work 4.0. Thus, scripts can be coded in either Python or VBScript. Considering Python’s
additional flexibility, all scripts were written in Python. These scripts can also be added to
ANSYS Electronics Desktop as “Tools”, allowing them to be run from the “Tools” tab by
the press of a button.

To integrate the program flawlessly into ANSYS Electronics Desktop, a script was
written which:

• Extracts available machine parameters from an RMxprt design.
• Approximates inaccessible machine parameters.
• Launches and automatically populates the analytical synchronization program with

the required values.

4.4.1. Extraction of Available Parameters

The scripting library’s functionality is limited, seeing as it is mainly used to change AN-
SYS specific features. As a result, no direct function is present in the scripting environment
for accessing the solution data of an RMxprt design.

In order to overcome this problem, the “output variable” commands of the script-
ing environment are exploited. The script contains the names of the desired machine
parameters, as listed in ANSYS. Then, for each parameter, the following steps are taken:
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• create temporary output variable using CreateOutputVariable;
• obtain output variable value using GetOutputVariable;
• delete temporary output variable using DeleteOutputVariable.

Using this approach, eight of nine parameters needed for analytical synchronization
determination can be extracted from an RMxprt design. These parameters are E0, Xd, Xq,
R1, X1, R2, X2d, and X2q.

4.4.2. Approximation of Inaccessible Parameters

The machine parameter that cannot be extracted from RMxprt is the rotor inertia
Jrot, which is only available after a Maxwell design was created from the RMxprt design.
To make the analytical synchronization program standalone, an approximation of the
combined rotor inertia is computed and then passed to the program. This approximated
inertia value can still be changed by the user in the program.

The rotor’s inertia can be modeled as three separate inertia values. Firstly, the rotor
body inertia, which contains the cage windings, magnets, and the steel rotor core. Secondly,
the end rings’ combined inertia which are located at the ends of the rotor. Lastly, the shaft
inertia internal to the rotor.

Using the scripting function GetPropertyValue allows for retrieval of the rotor inner
radius ri and rotor outer radius ro. Using the approach mentioned in Section 4.4.1, the
total cage bar mass, total magnet mass, and rotor steel mass can be extracted as well.
The rotor body is then approximated as a hollow cylinder, with the cage bar mass being
approximated at the edge of the rotor radius. The end rings are also approximated as two
hollow cylinders. The shaft is assumed to be roughly 1.75 times longer than the rotor body
length, which can be extracted from RMxprt.

The final rotor inertia approximation is then computed using (16).

Jrot = Jbody + Jrings + Jshaft (16)

The approximate rotor inertias are compared to the rotor inertias generated by ANSYS
Maxwell in Table 5, which shows that the approximated rotor inertias are reasonably close
to the ones generated by Maxwell.

Table 5. Approximate and Maxwell rotor inertias.

Machine Maxwell Jrot (kgm2)
Approximated Jrot

(kgm2) % Difference

Radial 1 0.0090446 0.0081215 10.21
Radial 2 0.0090446 0.0081178 10.25
Radial 3 0.0090446 0.007938 12.23

V-Type 1 0.0090446 0.0081899 9.45
V-Type 2 0.0090446 0.0082991 8.24
V-Type 3 0.0090446 0.0081992 9.35

W-Type 1 0.0090446 0.0080894 10.56
W-Type 2 0.0090446 0.0082279 9.03
W-Type 3 0.0090446 0.0077131 14.72

Spoke 1 0.0090446 0.0083418 7.77
Spoke 2 0.0090446 0.0083635 7.53
Spoke 3 0.0090446 0.0077431 14.39

4.5. Software Design Summary

The program described in this section is bundled into an executable using the pyin-
staller library, after which the path to the executable is linked into the ANSYS script. The
script gathers all retrievable parameters as shown in Section 4.4.1, and approximates all
inaccessible parameters as described in Section 4.4.2.
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The analytical synchronization program is then automatically launched with all pa-
rameters passed as system arguments. These arguments are then parsed into the program’s
machine parameter fields. The aforementioned script can be linked to the ‘Tool’ bar in
ANSYS Electronics Desktop allowing for retrieval, approximation, launching, and parsing
to happen with the click of one button.

5. Application of the Developed Software Tool

The analytical program developed in Section 4 has the ability to predict the critical
inertia factor xcr of a LSPMSM motor design. Using the critical inertia factor as a design ob-
jective in a multi-objective design procedure is of interest, but has so far only been achieved
through use of the Taguchi method, a low-iteration multi-objective design strategy [14].

Given the developed program’s integration with ANSYS Electronics Desktop, this
section aims to evaluate the effectiveness of the developed program in a highly iterative,
multi-objective optimization procedure using more conventional iterative strategies.

5.1. Software Adaptation

In order to be used for this iterative procedure, the developed software tool needs
to be adapted for the task at hand: it needs to be as fast as possible. A light-weight
version was thus developed, which does not feature the GUI, forces use of the time-domain
method (Chama et al.), and returns the critical inertia factor upon completion. Given
the simplification present here, it would have been ideal to perform this calculation in
the ANSYS scripting environment for even faster speeds. However, due to the scripting
environment’s restricted nature, no additional libraries can be installed into it, preventing
the use of SciPy functions.

Initially, the light-weight program was compiled in Python directly from its larger
counterpart, and then converted into an executable file using the pyinstaller library. How-
ever, early testing of the program in the iterative process showed that it was still far too
slow to be used for a highly iterative procedure. In an attempt to correct this, the light-
weight program was rewritten into the Go programming language. Go was chosen due
to the fact that it is designed around speed, easily and cleanly compiles into light-weight
executables, and has a growing supplementation of user created libraries. To replace the
role SciPy’s ODE solver played, the Godesim library was used. Godesim only employs the
Runge–Kutta–Fehlberg method at the moment, but as Table 6 demonstrates, this does not
cause it to differ too much from it’s Python counterpart, and the correct xcr trend is obeyed,
making it suitable for the task at hand.

The Go program’s execution time proves to be far superior compared to its Python
counterpart. Initialization scores and five iterations of the procedure described in Section 5.2
took the Python version 35 min and 17 s, while the Go version only needed 8 min and 26 s.

Table 6. Comparing Go and Python ODE solvers for predicting xcr.

Machine Python LSODA xcr Go RK45 xcr

Radial 1 52 51
Radial 2 49 49
Radial 3 66 61

V-Type 1 57 57
V-Type 2 40 39
V-Type 3 60 59
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Table 6. Cont.

Machine Python LSODA xcr Go RK45 xcr

W-Type 1 60 60
W-Type 2 31 31
W-Type 3 158 108

Spoke 1 42 42
Spoke 2 34 34
Spoke 3 154 120

5.2. Differential Evolution Implementation

Differential evolution (DE) was chosen as the multi-objective optimization procedure
to be implemented. DE begins by initializing a starting population with a set number
of members. Each member x has a number of features y. Then, three members of the
population are chosen at random and each of their features are mutated following (17) to
produce a mutated member.

ymutation = yx1 + (yx2 − yx3) (17)

Crossover is then performed between the mutated member and a chosen member of
the population. This involves, for each feature, generating a random value between 0 and 1
and comparing it to the crossover rate, which was set at 0.5. If the value is greater than the
crossover rate, the mutated feature replaces the chosen member’s feature. After crossover
is completed, the new member’s score is generated according to the overall evaluation
criterion (OEC), and if it is greater than the chosen member’s score, the chosen member
is replaced. Each iteration of DE performs mutation, crossover, and comparison for each
member of the population.

Ideally, DE would have been performed in ANSYS Electronics Desktop using ANSYS
Optimetrics; however, interfacing with Optimetrics for each iteration of the optimization
process is not possible. Instead, DE was coded in the scripting environment in Python.
Figure 23 demonstrates how these various environments are iteratively used and interact.

Figure 23. The differential evolution process.

Optimization Problem

It is known that there is a competing relationship between the critical inertia factor (xcr)
and the power factor (PF) for the design of a LSPMSM [14], which means finding a design
that maximizes both factors is unfeasible. Instead, a trade-off between the two factors can
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be found. Thus, the optimization problem has multiple objectives and constraints, which is
formulated as follows:

Maximize : F(X) =
3

∑
m=1

ωm fm (18)

where X represents the vector of geometric variables illustrated in Figure 24, and fm is
populated by the objective functions seen below, which can be weighted differently through
ωm.

f1 =
xcr

xcr max
; f2 =

PF
PFmax

; f3 =
1

1 + (Pout − Prated)2

The output power Pout is included in the optimization problem to ensure a working
design. Essentially, Pout is a constraint and not in contest with the other objectives. Its
weighting is kept as 0.5 in this optimization study.

(a) (b)

Figure 24. Parameters to be varied during optimization: (a) available slot parameters, (b) available
magnet parameters.

5.3. Parameter Restrictions

Given the extreme variety of possible rotor layouts, invalid designs are more than likely
to be created during crossover and random initialization. While the DE method will simply
replace these designs in the next iteration, some software restrictions are implemented as
well to limit the occurrence of this happening.

For the DE procedure, the radial rotor topology seen in Figure 1a was chosen, and
thus the successive restrictions implemented are specifically for this type. The stator
design remains constant, leaving only the slot design and rotor dimensions to be varied.
Figure 24a shows the slot parameters which can be varied, while Figure 24b shows the
magnet dimensions which can be varied.

Initialization begins by pre-defining a minimum and maximum value for all parame-
ters. These initial minima and maxima are only used during the initialization process, and
are then replaced per DE iteration.

Magnet Restrictions

While the slot parameters exhibit no complicated relationships, the magnet parameters
do, and thus the order in which magnet parameters are changed matters greatly. The order
is determined such that the subsequent parameter restrictions are only dependent on the
ones before it. Table 7 summarizes these relationships.

204



Energies 2022, 15, 9206

Table 7. Restrictions for magnet dimensional parameters.

Parameters Minimum Maximum

1. D1 2 ri 2(ro − slot depth − CDG)
2. O1 ri D1/2
3. MagT > 0 D1/2 − O1

4. Rib
√

2
(

O1 −
√

D1
2

2 − O12
) √

2O1 − 1

5. MagW > 0 Equation (22)

D1’s maximum restriction is defined by the outer rotor radius, slot depth, and cage
duct gap (CDG), which was set as 0.1 mm. The CDG ensures that there is at least some gap
between D1 and the created slots. The slot depth is calculated using (19).

slot depth = Hs0 + Hs2 +
Bs1

2
+

Bs2
2

(19)

The minimum rib restriction makes sure that the slot in which the magnet sits does
not protrude D1. The maximum rib restriction ensures that MagW is not forced to be 0.

The maximum magnet width is restricted by two cases which can arise. The inner case
is demonstrated in Figure 25a and thus is restricted by (20). The outer case is demonstrated
in Figure 25b and as a result, restricted by (21).

(a) (b)

Figure 25. Possible magnet width restrictions: (a) inner magnet width restriction, (b) outer magnet
width restriction.

innermax = 2
(

O1 −
√

2
Rib

2

)
(20)

outermax = 2

⎛
⎝
√(

D1
2

)2
− (O1 + MagT)2

⎞
⎠ (21)

MagWmax = min(outermax, innermax) (22)

These restrictions were coded in the scripting environment. Mutation ignores the max-
imum and minimum values and simply creates the mutated parameters. Then, crossover
is performed first for all slot properties, followed by crossover for the magnet properties
in the order seen in Table 7. The minimum and maximum values for each parameter
are first calculated from the preceding parameters, after which the mutated value is—if
necessary—clamped into its respective range.

5.4. Optimization Procedure Results
5.4.1. Initial DE Procedure

The DE procedure described in Section 5.2 was run for 100 iterations, with the OEC set
as seen in (18). Given the importance of reaching the desired output power, ω3 was set as
0.5. For initial demonstration purposes, ω1 and ω2 were set as 0.25 each, thus directing the
DE process to find a 50/50 balance between the critical inertia factor and the power factor.
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PFmax is always 1 and from experience xcr max was set as 100. The average population
score per iteration can be seen in Figure 26, with a clear increase in average score being
observable.

Figure 26. Average population score per iteration.

Evolution of both the power factor and critical inertia factor can be observed in
Figure 27. Note that the colour map represents when last a machine design was present in
an iteration’s population. From Figure 27 it is clear that early iterations of the procedure
produced designs which predicted a zero critical inertia factor. However, at around iteration
20, designs were created which predicted a low xcr. One machine can also be seen with a
full zero score during initialization due to an invalid rotor layout. Without the restrictions
placed in Section 5.3, a high number of invalid initial designs could occur.

Figure 27. Evolution of the power factor and critical inertia factor per iteration.

5.4.2. Varying Weightings

To further test the applicability of the analytical critical inertia factor program for multi-
objective optimization, the weightings ω1 and ω2 were adjusted to various distributions in
order to shift priority between the critical inertia factor and the power factor. ω3 was kept
constant at 0.5.
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Figure 28 summarizes later members of the DE populations with these varied weight-
ings. A clear competing relationship between the critical inertia factor and the power factor
can be observed. By varying these weightings, designs can be created which prioritize
either the critical inertia factor or the power factor. This establishes what is known as a
Pareto front, a set of non-dominated solutions a designer can choose from [14]. While some
outliers exist, a general trend between critical inertia factor and power factor is observable.

Figure 28. Late DE iterations with varied weightings.

5.4.3. Confirmation of Optimized Critical Inertia Factors

To check the validity of the optimization procedure, three different LSPMSM designs
(marked by crosses in Figure 28) from differently weighted populations were chosen for
comparison, and their actual critical inertia factors were determined by FE analysis. The
rotor layouts of the three LSPMSM designs can be seen in Figure 29.

(a) (b) (c)

Figure 29. Three designs chosen from the DE optimization results for comparison: (a) design 1,
(b) design 2, (c) design 3.

The analytically predicted and actual critical inertia factors, as well as power factors,
output power, and weightings which produced the designs, are given in Table 8. As can
be seen from the table, the predicted xcr values fall short of the actual ones. The bug
mentioned in Section 3.3.2 was present in all three designs when their Maxwell 2D models
were created. While this distortion of xcr values due to the geometry conversion bug
is undesirable, Table 8 demonstrates that the trend set by the analytical program is still
maintained, proving the validity of use for the analytical program in the procedure. It may
be inferred that a better correlation between the xcr values by analytical method and FE
analysis can be expected without the influence of the identified ANSYS bug.
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Table 8. Critical inertia factors, lifetimes, and scores of DE designs.

Analytical
xcr

FEM xcr ω1 ω2 PF Pout (kW)

Design 1 63 43 0.02 0.48 0.979 2.2
Desing 2 75 55 0.25 0.25 0.951 2.2
Design 3 82 57 0.48 0.02 0.917 2.2

5.4.4. Computational Time

While some improvements in computational time were achieved in Section 5.1, per-
forming the process in the ANSYS scripting environment adds to the computational cost
greatly. For each machine design tested, the ANSYS model needs to be set and analyzed
by ANSYS before the required parameters can be retrieved and the critical inertia factor
calculated. On average, one iteration of the DE process took approximately 1.5 min or 6 s
per design. Better computational time could be achieved if the program were to be merged
with ANSYS Optimetrics, a task currently impossible.

6. Conclusions

The work in this paper began by gathering and comparing various methods and
equations for determining the synchronization status of LSPMSMS. For synchronization
torque equations, (1), (11), and (15) were identified as the most fitting equations. The
time-domain method (Chama et al.) was determined to be the best method in terms of
computational time and the ability of predicting the critical inertia factor trend.

Using the selected methods, a software tool was created which captured their indi-
vidual advantages in terms of speed and visual aid. Some useful features were added
to broaden the tool’s use. Utilizing ANSYS scripting, the software tool was then inte-
grated with ANSYS Electronics Desktop. The script was developed to automatically extract
available parameters and to approximate inaccessible ones, providing a seamless interface
between ANSYS Electronics Desktop and the analytical synchronization tool.

Given the software tool’s ability to quickly determine the critical inertia factor, it
was subsequently adjusted to be used in a highly iterative optimization procedure. This
involved re-coding it into a programming language more suited for this recursive operation.
Next, the optimization method ‘differential evolution’ was programmed in the ANSYS
scripting environment, where the analytical tool and ANSYS RMxprt were employed recur-
sively to successfully perform multi-objective highly iterative optimization for LSPMSMs.
The results highlighted the usefulness of the tool’s ability to quickly determine a machine’s
critical inertia factor and how it can be used in conjunction with ANSYS Electronic Desktop
software suite to form a multi-objective design optimization procedure for LSPMSMs.

Although the critical inertia factors predicted by both the FEM and the analytical
software tool show the same trend and consistency, there are often discrepancies between
their values. It was found that a geometry conversion bug of ANSYS Electronics Desktop is
most likely the cause. Better correlation between these xcr values may be expected without
the influence of this ANSYS bug.
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List of Symbols

Symbols Definition

s Slip
scr Critical slip
δ Load angle (rad)
θ Rotor angle (rad)
f Frequency (Hz)
ωs Electrical synchronous speed (rad/s)
ωrm Motor rotational speed (rad/s)
nrm Average motor rotational speed (rpm)
nrated Motor rated speed (rpm)
xcr Critical inertia factor
Jcr Critical inertia
Tb Braking torque (Nm)
Tc Cage torque (Nm)
Tp Pulsating torque (Nm)
Tl Load torque (Nm)
Trated Rated torque (Nm)
Ti Instantaneous torque (Nm)
E0 RMS induced back-EMF (V)
R1 Stator resistance (Ω)
X1 Stator reactance (Ω)
Xd Direct axis synchronous reactance (Ω)
Xq Quadrature axis synchronous reactance (Ω)
R2d Direct axis rotor resistance (Ω)
R2q Quadrature axis rotor resistance (Ω)
R′

2 Referred rotor resistance (Ω)
Xad Direct axis reaction reactance (Ω)
Xaq Quadrature axis reaction reactance (Ω)
Escr Critical synchronisation energy (J)
Esyn Synchronisation energy (J)
PF Power factor
Pout Output power (W)
Prated Rated power (W)

Appendix A. Test Machine Set

Table A1. Test machine parameters.

E0 Xd Xq R1 X1 R′
2 X2

Radial 1 433.666 128.667 590.551 9.14949 13.0161 10.4612 8.44202
Radial 2 449.729 125.196 590.551 9.14949 13.0161 10.4612 8.43316
Radial 3 301.781 122.485 526.218 19.542 11.4 5.46636 5.78165

V-Type 1 458.604 141.214 590.551 9.14949 13.0161 10.1826 7.56974
V-Type 2 479.15 106.323 590.551 9.14949 13.0161 10.1826 7.48063
V-Type 3 453.474 149.655 590.551 9.14949 13.0161 10.1826 7.5913

W-Type 1 445.096 136.028 590.551 9.14949 13.0161 9.85417 7.83725
W-Type 2 497.386 93.797 590.551 9.14949 13.0161 9.85417 7.72939
W-Type 3 335.239 216.471 527.534 9.14949 12.716 5.46636 7.6169

Spoke 1 436.092 206.069 590.551 9.14949 13.0161 12.2775 7.719285
Spoke 2 403.516 252.735 590.551 9.14949 13.0161 12.2775 7.83847
Spoke 3 270.129 187.855 527.534 9.14949 12.716 5.46636 7.543815
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure A1. Test machine set rotor layouts: (a) Radial 1, (b) Radial 2, (c) Radial 3, (d) V-type 1, (e)
V-type 2, (f) V-type 3, (g) W-type 1, (h) W-type 2, (i) W-type 3, (j) Spoke-type 1, (k) Spoke-type 2, (l)
Spoke-type 3.
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Appendix B. Detailed Equations

Appendix B.1. Pulsating Torque Equation Components

Appendix B.1.1. Tang

Tpa1 = mp(bg′ + ha′ − de′ − f1c′) (A1a)

Tpa2 = mp(ce′ + ec′ − ag′ − ga′) (A1b)

Tpa3 =
mp
2

(ah + bg − c f1 − de) (A1c)

Tpa4 =
mp
2

(ce + bh − d f1 − ag) (A1d)

a = Kd1Vph

b = Kd2Vph

c = Kq1Vph

d = Kq2Vph

e =
Vph

2π f
(a2Kd1 + b2Kd2)

f1 =
Vph

2π f
(a2Kd1 − b2Kd2)

g =
Vph

2π f
(c2Kq1 + d2Kq2)

h =
Vph

2π f
(c2Kq1 − d2Kq2)

a′ = −(1 − s)2Xq
E0

Dm

c′ = −(1 − s)R1
E0

Dm

e′ = Xda′ + E0

2π f

g′ =
Xqc′

2π f

Dm = R2
1 + XdXq(1 − s)2

Kd1 =
[R1 − (1 − 2s)d2] f2 + (1 − 2s)c2e2

e2
2 + f 2

2

Kd2 =
[R1 − (1 − 2s)d2]e2 − (1 − 2s)c2 f2

e2
2 + f 2

2

Kq1 =
[R1 − (1 − 2s)b2]e2 − (1 − 2s)a2 f2

e2
2 + f 2

2

Kq2 = − [R1 − (1 − 2s)b2] f2 + (1 − 2s)a2e2

e2
2 + f 2

2

a2 = Xd −
s2X2

adX2d

R2
2d + (sX2d)2

b2 =
sX2

adR2d

R2
2d + (sX2d)2

c2 = Xq −
s2X2

aqX2q

R2
2q + (sX2q)2
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d2 =
sX2

aqR2q

R2
2q + (sX2q)2

e2 = R2
1 + sR1(b2 + d2) + (1 − 2s)(a2c2 − b2d2)

f2 = sR1(a2 + c2)− (1 − 2s)(a2d2 + b2c2)

Appendix B.1.2. Rabbi et al.

Tpb0 =
mpR1Xq

π f (R2
1 + XdXq)2

[
(Xd − Xq)

(
V2

ph

2
− 1 + E2

0

)
− E2

0

(
R2

1
Xq

+ Xd

)]
(A2a)

Tpb1 =
mpE0Vph

2π f (R2
1 + XdXq)2

[(Xd − Xq)(R2
1 − XdXq) + (R2

1 + XdXq)Xd] (A2b)

Tpb2 =
mpV2

ph

4π f (R2
1 + XdXq)2

[(Xd − Xq)(XdXq − R2
1)] (A2c)

Tpb3 =
mpE0VphR1

2π f (R2
1 + XdXq)2

[(R2
1 + XdXq)− 2Xq(Xd − Xq)] (A2d)

Tpb4 =
mpV2

phR1

4π f (R2
1 + XdXq)2

[(Xd − Xq)(Xd + Xq)] (A2e)
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Abstract: This paper presents an overview of various sensorless control methods, with a focus on
dual three-phase permanent magnet synchronous machines (DTP-PMSM). Owing to the important
role that DTP-PMSMs play in motion-control applications in industry, most academic researchers and
industry activists seek to reduce costs and size while increasing the capability and efficiency of motion
applications. This has led to an increase in the number of publications about multiphase machines in
recent years. The purpose of this article is to review the most important sensorless control techniques,
which are divided into two main categories, namely saliency-based control method for low-speed
range and model-based control method for high-speed range. Both methods are subdivided into
other categories, with a focus on DTP-PMSMs. The methods are compared with each other for the
purpose of selecting the most suitable control technique for implementation in applications such as
ship propulsion, wind turbines, and aerospace.

Keywords: dual three-phase (DTP); model-based techniques; permanent magnet synchronous ma-
chine; saliency-based techniques; sensorless control

1. Introduction

In recent years, multiphase motor drives have attracted much attention in both aca-
demic institutions and industry due to their numerous advantages over typical three-phase
drives, such as reduced torque ripple, lower stator current per phase, and enhanced relia-
bility. As a result of these advantages, multiphase drives are especially suitable for high
power density and safety-critical applications such as electric cars, electric aircrafts, and
ship propulsion.

Different forms of multiphase PMSM drives, such as five-phase, six-phase, and nine-
phase, have been addressed in the literature [1–8]. Owing to the absence of the sixth-order
pulsating torque, the six-phase system, also known as dual three-phase (DTP), is widely
adopted. However, DTP-PMSMs are also known for high current harmonics due to the
voltage harmonics caused by inverter nonlinearity and back-EMF harmonics from non-
sinusoidal permanent magnet (PM) flux-coupling [9].

DTP-PMSM drives are categorised as symmetrical and asymmetrical based on their
winding configuration [10], where asymmetrical six-phase windings are DTP-PMSM drives
with two sets of windings that are spatially displaced by 30 degrees electrically, as shown
in Figure 1a, while the symmetrical counterpart is displaced by 60 degrees electrically,
as shown in Figure 1b. Furthermore, the winding of DTP-PMSMs can be configured with a
single neutral or two isolated neutrals, as shown in Figure 2.

Energies 2023, 16, 1326. https://doi.org/10.3390/en16031326 https://www.mdpi.com/journal/energies215
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Figure 1. Arrangement of winding in DTP-Machine: (a) asymmetrical; (b) symmetrical.

Figure 2. Voltage source inverter-fed DTP-PMSM drive with stator winding connection. (a) single
neutral topology; (b) two isolated neutrals topology [11].
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Both direct torque control (DTC) and vector control are commonly implemented for
permanent magnet motors [11–13]. In direct torque control, the goal is the precise control
of the torque, while speed control and transient state control require less consideration.
In the vector control strategy, the responses of the steady state and the transient state are
controlled primarily.

In Figure 3a, the historical development of sensorless control for PMSMs is illus-
trated and in Figure 3b the classification of the methods that are used for DTP-PMSMs
is described, which is also discussed in Sections 3 and 4. Designing and implementing
these control methods require accurate mathematical modelling of the systems, which is
usually challenging.

Figure 3. (a) Historical development of sensorless control for multiphase and DTP-PMSM drives;
(b) classification of sensorless control.

The absence of mechanical sensors from PMSM control increases the overall system
reliability, while decreasing system cost. This makes sensorless control preferable to sensor-
based control. In recent years, the development of a wide range of sensorless control
systems has gained momentum, the most common of which are model-based approaches
and saliency tracking. Based on back-EMF or excitation flux, model-based approaches
may be classified into open- and closed-loop techniques. In the open-loop case, the back-
EMF of the machine is integrated without any correction term, whereas in the closed-loop
case, the difference in estimated and measured quantities is taken into account. The latter
approach was initially suggested and implemented in [14]. However, it suffers from a
low signal-to-noise ratio due to modelling error, inverter non-linearity, etc. The open-loop
approach also often gives poor position estimates at frequencies of less than 1 Hz.

Two methods are used to determine a machine’s rotor position via saliency tracking.
The first is called signal injection-based sensorless control, which uses a continuous high-
frequency signal, while the second method is based on fundamental PWM excitation (also
known as FPE-based), and uses the transient effect of phase currents that are built into the
basic PWM cycles. A popular FPE method is called the "INFORM method" [15].

Multiphase electrical machines have been around since the late 1960s as an expansion
of variable-speed AC drives [16]. Owing to the increased number of phases in DTP-
PMSMs, similar control techniques for three-phase PMSMs are not applicable [14,17,18].
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However, given the extra degrees of freedom in DTP-PMSMs, several unique methods
for rotor position estimation have been developed, showing some distinct advantages
of DTP-PMSMs in the sensorless control domain [19]. Although there are a few recent
review studies on the sensorless control of PMSMs, they either focus exclusively on three-
phase PMSMs [14,17] or only briefly discuss the sensorless control of DTP-PMSMs [18].
A comprehensive review of the sensorless control of DTP-PMSMs is clearly needed.

This paper aims to provide a comprehensive review of past and current research
on the sensorless control of DTP-PMSMs. The remainder of the paper is organised as
follows: in Section 2, the mathematical models of DTP-PMSM are provided. The evolution
of model-based sensorless control in DTP-PMSM is presented in Section 3, while the work
on saliency-based sensorless control techniques for DTP-PMSM is discussed in Section 4.
The combination of different sensorless control methods for the entire range of speeds
for the operation of DTP-PMSMs is described in Section 5. Controlling fault-tolerant
DTP-PMSMs is explained in Section 6, followed in Section 7 by a survey of typical power
levels and application areas of DTP-PMSMs using sensorless control techniques. Relevant
conclusions and recommendations for future research are given in Section 8.

2. Multiple Three-Phase Machine Modelling Methods

It is possible to represent DTP-PMSMs using two methods, viz., vector space decom-
position (VSD) and multiple individual three-phase models (MITP). The latter is based on
the three-phase machines’ synchronous dq-axis model, which uses multiple three-phase
sub-machines as its basis. In the VSD model, variables of various orders are separated into
numerous orthogonal subspaces using a mathematical transformation. Most papers on
DTP-PMSM simulation employ separate subspaces due to their advantages, such as relative
simplicity in modelling, controller design, and harmonics control. However, as summarised
in Table 1, both VSD and MITP models have their share of merits and demerits [20,21].

2.1. Vsd Model

The vector space decomposition technique in the modelling of multiphase machines
makes it simpler to establish independent current regulation in decoupled subspaces. This
is because the complicated high-order electromagnetic system can be clearly reduced to
two-order subsystems in numerous decomposed subspaces. The DTP machine’s VSD
transformation is as follows [22,23]:

⎡
⎢⎢⎣
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FC1
FA2
FB2
FC2

⎤
⎥⎥⎥⎥⎥⎥⎦ (1)

where F is either the current, flux linkagem or the voltage. Using (1), the current and
voltage can be decomposed into αβ and z1z2 components. The fundamental component
and the harmonics of order m = 12n ± 1 (n = 1, 2, 3, . . .), i.e., m = 11, 13, 23, 25, etc., are
mapped in the αβ subspace, while the harmonics of order m = 6n ± 1(n = 1, 3, 5, . . .),
i.e., m = 5, 7, 17, 19, etc. are mapped in the z1z2 subspace.

The DTP-PMSM may be defined by the following models after the VSD conversion:

uαβ = Rsiαβ + sψψψαβ (2)

ψψψαβ = Lsαβiαβ +ψψψ f ejθe (3)

uz1z2 = Rsiz1z2 + sψψψz1z2 (4)

ψψψz1z2 = Lσiz1z2 (5)
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Te = 3P(ψψψαiβ −ψψψβiα) (6)

Table 1. Advantages and disadvantages of VSD and MITP models.

Method Advantages Disadvantages

VSD
- Separated and simpler models in several subspaces.
- Improved simplicity in the controller design.
- A simpler approach for controlling harmonics.

- Less equipped to cope with imbalance due to the
asymmetry of the sets.
- Requires more effort to establish active power and torque
sharing.

MITP
- Forthright.
- Three-phase set design as well as control modularisation.

- Increased interconnectivity between sets.
- As the number of sets rises, so does the level of model and
control sophistication.

2.2. Multiple Individual Three-Phase PMSM Model

The models of multiphase PMSMs (MP-PMSM) may be considered as the sum of
individual three-phase machine sets with additional coupling voltage terms between them.
For each three-phase set, the machine model is executed in a synchronous dq frame [20].
For a DTP-PMSM, the voltage equations of the two dq sets are given by[

ud1
uq1

]
=

[
Rs + Lds −ωeLq

ωeLd Rs + Lqs

][
id1
iq1

]
+

[
Mds −ωe Mq

ωe Md Mqs

][
id2
iq2

]
+

[
0

ωeψ fd

]
(7)

[
ud2
uq2

]
=

[
Rs + Lds −ωeLq

ωeLd Rs + Lqs

][
id2
iq2

]
+

[
Mds −ωe Mq

ωe Md Mqs

][
id1
iq1

]
+

[
0

ωeψ fd

]
(8)

The electromagnetic torque can be stated as

Te =
1
3

P[ψ fd
(iq1 + iq2) + (Ld − Lq)(id1 iq1 + id2 iq2) + (Md − Mq)(id1 iq2 + id2 iq2)] (9)

where the inductances are given by

Ld = Md + Lσ

Lq = Mq + Lσ
(10)

In (10), Lσ represents leakage inductance. As DTP-PMSM has only two three-phase sets,
the sophistication of the level of control is not high.

3. Model-Based Sensorless Control Methods

In low- to zero-speed range, sensorless control based on saliency is shown to be
effective. However, a number of undesired effects, such as increased noise, torque ripple,
and losses, may be caused by the injected signal. Furthermore, the required additional
voltage signal injected could be limited by the maximum output voltage of the inverter
when it is working in a higher speed range. Thus, in sensorless control, saliency-based
approaches with signal injection should be used exclusively for low- to zero-speed ranges,
while alternative methods such as model-based methods should be used once the speed
surpasses a certain threshold.

Industrial applications often employ model-based methodologies. It is possible to
get better results in medium- and high-speed fields by using various techniques, such as
different kinds of observers, to estimate the EMF or flux linkage of the PMSM, as shown
in Figure 4. Model-based sensorless control could be used in either the stationary αβ
frame or the synchronous dq frame. The information for this form of control is obtained
from measured voltages and current signals, after which it estimates EMF or flux and
position/speed. Notably, the misaligned or estimated dq frame needs to be set up, and the
EMF, or flux, can be estimated by making the difference between the actual and estimated
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dq frames equal to zero for the implementation in the dq frame. There will always be a
position-estimate error due to parameter fluctuations, independent of the observer format
and application reference frames. Researchers are still working to find a solution to the
problem of parameter variation, which has a large effect on the accuracy of position
estimates. Both online and offline methods can be used for parameter identifications,
after which the position error can be corrected.

Figure 4. Block diagram of all methods for the control and estimation of position and speed.

3.1. Flux or EMF Estimation

The closed-loop and open-loop approaches may both be used to directly compute
flux or EMF information in the model-based sensorless control. For reasons of robustness
and precision, closed-loop estimation is better. To precisely estimate position and speed,
the EMF or flux estimation has a substantial impact on the reference frame, mathematical
model, and error convergence technique [14].

While this method has frequently been used for conventional (three-phase) machines,
the first application of the method in DTP electrical machines was only reported in 2018 [24],
where a new position sensorless approach based on extended EMF was applied to a
DTP wound-field synchronous motor. Closed-loop estimating approaches often need a
mathematical formula to ensure that the estimated measured output error is zero. Various
methods may be used for this purpose. To aid in the estimating process, linear state and
sliding mode observers may be utilised, among others. The estimate of EMF or flux is
rather mature, which has a lot to do with how well you handle flux spatial harmonics and
the inverter non-linearities. EMF and flux measurements also face key hurdles in terms
of stability and reproducibility at low frequencies. Estimated flux may be determined by
integrating the flux model as a function of stator current and voltage to give the estimated
rotor position [25]. In [26], an online compensation strategy for errors in relation to rotor
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position estimation has been proposed for model-based sensorless control methods. This
strategy conducts direct back-EMF measurement on one set of temporarily isolated three-
phase winding while generating rated motor torque using the other set of winding for a
short duration of time.

3.2. Position/Speed Observer

To determine position and speed, the EMF or flux must be determined and the observer
error must be zero. In order to compute the rotor position, the Arctan function may be
utilised directly. Traditionally, the position/speed observer has been favoured to increase
estimate accuracy. The observer’s input is the position error signal, which may be derived
by vector cross-product or other straightforward mathematics approaches. It is therefore
possible to employ a Luenberger observer of the PI or PID type to force the position
error signal to zero and retrieve the position/speed information. The PID-type Luenberger
observer, although requiring a moment of inertia, has higher dynamic performance than the
phase-locked loop (PLL)-type estimators. Estimated position and speed are often computed
using a time-derivative approximation, such as a first-order Euler approximate, in the
above-mentioned scenarios. This results in a sequential estimator. Using this approach,
noise is amplified in the high-frequency range. A different solution is conceivable, since it
is possible to estimate both speed and position simultaneously. The identity observer is a
popular estimator for this purpose. The information that is offered by EMFs in αβ-axes is
utilised by these estimators. The majority of them include a high-gain observer structure in
their designs. Given that the system is assumed to be

px = f (x) + g(x)u; y = h(x), (11)

then the following is a form of the equation that describes the dynamics of high-gain
observers:

px̂ = f (x̂) + g(x̂)u︸ ︷︷ ︸
1

+ G(x̂)(y − h(x̂))︸ ︷︷ ︸
2

(12)

where term 1 in (12) is the prediction that duplicates the dynamics of the variables to
be estimated, while term 2 is the correction that is multiplied by a high-gain observer.
A variety of high-gain observers are discussed in [17]. To achieve accurate estimations,
a structure is required to ensure that the estimation error is zero. It is important to note the
nonlinearity of the dynamics of EMFs that relate EMFs to rotor position and speed.

3.2.1. Extended Kalman Filter (EKF)

The Kalman Filter and its nonlinear variant, the EKF, may both be called high-gain
observers. Many researchers obtain an approximate speed estimate using a rough ap-
proximation of the position-time derivative, as the time-derivative operator is not causal.
The class of high-gain observers includes estimators of this kind. In this case, the prediction
term is set to zero. Flux linkages generated from the observed triple harmonic back-EMF
are orthogonal to each other and constant in amplitude due to a phase shift of π/6 be-
tween the two sets of winding in some DTP-PMSMs. It is also possible to directly use
the triple harmonic EMF for determination of the rotor position using an estimator with
speed-variable parameters without any filtering. The rotor position can be determined
based on triple harmonic back-EMFs or flux linkages using an EKF-based rotor position
estimator, even in the presence of many high-order harmonic components [27]. Figure 5
depicts a simple EKF for DTP machines, showing the closed-loop transfer function that
can be stated as a relationship between the estimated and real rotor locations. A simple
formula can be used to determine the high-resolution estimated rotor position, θe

r

θe
r = θ0 +

∫ t

0
ωr dt = θ0 +

∫ t

0

π

3td
dt (13)
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θe
r

θr
=

3ψ3kd.s2 + 3ψ3kp.s + 3ψ3ki

s3 + 3ψ3kd.s2 + 3ψ3kp.s + 3ψ3ki
(14)

It was possible to show that since ψ3 is constant, the kp, ki, and kd values of the PID
controller used in the rotor position estimator could likewise be constant in order to keep
the bandwidth constant.

As discussed in [28], the inherent harmonic currents in traditional switching table-
based DTC (ST-DTC) for DTP-PMSM may negatively affect the performance of sensorless
control, but this effect may be mitigated by using a modified switching-table method.
The effect of non-sinusoidal stator currents on the accuracy of position and speed estimates
has been investigated for both the standard flux-linkage observer (FO) and the simplified
EKF [28]. In [29], a novel approach to estimating the rotor position based on the third
harmonic back-EMF for conventional and DTP-PMSMs is proposed to cope with unbal-
anced situations. It shows that the enhanced technique to estimate rotor position may
considerably compensate for unbalanced parameters. As a result, increased resilience
allows for significant improvements in the steady-state and dynamic performance of single
and DTP-PMSMs. In [30], the impact of back-EMF and current harmonics on the perfor-
mance of sensorless control for single and dual three-phase PMSMs is discussed. Extensive
experimental findings indicate that, in comparison to FO, the simplified EKF model has a
larger capacity for noise rejection, which contributes to the model’s superior performance
in terms of rotor position and accuracy of speed estimation.

Figure 5. EKF-based rotor position estimator for DTP Machines [27].

3.2.2. Model Reference Adaptive System (MRAS)

MRAS typically picks the equation with no parameters as the reference model and
the one with parameters as the adjustable equation. Adjustable parameters are estimated
by comparing two models’ outputs in an adaptation process. Because of this, the control
object’s real output reflects that of the reference model. Great progress is achieved in
applying MRAS to the servo motion system using a variety of methods. Effective and
physically clear, the MRAS algorithm has been used extensively for sensorless control of an
induction motor. Two models are required by the MRAS method: a reference model and
an adaptive model. The motor itself may serve as both an adaptive model and a reference
model in the mathematical model of the DTP-PMSM. Rotor speed is used as a corrective
factor in the adaption process in order to determine the present inaccuracies between two
models. This approach can be used by the MRAS control method of three-phase PMSM to
control a DTP-PMSM, since it is identical in (d, q) subspace to three-phase PMSM [27].

It is critical to accurately determine the rotor position in sensorless control of DTP-
PMSMs. In the literature, different starting processes may be categorised into three cate-
gories: a predefined rotor position established by correct feeding; open-loop startup; and a
specialised algorithm for determining the rotor position at standstill. Because the stator
current can be regulated precisely, this approach has the potential to provide the highest
level of rotor positioning precision, while also requiring the least amount of additional
complexity in the system. This method’s dependability is affected by the existence of the
load torque, whose magnitude might induce a shift between the imposed alignment posi-
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tion and the real one [31,32], as seen in Figure 6. When calculating the stator current of the
machine, the MRAS estimator in this scenario utilises two different models. The first model
is known as a reference model, whereas the second model is known as an adaptive model.
The difference in outputs between these two models is employed to drive an appropriate
adaptation mechanism, which in turn yields an estimated rotor speed. A comprehensive
MRAS sensorless control system design technique in discrete-time domain for high-speed
drives is proposed and discussed in [33,34].

Figure 6. Block diagram of MRAS [31].

3.2.3. Sliding-Mode Observer

For practical rotor speed/position estimates, the sliding-mode control (SMO) approach
is commonly utilised due to its simple methodology and reliability. Although sensorless
control of multiphase machines is not a new issue and has been researched for decades,
some researchers have attempted to fill in the study gaps for DTP-PMSM. A sign function is
often employed to adjust for discontinuous gains. The estimation error reaches a specified
surface and then glides along this surface, eventually reaching zero. Chattering is an unde-
sired side effect of discontinuous functions like the sign function. As a result, modifications
to reduce the chattering effect have been suggested. A sigmoid function, as shown in
Figure 7, for example, may alter the sign function. In some situations, a low-pass filter
(LPF) can be used to get rid of the signal’s high frequencies. The LC filter, on the other
hand, will introduce a new kind of resonance issue [35].

Figure 7. Block diagram of conventional SMO method [36].

As a result of using an LC filter, the resonance in the capacitor circuit must be sup-
pressed using an extra resistor. Since the motor resistance is relatively high, adding
resistance will cause insignificant losses. It is necessary to incorporate an extra current
feedback loop in order to effectively suppress the resonance without causing more damage.
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Hence, the LPF is removed and replaced with two synchronous frequency-tracking filters
(SFTFs), which can extract the fundamental wave component from the back-EMF. This
enhances conventional sensorless control.

It is possible to use SMO in order to estimate the rotor position and speed of the
DTP-PMSM. Rotor position information can be found in the extended EMF. To obtain the
estimated rotor position, the extended EMF must be estimated first. The DTP-PMSM is
subjected to a variety of SMO techniques, such as the conventional SMO method and the
adoptive SMO method, which are shown in Figures 7 and 8, respectively. The Arctan
function and PLL-based estimators are used to estimate the rotor’s speed and position after
obtaining an estimated extended EMF [36,37].

Figure 8. Block diagram of adaptive SMO method [36].

A model predictive torque control system is described in [35], and it is constructed
using the mathematical model of DTP-PMSM with vector space decoupling (VSD). For the
purpose of obtaining the speed, a model predictive torque control approach has been
suggested, as shown in Figure 9. In order to reduce the design cost and enhance the
anti-interference ability of the system, an SMO strategy is suggested in [35] to estimate the
motor speed. This method would include extended rotor resistance compensation, which
would increase the system’s resilience. The findings of the simulation indicate that the
suggested control system has a rapid dynamic reaction and a high degree of resilience.

Figure 9. Model predictive torque control system [35].
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3.2.4. Luenberger Observer

A nonlinear gain-correction term is included in this kind of observer, which uses the
prediction term to copy the EMF’s dynamic equations. The estimated error converges to
zero when the nonlinear observer gain is constructed as recommended in those works,
assuming an accurate model, i.e., the parameters in the prediction terms match the param-
eters in the motor and there is no uncertainty in the measured variable. The key benefit
is that convergence is ensured across a large area of state space. Furthermore, the rate of
convergence can also be adjusted.

In [38], there is a comparison between two back-EMF based sensorless control tech-
niques, one of them using a phase-locked loop (PLL) speed and rotor position estimator,
and the other a Luenberger observer estimator. In the mentioned article, improved dynamic
performance is provided by a Luenberger-type estimator. It is stated that the predicted
speed error suffers from high-frequency noise and the usage of machine characteristics is
required. The PLL-type estimators, on the other hand, have a lower but still adequate level
of performance. Low-pass filtering eliminates high-frequency interference. In addition,
the PLL type does not involve the usage of any kind of mechanical data.

As a result of the PLL’s simple construction and mechanical independence, it is
favoured for future investigation and prospective applications. The rotor speed and posi-
tion can alternatively be estimated using a Luenberger observer-type speed and position
estimator, as illustrated in Figure 10. An observer-type position estimator’s transfer func-
tion can then be described in this way, as by [38]:

θ̂e

θe
=

JKas2 + (BKa + Kb)s + Kc

Js3 + (JKa + B)s2 + (BKa + Kb)s + Kc
(15)

where J is rotational inertia and B is viscous friction.
By adjusting the gains of the estimator shown in Figure 10, roots of the characteristic

equation in (15) can be forced to coincide with those in the following expressions [38]:

Ka = −α, Kb = jα2, Kc = −Jα3 (16)

where α is the root of the characteristic equation.
Table 2 provides an explanation of the benefits and drawbacks of the observers that

are used in DTP-PMSM.

Figure 10. Block diagram of Luenberger observer-based speed and position estimator [38].
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Table 2. Comparison of position observers.

Types EKF MRAS SMO Luenberger

Advantages
Less influence of noise;
low computational
time

A fail-safe machine
model; high-velocity
adaptation

Guaranteeing no
mistakes; very reliable;
independent of motor
parameters

Convergence is certain
all across a large chunk
of the possible states;
convergence times are
completely arbitrary

Disadvantages
Weak low-speed
performance

Struggle with a wide
range of motor
characteristics

Ineffective at rest and
at slow speeds

Can make the sensor
noise issue much worse

4. Saliency-Based Sensorless Control Methods

For zero- and low-speed operating condition, model-based techniques cannot be
employed due to the lack of back-EMF. In contrast, saliency-based techniques are able to
overcome this limitation and can accurately estimate the rotor position in the zero- and
low-speed operating range. These strategies are used as a result of either geometric rotor
saliency or magnetic saturation. Saliency-based approaches include PWM signal injection
(SI), transient voltage vector injection, and other techniques. Rotating–pulsating sinusoidal
SI in the estimated reference frame, and sinusoidal SI in a stationary reference frame are
the most common ways of persistent carrier SI.

4.1. SI-Based Systems

Carrier SI-based sensorless control systems typically inject either high-frequency cur-
rent or voltage signals into the basic excitation windings of the machine. Then the rotor
position information is extracted from the position-dependent carrier signal, viz., carrier
current or zero-sequence voltage. For the rotating carrier signal-injection method, it has been
proven that both negative-sequence carrier current signal and zero-sequence carrier voltage
signal can be used to estimate the rotor position. For DTP-PMSM drives, SI-based sensorless
control is the most common method used to obtain the position by monitoring the saliency
in the low-speed area. The voltage drop on the stator resistance can be omitted, as can the
terms associated with ωe, since the injection frequency is much greater than the operating
speed [39,40]. Figure 11 presents a sensorless control scheme with high-frequency (HF) SI.
The zero-sequence carrier voltage exhibits low total harmonic distortion and shows less
sensitivity to the distortion of the injected carrier signal compared to the carrier’s current
response. Furthermore, it has been found that the estimation accuracy of the the system
bandwidth and rotor position can be enhanced significantly when utilising a zero-sequence
carrier voltage.

Figure 11. Sensorless control scheme with HF signal injection [39].
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4.1.1. Voltage Injection

Voltage injection combines the large bandwidth of the zero-sequence voltage method
with the high precision of the pulsating injection strategy for estimating position, as shown
in Figures 12 and 13. Due to undesired harmonic components in the zero-sequence carrier
voltage, the position-estimation error of a single three-phase PMSM is considerable, and the
current compensating solutions often require complicated designs or extensive offline
measurements. With two separate high-frequency injections into each stator winding set,
DTP-PMSM with separated neutral points offers more degrees of freedom. It is possible
to alter the phase angle between the two injected high-frequency signals, allowing for the
resolution of this problem. When the pulsating carrier signal is injected into the estimated dq
synchronous reference frame as two superimposed rotating carrier voltages with opposing
directions, the injected voltages for the three phases are as follows:

va = Vccos(ωct)cos(θ̂e)

vb = Vccos(ωct)cos(θ̂e − 2π/3)

vc = Vccos(ωct)cos(θ̂e + 2π/3)

(17)

θ̂e = estimated rotor position
Vc = carrier voltage
ωc = carrier frequency

Figure 12 illustrates the pulsating injection that may be seen in the estimated refer-
ence frame.

Figure 12. HF d-axis pulsating voltage for the signal injection [41].

Figure 13. Block diagram of zero-sequence carrier signal process with rotating injection [42].

In DTP-PMSM drives, the harmonic components may be reduced by using a modified
pulsating injection approach with zero-sequence voltage, which applies an optimal phase
shift between the two injected HF carrier signals. According to [41–43], these strategies
work well for DTP-PMSM. It has also been stated that a novel technique of measuring
zero-sequence voltage utilising just one voltage sensor has been developed. Injecting HF
voltage into dual three-phase may be accomplished in other ways as well. For instance,
HF voltages with the same amplitude and frequency are injected into both three-phase
sets in the same spatial direction (parallel injection method), or HF voltages with the same
amplitude and frequency are injected into both three-phase sets in opposing directions
(opposing injection method).
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An HF voltage injection method for determining position is described in [44]. One of
the known disadvantages of high-frequency voltage injection is the acoustic noise that is
generated. However, the acoustic noise can be minimised by utilising this injection tech-
nique only at specific frequencies. The resultant zero-sequence carrier voltage is typically
measured by utilising one of the two most used measurement methods, namely (1) mea-
surement utilising phase-to-neutral-voltages, as shown in Figure 14a, or (2) measurement
utilising the auxiliary resistor network, as shown in Figure 14b.

Figure 14. (a) Measurement of zero-sequence voltage using phase-to-neutral voltages. (b) Measure-
ment of zero-sequence voltage using auxiliary resistor network [41].

4.1.2. Current Injection

It is possible to obtain information about the position and degree of saliency of a
salient machine by injecting a carrier signal current into the machine and then measuring
the resulting voltages. A comparison for the use of voltage and current injection techniques
for the estimation of flux angle or rotor position are included in [45]. In [45], two problems
of carrier signal current injection are offered to a basis for fair comparison: the first is the
extraction of the spatial information contained in the induced voltages, and the second is the
regulation of high-frequency currents with current regulators of limited bandwidth. Based
on this comparison, choosing which method to use depends on the application, the desired
performance, and the bandwidth of fundamental current regulator. Predominantly, higher
performance (higher bandwidth) is possible with carrier signal voltage injection, since the
current regulator does not directly limit its bandwidth.

As a parameter identification and position sensorless control approach for motor
drives, VSI nonlinearity compensation is critical. For DTP-PMSM drives, an online estimate
and compensation approach for VSI nonlinearity has been suggested in [46]. To determine
the magnitude of error voltages due to VSI nonlinearity, this approach utilizes voltage
differences with z1z2-axis current injection as its input. An improved recursive least-square
(RLS) algorithm and a current injection-based parameter estimation method for DTP-PMSM,
considering inverter nonlinearity and magnetic saturation, are proposed in [47].
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4.2. Pulsating Signal Injection

Using pulsating signal injection as a sensorless control method is another viable option. In
order for pulsating signal injection to work, the rotor reference frame must be known from the
beginning. Pulsating signal injection can be split into two groups, based on the types of signals
that are injected: pulsating square-wave injection and pulsating sinusoidal injection [48].

Square-Wave Sensorless Injection

Half-switching frequency signal-injection sensorless control (SISC) and switching-
frequency SISC are the two types of SISCs with fast dynamic characteristics. Ideally,
their dynamic properties should resemble one another. If the frequency of the injected
voltage signal would increase to pulse-width modulation (PWM) switching frequency
and if the switching frequency is near or above an audible range, the dynamics of the
sensorless control can be improved, and the acoustic noise can be remarkably reduced or
totally eliminated [49]. Switching-frequency SISC, on the other hand, is more susceptible
to inverter nonlinearity effects than half-switching-frequency SISC. Switching-frequency
injection adds first- and third-order harmonic distortion to position estimation [50]. When
it comes to SISC, this means that the greatest possible frequency is half the switching
frequency. The block diagram of the conventional SISC is represented in Figure 15. For DTP-
PMSM, SISC could be applied in the two three-phase windings individually [51].

Figure 15. Block diagram of conventional square-wave injection sensorless drive system [51].

4.3. Fundamental PWM Excitation

The fundamental PWM excitation technique has been refined by various researchers in
order to make it easier to analyse the results. For instance, using the transient response of
the line current to basic PWM vectors, a sensorless algorithm is created in a two-dimensional
orthogonal frame, as shown as Figure 16. For multiphase machines, this strategy is ideal [19,52].
Table 3 provides an explanation of the benefits and drawbacks of the saliency-based methods
that are used in DTP-PMSM.

Figure 16. Voltage vector map in stationary frame. (a) Projection of voltages on αβ plane. (b)
Projection of voltages on z1z2 plane [19].
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Table 3. Comparison of saliency-based methods.

Types
Voltage

Injection
Current

Injection
Pulsating Signal

Injection
Fumdamental PWM

Excitiation

Advantages
No acoustic noise;
independent of
motor parameter

High performance;
independent of
motor parameter

Small effect on inverter
nonlinierities;
magnetude modulated

Insensetive to
parameter variation

Disadvatage
Do not support high
speed operation

High computational
requirement, which
needs powerful
hardware devices

Requiring initial
position information

High current ripple;
flux distortion causes
estimation error

5. Combination of Low-Speed and High-Speed Methods

As mentioned previously, an EMF-based observer operates well at medium and high
speeds, but a saliency-based observer excels only at low speeds. Therefore, it would appear
logical to combine the two approaches in order to obtain an estimator that performs well
over the whole speed range. As a result of this, several researchers have developed ob-
servers that combine two distinct methods from those described in the previous paragraphs,
namely model-based and saliency-based. For instance, for DTP-PMSM, the integration of
high-frequency SI and extended EMF-based techniques for sensorless control, or injecting
current signal and an EMF estimator, have been proposed [25,53,54]. In Figure 17, an over-
all block diagram of the DTP-PMSMs control system with a combination of methods is
illustrated. Very few studies have been conducted in this area for DTP-PMSM drives, which
might be a promising area for future study.

Figure 17. Overall block diagram of DTP-PMSMs control system with combination methods [54].

6. Fault-Tolerant Sensorless Control for DTP-PMSMs

DTP-PMSMs have intrinsic fault-tolerant capability due to the physical separation
between the phase windings. In this regard, controlling a fault-tolerant DTP-PMSM system
without sensors at high and low speeds has been the subject of recent studies [39]. In [55],
a fault-tolerant sensorless speed control strategy is discussed for the case of an open-phase
fault. The speed control strategy of [55] is realised through a redundant extended back-EMF
observer structure for an asymmetrical DTP-PMSM. In [56,57], a new sensorless control
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is proposed without requiring coordinate transformation by injecting the HF signal into
two non-fault phase windings for a six-phase fault-tolerant PMSM. This control method
can guarantee the low-speed sensorless control performance under both fault-free and
fault-tolerant operation conditions.

7. Applications and Applied Sensorless Control Techniques of DTP-PMSMs

In Table 4, the details of the applications, power levels, and applied sensorless control
techniques of DTP-PMSMs from the literature are listed. The table shows that DTP-PMSMs
with sensorless control have many industrial applications. Although some of the research
focuses on high-power applications, the experimental implementation and evaluation have
been limited to low-power levels. Additionally, some researchers are attempting to employ
combination methods.

Table 4. Application and power levels of sensorless control of DTP-PMSM.

Power level Techniques Application Reference

50 W Saliency-based (Signal
Injection) Aerospaces [57]

170 W Model-based (EKF) High power and high current [28]
170 W Model-based (EKF) Industrial applications [28]

170 W Saliency-based (Signal
Injection) High power and high current [41]

170 W Saliency-based (Voltage
injection) High power and high current [42]

230 W Model-based (EKF) Power applications, high
speed [27,29]

230 W Saliency-based (Signal
Injection) Power applications [45]

500 W Saliency-based (Signal
Injection) Low speed applications [48]

1 kW Model-based (Luenberger) Electric vehicles [55]
2.3 kW Back EMF Industrial applications [9]
3 kW Model-based (MRAS) Industrial applications [32]

3.7 kW Combination method Power applications [25]
4.2 kW Model-based (Luenberger) Small and medium machines [26]

4.5 kW Saliency-based (Current
Injection)

Special applications in aircraft
drives, Automotive tractions,
and electric ship propulsions

[47]

5 kW Saliency-based (FPE) Low- and zero-speeds
applications [19]

5.5 kW Model-based (SMO) Military applications [35]
6.7 kW Model-based (Back EMF) High-speed applications [58]

20 kW Model-based (MRAS) Aircraft and high-speed
applications [33]

240 W Current control High-power industrial
applications [23]

200 W Model-based Electric vehicles [24]
Undefined Signal injection Industrial applications [39]
Undefined Saliency-based (FPE) Low speed applications [52]
Undefined Combination method High-power applications [53,54]

8. Conclusions

This paper has conducted a review of sensorless control of dual three-phase PMSMs
(DTP-PMSMs). Sensor-free control is a major area of interest in DTP-PMSM. Sensorless
control is superior to sensor-based control when it comes to overall system reliability and
cost. Multiphase drives have also attracted the interest of academics and industry over
the last three decades. A variety of rotor-position and speed-estimate algorithms have
been discussed in the literature, with the aim of determining the most appropriate control
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approach for use in applications such as ship propulsion, wind turbines, and aerospace,
to mention just a few. Based on the research reviewed in this article, there are areas for
potential research and development:

1. Some applications, such as aircraft, need an ultra-fast, sensorless DTP-PMSM drive;
however, researchers are now faced with the difficulty of figuring out how to acquire the
position information under low carrier ratios.

2. Improving the dynamic performance of position sensorless drives for DTP-PMSM
is difficult in comparison to motor drives that include a position sensor. It is envisaged
that there will be a greater focus on optimising dynamic sensorless performance for use in
high-performance applications in the future.

3. PMSM characteristics are known to fluctuate significantly with load changes. It
therefore is necessary to improve the robustness of the sensorless PMSM drives to machine
parameter fluctuation in order to acquire the rotor position accurately across a broad range
of loads.

4. For preferable performance, a combination of two or more techniques is beneficial
for estimating the rotor position. Very few studies have been conducted on this for DTP-
PMSMs, which might be a promising area for future study.

5. In order to further strengthen the power density and the reliability of the electric
actuating system, a sensorless control strategy for fault-tolerant operation (e.g., losing one
set of three-phase windings) of DTP-PMSM is important. From the literature reviewed
in this article, there are few publications that explain how to control the fault-tolerant
operation of DTP-PMSM without sensors at both high and low speeds, which could be an
interesting topic for research in the future.
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List of Symbols

Symbols Description Symbols Description
Rs stator resistance s derivative
ωe electrical angular speed ωc carrier frequency
ψ f , ψ f d permanent magnet flux linkage ψ flux linkage
ud1

, uq1 voltages of the first winding set u, i voltage, current
id1

, iq1 currents of the first winding set θe electrical rotor position in radians
ud2 , uq2 voltages of the second winding set Vc carrier voltage
id2 , iq2 currents of the second winding set Te electromagnetic torque
Ld, Lq dq-axis inductances kp, ki, kd values of the PID controller
Md, Mq mutual inductances θe

r , θ̂e estimated rotor position
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