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Preface to ”Deformation, Fracture and Microstructure
of Metallic Materials”

Exploring the relationship between deformation, fracture, and the microstructure of metallic

materials is vital for their development. Thus, the works collected in this reprint investigate the

microstructure-related deformation and fracture behavior of steels, superalloys, titanium alloys, etc.

Sánchez et al. and Li et al. have summarized the technology and method for exploring the fracture

microstructure and improving the mechanical properties of metallic materials. Qiu and Inoue, Cao et

al., Du et al., Li et al., Yang et al., and Zhang et al. have investigated the microstructure-property

relationship of steel materials. Yang et al., Fleishel et al., and Liu et al. have offered in-depth

understanding and analysis of other metals and alloys. These works are helpful for the researchers

who conduct research on the development of high-performance metallic materials and are also

beneficial for promoting the application process. I would like to thank all the authors for their

contributions and the managing office of Metals (MDPI) for their support in the development of this

reprint.

Xiao-Wu Li and Peng Chen

Editors
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Deformation, Fracture and Microstructure of Metallic Materials
Xiaowu Li * and Peng Chen *
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and Chemistry, School of Materials Science and Engineering, Northeastern University, Shenyang 110819, China
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1. Introduction

Metallic materials are mostly a combination of metallic elements, such as iron, alu-
minum, magnesium, titanium and manganese, which may also include small amounts of
non-metallic elements, such as carbon, nitrogen and oxygen. As the first materials that
humans discovered and applied, metallic materials not only play significant roles in human
civilization but have also been widely and irreplaceably used in modern engineering. This
is due to the fact that their great potential in terms of properties, quantities and qualities
could evolve and renew with growing demand, and their remarkably complex properties
are adaptable to the requirements of daily life and technology. Therefore, it is necessary
to endlessly seek new metallic materials that have outstanding mechanical properties or
modify existing materials to improve their mechanical properties; in this way, an in-depth
understanding of the deformation, fracture and microstructure of various metallic materials
is of particular significance.

As is well known, the deformation and fracture mechanisms of materials are strongly
dependent on their initial microstructures (e.g., grain size, grain boundary character, inclu-
sion, precipitate, phase composition, microstructural and chemical nonuniformity), which
play a determining role in defining their mechanical properties. In addition, understand-
ing the evolution of a microstructure during deformation is also extremely important for
understanding the deformation and fracture mechanisms.

2. Contributions

Eleven papers, including two review papers and nine research papers, have been pub-
lished focusing on the microstructure-related deformation and fracture behavior of steels,
superalloys, titanium alloys and so on. Subsequently, an overview of the contributions is
given as follows:

The two review papers summarize the technology and methods deployed in the ex-
ploration of fractured microstructures and improving the mechanical properties of metallic
materials. Sánchez et al. [1] reviewed the adoption of mini-CT specimens for the fracture
characterization of ferritic steels, particularly focusing on those used in the nuclear industry.
The main existing results are displayed, and the main scientific and technical issues are
thoroughly discussed. Li et al. [2] summarized the recent progress in the theoretical models
and mechanisms of twin-related grain boundary engineering (GBE) optimization. An
appropriate GBE treatment has been confirmed to be an effective pathway to improve some
special mechanical properties (e.g., high-temperature tension, creep, low-cycle fatigue, etc.);
thus, it is a feasible method for the development of high-performance metallic materials.

Steel materials are the most important metallic materials and have a wide range of
applications, and the relevant investigations on the microstructure—property relationship
are of the greatest importance. Qiu and Inoue [3] traced the evolution of Poisson’s ratio
during the tensile deformation process in a low-carbon hot-rolled steel. The results revealed
that the average Poisson’s ratio could not accurately express the local Poisson’s ratio in the
discontinuous-yielding regime, and the Poisson’s ratio varied significantly within a plastic
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band in this phase. Cao et al. [4] designed a special-shaped epoxy steel sleeve (SSESS) to
repair low-strength tee pipes, and the reliability of the repairs was proven in repairing
tests, hydraulic burst tests, and simulations. In Du et al. [5], the effect of strain rate on
the tension deformation behavior of an Fe-30Mn-8Al-1.0C low-density austenitic steel
was elucidated. Their results indicated that a good strength–ductility combination was
achieved in the sample deformed at 10−3 s−1; in this case, microbands and deformation
twins were observed. Thus, the combination of microband-induced plasticity together with
twinning-induced plasticity (TWIP) leads to a continuous strain hardening behavior and,
consequently, to superior mechanical properties. Li et al. [6] investigated the quenching
residual stress of hot-rolled seamless steel tubes with different cooling intensities by using
ANSYS simulation software. Their results offered data support and theoretical reference
for the heat treatment process design of seamless steel tubes. Yang et al. [7] have explored
the microstructure, tensile properties, fatigue properties, and fatigue cracking mechanisms
of 35CrMo steel processed by four heat-treatment procedures to obtain optimum fatigue
performance. In addition, a suitable formula for fatigue strength prediction of the Cr–Mo
steel was established on the basis of corresponding fracture mechanisms. Zhang et al. [8]
conducted the axial loading fatigue tests on the G20Mn5QT steel applied in axle box bodies
of high-speed trains and studied its size and shape effects on fatigue behavior. Their work
is beneficial for the design of axle box bodies in high-speed trains.

There are also many other metals and alloys (e.g., superalloys, Ti alloys, and Mg alloys)
used in different applications, and the corresponding relationship between microstruc-
tures and properties also needs to be comprehensively understood. In Yang et al. [9],
high-resolution transmission electron microscopy (TEM) was used to study the recast
layer formed by electrical discharge machining a single-crystal superalloy, considering the
significant role of the microstructure of the recast layer for the performance of single-crystal
blades. The results showed that the recast layer is in the condition of a supersaturated
solution with a single-crystal structure epitaxially grown from the matrix. Fleishel et al. [10]
intentionally induced the defects generated by the electron beam melting (EBM) of Ti-
6Al-4V and investigated their influences on fatigue life. The reduced fatigue life caused
by these defects and the relation of defect morphology to the material failure were in-
vestigated. Liu et al. [11] performed molecular dynamics (MD) simulations to study the
interaction between Zn-Ca clusters and twin boundaries (TBs) to clarify the pronounced
hardening effects, which is favorable to understanding the work hardening behavior of
Mg-Zn-Ca alloys.

3. Conclusions and Outlook

This Special Issue aims to collect the latest scientific achievements in the microstructure-
related deformation and fracture behavior of various metallic materials under monotonical
or cyclic loads. According to the research findings arising from this collection of works, the
initial microstructure and microstructural evolution have a significant effect on deformation
and fracture mechanisms and, thus, mechanical properties. To this end, various microstruc-
ture characterizations, mechanical tests and numerical simulations have contributed to this
Special Issue. These results are beneficial for promoting the potential applications of the
involved materials and for the future development of novel high-performance materials.
Finally, I would like to thank all of the authors for their contribution and the managing
office of Metals (MDPI) for their support in the development of this Special Issue.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The use of mini-CT specimens for the fracture characterization of structural steels is
currently a topic of great interest from both scientific and technical points of view, mainly driven
by the needs and requirements of the nuclear industry. In fact, the long-term operation of nuclear
plants requires accurate characterization of the reactor pressure vessel materials and evaluation of
the embrittlement caused by neutron irradiation without applying excessive conservatism. However,
the amount of material placed inside the surveillance capsules used to characterize the resulting
degradation is generally small. Consequently, in order to increase the reliability of fracture toughness
measurements and reduce the volume of material needed for the tests, it is necessary to develop
innovative characterization techniques, among which the use of mini-CT specimens stands out. In this
context, this paper provides a review of the use of mini-CT specimens for the fracture characterization
of ferritic steels, with particular emphasis on those used by the nuclear industry. The main results
obtained so far, revealing the potential of this technique, together with the main scientific and
technical issues will be thoroughly discussed. Recommendations for several key topics for future
research are also provided.

Keywords: mini-CT; ductile-to-brittle transition range; reference temperature; master curve

1. Introduction

Reactor pressure vessels (RPVs) are safety-critical components in nuclear power plants
(NPPs). To ensure the continued operation of NPPs the fracture resistance of the RPV
beltline materials is monitored throughout the plant’s lifetime. RPVs are made of ferritic
steels, which fail via a ductile mechanism at relatively high temperatures but transition to
brittle fracture at lower temperatures. Additionally, the transition from ductile to brittle
behavior is shifted towards higher temperatures when these steels are exposed to neutron
irradiation. To ensure that ferritic steels maintain adequate structural integrity at service
temperatures, actual RPV materials are included in surveillance programs that evaluate
toughness behavior during their service life. These surveillance programs were originally
based on impact energy measured from Charpy specimens. However, Charpy testing is
used in a semi-empirical approach that cannot directly measure the material’s fracture
toughness. In the past several decades, a direct evaluation of the fracture behavior of RPV
steels within the ductile to brittle transition range (DBTR) has been enabled by the master
curve (MC) methodology, which has gained increased acceptance in recent years.

The MC is an engineering approach that provides a means to characterize the fracture
behavior of ferritic steels within the DBTR [1,2]. The MC is standardized by ASTM E1921 [3]
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and by JEAC4216 [4]. It is based on the weakest link theory and, thus, describes the fracture
behavior using a three-parameter Weibull distribution. Two of the parameters, the location
parameter (Kmin) and the shape parameter (b), have been empirically defined for all ferritic
steels (taking values of 20 MPa·m0.5 and 4, respectively), whereas the scale parameter (K0)
has also been defined in terms of the material reference temperature (T0). Thus, testing
is performed to estimate this single material parameter. T0 represents the temperature at
which the median of fracture toughness, KJcmed, for a 1T (meaning 1-inch, or 25.4 mm) thick
specimen is equal to 100 MPa·m0.5. Once T0 is estimated from KJc data for the material
being analyzed, the MC can be defined for any probability of failure (Pf) by the following
Equation (1):

KJC, Pf = 20 +
[

ln
(

1
1− Pf

)]1/4

·{11 + 77· exp[0.019·(T− T0)]} (1)

In principle, T0 can be defined by testing KJc specimens of any thickness. These test
data are then scaled to a “1T-equivalent” KJc value, 1T”. Thus, for miniature compact
tension (mini-CT) specimens, the MC can be used to convert the measured KJc value into
the corresponding KJc(1T) equivalent, using the following equation (B being the thickness of
the tested specimen, which is 4 mm for the mini-CT (2):

KJC(1T) = 20 + [KJC − 20]
(

B
25.4

)1/4

(2)

Hence, the MC addresses the three main characteristics of fracture toughness charac-
terization within the DBTR: the scatter of the results, the dependency of fracture toughness
on temperature, and the adjustment for test specimen thickness. Figure 1 shows an example
of MC obtained by the authors in an ongoing program [5,6]. It is noted that the orange
line defines a limiting condition in MC to consider the effect of the plastic zone evolution
ahead of the crack tip, as discussed later in Section 2.5. All the KJc data above this line (red
symbols) will be censored to account appropriately for their effect on T0.
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Figure 1. MC for A533B LUS, obtained using mini-CT specimens. Censoring criterion as defined by
ASTM E1921 [3].

The need for accurate characterization of the DBTR faces the problem that the avail-
ability of material for fracture testing is sometimes limited. However, NPPs generally have
a large number of irradiated and previously tested Charpy specimens, so the possibility of

6
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performing further testing with this remnant material is of great practical interest. Such test-
ing can be performed using mini-CT specimens, knowing that one tested Charpy specimen
allows the fabrication of a maximum of eight 4 mm-thick mini-CT specimens. This mini-CT
testing approach brings several benefits, such as: (a) the direct assessment of fracture
toughness rather than the semi-empirical approach based on Charpy measurements; (b)
the ability to characterize the local properties of heterogeneous materials; (c) a significant
increase in the surveillance monitoring database providing greater confidence in the data;
(d) a reduction in the volume of irradiated material needed for characterization; and (e) the
possibility for re-orientation of the notch in the base material (e.g., T-L vs. L-T) becomes
possible, which is particularly important for older plants that have only L-T orientation
data while the current ASME Code uses T-L orientation data.

The purpose of this review is to collect and summarize the available scientific and tech-
nical information about testing mini-CT fracture specimens, contribute to the development
of this miniaturization technique, and provide insights about the main remaining challenges
for testing, evaluation, and standardization efforts. A generic issue with the use of mini-CT
specimens is associated with the small size itself. The stress intensity factor is a function
of the far-field load and the absolute crack size (i.e., KI ∼ σ0

√
a). Therefore, at a given

fracture mechanic load KI, the relative size of the plastic zone (plastic volume/specimen
volume) is larger in mini-CTs as compared to larger specimens. Consequently, the violation
of the small-scale yielding criterion (and thereby the loss of constraint) starts at lower
K-values in mini-CTs, reducing the measuring capacity of mini-CT specimens compared to
larger specimens. The implications of this for MC testing are addressed in Section 2.5.

2. Experimental Challenges Presented by the Mini-CT
2.1. The Geometry of Mini-CT Specimens

CT specimens are one of the most common types of standardized specimens used in
fracture mechanics testing. The geometry provides an efficient use of the tested material,
with the majority of the sample volume used to establish a controlled stress state at the
crack tip during loading. However, the miniaturization of CT specimens entails a series of
specific testing challenges that are discussed next. This review focuses on 4 mm-thick CT
specimens, which may be found in the literature under different names, the most common
being mini-CT (the one used in this document), 0.16T-CT, or MCT specimens.

Principally, two different mini-CT geometries have been proposed in the literature,
although some minor modifications may be found and will be mentioned in this document
where necessary. Figure 2 shows both geometries, also showing a comparison between
mini-CT specimens and larger CT specimens (Figure 2b). The first one is the reduced
normalized geometry for the CT specimen given by the ASTM E1921 [3] standard: its
dimensions are 10 × 9.6 × 4 mm3 (e.g., [7]). Here, it is important to note that the 2021
version of the standard ASTM E1921 [3] permits the use of this mini-CT geometry for the
MC characterization. The second geometry is designed to capture directly the geometry
of the Charpy specimen: its dimensions are 10 × 10 × 4.2 mm3 (the thickness actually
ranges between 4 and 4.2 mm) (e.g., [8]). The latter has the advantage of simplified
machining, which may be especially important with irradiated materials, although it
does not accurately reflect the geometry established by the ASTM E1921 standard [3].
Nevertheless, the literature suggests that this geometric discrepancy does not significantly
affect the fracture toughness results, given that the differences in the crack tip stress
conditions are small [8,9]. Although it is not clear which geometry will be predominant in
the future, in the present review, the specimen that strictly complies with the requirements
of the standard ASTM E1921 [3] (10 × 9.6 × 4 mm3) will be referred to as (standardized)
mini-CT, while the 10 × 10 × 4.2 mm3 geometry will be referred to as modified mini-CT.
Figure 2b shows different CT specimen sizes, including mini-CTs.
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Figure 2. (a) Standardized mini-CT vs. modified mini-CT (dimensions in mm); (b) image showing
the scales of different CT specimens and a standardized mini-CT.

Regarding the standardized mini-CT specimen, ASTM E1921 [3] permits three dif-
ferent CT specimen configurations. However, in practice, only the one without a cut-out
section (derived from ASTM E399 [10]) has been employed for mini-CTs due to the difficulty
of mounting a clip gauge inside the mini-CT specimen to directly measure the load-line
displacement; the purpose of the other two specimens with cut-out sections (see Section 2.2
for further discussion) is to allow room for a clip gauge to measure load-line displacement.
One advantage of ASTM E1921 [3] is that it does not establish a specific specimen size, but
rather all the dimensions are set relative to the specimen thickness, B. Here, it is impor-
tant to note that, following [3], the required tolerance of all the dimensions is ±0.013 W,
corresponding to ±0.1 mm for mini-CT specimens, and the maximum clearance between
the pin and the hole is 0.02 W (0.16 mm for mini-CT specimens). Finally, the maximum
allowable starter notch dimension shall not exceed 0.063 W, which is about 0.5 mm for
mini-CT specimens.

2.2. Load Line vs. Front Face Displacement

As mentioned above, an important topic that affects the geometry of the mini-CT
specimen is related to the location at which displacement is measured during fracture tests.
Clip gauges may be placed either on the load line (LL) or at the front face (FF) position.
Given that mounting a clip gauge inside mini-CTs is generally not feasible, Scibetta et al. [11]
proposed a method to measure the LL displacement outside of the mini-CT specimen using
a dedicated clip gauge. Its main contribution is related to the use of notches on the top and
bottom surfaces of the specimen to allow a clip gauge with sharp razor blades to be placed
at the LL position. This technique was also employed by Sokolov [12], who determined
that external clip gauges improved the reliability and sensitivity of the measurements
when compared to those derived from integrated front-face cut-off notches, such as those
suggested in [13–15]. The literature distinguishes two main advantages of using this
external LL measurement location: (a) the simplicity of handling such a small specimen
and clip gauge in the hot cell or other remote conditions, and (b) more rigidity of the
specimen in the region of the loading pins. As a disadvantage, the resulting measurements
could be affected when plastic deformation occurs in the vicinity of the pins [8]. Chaouadi
et al. [8] compared the displacement measurements on the FF (vFF) versus the LL (vLL). The
load-displacement test records of two specimens with medium and high toughness were
compared, showing that they lead to comparable KJc values. Besides, the ratio between
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the two measured displacements was about 0.72, in close agreement with those values
suggested in the literature (e.g., [16,17]).

As for the FF displacement, ASTM E1921 [3] allows this measurement technique by
applying a conversion factor (R) of 0.73, as an alternative to measuring the LL displacement.
This conversion factor was derived by Landes [16] from conventional CT specimens by
using Equation (3):

R =
vLL

vFF
=

a/W + r · (1− a/W)

a/W + r · (1− a/W) + X/W
(3)

where r is the ratio of the distance between the crack tip and the rotation center to the
ligament size, and X is the offset between the front face and load line. Landes recommended
the value of r = 0.33 and demonstrated that the sensitivity of R on r (dR/dr) is moderate. The
conversion factor of R = 0.73 for a standard CT specimen with a/W = 0.5 and X/W = 0.25
corresponds to r = 0.352. In practice, the pre-cracking procedure will not always result in
the ideal value of a/W = 0.5; the allowable range is 0.45 to 0.55 [3]. With r = 0.352, this
corresponds to a conversion factor range of R = 0.72 to 0.74. In case of deviations from
the standard geometry with X/W > 0.25 (e. g. for better applicability of extensometers at
FF), the conversion factor R can be significantly affected (e.g., X/W = 0.375→ R = 0.64).
Therefore, the evaluation of R with Equation (3) is preferable to a constant value of R = 0.73.

Miura et al. [17] investigated both the conversion factor and the rotation center loca-
tion factor for mini-CT specimens. Finite element analyses were performed considering
three material models with different plastic hardening behaviors. The conversion factor
converged within the range of 0.73 to 0.75, and the point of rotation was located at the
center of the ligament during loading. These analytic results were then examined using an
experimental dataset of mini-CT specimens. The effect of selecting the conversion factor
either as 0.73 or 0.75 had a minor impact on the evaluation of the fracture toughness and
the estimated T0 value.

2.3. Side Grooving

In fracture mechanics tests, the specimens are often side grooved to ensure that the
crack front after precracking meets the straightness criteria of the testing standards and to
improve the uniformity of the stress state along the crack front. However, this technique
was found to have little effect on mini-CT specimens [8,18,19] as long as testing is performed
within the DBTR. Wallin et al. [19] demonstrated that side grooving has a minor effect on
the location of cleavage initiation, although further experimental evidence is warranted.
On the other hand, side grooving inherently reduces the measurement capability of the
specimen, which is already low in miniature specimens. Yamamoto et al. [18] analyzed
the statistical distribution of the data sets with and without side grooving, resulting in a
Weibull modulus of 5.1 and 5.5, respectively, thus concluding that side grooving does not
affect significantly the statistical distribution of fracture toughness.

2.4. Crack Front Curvature

One challenge when using miniature specimens is generating a sufficiently straight
crack front during fatigue pre-cracking. The stress state along the crack front tends to
promote fatigue crack growth at the center of the specimen, and the resulting crack front is
generally parabolic. In addition, the residual stress state, variation in material properties,
or machine misalignment can cause uneven crack growth, resulting in a slanted crack front.
For curved crack fronts, the variations in the J-integral and the constraint conditions along
the crack front can differ from those existing in straight cracks, which is the crack geometry
on which the equations in ASTM E1921 [3] are based.

Lambrecht et al. [20] studied the effect of crack curvature on the T0 results obtained
using mini-CT specimens. They observed a negligible effect of crack front straightness on
T0 by comparing the T0 values obtained with valid and invalid crack front curvatures, as
defined by ASTM E1921 [3]. They also suggested discarding the outermost points from the
crack front curvature assessment, something later adopted by ASTM E1921-21 [3].
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Lindqvist et al. [21] investigated the effect of crack front curvature on fracture tough-
ness within DBTR by using numerical and experimental methods. The results supported
the relaxation of the curvature acceptance criterion proposed by ASTM E1921 [3]. For
the investigated crack front curvatures, the effect of curvature on T0 was smaller than the
uncertainty of the T0 estimations. The authors concluded that curved crack fronts tend to
have slightly higher T0 values, which is conservative.

2.5. Temperature-Related Issues

At low test temperatures, the freezing of the specimen, extensometer, and clevis
may affect the experimental measurements. Ice on the clevis and the specimen hinder
the connection between the specimen and the extensometer, and this sometimes leads to
load-deflection measurements that do not reflect specimen behavior. Furthermore, the
possible change in the electric signal of the extensometer needs to be compensated at
low temperatures. This phenomenon was studied in an interlaboratory study [14], where
tests were carried out with a clip gauge set in the front face of the specimens. It was
found that at −150 ◦C, the clip gauges tended to provide about 3 to 7% larger readings
than the actual values due to the change in the electric resistance of the extensometer.
Since the linearity between the signal change and the deflection change was maintained,
a temperature-dependent coefficient was used for converting the electric signal into the
deflection measurement at low temperatures.

On the other hand, the test temperature has to be monitored and controlled on the
specimen surface, as established by ASTM E1921 [3]. However, some authors found
difficulties in welding a thermocouple on the surface due to specimen size restrictions,
and additionally, the effect of heat input on fracture toughness is not clear for such small
specimens. Therefore, several authors (e.g., [7,18]) decided to control the test temperature by
means of a thermocouple welded on the surface of the clevis. The temperature difference
between the specimen and the clevis was found negligible after holding the specified
temperature for at least 15 min [7]. However, other work [22] decided to monitor directly
the test temperature with a thermocouple attached to the surface of the specimen.

Another important topic when dealing with the mini-CT specimen is determining
the number of specimens required to obtain a valid T0 value, which is intrinsically related
to the temperature range selected for the tests. It is necessary to mention the limitations
on testing conditions imposed directly by the ASTM E1921 standard [3]. Two of the most
important restrictions are the T0 ± 50 ◦C testing temperature range, and the KJclimit value
for the fracture toughness results (see orange curve in Figure 1), which is the limiting value
for data censoring:

KJclimit =

√
E·b0·σy

30·(1− ν2)
(4)

where b0 is the remaining ligament, σy is the material yield strength, E is the elastic modulus,
and ν is the Poisson’s ratio. KJclimit ensures that the remaining ligament has sufficient size to
ensure high constraint conditions at the crack front and that small-scale yielding conditions
are met. The remaining ligament, b0, is proportional to the thickness of the specimen, thus,
as shown in Equation (4), the smaller the ligament, the smaller the KJclimit. Hence, small
specimens such as mini-CTs have low KJclimit values, which forces testing at rather low
temperatures to ensure that most measured KJc values fall below KJclimit; this reduces the
temperature range over which mini-CT tests can be conducted.

Another aspect that conditions the KJclimit is the material yield strength. In this sense,
Sugihara et al. [23] analyzed the effect of this material property in the KJclimit of irradiated
materials, and therefore its impact on the validity window of the MC approach. For
irradiated conditions for the same test temperature, σy is higher than in unirradiated
conditions. On the other hand, the change in T0 due to irradiation embrittlement leads
to higher test temperatures for irradiated materials than for unirradiated materials. For
these reasons, if the decrease in σy by increasing the test temperature is greater than the
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increase in σy caused by irradiation, the σy of the irradiated material may be lower than
that of the unirradiated material at the corresponding test temperatures. Therefore, KJclimit
may be even lower in irradiated conditions than in unirradiated conditions. The authors
studied this effect by using literature data [24] finding no significant tendencies for this
particular case.

Regarding the test temperature, ASTM E1921 [3] recommends the selected temperature
be close to that at which the KJcmed value is approximately 100 MPa·m0.5 for the specimen
size being used. Based on that, Tobita et al. [22] proposed that for mini-CT specimens, the
test temperature equivalent to 100 MPa·m0.5 would be given by the KJcmed MC expression
together with the corresponding thickness correction, as shown in Equation (5).

100 =
{30 + 70· exp[0.019·(T− T0)]} − 20

(
B0.16T
B1T

)0.25 + 20 (5)

Clearing for the equation, resulted in T = T0 − 29◦C. However, considering that
the precision of the test temperature control is ±3 ◦C, the optimum test temperature to
minimize the likelihood of invalid KJc values (i.e., KJc values larger than KJclimit) was
selected as T = T0 − 32◦C.

Moreover, Miura et al. [7] reported, for the unirradiated mini-CT specimens, the range
of temperatures that would lead to reducing the invalid data due to KJclimit, improving
the efficiency when obtaining valid (non-censored) data. They observed that the ratio of
valid data (the number of uncensored values to the total number of tests) for the mini-CT
specimens increased when T-T0 was reduced and reached unity when T-T0 was less than
−30 ◦C. This trend agrees well with the reference curve from ASTM E1921 [3], which
was obtained for PCCv (pre-cracked Charpy) specimens. Therefore, the recommendation
was to test mini-CT specimens within the range of −50 ◦C ≤ T − T0 ≤ −30 ◦C. This
test temperature range was subsequently confirmed on materials in both irradiated and
unirradiated conditions [8,23,25].

In terms of the number of specimens, the ASTM E1921 standard [3] suggests a min-
imum number of valid tests ranging from 6 to 9 specimens, depending on the testing
temperatures, in order to determine a valid T0. At the same time, it is well known that the
uncertainty in T0 determination increases when the lower shelf is approached, which is
otherwise necessary (as shown above) to obtain a sufficient number of uncensored KJc data.
This phenomenon may be countered by increasing the number of tests since the uncertainty
of T0 is inversely proportional to the square root of the number of uncensored specimens,
as shown in Equation (6).

σT0 =

(
β2

r′
+ σ2

exp

)1/2

(6)

where β is the sample size uncertainty factor determined following Section 10.9.1 in ASTM
E1921 [3], r′ is the total number of uncensored data used to calculate T0 and σexp is the
contribution of experimental uncertainties, usually taken as 4 ◦C.

In this regard, Chaouadi et al. [8] determined the minimum number of specimens
leading to a reliable T0 value, assuming that this will be the one calculated using the largest
number of specimens. For this purpose, a set of mini-CT tests of different materials was
examined, and the transition temperature was iteratively calculated as the number of tests
used in the calculation increased. The analysis determined that the T0 stabilized within
±2 ◦C after using about 16 specimens in the calculation and found that the minimum
number as required per ASTM E1921 [3] is mostly between 8 and 10 specimens, or even
more. It should be noted that this minimum number is based on experimental data for
materials with known T0. Thus, for materials that are characterized solely by mini-CT, a
larger number of specimens may be required.

Another criterion imposed by ASTM E1921 [3] is the ductile crack growth (DCG)
limitation. This criterion established that DCG cannot exceed either 0.05 (W-a0) or 1 mm,
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being in practice around 0.2 mm for mini-CT specimens. This is particularly important for
low upper-shelf (LUS) materials. As was reported in several works [25–27], this type of
material may exhibit DCG at temperatures near T0, complicating the selection of testing
temperatures. Therefore, the authors recommended testing more than 15 specimens to
properly carry out an MC evaluation for LUS materials.

In summary, to obtain valid results, it is recommended to test at least 30 ◦C below the
final T0, increasing the chances of obtaining non-censored results (see the shaded area in
Figure 3). Additionally, the testing temperature cannot be below (T0 − 50 ◦C) according to
the requirements of ASTM E1921 [3] and JEAC4216 [4], and, finally, T0 is not known exactly
beforehand. Figure 3 shows the ratio of valid data (non-censored test results to the total
number of tests) versus the test temperature (T − T0) in a number of experimental results.
Each point represents a set of experimental results performed on a given material at a given
temperature. It can be observed how the range −50 ◦C ≤ T − T0 ≤ −30 ◦C maximizes
the ratio of valid data. The figure also shows the ASTM E1921 [3] requirement of valid
data, which depends on the test temperature and the resulting T0, revealing how it fits the
experimental results. Finally, the red line in Figure 3 shows a proposal for a hyperbolic
tangent best-fit curve (non-linear least squares):

f(x) = A + B× tan h((x−C)/D) (7)

where A, B, C, and D are the four parameters required for the adjustment of the curve,
which takes values of 0.802, −0.196, −17.16, and 11.06, respectively. The curve reveals how
the ratio of valid data is close to 1 as long as T− T0 ≤ −30 ◦C, in agreement with the results
shown above (e.g., [7,8,23,25]).

Recently, efforts have been made to address these issues. Yamamoto et al. [28] pub-
lished a paper that aims to extend the validity temperature range below (T0 − 50 ◦C) by
defining new criteria that allow the inclusion of data in the MC evaluation that otherwise
would be rejected.

To conclude with the temperature-related issues, it is clear from the information
summarized here that knowing an initial estimation of T0 is beneficial, given that the above
discussions assumed that the T0 value was already known for the studied material. In many
situations (e.g., when surveillance data are available), T0 can be estimated from existing
Charpy data (e.g., [3,23,25]), but this will not be possible in all situations. When Charpy
impact transition curves are available, the ASTM E1921 [3] standard provides a procedure
for selecting a test temperature (T) in the neighborhood of T0. Indeed, the ASTM E1921 [3]
standard proposes the following relationship between test temperature, T, and T41J:

T = T41J + C (8)

where the constant C is given for various specimen thickness values that can be fitted with
the following equation:

C = 14.845× ln[thickness(mm)]− 71.8 ; ◦C (9)

For the mini-CT specimen, this equation provides T = T41J − 51 ◦C [7]. However,
this estimate does not guarantee that the resulting test temperature is appropriate for
mini-CT specimens.

Equation (8) is based on the work by Sokolov and Nanstad [24], who studied the rela-
tionship between T0 and T41J. The authors derived the following well-known expression:

T0 = T41J − 24 ◦C (10)

The general trend, according to the reviewed literature, is that the Sokolov correla-
tion [24] can be used, as shown in Figure 4.
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As was mentioned above, Tobita et al. [22] intended to define an initial test temperature
by providing a KJcmed value of 100 MPa·m0.5 by the following equation: T = T0 – 32 ◦C.
Thus, considering Equation (10), they suggested the following equation to select the test
temperature for mini-CT specimens:

T = T0 − 32 ◦C = T41J − 56 ◦C (11)

Further refinement of Tobita’s approach has been documented in subsequent publica-
tions by JAEA [30,32,35].

More recently, Yamamoto et al. have demonstrated that even with an uncertain estima-
tion of the initial test temperature, which is possible due to the uncertainty of Equation (10),
test temperature selection for a few subsequent specimens may help to quickly recover
from the issue [36]. They demonstrated that even if the initial test temperature is less than
optimal due to an uncertain pre-estimated T0, which was defined as up to a maximum de-
viation of 40 ◦C from the true T0, the resultant success rate of T0 evaluation using N = 12 or
fewer specimens is quite high (98% or more) (see Table 1) if their proposed test temperature
selection procedure is used.

Table 1. Influence of error in initial T0 guess on the success rate of valid T0 evaluation with N=12 or
fewer specimens [36].

σYS(RT), MPa True T0, ◦C
T0 Guess − True T0, ◦C

−40 −20 0 20 40

400 −50 97.9% 98.6% 99.1% 98.6% 98.5%

500 0 99.4% 98.6% 99.8% 98.9% 99.5%

600 50 100.0% 100.0% 99.9% 99.6% 99.9%
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2.6. Loading Rate during Fracture Testing

Regarding the loading rate during the fracture testing, ASTM E1921 [3] recommends
a dK/dt range of 0.1 to 2.0 MPa

√
m/s. Hall and Yoon [39] evaluated the loading rate

dependency of T0 values determined from PCCv specimens and other larger CT specimens
for eight different materials, using the following equation:

T0R2 = T0R1 + B· ln(R2/R1) (12)

where R1 and R2 are the loading rates and B, varied from 2.2 to 5.7, depending on the
material. This loading rate dependency was studied in [22] for mini-CT specimens, re-
vealing a similar behavior to that observed in larger specimens. The higher loading rates
generated slightly higher T0 values, and this tendency was almost the same for the larger
specimens. In [15], it was shown that due to the proportionally larger plastic deformation
developed in mini-CT specimens during fracture tests, the loading rate change in mini-CT
specimens is, therefore, larger than that developed in larger specimens. However, in spite
of this observation, no specific dependency of T0 with the loading rate could be estab-
lished for mini-CTs as long as the loading rate meets the ASTM E1921 [3] validity range
(0.1 < dK/dt < 2 MPa·m0.5/s).

3. Results on Unirradiated and Irradiated Steels

The DBTR of ferritic steels has been widely analyzed over the years. The main
engineering tool developed to characterize the material fracture toughness within the
DBTR is the MC approach [1,2], which is standardized in ASTM E1921 [3] and widely
described elsewhere (e.g., [1,2]).

One of the first works related to mini-CT specimens was reported by Miura et al. [7].
They focused on two typical Japanese RPV steels, SFVQ1A forging, and SQV2A plates of
two different heats. They carried out at least 6 to 8 tests per temperature, thus allowing a
comparison between the single-temperature method and the multi-temperature method [3].
No significant effect was found in the T0 evaluation method, the maximum difference being
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4.7 ◦C. A comparison among T0 values obtained from different CT sizes (4T, 2T, 1T, 0.4T,
and 0.16T) showed a maximum deviation from the average of 4.8 ◦C, 4.5 ◦C, and 10.5 ◦C
for SFVQ1A, SQV2A Heat 1, and SQV2A Heat 2 materials, respectively. Therefore, they
concluded that T0 can be accurately determined using mini-CT specimens.

A three-year round-robin was organized by the Central Research Institute of Electric
Power Industry (CRIEPI) in Japan to verify the reliability and robustness of obtaining
T0 by means of mini-CT specimens. The first and second round robin tests [13,15] were
performed on the SFVQ1A steel. The average value of the ten T0 evaluations carried out
within the first two years of the program was −102 ◦C, which agrees well with the T0
values obtained with larger specimens (−91 ◦C to −103 ◦C). Besides, it was very close to
the T0 value obtained by Miura et al. [7], which, when applying the multi-temperature
evaluation, resulted in a T0 of −101 ◦C. Thus, the first and second round robin tests [13,15]
suggested that the T0 evaluation technique using mini-CT specimens is fairly robust.

The final stage of the mini-CT round-robin program [14] carried out on unirradiated
SQV2A steel showed that six laboratories were able to determine T0 within the expected
scatter range. The fracture tests were carried out as blind tests, which means that detailed
material information, such as the type of material, estimated T0, and existing fracture tough-
ness data for the material, were not provided to the laboratories beforehand. Participants
independently selected the test temperature based on the full Charpy curve of the tested
material. Although the test temperatures selected by the various laboratories varied from
−120 to −150 ◦C, the obtained T0 values with mini-CTs were reasonably consistent with
each other; the maximum difference among participants being 16 ◦C. The T0 determined
using all of the mini-CT test results was equal to −115 ◦C. This value is in good agreement
with the T0 calculated by Miura et al. [7].

Tobita et al. [22] performed an extensive experimental campaign with five types of
SA533B C1.1 RPV steels with different ductile to brittle transition temperatures. All data sets
gave valid T0 values, showing a good relationship between the T0 obtained from mini-CT
specimens and those determined from 1T-CT specimens; the maximum deviation between
the 1T and mini-CT T0 values was 13 ◦C for steel JRM. This database was posteriorly
expanded by Takamizawa et al.’s [37] work and found a difference between mini-CT results
and 1T-CT results not exceeding 10–15 ◦C.

The applicability of mini-CT samples with the MC approach has been confirmed for
several Japanese base metal RPV steels. However, it was necessary to extend and ensure
the applicability of this methodology to weld metals, which is of great interest to guarantee
the safety of NPPs during long-term operation (LTO). Generally, RPV weld metals are
recognized as homogeneous materials, but weld metals often exhibit inhomogeneity in
multi-pass bead welding. Likewise, the HAZ in the base metal beside the weld fusion line is
also one of the materials to be investigated in the surveillance programs. Since the available
volume of the HAZ region is limited, the utilization of small specimens is important [29].
In this sense, several experimental campaigns have been completed in the last decade.
Yamamoto et al. [18] completed fracture tests on SQV2A weld metal. The T0 values of
this weld metal obtained with mini-CT and 0.5T-CT specimens demonstrated excellent
agreement, both generating a T0 value of −77 ◦C. Additionally, a set of mini-CT specimens
were tested with side grooves, resulting in a T0 of −80 ◦C. The fixed value of C = 0.019 in
the MC (see Equation (1)), which defines the shape of the KJcmed curve, was evaluated as a
variable. The parameter C was calculated as 0.018 and 0.021 for the weld metal and the
base metal, respectively, demonstrating that both the weld metal and the base metal may be
evaluated following the MC recommendation. Subsequently, this SQV2A weld metal was
investigated in an international round-robin program composed of four participants [40].
All of them obtained a valid T0 value, with a maximum difference among them of 14 ◦C,
which was reasonably small in comparison with the previous round-robin [14].

Yamamoto et al. [29] prepared an experimental campaign with two plates of SQV2A
steel and different sulfur contents (denoted as Low S and Mid S) that were joined to each
other with SQV2A weld metal by the submerged arc welding method. In total, five data
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sets were obtained with mini-CT specimens, two from the base materials, one from the
weld metal, and two from the corresponding heat-affected zones. All data sets provided a
valid T0 value. However, when comparing the results with the T0 values determined from
0.5T-CT specimens, the difference between the mini-CTs and the 0.5T-CTs observed in HAZ
materials was larger than in the other materials. A difference of 25 ◦C and 10 ◦C was found
in Low S HAZ and Mid S HAZ, respectively. Micrography analysis of the HAZ specimens
(6 mini-CT and 6 0.5T-CT specimens) showed that the width of the HAZ region varied from
2.7 mm to 3.3 mm among specimens. Here it is important to note that mini-CT specimens
have dimensions of 10 mm × 9.6 mm, while the 0.5T-CT specimens have dimensions
of 31.25 mm × 30 mm, so it is evident that in the mini-CTs a large part of their volume
is composed by the HAZ material, thus allowing a more precise characterization of the
fracture of this particular zone. In any case, the authors concluded that the large variation
of T0 observed in the HAZ could be caused by the inherent heterogeneities associated with
this area.

Chaouadi et al. [8] studied RPV steel 22NiMoCr37 by using the modified mini-CT
specimen (10 × 10 × 4.2 mm3) in non-irradiated conditions. In addition to the findings
mentioned in the previous section, they concluded that the difference in the T T0 obtained
using conventional CTs and mini-CTs is around 12 ◦C, while in the case of precracked
Charpy specimens (PCCv) the difference is 5 ◦C.

Another fundamental aspect when dealing with mini-CT specimens is the similitude
of the cleavage initiation process since the MC is based on the assumption that specimen
size does not affect this similitude and the thickness would only cause a statistical effect
that can be easily corrected by means of the well-known Equation (2). This issue was
examined by Wallin et al. [19] by comparing the location of cleavage initiation sites along
the crack front for different specimen sizes and configurations, focusing the effort on mini-
CT specimens. The authors determined the cumulative initiation location distribution of
several datasets and found that the majority of initiations took place within 40% of the
specimen center (0.3 ≤ x/B ≤ 0.7, x being the distance from one side of the specimen and B
being the specimen thickness) and, in addition, in about 30% of the center of the specimen,
the location initiation probability was uniform. This trend of concentrating the initiation
points at the center of the specimen for mini-CT specimens was also assessed for larger
(conventional) single-edge notch bend (SENB) and CT specimens. The results confirmed
that the specimen size or type has a minimal effect on the distribution of the initiation
location sites as long as the requirements of the ASTM E1921 [3] standard are fulfilled.

So far, the review has been focused on the applicability of mini-CT specimens in
unirradiated specimens, revealing the success of this technique. Now, the results on
irradiated materials are presented.

Ha et al. [30] studied a Japanese A533B class 1 steel, which was named Steel B. Mini-CT
specimens were taken from the halves of irradiated PCCv specimens, which were subjected
to a neutron fluence of 1.1 × 1020 n/cm2 at 290 ◦C. The mini-CT specimens provided a T0
value of−11 ◦C, which is slightly higher than that obtained using PCCv specimens,−24 ◦C.
Here, it is worth mentioning that the IAEA reported a bias of around 10 ◦C between the CT
specimen type and PCCv specimens [41].

Yamamoto [31] reported an inter-laboratory effort to evaluate European JRQ material
irradiated with a fluence of 1.85 × 1019 n/cm2 at 286 ◦C. All the laboratories could obtain a
valid T0 value from the given number of mini-CT and PCCv specimens in both unirradiated
and irradiated conditions. The results under unirradiated conditions demonstrated a good
agreement in T0 values, −68 ◦C for the mini-CT specimen and −67 ◦C for the PCCv
specimen. Despite these valid T0 results, the JRQ material demonstrated a wide fracture
toughness scatter. An excessive number of KJc values (13% for mini-CTs and 25% for PCCv
specimens) were located outside the MC bounds. This trend has already been observed in
previous projects, which indicated that the large dispersion of the data could be due to the
inhomogeneity of the material. Regarding the irradiated state, the laboratories produced
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T0 values of 32 ◦C and 40 ◦C with mini-CT specimens, which were in good agreement with
the resulting T0 of 44 ◦C obtained using PCCv specimens.

Sugihara et al. [23] evaluated Japanese steel SFVQ1A subjected to a neutron fluence
of 7.2 × 1019 n/cm2 with mini-CT specimens and with 0.5T-CT specimens. Both data sets
provided a valid T0 of −1 ◦C for the mini-CT specimens and 8 ◦C for 0.5T-CT specimens.
Thus, a difference of 9 ◦C was found, although the standard deviations (7.8 ◦C for mini-CT
and 6 ◦C for 0.5T-CT) well overlapped each other.

After demonstrating the suitability of mini-CT specimens to characterize the JRQ
material both in baseline and irradiated conditions [31], the same group (two laboratories)
analyzed the possibility of evaluating the through-wall fracture toughness distribution
with mini-CT specimens [32]. For this purpose, a block of JRQ steel was sliced into
13 layers, and the inner four layers (01J, 02J, 03J, and 04J) were used for the evaluation.
The inner layer (01J) received a maximum neutron fluence of 5.38 × 1019 n/cm2, which
was attenuated to 2.54 × 1019 n/cm2 at the 04J layer (60 mm from the inner surface). The
irradiation temperature was 286 ◦C. Two more inner layers (01J, and 02J) were tested in the
unirradiated conditions by one laboratory, providing (using mini-CTs) a T0 of −121 ◦C and
−115 ◦C for 01J and 02J, respectively. These values deviate by 3 ◦C and 8 ◦C, respectively,
when compared to the results obtained with PCCv specimens. For the irradiated material,
the T0 results obtained by the two labs were comparable in layers 01J and 03J, but 02J
showed a difference of 29 ◦C, which was close to T0 + 2σ (but still a bit larger) for the
number of tested specimens. In conclusion, the use of mini-CT specimens was shown to be
suitable to analyze the toughness distribution through the vessel wall. The use of specific
fracture toughness values obtained at the inner surface (where neutron fluence is higher)
may improve structural integrity assessments (e.g., pressurized thermal shock evaluations).

Ha et al. [35] also analyzed highly neutron-irradiated materials. In this case, three
types of Japanese RPV steels were used, designated as Steel B, 3B, and 5B. Different levels
of neutron fluence were applied: 11.3 × 1019 n/cm2 for Steel B, 5.4 × 1019 n/cm2 for 3B,
and two fluence levels for 5B, the lower fluence (5BL) was 5.6 × 1019 n/cm2 and the higher
fluence (5BH) was 10.4 × 1019 n/cm2. All the obtained T0 values were valid. Finally,
the specimen type effect was studied with Steel B in irradiated conditions: the T0 value
obtained through mini-CTs was about −12 ◦C, while in the case of PCCv specimens T0 was
−25 ◦C, resulting in a difference of 13 ◦C.

A collaborative program [25–27,42] was performed to characterize weld WF-70 mate-
rial in both baseline and irradiated conditions. This low upper shelf Linde 80 weld had
been previously characterized within the Heavy Section Steel Irradiation (HSSI) program
with different types of larger C(T) specimens [43]. This program was performed in the
1990s, so the T0 values reported here were recalculated from the original KJc data using
the procedures of the current version of the ASTM E1921 [3] standard, obtaining T0 values
of −60 ◦C and 29 ◦C in unirradiated and irradiated conditions, respectively. The WF-70
material was then evaluated with mini-CT specimens by one laboratory in the unirradi-
ated condition [12], resulting in a valid T0 of −53 ◦C. The same laboratory evaluated the
material in irradiated conditions [25], providing T0 values of 2 ◦C or 12 ◦C, depending on
the censoring criterion used for specimens with excessive ductile crack growth (KJclimit vs.
KJc∆a, see [25] for further details). Moreover, two additional laboratories tested the weld
material by using the standard mini-CT specimen in irradiated conditions [27]. One of the
laboratories could not obtain a valid T0 value but provided a tentative T0Q (provisional
reference temperature [3]) of 31.3 ◦C. The other one obtained a valid T0 of 34.8 ◦C. The
combination of both data sets yielded a valid T0 of 31.5 ◦C. All these data, in addition
to those developed by a third laboratory, were analyzed as part of an inter-laboratory
study [26]. T0 in the irradiated condition varied between 13.2 ◦C and 17.5 ◦C, depending,
again, on the censoring criterion.

Lambrecht et al. [9] investigated a series of mini-CT specimens taken from an A508-
type weld metal in unirradiated and irradiated states. The steel was irradiated to a neutron
fluence of 5 × 1019 n/cm2 at 290 ◦C. In this study, modified mini-CT specimens with 20%
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side grooves were employed. Fully valid T0 values were obtained for the two conditions:
−80.9 ◦C and −32.8 ◦C for unirradiated and irradiated conditions, respectively.

Uytdenhouwen et al. [33] studied the A508 Cl.2 RPV steel in irradiated and unir-
radiated conditions by means of mini-CT specimens. In this case, modified specimens
were used, resulting in a T0 of −88.1 ◦C for unirradiated material, which is similar to
the −87.4 ◦C obtained with the 0.5T-CT specimen and to the −95.2 ◦C obtained with
PCCv specimens.

Chen et al. [34] evaluated the applicability of mini-CT specimens to characterize the
DBTR of two reduced activation ferritic martensitic (RAFM) steels proposed for fusion
blanket applications, the EUROFER97 batch-3, and the F82H-BA12 steels. They did not
obtain valid T0 results, but they did observe that the resulting T0Q was 40 ◦C lower for
EUROFER97 batch-3 and 15 ◦C lower for F82H-BA12 when testing was performed on
0.5T-CT specimens with slanted fatigue precracks. In contrast, T0Q was only 11 ◦C lower for
EUROFER97 batch-3 and 4 ◦C higher for F82H-BA12 when testing was performed on mini-
CT specimens with slanted fatigue precracks. One implication from this observation is that
mini-CT specimens may be less sensitive to test imperfections and yield more consistent
T0Q values.

Han et al. [44] also studied the F82H RAFM steel, showing a negligible effect on the
T0 value of 1 ◦C when compared with the 1T-CT specimen.

Sokolov [45] studied KS-01 weld material in unirradiated and irradiated conditions.
The T0 derived from testing mini-CT specimens in the unirradiated condition was −9 ◦C,
compared to −26 ◦C reported for a combination of 1T-CT, 0.5T-CT, and PCCv specimens.
The T0 temperature derived from irradiated mini-CTs was 153 ◦C, compared to the 139 ◦C
reported for a combination of 1T-CT and 0.5T-CT specimens.

In summary, Figure 5 shows a comparison between the T0 values obtained with large
conventional specimens and those obtained using mini-CT specimens. The majority of the
values gathered from the literature, including unirradiated and irradiated materials, are
located between the bands of ±15 ◦C, as shown in the graph. On average, considering all
the data reviewed here, the difference between T0-mini and T0-conventional specimens is
less than −1 ◦C. Thus, in general, the values of T0 obtained with mini-CT specimens are in
good agreement with those obtained with larger specimens, demonstrating the robustness
of mini-CT MC characterization.
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4. Regulatory Aspects
4.1. Initial MC Applications and Applicability Concerns

The size effect and scatter characterization of Wallin’s MC concept were first intro-
duced in 1984 [2,47], followed by Wallin’s identification of a temperature dependence that
works well for a wide range of ferritic steels in 1993 [48]. The first codification of MC
techniques came with the 1997 adoption of the ASTM E1921 testing standard [3] and the
1999 ASME Code Cases that defined an MC-based reference temperature, RTT0, that is the
functional equivalent of RTNDT [49–51]. RTT0 was moved from these code cases into the
ASME Code itself in 2014. Early plant-specific applications of the MC in the USA included
the Zion reactors in 1993 [52], and the Kewaunee reactor in 1998 [53,54]. MC was also used
in South Korea to demonstrate the continued operating integrity of the Kori Unit 1 reactor
in 2007 [55]. Continued regulatory use of MC techniques has occurred for PWR units in
the USA having Linde 80 welds in their RPV beltline through the use of the “BAW-2308”
approach [56], which allowed better estimation of the unirradiated RTNDT value for Linde
80 welds using master curve results. The BAW-2308 approach has been used for nearly a
dozen operating reactors.

During the late 1990s and early 2000s, there were no regulatory or Codes and Standards
procedures for the use of MC. At that time, the regulator in the USA published a paper
providing its views on MC technology and its applicability to the safety assessment of
nuclear RPVs [57]. These authors stated that “the Master Curve approach is promising . . . ,
however significant technical, process, and regulatory issues remain to be adequately addressed
before full implementation of such an approach can be endorsed by the NRC.” The paper went on
to highlight the following issues (direct quotations from [57] appear in italics):

1. Fracture toughness characterization performed on the actual material in question or an
appropriately qualified “surrogate”.

2. Fracture toughness characterization performed in specimens with adequate constraint and at
appropriate loading rates.

3. Quantification of the effects of irradiation on the shape (meaning temperature dependence) of
the Master Curve.

4. Development and finalization of consensus Codes and Standards (ASTM, PVRC, and ASME.)
5. Revisions to USNRC rules and regulations governing RPV integrity.

Item (1) was not directly related to the MC but rather to the long-standing recognition
that some early construction plants in the USA did not monitor their limiting beltline
material as part of their surveillance programs. The limiting materials were not monitored
in some cases due to a lack of specificity in the then-current ASTM surveillance standard,
which was attributable to a lack of knowledge in the 1960s and 1970s needed to identify the
steels in the RPV beltline most sensitive to irradiation embrittlement. While item (1) also
affected conventional RTNDT-based assessments, it was raised by the NRC in the context of
potential MC use due to the perception that using the MC would reduce some of the large
implicit conservatisms thought to be inherent to RTNDT. Item (1) has been largely resolved
over the last 20 years, and moreover, systematic methods now exist to identify groups of
similar materials from the large quantities of surveillance data now available [58].

Item (2) reflected concerns about (a) the use in T0 estimation of what were then called
“invalid” data (now referred to in ASTM E1921 and JEAC4216 as “censored” data) and
(b) the change from using a dynamic Charpy test approach to a statically loaded fracture
toughness test approach as the basis for positioning reference fracture toughness curves.
Item (2a) has been addressed thoroughly via the standardization processes associated with
ASTM E1921 and JEAC4216; consensus procedures are now well established to ensure
the appropriate treatment of censored data. Item (2b) was addressed when the ASME
Code moved in the late 1990s from using dynamic crack initiation and crack arrest data to
static crack initiation data as the basis for the Code reference fracture toughness curve [59].
Moreover, there was the realization that the magnitude of Charpy shift with irradiation
damage is linearly related to T0 shift, and that the two quantities are generally equal, or
nearly so [60]. To the extent that this question remains open, an ongoing effort to develop an
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ASME Code Case aims to provide explicit procedures to address embrittlement, including
treatment of uncertainties [60].

Item (3) has been resolved through extensive data analyses that show that the fixed
Master Curve shape provides a good representation of the temperature dependence of
RPV materials through any now foreseeable RPV lifetime [53,61], including steels with
irradiation-induced shifts as high as ∆T0 = 165 ◦C [62]. While Wallin has presented a version
of the MC having a temperature dependence related to both yield strength and T0 [63], this
variation is slight. Within the range of interest for RPV steels, the fixed shape MC continues
to provide a good representation of the large collections of data now available. Neither MC
testing standard, ASTM E1921 [3] or JEAC4216 [4], has seen the need to adopt the variable
temperature dependence of MC from [63].

Concerning Item (4), as mentioned previously in ASTM E1921 [3] and JEAC4216 [4],
MC testing standards are now well developed, representing over two decades of continuous
improvement. ASME, JEAC, and other MC application standards continue to be developed,
as summarized in Section 4.2.

Concerning Item (5), in the USA, the MC has not been adopted as part of any regulatory
code or regulatory guidance document; however, the NRC has reviewed and endorsed
parts of the ASME Code that use the MC as part of their ongoing processes that adopt the
code and code cases as legal parts of the regulatory framework in the USA. The MC has
seen legal endorsement by regulators in both Germany [64] and Switzerland [65]. In Japan,
JEAC4206 has provisions for using the MC for the evaluation of plant operating limits [66].
While the 2016 version of JEAC4206 has been adopted by the Japan Electric Association, it
has not yet been endorsed by the regulatory authority in Japan. The Swiss, German, and
Japanese approaches are broadly similar to the ASME RTT0 approach, albeit differing in
certain specific provisions and in their approaches to setting margins. Section 8.3 of [60]
provides a more complete summary of the various approaches.

4.2. Current Activities in the USA

In the USA, considerable effort has been made since 2014 to incorporate MC concepts
formally and comprehensively into the ASME Code, including a treatment of embrittlement
and uncertainties, as follows:

• Code Case N-830-1: Following a 7.5-year development effort, Revision 1 to Code Case
N830 was adopted into the Code in September 2021 following a unanimous and
affirmative vote within ASME Section XI, including by the NRC representative [67].
This Code Case provides 5th percentile curves based on MC and extended MC models
that can be used as alternatives to allowable toughness models now in the Code.
Specifically, N-830 allows users to calculate, based only on knowledge of a T0 value
and the product form in question, the 5th percentile curves for 1T-KJc (which per this
code case may be used as an alternate to KIc), KIa, JIc, and J-R. These toughness curves
may be used in assessments of found flaws, to establish safe plant operating limits,
and an evaluation of the fracture toughness needed on the upper shelf. The review and
approval process associated with this code case included extensive interchange with
the NRC to address the regulators’ concerns on many topics, including validation and
uncertainty treatment. This interchange is fully documented as an appendix to [67].

• Code Case N-914: This code case, which has been under development since 2019
and remains in draft form, provides a consistent and comprehensive methodology
to assess embrittlement, including uncertainty treatment, for both conventional code
approaches based on Charpy and NDT as well as MC-based approaches [60]. The
current technical basis was reviewed by the NRC in 2021, and most questions were
addressed. Future revisions of [60] will fully document the interchange with the NRC
in the same manner as done with CC-N-830-1. In combination with Code Case N-830-1,
Code Case N-914 provides a comprehensive and explicit methodology to use the MC
and T0 in ASME Code assessments.
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In the reviews conducted on these two code cases, the NRC asked no questions
concerning the use of mini-CT to estimate T0. Perhaps the reason for this silence is that
issues concerning the reliability of mini-CT-based T0 values should be addressed through
the ASTM balloting process for E1921, and that both CC-N-830-1 and CC-N-914 require
the use of ASTM-valid T0 values. A recent submittal to the NRC by the pressurized water
reactor (PWR) Owners Group describes a planned project to collect an extensive database
of T0 values for PWR plants operating in the USA [58]. If executed, this project will include
the testing of a substantial number of mini-CTs, the specimen being selected due to its
frugal use of the limited archival and already irradiated materials that remain available. In
their 15-page document requesting additional information [68] resulting from their review
of [69], the NRC asked only one question about mini-CTs: “discuss if additional uncertainty
for mini-C(T) specimen data (i.e., uncertainly greater than what would be applied for larger C(T)
specimens) would be included in the adjustment or margin terms.”

In summary, the application of mini-CT data in regulatory analysis remains a rela-
tively new development, and this may explain the present lack of detailed questions from
regulators about the mini-CT that extend beyond the much larger body of questions that
regulators have asked about the MC over the past two to three decades.

5. Conclusions

The use of mini-CT specimens for master curve testing is a good option to reuse
previously tested samples. It provides options for plants lacking sufficient amounts of
material to continue to use conventional surveillance programs, during long-term operation.
In particular, there is no bias in the reference temperature T0 determined by testing mini-
CTs when compared to larger specimens (see Figure 5). Nevertheless, certain aspects
associated with mini-CT testing present unique challenges. In particular, the selection of
appropriate test temperatures is crucial because the reduced measuring capacity of mini-CT
specimens (KJclimit) limits the test temperature range over which censoring is unlikely. As a
consequence, a higher number of tests (N≈12) is often required for the determination of
a valid T0 value using mini-CTs. This can be addressed in future revisions of the related
standards [3,4]. In addition, even a modification of the 50 ◦C exclusion criterion could be
considered by not invalidating data at very low test temperatures (i.e., T < T0 − 50 ◦C).

Additional data and/or analyses will help to underpin the findings already discussed
in this paper and lead to their resolution. Specific topics currently under consideration
include the following:

• Censoring statistics (i.e., censoring probability as a function of test temperature)
• Re-evaluation of the censoring criterion for low upper shelf materials (cf. Equation (4)).
• Effects of side grooving and specific benefits.
• Effect of inhomogeneities and how they are handled in standards.
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Abstract: On the basis of reiterating the concept of grain boundary engineering (GBE), the recent
progress in the theoretical models and mechanisms of twin-related GBE optimization and its effect
on the mechanical properties is systematically summarized in this review. First, several important
GBE-quantifying parameters are introduced, e.g., the fraction of special grain boundaries (GBs), the
distribution of triple-junctions, and the ratio of twin-related domain size to grain size. Subsequently,
some theoretical models for the GBE optimization in face-centered cubic (FCC) metals are sketched,
with a focus on the model of “twin cluster growth” by summarizing the in-situ and quasi-in-situ
observations on the evolution of grain boundary character distribution during the thermal-mechanical
process. Finally, some case studies are presented on the applications of twin-related GBE in improving
the various mechanical properties of FCC metals, involving room-temperature tensile ductility, high-
temperature strength-ductility match, creep resistance, and fatigue properties. It has been well
recognized that the mechanical properties of FCC materials could be obviously improved by a GBE
treatment, especially at high temperatures or under high cyclic loads; under these circumstances, the
materials are prone to intergranular cracking. In short, GBE has tremendous potential for improving
the mechanical properties of FCC metallic materials, and it is a feasible method for designing high-
performance metallic materials.

Keywords: grain boundary engineering; mechanical property; face-centered cubic metal; special
grain boundary; annealing twin

1. Introduction

Early in the 1880s, Sorby first observed with an optical microscope that the microstruc-
ture of a blister steel was composed of numerous grains of various shapes and the grain
boundaries (GBs) between adjoining grains. Since then, materials researchers have paid an
increasing amount of attention to the GBs and interfaces (including phase boundaries) to
explore a well-established method in materials design and performance improvement [1].
After the past ~140 years of study, the understanding of GBs and interfaces has signifi-
cantly improved. It is now well recognized that the GB is an important component of the
microstructure in polycrystalline materials and that the number, type, and distribution of
GBs play critical roles in the materials’ properties [2–6].

In addition, when it comes to the mechanical properties, GBs can act as the main
obstacle to dislocation slip during plastic deformation, and thus become important sources
of strength and work hardening of polycrystalline metallic materials [7,8]. Meanwhile,
GBs may also be the preferred location for crack nucleation due to the weakened bonding
strength between the atoms on both sides of the structurally disordered interface and the
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higher stress concentration derived from the pile-up of dislocations [9–13]. In addition,
most noteworthy, the structural order of various GBs is significantly different [14–16], so
that the capacity of various GBs to resist intergranular cracks is also different [10,17–20].
Therefore, cracking is most likely to occur during plastic deformation at or along ordinary
random high-angle GBs (RHAGBs) with higher structural disorder and interface energy,
while special GBs with low energy (will be introduced in detail later) can generally maintain
a high resistance to cracking [10,11,13,21,22].

Therefore, many researchers have made great efforts to reveal the influence of grain
boundary character distribution (GBCD) optimization (also known as grain boundary
engineering, or GBE) on the mechanical properties, e.g., tensile property, creep resistance,
and fatigue resistance [6,12,13,23–25], and some praiseworthy research findings have been
achieved in this context. While the study on the GBE approach to improving the mechanical
properties of metallic materials is in progress, on the basis of further clarifying the concept
of GBE, this review focuses on the latest progress in the theoretical models and mechanisms
of GBE optimization and its impact on the mechanical properties. It is hoped that the
summary of the recent studies of GBE may provide some valuable references for the
development of advanced metallic materials that exhibit high resistances to GBE-related
damage in their practical applications.

2. Twin-Related GBE

The main idea of GBE evolves from the concept of “GB design and control” proposed
by Watanabe [2,3,26]. In addition, after nearly 50 years of development, GBE has emerged
as a mature method that can be applied to a variety of metallic materials, such as copper
alloys [6,12,27], nickel-based alloys [28–31], austenitic stainless steels [9,10,20,32,33], and
lead alloys [34,35]. These materials generally have the common characteristic that their
stacking fault energies are relatively low and annealing twins (ATs) are easily formed
during the thermal-mechanical process (TMP); based on this, the so-called method of
twin-related GBE has been well developed.

The twin-related GBE is to induce a large number of AT boundaries (or ATs), namely
Σ3 GBs, in face-centered cubic (FCC) metals by the means of thermal-mechanical treatment,
and other low-Σ coincidence site lattice (CSL) GBs can be further induced through the mu-
tual interactions between two annealing twins or even between ATs and ordinary RHAGBs,
thus blocking the connectivity of RHAGBs [6,36–39]. Additionally, some previous stud-
ies [10,20,40,41] have revealed that the low-ΣCSL GBs introduced by twin-related GBE
exhibit a high degree of structural stability and are not prone to second-phase precipitation
during medium- to high temperature annealing or welding processes. Thus, the low-ΣCSL
GBs, especially in the welding heat affected zone, often exhibit a higher corrosion resis-
tance in corrosive environments compared with ordinary RHAGBs [42]. Moreover, many
investigations [9,10,17,21,43] have substantiated that twin-related GBE is an effective way
to improve the intergranular corrosion resistance, intergranular stress corrosion cracking
resistance, and other properties that are closely related to GBs in some FCC metals.

Consequently, the key to the realization of GBE is to induce the formation of as many
annealing twins as possible during the TMP. In addition, it should be noted that only in
FCC metallic materials deformed by planar-slipping of dislocations can a large number of
ATs be easily induced [6]. Therefore, the twin-related GBE can only be availably applied
to some FCC metallic materials with low stacking fault energy or numerous short-range
order structures [6,9,41,44–46]. Many important engineering materials, such as austenitic
stainless steel, nickel-based alloys, and copper alloys, are involved in this kind of material,
so the twin-related GBE has received widespread attention.

3. GBE-Quantifying Parameters

As mentioned above, the main purpose of twin-related GBE is to optimize the GBCD
in materials, namely, increasing the fraction of low-ΣCSL GBs and blocking the connectivity
of RHAGBs. In this case, it is significantly important to know how to quantify the degree
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of GBCD optimization. To this end, several important GBE-quantifying parameters have
been successively proposed, as summarized below.

3.1. Fraction of Special GBs

The fraction of special GBs (f SBs) is defined by the ratio of the length of special GBs
to the total length of all GBs [20], which was most widely used in the evaluation of GBE
optimization. In the statistics of f SBs, the CSL GBs with Σ ≤ 29 are generally regarded as
the special GBs [47–49], since these types of GBs have lower energy [7,50,51], and exhibit
some unique performances, e.g., lower diffusivity, lower resistivity, lower sensitivity to
solute atom segregation, and higher resistance to GB sliding and crack initiation [7].

Furthermore, with the deepening of GBE studies, it has been recognized that, apart
from the f SBs, the role of special GBs is also closely related to their location, i.e., out of
or in networks of random GBs. Lehockey et al. [52] reported that the coherent Σ3 GBs
were dominant in all special GBs in FCC metals with low stacking fault energy; however,
most of these coherent Σ3 GBs were localized outside of RHAGB networks and cannot
make any positive contributions to the tailoring of RHAGB networks. Naturally, it is
difficult for these coherent Σ3 GBs to impede the intergranular stress corrosion along
RHAGBs. Therefore, Lehockey et al. [52] proposed the concept of effective special GBs and
suggested that only the special GBs that can block the network connectivity of the random
high-angle GBs are effective in preventing the failure of materials along GBs. However,
the difference in the anti-cracking properties of the same type of special GBs was even
sometimes reported [20,53], so that there was as yet no unified opinion on the definition of
effective special GBs. Further, it may be related to the fact that the interface index is still not
considered in the current electron backscatter diffraction (EBSD) characterization. Thus,
the further developments in the theory of GBs and the relevant characterization methods
need to be emphasized for the better application of GBE.

3.2. Distribution of Triple-Junctions

The ultimate purpose of twin-related GBE treatment is to interrupt the network con-
nectivity of RHAGBs and thus hinder crack propagation along RHAGBs. Therefore, how
to quantify the blocking of RHAGB by the GBCD optimization is of great significance for
GBE. Kumar et al. [54] proposed that the connectivity of RHAGBs can be evaluated by
the statistics on the distribution of triple-junctions, which are classified as different types
according to the number of special GBs they contain. For example, triple-junctions with
zero, one, two, and three low-energy special CSL GBs are classified as J0, J1, J2, and J3
junctions, respectively. Among these triple-junctions, the RHAGBs are interconnected with
each other at the J0 and J1 junctions, and thereby cracks can pass through the junctions
without hindrance and propagate along the RHAGBs. In contrast, J3 junctions are generally
too stable to meet the conditions for crack nucleation and propagation. Only at the J2
junctions can the cracks be captured by special GBs. Hence, the capture probability of
cracks can be quantified by statistically calculating the distribution of f J2/(1 − f J3), where
f J2 and f J3 represent the proportion of J2 and J3 junctions, respectively. Several experimental
studies [6,20,55] have confirmed that there indeed exists a strongly positive correlation
between the f J2/(1 − f J3) and the blocking degree of RHAGB connectivity in FCC metals.

3.3. Ratio of Twin Related Domain Size to Grain Size

In the study on the mechanism of twin-related GBE, it has recently been realized
that the formation of annealing twins during TMP plays an important role in increasing
the f SBs and interrupting the network connectivity of RHAGBs, since efficiently inducing
the formation of ATs can not only directly increase the fraction of special GBs but also be
beneficial to decreasing the grain size. Furthermore, the quasi-in situ EBSD observation
on the evolution of GBCD further indicated that the formation and growth of ATs indeed
played a critical role in GBCD optimization [36]. For example, the f SBs in a GBE- treated
material are directly related to the number of ATs in a twin-related domain (TRD), which
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is defined as Σ3n twin cluster (namely, a large cluster of spatially adjacent twin-related
grains). In light of this, Barr et al. [36] suggested that the ratio v of TRD size to grain size
should be another important indicative indicator of GBE in polycrystalline materials.

4. Mechanism of GBCD Optimization—“Twin Cluster Growth” Model

At the turn of the century, the study on the mechanism of GBCD optimization in FCC
metallic materials has drawn immense attention from researchers, and several theoretical
models for GBE have been proposed in succession, as shown in Figure 1. As a result, the
“Σ3 GB regeneration model” [56] indicates that the coherent AT boundaries in different
recrystallized grains can interact with each other to induce the formation of Σ9 GBs,
and then the mobile Σ9 GBs further interact with some other Σ3 GBs, thus inducing
the formation of other low-energy SBs (Figure 1a). The “high ΣCSL GB decomposition
model” [57] suggests that the low-ΣCSL SBs can be derived from the decomposition of
high-ΣCSL GBs (Figure 1b). According to the “special fragment model” [17], the GBCD
optimization is mainly realized by the SB fragments caused by AT emitting in the RHAGB
network (Figure 1c). The “incoherent Σ3 GB migration model” [58] indicates that the
formation of SBs is mainly achieved by the migration of incoherent Σ3 GBs (Figure 1d).
However, even though these models can explain some laws of GBCD evolution in FCC
metals with low stacking fault energy to a certain extent, there still exist some obvious
inadequacies due to the lack of understanding of the microstructure evolution during
the TMP. On the basis of summarizing the recent in situ or quasi-in situ observations on
the microstructure evolution of FCC metals, the “twin cluster growth” model is further
introduced below.
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Figure 1. Theoretical models for the GBCD optimization in FCC metals Adopted from
Refs. [17,56–58].

Additionally, through the quasi-in situ or in situ observation of the GBCD evolution
during the TMP of some FCC metals (e.g., 304, 316L austenitic stainless steels, and copper
alloys) [6,36,59], it has been well recognized that the microstructural evolution during GBE
treatment is mainly completed by strain-induced GB migration. For example, the ordinary
RHAGBs driven by the stored strain energy migrate from the twin clusters to the deformed
matrix during the annealing process of the TMP, and ATs are constantly nucleated behind
the migrating GBs and grow up with the migration of GBs, as shown in Figure 2. Therefore,
inducing the nucleation of as many ATs as possible is crucial to realizing the optimization
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of GBCD in the process. First, the nucleation of ATs, as mentioned above, can directly
increase the f SBs. Second, ATs with different orientations nucleated behind RHAGBs may
interact with each other, thus inducing other low-energy CSL special GBs (see Figure 2b,c).
Finally, the formation of ATs can induce the structural transition of migrating RHAGBs
from disorder to order, which are implanted in the network of RHAGBs and thus interrupt
the network connectivity.
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Figure 2. (a,b) Evolution of the twin cluster during the annealing process, where the dashed line
indicates the interface between the existing twin cluster and the deformed matrix; (c) schematic of
the formation of the AT boundary during the evolution of the twin cluster front and the formation of
Σ9 GB (the inset illustrates the 111 plane trace for the growing grain (A). adopted from Ref. [36].

Recent studies [6,55] have shown that the deformation microstructures, including
stacking faults, planar-slip dislocation structures, and deformation twins, exhibit distinctive
effects on the evolution of twin clusters and thus on the GBCD optimization, as evidenced
by the experimental findings of Cu-16at.% Al alloys in Figure 3. The stacking faults and
planar-slip dislocation structures are fairly beneficial to the GBCD optimization, for which
the formation of ATs can be induced by the ordered defects in a sequence of closely packed
atomic planes at the front end of a growing twin cluster. On the contrary, deformation
twins hinder the growth of twin clusters, thus impairing GBCD optimization. Therefore,
the optimal prior strain for the GBCD optimization should be around the threshold strain
for the appearance of deformation twins in FCC metals.

In addition, some low ΣCSL GBs can also be formed when two separate twin cluster
migration fronts meet together during the TMP [36,59]. These special GBs must be located
in the network of random high-angle GBs, which can effectively block the connectivity of
RHAGB networks.
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Figure 3. Influence of deformation microstructures on the GBCD optimization of the Cu-16at.%Al
alloy (a) Variation of GBE-quantifying parameters (a1: f SBs, a2: ratio of twin- related domain size to
grain size, a3: triple-junction distribution) with the reduction ratio; (b) deformation microstructures
at low (3%, b1), optimal (7%, b2), and high (20%, b3) reductions; (c) quasi-in situ EBSD observations
on the evolution of microstructures during TMP treatment at an optimal stain (7% reduction, c1) and
annealing at 723 K for 12 h (c2) and 36 h (c3). Adopted from Ref. [6].

Figure 4 shows the schematic diagram of the “twin cluster growth” model obtained by
summing up the above research results. In the model, the ATs in twin clusters are mainly
induced by the planar deformation microstructures, including stacking faults and planar
dislocation structures, which are the main source of special GBs. For example, once the
stacking faults in deformation microstructures encounter migrating RHAGBs, can they
strongly affect a sequence of close-packed planes of recrystallizing grain and induce the
transformation from a regular sequence ( . . . ABC . . . ) to an inverse sequence ( . . . CBA . . . ),
as displayed in Figure 4. This is because there is a a

6
[
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]

displacement between atoms in
stacking faults and in perfect crystal. The displacement can effectively reduce the necessary
energy of twinning, i.e., the stacking faults can provide excessive activation energy for
twinning [36,59]. Furthermore, in a twin cluster, ATs with different orientations interact
with each other as they grow with the migration of RHAGBs, thus inducing some other
special GBs. Further, at the final stage of twin cluster evolution, the intersection between
separate twin clusters also induces certain special GBs. Finally, the GBCD optimization of
FCC metals is fully realized by the growth of twin clusters.
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Figure 4. Schematic diagram of the “twin cluster growth” model for the GBCD optimization in
FCC metals.

During the growth of twin clusters, some non-symemtric low ΣCSL GBs can also
migrate in one twin cluster, such as incoherent Σ3 GBs, can reduce the interfacial energy
by interacting with other special GBs in the cluster [60–62]. However, such behavior is not
necessarily conducive to the increase of f SBs (e.g., the disappearance of the AT boundary
in Figure 2).

5. Influence of GBCD Optimization on Tensile Properties

In polycrystalline metals, the fundamental parameters for evaluating the tensile prop-
erties, such as yield strength, ultimate strength, and uniform elongation, are closely related
to their microstructures. For example, the well-known fine-grain strengthening (or GB
strengthening) can not only effectively improve the strength but also optimize the uniform
elongation. However, there also exists a unique effect of GBCD optimization on the tensile
properties of metallic materials. Further, to eliminate the influences of precipitation, phase
transformation, and other special microstructures, some stable single-phase FCC metallic
materials, such as austenitic stainless steel, pure copper, and copper alloys, have been
selected as target materials to systematically study the influence of GBCD optimization on
their tensile properties [6,12,63].

5.1. Influence of GBCD Optimization on Room-Temperature Tensile Properties

On the premise of a same-level grain size, the influence of GBCD optimization on the
yield strength of single-phase FCC metals, such as austenitic stainless steel and copper
alloys [6,63], can be negligible, while the influence on the ultimate strength is related to
the role that different types of GBs play in the behavior of dislocation slipping. Moreover,
the mode of dislocation slipping is also different in various materials due to differences in
stacking fault energy, short-range order, and friction stress [44,64].

Additionally, for the FCC materials with an extremely low stacking fault energy,
a perfect dislocation is very likely to dissociate into two partial dislocations (extended
dislocations) that are separated by the stacking fault, and the two partial dislocations are
constrained to move in a slip plane and cannot cross slip, so that their deformation behavior
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is generally dominated by the planar slip of dislocations and deformation twinning [65,66].
It is well known that the special GBs are high-angle GBs with low Miller indices, a small
disorder degree, and low interfacial energy [51,67]. The slip planes on both sides of
the interface are often continuous but with a certain turning angle, which allows some
dislocations to slip across the interface. However, it must be noted that dislocations in
FCC metals can slip only after the partial dislocations recombine into a perfect dislocation.
According to the inverse relationship between the equilibrium width of an extended
dislocation and the stacking fault energy [7], dislocations in FCC metals with an extremely
low stacking fault energy are not so easy to slip across the special GBs. In this case, the
functions (in terms of mechanical behavior) of special GBs are similar to those of ordinary
RHAGBs. Figure 5 shows a case study regarding the influence of GBE on the room-
temperature mechanical properties of Cu-16at.% Al alloy with an extremely low stacking
fault energy (6 mJ/m2). As a result, the GBE treatment has little effect on the tensile strength
of the Cu-16at.% Al alloy at room temperature (Figure 5a), but it improves the ductility to
a certain extent due to the fact that special GB can improve the deformation uniformity,
the capacity of maintainable work hardening, and the resistance to intergranular cracking
(Figure 5b) [6].
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In materials with a high stacking fault energy and numerous short-range order struc-
tures, their deformation mode is still dominated by planar slip of dislocations because of the
“glide plane softening” effect [68]. However, the dislocations in such materials are generally
perfect dislocations or extended dislocations with a low width. As mentioned above, it is
much easier for such dislocations to propagate across special GBs, which is equivalent to
an increase in the average free path of dislocations [68]. According to the Kocks-Mecking
model [69], the increment rate of dislocations reduces with the increase of the dislocation
free path, and thereby, the work hardening behavior of these materials should be lowered
by the GBCD optimization. Therefore, the ultimate tensile strength of such materials may
be reduced to a certain extent after GBE treatment despite an improvement in ductility,
which still needs to be further confirmed experimentally.

It is worth noting that, regardless of any materials, the destruction of the RHAGB net-
work by special GBs should be beneficial to inhibit crack propagation, which is conducive
to the improvement of ductility.

5.2. Influence of GBCD Optimization on High-Temperature Tensile Properties

Due to the continuous progress of socioeconomics, more attention has been paid to
the performance of materials in some harsh environments. For instance, the mechanical
performance of metallic materials at high temperatures has been particularly emphasized
because it involves several important livelihood and national defense industries, such as
nuclear power, aviation, and aerospace.

Previous studies [70,71] indicated that the stacking fault energy of metallic materi-
als increased as the environmental temperature elevated, which induced the dislocation
slipping mode to change from planar slip to wavy slip. Accordingly, the probability of
dislocation recovery would be significantly increased, thus weakening the work-hardening
capacity of materials. In addition, as the temperature reaches a high level, the dynamic
recrystallization would also happen in metallic materials. Consequently, the appearance
of dynamic recrystallization further increases the consumption of dislocations. Further,
dislocation recovery and dynamic recrystallization are important factors causing high-
temperature softening. In fact, these two unfavorable factors are closely related to the
GBCD in materials. For example, due to the lower ability of RHAGBs to channel dislocation
slip, the strain or stress concentration tends to happen near the ordinary RHAGBs during
plastic deformation, which results in a rapid increase in the strain energy. On the one hand,
the high density of dislocations gathered near RHAGBs, especially under the influence
of high temperature, would cause a stronger dynamic recovery behavior, thus inducing
a higher softening behavior. On the other hand, the high strain energy provides an extra
driving force for the dynamic recrystallization occurring at GBs, which further aggravates
the softening phenomenon. As a result, the high f SBs introduced by GBE treatment can
effectively weaken these two adverse effects occurring at GBs.

The reason that GBE-induced special GBs are capable of weakening the recovery of
dislocations is due to the fact that the lower interfacial energy, coupled with the lower lattice
distortion, will induce more moving dislocations to slip across special GBs [12], thereby
reducing the local density of dislocations near the GBs. Meanwhile, GBE can reduce the
Gibbs free energy of materials and thus inhibit the nucleation and growth of recrystallized
grains at random high-angle GBs under high-temperature deformation, which is the major
reason why GBE can weaken the dynamic recrystallization. Figure 6 shows our recent work
about the influence of GBE on the mechanical properties of a Cu-16at.% Al alloy at a high
temperature of 723 K and different strain rates [12]. As a result, due to the reasons above
mentioned, the high-temperature strength and ductility of FCC metals (e.g., Cu-16at.%Al
alloy) can be synchronously improved by a GBE treatment (Figure 6a) under the premise
that dynamic recovery and recrystallization occurs more easily at a lower strain rate of
10−4 s−1 (Figure 6(b2)), and the corresponding evidences for the suppressive effects of
GBE on the GB cracking and dynamic recrystallization at a lower strain rate of 10−4 s−1
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are given, respectively, in Figure 6(c1,c2) (inverse pole figure maps) and Figure 6(c3,c4)
(TEM images).
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Figure 6. Influence of GBE on the tensile properties and deformation behavior of Cu-16at.% Al alloy
at 723 K and at different strain rates. Comparisons of GBCD (a) and tensile property (b) between GBE
and non-GBE samples, and the experimental evidence for the suppressive effects of GBE on the GB
cracking (inverse pole figure maps c1,c2) and dynamic recrystallization (TEM images c3, c4). adopted
from Ref. [12].

6. Influence of GBCD Optimization on Creep Properties

As the service temperature exceeds half of the melting point, the creep will generally
become a crucial threat to the service safety of polycrystalline metallic materials. It is well
known that the creep of metallic materials mainly originates from dislocation-climbing and
GB-slipping [8]. Apparently, there is a great difference in the structural stability of various
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types of GBs under high-temperature deformation. In this case, the resistance of various
GBs to dislocation slip should be different. Therefore, the GBE treatment is bound to have
a certain impact on the creep resistance of polycrystalline metallic materials.

Firstly, the lowered Gibbs free energy in GBE samples signifies that a relatively higher
activation energy for creep is needed under a high-temperature constant load. Secondly, the
higher lattice order of the special GBs suppresses the dislocation decomposition at the GBs
and thus significantly inhibits the GB slipping [72]. Finally, it is difficult to form cavities on
the interface of special GBs by the decomposition of dislocations at high temperature, which
greatly improves the resistance to creep failure in GBEed materials [72–75]. For instance,
Lehockey and Palumbo [72] reported that the significant reductions in bulk primary creep
strain and steady-state creep rate can be realized and the cavitation damage at GBs can be
greatly suppressed in nickel by increasing the fraction of special GBs, as shown in Figure 7.
In another case study, Was et al. [75] observed that the creep resistance of Ni-16Cr-9Fe
alloys can also be effectively improved by the GBE treatment. In short, the GBE treatment
is indeed a well-established method to improve the creep resistance of metallic materials.
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7. Influence of GBCD Optimization on Fatigue Performance

It is a known fact that at least half of the mechanical fracture in metal components is
caused by the fatigue failure of materials [76]. In order to improve the fatigue resistance
of materials, numerous studies have been carried out on the understanding of fatigue
deformation behavior and fatigue cracking mode. It has been understood that the fatigue
cracking of materials mainly arises from the strain localization under cyclic loading [77,78].
Moreover, the fatigue cracking mode was found to be closely dependent upon the service
environment, the type of fatigue load, etc. [44,79,80]. In addition, under a low cyclic load
or a relatively low temperature, fatigue cracks tend to initiate along slip bands in FCC
materials; however, as the load or temperature increases, they will be more likely to form
at GBs [79,81]. Furthermore, it was easier for the fatigue cracks of polycrystalline FCC
materials to nucleate along slip bands under a tension-compression cyclic load than at
GBs under a tensile-tension fatigue load [82]. It should be noted that, in polycrystalline
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metallic materials, the capacity of different types of GBs to resist fatigue cracking is also
significantly different. For example, in the study of the fatigue damage behavior of copper
bicrystals, Li et al. [83] indicated that, compared with ordinary RHAGBs, coherent twin
boundaries have a higher resistance to fatigue cracking. Pan et al. [84] demonstrated that
the cyclic stress response is independent of the loading history in nano-twin strengthened
polycrystalline copper, which is beyond all doubt beneficial for the fatigue performance.
Therefore, the twin-related GBE is regarded as a feasible method to improve the fatigue
properties of metallic materials.

Lehockey et al. [85] explored the effect of GBE treatment on the fatigue properties
of alloy 738 and alloy V-57 through tensile-tensile fatigue tests at room temperature. The
high f SBs introduced by GBE treatment in alloys 738 and V-57 effectively improved the
fatigue lives of these two alloys. They suggested that the main reason for the GBE-induced
improvement in fatigue properties should be attributed to the influences of GBE on the
precipitation behavior in these two alloys [85].

In order to probe a pathway to improve the low-cycle fatigue life of FCC metals via
GBE, our recent work [13] examined the tension-tension fatigue behavior of the non-GBE
and GBE Cu-16at.% Al alloys at relatively high stress amplitudes, and it was found that
an appropriate GBE treatment (i.e., cold rolled with 7% reduction and annealed at 723 K
for 72 h) can effectively improve the stress-controlled tension-tension low-cycle fatigue
life of Cu-16at.%Al alloys (Figure 8a). The GBE treatment can lead to a greater capability
of compatible deformation (Figure 8b) and a higher resistance to GB cracking (Figure 8c),
and thus effectively hinder the cyclic strain localization and cracking at GBs, especially at
increased stress amplitudes, so that the sensitivity of fatigue life to stress amplitude can
be weakened by GBE in Cu-16at.% Al alloys. This research strongly demonstrated that
the GBE method can be regarded as an efficient pathway to improve low-cycle fatigue
resistance of FCC metals.

In addition, through an in situ observation on the fatigue crack growth in SUS304
austenitic stainless steel, Kobayashi et al. [86,87] confirmed that the fatigue cracking resis-
tance of special GBs is significantly better than that of RHAGBs, as shown in Figure 9. In
this work, the polycrystalline specimen (Type A) with a higher fraction of low-ΣCSL bound-
aries shows a lower crack propagation rate compared with the specimen (Type B) with a
lower fraction of low-ΣCSL boundaries (Figure 9a), since the higher fraction of low-ΣCSL
boundaries significantly improves the resistance to intergranular cracking (Figure 9b).

Furthermore, the room-temperature fatigue resistance of metallic materials can be
improved by a GBE treatment, which can optimize the deformation uniformity and the
resistance to intergranular cracking. As mentioned above, the intergranular cracking
tendency of polycrystalline metallic materials becomes more obvious at high temperatures;
in this case, it will naturally raise the question of whether the effect of GBE on fatigue
performance will become more significant or not. For this reason, Gao et al. [81] investigated
the fatigue cracking behavior of nickel-based superalloy ME3 at high temperatures of
973 K and 1073 K, and they found that the intergranular fatigue cracking behavior in the
target material indeed became significant with increasing temperature; however, it can be
effectively suppressed by a GBE treatment, especially at the higher temperature of 1073 K
rather than the lower temperature of 973 K. Therefore, GBE is more efficacious and helpful
for improving the high-temperature fatigue resistance of metallic materials.
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Gao et al. [32] recently found that the GBE has little visible effect on the tension-
compression fatigue property of 316LN austenitic stainless steel under a high temperature
(573 K) salt solution, as shown in Figure 10a. In this work, the fatigue cracks of 316LN
austenitic stainless steel mainly nucleated and propagated along slip bands (Figure 10b)
due to the influence of hydrogen embrittlement, which was hardly restricted by special GBs.
Accordingly, the GBE treatment may effectively improve the fatigue properties of metallic
materials, for which intergranular cracking is the dominant cause of fatigue damage, but
it has little effect on the fatigue damage along slip bands. Additional, in-depth work still
needs to be done to elucidate the definite effect of GBE on the fatigue properties of various
metallic materials.
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8. Summary

On the basis of reaffirming the concept of GBE, this review summarizes the recent
development of twin-related GBE, including the theoretical models and mechanisms of
GBE optimization, and emphatically concentrates on the applications of GBE to improve
the mechanical properties of polycrystalline metallic materials. The theoretical models of
twin-related GBE have been relatively well developed, except for some technical problems
(e.g., the determination of effective special GBE). This review has strongly demonstrated the
powerful and fruitful applications of twin-related GBE in improving the various mechanical
properties of polycrystalline metallic materials, e.g., tensile ductility at room temperature,
strength-ductility match at high temperature, creep resistance, fatigue life, etc. Therefore,
the twin-related GBE should be a feasible solution to the design of high-performance
materials in the future. However, most of the existing research was just conducted on a
laboratory scale, and it is still lacking in the application of practical engineering. Therefore,
exploring low-cost and reliable methods to realize GBE is still a major challenge to its
application. In addition, the application of GBE to optimizing the fatigue properties of FCC
materials has an excellent prospect for being developed into a novel pathway, which is
worthy of being further investigated.
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The abbreviations and their original meanings appear in this review.
GBs Grain boundaries
RHAGBs Random high-angle grain boundaries
GBCD Grain boundary character distribution
GBE Grain boundary engineering
ATs Annealing twins
TMP Thermal-mechanical process
FCC Face-centered cubic
CSL Coincidence site lattice
EBSD Electron back-scatter diffraction
TRD Twin related domain
TEM Transmission electron microscope
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Abstract: Low-carbon hot-rolled steel generally undergoes a deformation process composed of four
phases, i.e., elastic deformation, discontinuous yielding, work hardening, and macroscopic plastic-
strain localization in a tension test. The evolution of the Poisson’s ratio in terms of the average
Poisson’s ratio and the local Poisson’s ratio in the deformation process from the non-load state to the
onset point of specimen necking was investigated. The main results are as follows: (1) the average
Poisson’s ratio cannot accurately represent the local Poisson’s ratio in the discontinuous-yielding
phase; (2) the Poisson’s ratio varied significantly within a plastic band in the discontinuous-yielding
phase, and the maximum Poisson’s ratio was reached within the plastic band; and (3) the strain rate
greatly increased the Poisson’s ratio.

Keywords: low-carbon steel; Poisson’s ratio; digital image correlation; plastic deformation;
discontinuous yielding; strain rate

1. Introduction

Materials respond to stress by straining. Under an applied stress, a material de-
forms (expansion or contraction) in directions parallel and perpendicular to the direc-
tion of the applied stress, i.e., resulting in strains along the two directions. The nega-
tive of the ratio of the later strain to the former strain is defined as the Poisson’s ratio
(ν = − strain perpendicular to the applied stress

strain parallel to the apllied stress ) [1]. Material characteristic (anisotropy of mi-
crostructure, strain state of material) and loading conditions (strain rate, temperature)
influence the ν. For instance, when the strain state of a structural steel changes from the
elastic state to the plastic state in a tension process, its Poisson’s ratio greatly increases [2,3].
If the microstructure of the steel is isotropic, in this change process of strain sate, the
transition of the ν is from a low value (0.27 to 0.3) [2,4] to an upper limit value (0.5) [2].
When the microstructure of an elastic media is anisotropic and the rotation of microscopic
clusters in it occurs, the upper limit of the ν could exceed 0.5 [5]. The ν in the elastic state is
usually a material constant [2–4], but it is a function of the applied strain in the large plastic
strain regime [3,6]. The influence of the strain rate on the ν depends on the material types:
an enhanced strain rate decreases the ν of porous titanium [7] and polymeric foams [8] but
increases that of polyoxymethylene [9]. The strain rate hardly affects the ν of shale [10].
Test temperature is another factor influencing the ν. Raising the test temperature increases
the ν of 8–18 stainless steel [11].

Structural steels are widely used in engineering structures, such as bridges, ships,
oil tanks, and so on. To ensure the integrity of structures, steels are commonly designed
to be in service in the elastic strain regime [12]. Therefore, as an elastic constant, the ν is
mainly concerned with the elastic deformation region, and only the ν in the elastic regime
is given in data handbooks [4,11]. However, a database on the evolution of the ν in a whole
deformation process is important in some engineering applications, as in the case of a
reinforced concrete (RC) structure. Low-carbon steel bars are generally embedded in the
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concrete to reinforce the strength of the RC structure. Bond slip between the concrete and
the steel bar causes nonlinearity of the RC structure. The ratio of the lateral deformation to
the longitudinal deformation of the reinforced steel bar, i.e., the ν significantly affects the
bond behavior.

Although low-carbon steel is a widely used structural material, the evolution of its ν
in a tension process has been little investigated. Low-carbon steel usually has two typical
deformation processes. Figure 1 illustrates the two deformation processes from the no-load
state to final fracture in a tension test via the stress–strain curve, in which a specimen is
tensioned along the longitudinal direction. The whole deformation process, as shown in
Figure 1a, is classified into four phases: Phase 1, the elastic deformation phase; Phase 2,
the discontinuous-yielding phase; Phase 3, the work hardening phase; and Phase 4, the
specimen-necking phase (macroscopic plastic-strain localization). Deformation over the
gauge length of the specimen is uniform only in Phase 1 and Phase 3. The discontinuous-
yielding phase is a non-uniform deformation region in which one plastic band first forms
and then propagates across the unyielded specimen at a high speed. In the Phase 4, after
the onset of specimen necking, deformation mainly concentrates in the necked region and
the parts of the specimen beyond the necked region hardly deform. In contrast to the
deformation process with discontinuous yielding, the deformation process with continuous
yielding (round stress–strain curve), as shown in Figure 1b, is simpler—the deformation is
uniform before the onset of specimen necking.
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Figure 1. Illustration of two typical deformation processes via the stress–strain curve with discontin-
uous yielding (a) and with continuous yielding (b).

In the definition of the ν, the two strains are produced by the same applied stress
instead of multiple stresses. Therefore, the νmust be experimentally measured under the
uniaxial loading. The ν is determined by ν = −εT/εL in a uniaxial tension test where
εT and εL are the transversal strain and the longitudinal strain, respectively. If average
strains (or local strains) are used, the obtained ν is the average Poisson’s ratio (or local
Poisson’s ratio). Conventionally, an extensometer and a strain gauge are used to measure
the average strain. Recently, a digital image correlation (DIC) technique has been verified
to be an effective tool to measure the average and local strains [3,13,14], and the Poisson’s
ratio can be determined using this technique [2,15]. If the deformation over the specimen
is uniform, the distribution of the Poisson’s ratio is uniform and the average Poisson’s
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ratio is identical to the local Poisson’s ratio. In contrast to the uniform deformation, non-
uniform deformation will induce a difference between the two parameters. A non-uniform
deformation phase is present in both the deformation processes, as shown in Figure 1.
Deformation with discontinuous yielding is more complicated than that with continuous
yielding, and thus the present study is concerned only with the former deformation (i.e.,
the stress–strain curve) in Figure 1a.

Eiriksson et al. [3] investigated the evolution of the ν of a steel bar with discontinuous
yielding (i.e., the type in Figure 1a) in a tension test via the DIC technique. In their study,
the average longitudinal strain over the longitudinal gauge length (GLL) and the average
transversal strain over the transversal gauge length (GLT) (the GLL and the GLT are shown
in Figure 1a) were used. Therefore, the obtained ν is the average ν instead of the local ν.
As for the evolution of the local ν, relevant reports have not been found. In the study of
Eiriksson et al., unsolved questions remain:

(1) In Figure 1a, the onset point of specimen necking is a key point. On a macroscopic
scale, the specimen is in a uniaxial stress state before the point, while the necked
part is in a multiaxial stress state after the point. The longitudinal and transversal
strains in the necked part were produced by the longitudinal and transversal stresses.
According to the definition of the ν, the coefficient of the transverse strain to the
longitudinal strain is not the ν. This point was not mentioned in their study.

(2) In Phase 2, deformation is non-uniform, and thus the average ν cannot accurately
represent the local value in some regions. The valid range of the average ν and the
error between the average ν and the local ν need to be investigated.

(3) A plastic band is a highly localized plastic-strain region, and it is a feature of discon-
tinuous yielding. Its correlation with the νwas unknown.

(4) The factors affecting the ν should be revealed.

The data on the evolution of the ν in a deformation process from the elastic strain state
to the large plastic strain state is basic data, that can be used in some applications, such
as the simulation of deformation processes. In the present study, we tried to obtain this
basic data for low-carbon hot-rolled steel with discontinuous yielding. The three questions
aforementioned ((2) to (4)) were discussed through uniaxial tension tests performed at
room temperature, in which the strains were measured by an extensometer, strain gauges,
and the DIC technique. The main research points are as follows: (1) The evolutions of
the average and local ν were determined. The valid range of the average ν and its error
relative to the local ν in the three deformation phases (Phases 1–3) were investigated.
(2) The distribution of the ν within a plastic band in the discontinuous-yielding phase was
measured. (3) Strain rate is a factor affecting the ν. Its correlation with the ν was revealed.

2. Materials and Methods

Commercial hot-rolled steel (SM490 steel) was used. Its chemical composition is
0.16% C, 1.46% Mn, and 0.44% Si. Its microstructure is composed of ferrite and pearlite.
Dog-bone-type specimens were machined from a SM490 plate. The specimen size is shown
in Figure 2a. As shown in Figure 2b, the front surface was sprayed with white and black
paint to make speckles for DIC analysis, and two strain gauges (grid area: 1 mm × 1.1 mm)
and an extensometer with a gauge length of 30 mm were attached to the back surface. These
specimens were tensioned along the longitudinal direction (the x-axis) at room temperature
and at a crosshead speed of 0.01 mm/s. The deformation process on the front surface
within an area of 30 mm × 8 mm was continuously recorded with a digital camera at a
time interval of 0.5 s. The digital images obtained were processed using VIC-2D software
with a subset size of 9 pixel × 9 pixel (246 µm × 246 µm) and a step of 5 pixels (137 µm). In
the DIC operation, the displacement uncertainty is 0.02 pixels.
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Figure 2. (a) Specimen size; (b) front surface covered by a speckle pattern. The AB line (center line)
was used in DIC data processing to determine the strain. Two strain gauges were used to measure
the strains along the x-axis and the y-axis on the back surface. An extensometer was attached to the
back surface along the longitudinal center line to measure the longitudinal strain.

Two strain gauges, an extensometer, and the DIC technique were used to measure
the strains. The obtained strains are summarized as follows: (1) The longitudinal and
transversal strains obtained via strain gauges on the back surface are the average strains
over the area (strain gauge grid) of 1 mm × 1.1 mm. (2) The longitudinal strain on the back
surface obtained via an extensometer is the average strain over the gauge length of 30 mm.
(3) As shown in Figure 2b, an AB line (center line) on the front surface was drawn for the
DIC data processing. Its length is almost equal to the gauge length of the extensometer
used. The average values of the longitudinal and transversal strains over the AB line were
taken as the average strains. Local longitudinal and transversal strains at any point on the
front surface were also determined via DIC.

3. Results and Discussion
3.1. Longitudinal and Transversal Stress–Strain Curves

At an applied stress, strains were induced along the longitudinal and transversal
directions. The relation of the longitudinal (or transversal) strain to the applied stress in
the whole tension process was expressed via the longitudinal (or transversal) stress–strain
curve. The induced strains were measured using an extensometer, strain gauges, and DIC.
The corresponding stress–strain curves and the validity of the three strain measurement
methods were discussed in this section.

An extensometer is a conventional tool used to measure the strain of a bulk material. It
generally captures the whole response of a bulk material from zero load to complete fracture.
However, its accuracy in the elastic region is not high. In contrast to the extensometer, a
strain gauge can accurately measure a small strain, and it is a reliable tool to measure the
deformation behavior within the elastic region. The DIC technique is relatively new, and it
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is usually used to measure a large strain. The longitudinal stress–strain curves, in which the
average longitudinal strain (εav.x) was measured via the three tools, are shown in Figure 3.
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Figure 3. (a) The curve of the stress (σ) versus the longitudinal average strain (εav.x), and (b) the
enlargement of (a) within Phase 1 (elastic region). The εav.x was measured using an extensometer
with a gauge length of 30 mm, DIC (over the AB line), and a strain gauge.

Figure 3a shows the whole deformation process from Phase 1 to Phase 4. To show
the accuracy of the strain measurement, the stress–strain curve within the elastic region
is enlarged in Figure 3b. It can be seen from Figure 3b that DIC has a low accuracy for
a small strain, which agrees with the experimental results reported in the literature [3].
When the applied stress exceeds about 166 MPa, the difference in the elastic longitudinal
strain among the three tools is very small. The strain gauge was only used in the elastic
region. Figure 3a shows that DIC has almost the same accuracy as the extensometer until
the occurrence of severe specimen necking.

A strain gauge and DIC were used to measure the average transversal strains. Their
transversal stress–strain curves are shown in Figure 4. Apparently, the transversal strain is
almost half that of the longitudinal strain. As shown in Figure 4b, DIC has low accuracy
below a stress level of 301 MPa (much higher than the 166 MPa for the longitudinal strain).
Therefore, the DIC data below a stress level of 301 MPa were not used to determine the
Poisson’s ratio in later sections.
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Figure 4. (a) The curve of the stress (σ) versus the transversal average strain (εav.y), and (b) the
enlargement of (a) within Phase 1 (elastic region). The εav.y was measured using DIC (over the AB
line) and a strain gauge.
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3.2. Poisson’s Ratio

This section focuses on two points:

(1) The evolution of the ν in the tension process

The ν was quantitatively evaluated in terms of the average ν and the local ν, and the
evolution of the ν is discussed from global and local viewpoints.

(2) Interpretation of the characteristic of the ν

In the evolution of the ν, some features were exhibited, for example, the peak curve of
the ν in the discontinuous-yielding region. The correlation of those features with the strain
rate is investigated.

3.2.1. The Evolution of the Average ν in the Tension Process

The average longitudinal strain (εav.x) and the average transversal strain (εav.y) ob-
tained via the strain gauges within Phase 1 (i.e., the elastic region) are shown in Figure 5.
Fitting the data gives the following formula:

εav.y = −0.2818εav.x (1)
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Figure 5. The longitudinal average strain (εav.x) versus the transversal average strain (εav.y ) within
Phase 1. The strains were measured using strain gauges.

The fitting coefficient R is equal to 1. Equation (1) shows that the average Poisson’s
ratio (νav = −εav.y/εav.x) in the elastic region is 0.282. The value of R indicates that the
strain gauge measurement has excellent accuracy to measure the average Poisson’s ratio in
the elastic region.

It is known that the shoulder of the tension specimen affects the deformation behavior
around it. The AB line (cf. Figures 2b and 3a) was used to determine the average value of
the longitudinal and transversal strains in the DIC data processing. It should be clarified
which part of the AB line was influenced by the specimen shoulder. It is recognized that
the parallel part of the tension specimen should be uniformly deformed within Phase 1
and Phase 3, i.e., the local strain along the AB line should be uniform. In Figure 6, two
points (W1 in Phase 3, and E1 in Phase 1) on the stress–strain curves are selected. The
corresponding local longitudinal strains (εloc.x) obtained via DIC along the AB line are
shown in Figure 6. The local strain is almost uniform for a certain length, but both outside
edges deviate because of the influence of the shoulder. If the influence of the shoulder is
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involved, a great error will be induced. Therefore, the CD line was taken as the effective
length instead of the AB line to determine the average Poisson’s ratio (νav.CD). Its length is
22.9 mm (about 80% of the length of the AB line). It is noted that the AB and CD lines in
Figure 6 correspond to those in Figure 3a.
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Figure 6. The longitudinal local strain (εloc.x) distribution along the AB line shown in Figure 3a at
(a) point W1 in Phase 3, and (b) point E1 in Phase 1. The effective gauge length (GL) (i.e., the length
of the CD line) shown in Figure 3a is 22.9 mm.

The average values of the local longitudinal strain (εloc.x) and the local transversal
strain (εloc.y) over the CD line were taken as the average longitudinal strain (εav.x.CD) and
the average transversal strain (εav.y.CD), respectively. The average Poisson’s ratio (νav.CD)
was given by −εav.y.CD/εav.x.CD. The evolution of the νav.CD in the deformation process
is shown in Figure 7a. Since the deformation process is conventionally expressed by the
stress–strain curve, the longitudinal stress–strain curve obtained with the extensometer is
plotted simultaneously. To clearly show the detail of the νav.CD, enlarged curves are shown
in Figure 7b–d.

As shown in Figure 7b, in the elastic region (Phase 1), only the νav.CD data correspond-
ing to stress levels higher than 301 MPa were adopted. The νav.CD varies in the range of
0.26–0.31, and its average value is 0.297. The average Poisson’s ratio in the elastic region
determined by the strain gauge is 0.282. The average Poisson’s ratios obtained using the
two methods are almost the same, and their values agree with the data reported in the
literature [2,4]. In Phase 2, the νav.CD monotonously increases as the tension increases and
reaches the maximum value (0.597) at the end of Phase 2 (cf. Figure 7c). Figure 7d shows
that as the deformation enters into Phase 3, the νav.CD first decreases and then remains
almost the same, even if slight specimen necking takes place. As the specimen necking
becomes severe, the νav.CD decreases.
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Poisson’s ratio at point G, as shown in Figure 3a (νG-point), in the tension process (from Phase 1
to Phase 4). The tension process is expressed by the stress–strain curve (σ versus εav.x). (b) The
enlargement of (a) within Phase 1. (c) The enlargement of (a) within Phase 2. (d) The enlargement of
(a) within Phases 3 and 4.

3.2.2. The Evolution of the Local Poisson’s Ratio in the Tension Process

As shown in Figure 3a, point G is on the AB line. The post-tested specimen shows that
point G was in the necked region of the specimen. This means that point G experienced
a complete process from the uniaxial stress state (before the onset of specimen necking)
to biaxial stress state (after the onset of specimen necking). Therefore, the local Poisson’s
ratio at point G (νG−point) was used to show the evolution of the local Poisson’s ratio in the
tension process.

The evolution of the νG−point in the whole tension process is shown in Figure 7. The
νG−point shows a trend similar to that of the νav.CD, but significant differences between the
average and local Poisson’s ratios in some regions are seen, for example, in Phase 2 (cf.
Figure 7c).

It is believed that deformation in Phase 1 and Phase 3 is almost uniform. In Figure 6,
point W1 and point E1 are in Phase 3 and Phase 1, respectively. The local Poisson’s ratio
along the CD line (νloc.CD) at the two stress levels is shown in Figure 8. The average
Poisson’s ratio and the SD (standard deviation) are also given in Figure 8. The SD values
indicate that the error at point W1 is small, and that at point E1 is allowable. Therefore, it is
rational to use the average Poisson’s ratio (νav.CD) to describe the local Poisson’s ratio.
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Phase 2 involves the whole discontinuous-yielding process. This means that the plastic
region and the elastic region exist simultaneously except at the beginning and ending points
of Phase 2. In Figure 9a, two points (D1, D2) are selected. The maps of local strain rate
along the x-axis ( ε .loc.x), the local longitudinal strain (εloc.x), and the local transversal
strain (εloc.y) corresponding to points D1 and D2 are shown in Figure 9b and c, respectively.
Although band-like regions appear in the three types of maps, only the bands in the ε .loc.x
map represent the moving plastic bands [16,17]. Two plastic bands were formed. Band-1
propagates from left to right, and Band-2 goes in the opposite direction. The two bands
made contact at point D2 and finally coalesced and completely disappeared at the end
of Phase 2. This indicates that two plastic regions began to occur at both outside regions,
extended toward the central zone (still in the elastic state), and finally merged.

The AB line and the CD line are shown in the ε .loc.x map. The distributions of
the εloc.x and the εloc.y along the CD line extracted from the corresponding maps are
plotted in Figure 9b,c. The local Poisson’s ratio at a point on the CD line was given by
νloc.CD = −εloc.y/εloc.x, and the distribution of the νloc.CD along the CD line is also given in
Figure 9b,c. The plastic band width (BW) can be identified in the ε .loc.x map. The positions
of points C and D and the band width in each figure are indicated by the vertical dotted
lines. In contrast to the two moving bands in Figure 9b, which have not completely merged
with the CD line, they completely merged with the CD line in Figure 9c. The widths of the
two moving bands at the CD line are clearly shown in Figure 9c. It can be seen that the
local longitudinal and local transversal strains (εloc.x, εloc.y) and the local Poisson’s ratio
(νloc.CD) change significantly within the bandwidth—the εloc.x and εloc.y increase from an
elastic strain to a very high plastic strain, and the νloc.CD from 0.282 to 0.640. The Poisson’s
ratio in the plastic region is significantly larger than that in the elastic region. The great
difference in the Poisson’s ratio between the elastic region and the plastic region leads to
the great error between the average Poisson’s ratio and the local Poisson’s ratio.

The experimental results obtained in this section indicate that in the elastic deformation
regime and the work-hardening regime, the average Poisson’s ratio is identical to the local
Poisson’s ratio, and thus the data of the Poisson’s ratio in the two regimes are basic data
and can be directly used in some applications, such as calculation or simulation of the
deformation process of the structural steel. However, more attention must be paid on the
discontinuous-yielding regime. The elastic region and plastic region to the discontinuous-
yielding regime must be separately treated by using local value instead of average value.

53



Metals 2023, 13, 562

Metals 2023, 13, x FOR PEER REVIEW 11 of 14 
 

discontinuous-yielding regime must be separately treated by using local value instead of 
average value. 

 
Figure 9. (a) Two points of interest (D1, D2) on the stress–strain curve in Phase 2. (b,c) Maps of the 
local strain rate along the x-axis (εሶ ୪୭ୡ.୶), the longitudinal local strain (ε୪୭ୡ.୶), and the transversal local 
strain (ε୪୭ୡ.୷). The ε୪୭ୡ.୶, ε୪୭ୡ.୷, and 𝜈୪୭ୡ.େୈ data were extracted along the CD line from the corre-
sponding maps; (b,c) correspond to points D1 and D2, respectively. BW, bandwidth. 

3.2.3. Correlation of the Poisson’s Ratio with the Strain Rate 
Gere and Timoshenko [2] reported that the Poisson’s ratio of steel varies within the 

range of 0.27 to 0.5 from the elastic state to the complete plastic state̶in the elastic region, 
it is normally in the range of 0.27 to 0.30; 0.5 is a theoretical upper limit for the Poisson’s 
ratio of a plastic phase on the assumption that the volume of the media is constant. The 
present study shows that the Poisson’s ratio of the steel used is about 0.282 in the elastic 
region, which agrees with the data in the literature [2,4]. Its Poisson’s ratio in the plastic 
region is greater than 0.5. The steel used is commercial hot-rolled steel, and anisotropy of 
the microstructure is present. This probably makes the Poisson’s ratio of plastic phases 
higher than 0.5. Wojciechowski [18] established a 2D model showing that a crystalline or 
polycrystalline 2D system could have a Poisson’s ratio greater than 0.5. 

Figure 7 shows the evolution of the average Poisson’s ratio (νୟ୴.େୈ) over the CD line 
and the local Poisson’s ratio (νୋି୮୭୧୬୲) at point G in the whole tension process. When point 
G enters into the plastic state from the elastic state, its νୋି୮୭୧୬୲ naturally rapidly increases. 
This trend agrees with the conventional understanding of Poisson’s ratio. In contrast to 
the previous results [3], in which the Poisson’s ratio changes slightly in the completely 
plastic region, a peak exists in Phase 2 (cf. Figure 7). A similar peak phenomenon was 
observed in the evolution of the νୟ୴.େୈ. This phenomenon was not reported in the litera-
ture. Eiriksson et al. [3] investigated the Poisson’s ratio of a similar steel via DIC, but they 
did not find this peak phenomenon. Round bar specimens were used in their study. Be-
cause of the curvature of the specimen, the focus along the transversal direction varies, 
decreasing the accuracy of the speckle patterns on the digital images along the transversal 
direction. As a result, the error of the transversal strain obtained from these images via 

Figure 9. (a) Two points of interest (D1, D2) on the stress–strain curve in Phase 2. (b,c) Maps of the
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3.2.3. Correlation of the Poisson’s Ratio with the Strain Rate

Gere and Timoshenko [2] reported that the Poisson’s ratio of steel varies within the
range of 0.27 to 0.5 from the elastic state to the complete plastic state—in the elastic region,
it is normally in the range of 0.27 to 0.30; 0.5 is a theoretical upper limit for the Poisson’s
ratio of a plastic phase on the assumption that the volume of the media is constant. The
present study shows that the Poisson’s ratio of the steel used is about 0.282 in the elastic
region, which agrees with the data in the literature [2,4]. Its Poisson’s ratio in the plastic
region is greater than 0.5. The steel used is commercial hot-rolled steel, and anisotropy of
the microstructure is present. This probably makes the Poisson’s ratio of plastic phases
higher than 0.5. Wojciechowski [18] established a 2D model showing that a crystalline or
polycrystalline 2D system could have a Poisson’s ratio greater than 0.5.

Figure 7 shows the evolution of the average Poisson’s ratio (νav.CD) over the CD line
and the local Poisson’s ratio (νG−point) at point G in the whole tension process. When
point G enters into the plastic state from the elastic state, its νG−point naturally rapidly
increases. This trend agrees with the conventional understanding of Poisson’s ratio. In
contrast to the previous results [3], in which the Poisson’s ratio changes slightly in the
completely plastic region, a peak exists in Phase 2 (cf. Figure 7). A similar peak phenomenon
was observed in the evolution of the νav.CD. This phenomenon was not reported in the
literature. Eiriksson et al. [3] investigated the Poisson’s ratio of a similar steel via DIC, but
they did not find this peak phenomenon. Round bar specimens were used in their study.
Because of the curvature of the specimen, the focus along the transversal direction varies,
decreasing the accuracy of the speckle patterns on the digital images along the transversal
direction. As a result, the error of the transversal strain obtained from these images via DIC
was large. Eiriksson et al. [3] reported that the Poisson’s ratio of steel in the elastic region
was 0.37, which deviates considerably from the range of 0.27 to 0.30. This experimental
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data verified the low measurement accuracy for the transversal strain. For this reason, their
studies did not detect the peak phenomenon of the Poisson’s ratio.

The distribution of the local Poisson’s ratio (νloc.CD) along the CD line is shown in
Figure 9c. Two peaks (Peak 1 and Peak 2) are present. Two vertical dotted red lines
are drawn from the two peak points. The cross-points of the two straight lines with the
curves of the εloc.x and the εloc.y are the local longitudinal strain and the local transversal
strain, respectively, corresponding to the two peaks. The corresponding local strains are
almost half of the maximum local plastic strains. The conventional understanding is that
as the local plastic strain increases, the local Poisson’s ratio increases. However, the peak
phenomenon did not occur at the maximum local plastic strain, i.e., it did not agree with this
conventional understanding. There must be a particular factor leading to this inconsistency.

The tension tests were performed at a constant speed, and thus it seemed that the
strain rate over the specimen was almost the same in the tension process before the onset
of specimen necking. However, it has been reported that when discontinuous yielding is
present, the strain rate over the specimen is not uniform, and the strain rate within the
moving band is much higher (almost one order) than the strain rate of the bulk material [16].
As mentioned previously, the peak phenomenon of the Poisson’s ratio is one feature of the
discontinuous-yield phase (Phase 2). The correlation of this phenomenon with the strain
rate is shown in Figure 10. The evolution of the local Poisson’s ratio (νG−point) and the
local strain rate along the longitudinal direction ( ε .G−point.x) at point G during the tension
process are shown in Figure 10a. In the whole tension process, the curve of the local strain
rate has two peaks. The local strain-rate map showed that after the formation of a plastic
band in Phase 2, the band propagated across the specimen. It is known that the plastic band
is a highly strain-rate-localized region, and the maximum local strain rate within the plastic
band is about ten times that in the neighboring region. The movement of the plastic band
seems like the movement of a highly localized region of high strain rate, and thus when the
band crossed point G, it inevitably produced a peak in the local strain rate. Point G was
in the necked-specimen region. After the occurrence of specimen necking, deformation
was mainly concentrated in the necked region, and other parts were hardly deformed.
As a result, the localized deformation led to the second peak of the local strain rate. The
first peak of the local strain rate corresponds to the peak point of the local Poisson’s ratio.
The peak of the local Poisson’s ratio is apparently attributed to the high local strain rate.
However, a similar correlation of the high strain rate with the local Poisson’s ratio is not
seen with the second peak of the local strain rate. The two different effects of the strain rate
were caused by the stress state of the specimen. For the first peak of the local strain rate,
point G was in the uniaxial stress state; however, for the second peak of the local strain rate,
the stress state of point G turned into a biaxial stress state due to the specimen necking.
Specimen necking increased the restraint of the deformation along the transversal direction,
and this effect weakened the effect of the strain rate. It is noted that because the range
of the νG−point corresponding to the second peak of the local strain rate is in the necked
region, the values of (νG−point) within the range do not represent the Poisson’s ratio.

Figure 9b,c shows that at a given stress point in Phase 2, peaks of the local Poisson’s
ratio appear at certain points along the CD line. The correlation of the peak phenomenon
with the strain rate is shown in Figure 10b. The fact that the peaks of the local Poisson’s ratio
correspond to the peaks of strain rate indicates that a high strain rate led to the peaks of
the local Poisson’s ratio. Peak 1 and Peak 2 are indicated by two arrows in Figure 10b. The
local Poisson’s ratio for Peak 1 is larger than that of Peak 2. The strain rate corresponding
to Peak 1 is greater than that for Peak 2. This means that the higher the strain rate is, the
larger the Poisson’s ratio is.
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4. Conclusions

The evolution of the Poisson’s ratio of a low-carbon hot-rolled steel in a tension process
was measured using strain gauges and a digital image correlation technique. The Poisson’s
ratio was evaluated in terms of the average Poisson’s ratio, which was the average value
over a gauge length, and the local Poisson’s ratio at a given point. The following main
results were obtained:

(1) The distribution of the Poisson’s ratio was generally uniform in the elastic deformation
regime and the hard-working regime, but it was non-uniform in the discontinuous-
yielding regime. The average Poisson’s ratio was almost identical to the local Pois-
son’s ratio in the elastic deformation regime and the hard-working regime. In the
discontinuous-yielding regime, the average Poisson’s ratio cannot accurately express
the local Poisson’s ratio.

(2) The values of the Poisson’s ratio were obtained as follows: 0.28 in the elastic regime;
0.28 to 0.64 in the discontinuous-yielding regime; and 0.55 to 0.59 in the completely
plastic deformation regime.

(3) The Poisson’s ratio changed significantly within a moving plastic band in the
discontinuous-yielding phase. A high strain rate within the plastic band enhanced the
Poisson’s ratio. The maximum local strain rate within the band induced the maximum
local Poisson’s ratio.
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Abstract: Ensuring the safe operation of pipe fittings in a natural gas station is critical. The irregular
shape of the tee easily leads to uneven mechanical properties in the manufacturing process. The
strength of the tee may be lower than the requirements due to its unqualified heat-treatment process.
As a result, selecting a reliable way of repairing low-strength tee pipes is a pressing concern. To repair
the low-strength tee pipes, a special-shaped epoxy steel sleeve (SSESS) was designed. To optimize
the critical design parameters, the SSESS design criteria were established. Following that, the SSESS
repair testing was conducted using the optimized design parameters. The SSESS repair reliability
was proved using hydraulic burst testing with strain monitoring and simulations of unrepaired and
SSESS repaired tees. The result indicated that the SSESS repaired tee’s yielding and burst pressure
increased, demonstrating its repair reliability. Furthermore, the SSESS repair revealed the stress and
strain concentration decrease law.

Keywords: special-shaped epoxy steel sleeve; low-strength tee; strain monitoring; stress concentration

1. Introduction

The irregular shape of a large diameter tee pipe is an important aspect of oil and gas
transmission pipeline engineering, but it can easily cause unequal performance during the
production process. The mechanical characteristics of the large-diameter tee in batches
might not fully meet the technical criteria during the heat treatment process of the tee
due to numerous causes, such as the irregularity of the tee structure and the non-strict
implementation of the heat treatment procedure [1]. Some unqualified tees are not screened
out by performance sampling due to the latency of performance non-destructive testing
procedures. In addition, irregularly shaped tees inherently suffer from local plastic defor-
mation during the pressure-bearing process [2]. As a result, an issue has been proposed:
how to cope with in-service unqualified strength tee.

If a type-B sleeve [3,4] or a special-shaped type-B sleeve [5], is used in a natural gas
station, pressure reduction and welding are necessary. However, shutting down the station
and dealing with the on-site welding process is challenging. Although the composite repair
is simple [6], there are issues with the tee’s abdominal winding, which is insufficient for
mending the tee’s unique shape. The composite’s aging problem cannot be remedied [7,8],
and the low-strength tee cannot be repaired permanently. In addition, a solution involving
a steel hose junction was used for the high-pressure hoses and junctions to overcome the
external damage [9].

Epoxy sleeve repair (ESR) is distributed by PII [10]. Two steel shells with a slightly
larger diameter than the pipeline to be repaired are connected to cover the damaged part
of the pipeline. The sleeve is installed on the surface of the pipeline in the field, and the
two ends are sealed, and then the epoxy resin is injected to fill the pores between the
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pipeline and the repaired sleeve. The epoxy grout compound forms an excellent bond
at both steel interfaces, providing a high reinforcement of the damaged section, in the
axial and circumferential directions. British Gas developed a variation of the sleeve repair
concept in the form of their epoxy-filled shell repair [11]. Wood [12] elaborated on the key
advantages of ESR in detail. The steel compression sleeves are introduced in the PRCI [4]
and CSA Z662 [13], which is similar to the ESR. The defects of the welded joint were
repaired by ESR, and proved by numerical simulation [14]. Mazurkiewicz et al. [15] studied
the repair reliability of fiber glass sleeves using the burst test, and numerical simulation,
and verify selected sleeve thickness. Arif et al. [16] optimized the thickness of the repair
sleeve using the failure pressure estimation and simulation of sleeve installation pressure,
in 24 cases ranging from 6 to 60 inches, and the optimization approach should approximate
the conditions of the tests performed. Recently, Jaszak et al. [17] proposed a methodology of
leakage prediction in gasketed flange joints at deformation based on finite element methods
by applying a complex and multi-stage method. Li et al. [18] applied a special steel sleeve
filled with epoxy resin for the leakage of the welding connection platform on the brine
pipeline. However, the special-shaped ESR for the tee was rarely reported.

In this study, a special-shaped epoxy steel sleeve (SSESS) method was proposed to
address the low-strength in-service tee pipe. The purpose of this study is to propose
an approach to improve safety factor and eliminate potential safety hazards. The SSESS
method has two advantages: nonstop transmission and high reliability. The design criteria
of SSESS were presented to optimize the critical design parameters. Then, the SSESS test
was performed based on the optimization design parameters. Hydraulic burst tests with
strain monitoring and simulations of unrepaired and SSESS tees were carried out to prove
the repair reliability of the SSESS. According to comparisons of the strain monitoring,
simulation, and hydraulic burst curves between unrepaired and SSESS tees, the reliability
of the SSESS repaired low-strength tee was verified.

2. Materials and Methods
2.1. Materials Properties

A 1000 mm × 1000 mm × 800 mm tee was detected as unqualified strength of X70 steel
by indentation, metallurgic replica, and Leeb hardness technologies. However, the critical
tensile properties of the tee were obtained from the tee of the same batch and furnace. The
tensile properties of the low-strength tee are listed in Table 1.

Table 1. The properties of the tee of the same batch and furnace.

Yield Strength
(MPa)

Ultimate Tensile Strength
(MPa)

Elongation
(%)

S1 (branch pipe) 343 539 29.5
S2 (shoulder) 374 502 29.5

S3 (main pipe) 363 553 27.5

2.2. Design of the Special-Shaped Steel Sleeve

The repair process of low strength tee mainly included the special-shaped steel sleeve
and the epoxy resin material. The special-shaped steel sleeve is of interest in this study.
The special-shaped steel sleeve structure adopted the welding structure. The stress analysis
is the theoretical basis for designing the special-shaped steel sleeve. The strength theory’s
equivalent stress or stress strength is the failure criterion. Some researchers have also used
progressive failure analysis to identify the failure locations in the simulation of composite
structures under aeroelastic loading [19]. The design calculation of the steel shell special-
shaped epoxy sleeve under the condition of pipeline reinforcement was mainly based
on the standard of GB50251-2015 (gas pipeline engineering design). One of the critical
parameters of a special-shaped sleeve design was to calculate the wall thickness, which
was considered under the designing pressure of 12 MPa.
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According to GB50251-2015, the calculation formula for sleeve minimum thickness δ
can be given as:

δ =
PD

2σs ϕFt
(1)

where P is the designing pressure, D is the outer diameter of the pipe, σs is the yield strength,
ϕ is the welding parameter, F is the strength design coefficient, t is the temperature reduction
coefficient. In this study, a tee with a specification of 1000 mm × 1000 mm × 800 mm
was chosen as the test object. In addition, the material of the tee used 16 Mn of its wide
applications and low cost. ϕ and t were set as 1, respectively, and F was set as 0.4. Hence,
the minimum δ of the main and branch pipes were calculated as ~44 mm and ~36 mm,
respectively. So, the design δ values of the main and branch pipes should be larger than
44 mm and 36 mm, respectively.

Another critical parameter of the SSESS is the length between the edge of the sleeve
and the girth weld, as shown in Figure 1. Due to the unequal wall thickness girth weld
between the tee and straight pipe, stress concentration is easily formed in the root toe of the
girth weld. Therefore, six SSESS repair modes were simulated to repair the low strength
1000 mm × 1000 mm × 800 mm tee. The repair modes of six kinds of SSESS mainly changed
the length of Lh as −175 mm, −100 mm, 0 mm, 100 mm, 200 mm, and 300 mm, respectively,
as shown in Figure 2. According to the simulation results, the yielding pressure could be
obtained in every case. The maximum allowance working pressure (MAWP) was calculated
based on the strength design coefficient of 0.5, as shown in Figure 3. As shown in Figure 3,
the length of Lh needs to be larger than 0. The special-shaped sleeve must contain the girth
weld to the MAWP larger than the designing pressure of 12 MPa. The MAWP tends to
be constant when Lh is larger than 100 mm. So, the design value of Lh needs to be larger
than 100 mm. The design and material grade of equal-length studs and hexagon nuts were
based on the standards of GB/T 901 (Equal-length studs) and GB/T 6170 (Hexagon nuts)
in China, respectively. The material grade of equal-length studs and hexagon nuts were
10.9 and 10, respectively.
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Figure 1. Critical design parameters of the special-shaped steel sleeve.

The gap C between the sleeve and tee was set as 25~40 mm, based on the fluidity
and solidification time. In addition, the design of the injection and exhaust holes for the
special-shaped sleeve should follow a principle, the injection and the exhaust holes need to
be designed on the top and bottom of the sleeve, respectively, as shown in Figure 4. The
shape and size of the design of an SSESS for 1000 mm × 1000 mm × 800 mm tee is shown
in Figure 5. The holes of the positioning bolt need to be designed on the edges of the sleeve,
as shown in Figure 5. The bolt fastening is used for the connection of the sleeve, as shown
in Figure 5.
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2.3. Repairing Test of SSESS

The hydraulic test structural part containing the 1000 mm × 1000 mm × 800 mm
tee was welded for repair and hydraulic tests to verify the reliability of the SSESS. The
procedures of repair and hydraulic tests were introduced as follows:

Step 1: Surface cleaning and sand-blasting
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The repairing areas of the outer surface of the hydraulic test structural part and the
inner surface of the special-shaped sleeve need to be cleaned and sandblasted until an
Sa2.5 grade of requirement is reached, as shown in Figure 6.
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Step 2: Experiments with strain monitoring

To monitor the strain concentration and repairing effect, external strain gauges were
pasted on the outer surface of the special-shaped sleeve. The external strain gauge locations
and actual paste process are shown in Figure 7.
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Step 4: Injecting process 
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shown in Figure 9a. The A and B components of the injection were mixed according to a 

certain mass ratio (100:30) as epoxy resin, and the high-pressure airless injection pump 

was used to inject the resin. The epoxy resin adhesive needs to meet the requirements 
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Step 3: Installation of a special-shaped steel sleeve

The installation of a special shaped sleeve was carried out by crane and aided by
testers. The main procedures of installation are positioning, gap adjustment, and bolt
fastening, as shown in Figure 8. The critical points of installation are as follows: (I) the
installation process cannot damage the strain gauge; (II) the gap between the tee and
special-shaped sleeve needs to be uniformly adjusted; (III) the gasket should be used in the
bolt fastening process.
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Figure 8. Installation process of special-shaped steel sleeves: (a) positioning, (b) gap adjustment, and
(c) bolt fastening.

Step 4: Injecting process

The rubber sealing tape was used to seal three ends of the special-shaped sleeve, as
shown in Figure 9a. The A and B components of the injection were mixed according to a
certain mass ratio (100:30) as epoxy resin, and the high-pressure airless injection pump was
used to inject the resin. The epoxy resin adhesive needs to meet the requirements listed
in Table 2. The injection material was injected from the two injection holes of the special-
shaped sleeve through the high-pressure airless injection pump, as shown in Figure 9b.
The three exhaust holes are designed on the top of the sleeve, which effectively exhausts
the air between the sleeve and the tee, and makes the tee, epoxy resin, and special-shaped
sleeve perfectly integrated. Once the epoxy resin is filled in the gap between the tee and
sleeve, the empty bottles will timely exhibit the black epoxy resin, and the injecting process
should be stopped immediately, as shown in Figure 9c.
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Table 2. Properties of epoxy resin.

Properties Unit Requirements

Hardness of the resin after curing Shore D 80 ± 10
Mass solid content % ≥99.5
Curing shrinkage % ≤0.4

Compressive strength of the resin after curing MPa ≥50
(50% deformation) MPa ≥10

Shear strength MPa ≥10

Step 5: Epoxy resin curing process

The epoxy resin needs to be cured for a week, and then the rubber sealing tapes can
be removed, as shown in Figure 10.
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2.4. Hydraulic Burst Test

The hydraulic burst test is commonly used in the design verification of pipes and
pipe fittings [20]. To verify the repair reliability of the SSESS, the two hydraulic burst
tests for two tees were performed. One of the two tees was not repaired, and the other
was repaired with the SSESS, as shown in Figure 11. The strain gauges were arranged on
both tees according to the same layout of strain gauges on the outer surface of the tees. In
addition, these conditions, such as material properties, welding parameters, and geometric
parameters of structural parts of the tee hydrostatic test were consistent with each other,
except for the repairing approaches. The two hydraulic burst tests were conducted at the
HYDROSEYS system.
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Figure 11. Hydraulic test structural part: (a) unrepaired tee, and (b) SSESS repaired tee.

2.5. Simulations

To analyze the stress and strain distributions of the tee by the repairment of the
special-shaped epoxy resin steel sleeve, three-dimensional FE models of the hydraulic test
structural parts were carried out by ABAQUS/Explicit software. The load condition of the
two simulations only considered the effect of hydrostatic pressure from 0 to burst pressure.
The three ends and the outer surface were free, which is consistent with the hydraulic test.
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The lengths of three straight pipes all were 1100 mm. The straight pipes were meshed
using three-dimensional reduced-integration 8-node solid elements (C3D8R) and the tees
were meshed using three-dimensional 10-node modified quadratic tetrahedron elements
(C3D10M). The structural parts of straight pipes and the tee were created in an overall
model instead of a combination of these parts. The three straight parts and the tee part
were meshed by C3D8R and C3D10M element type, respectively. Then, the elements of
C3D8R and C3D10M were bonded by operating the “mesh part” function automatically
in the ABAQUS software, as shown in Figure 12. The yield strengths of the two tees were
measured by the indentation, metallurgic replica, and Leeb hardness technologies. The
yield strength of the tee is ~350 MPa, which is lower than the 485 MPa requirement. The
material constitutive model used the elasto-plastic hardening material models of S1, S2,
and S3 in Section 2.1 by fitting the stress–strain data. The special form of these material
models can be expressed as:

σ =

{
Eεe, f or σ ≤ σs

Kεn
p, f or σ ≥ σs,

(2)

where E is Young’s modulus, σs is the yield stress, εe is the elastic strain, εp is the plastic
strain, K is the strength coefficient, and n is the strain-hardening exponent. The constitutive
parameters of S1, S2, and S3 parts are listed in Table 3.
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Table 3. Properties of S1, S2, and S3 parts.

Region of Tee E (GPa) K (MPa) n

S1 207 281.0 0.295
S2 211 183.5 0.295
S3 209 271.0 0.275

3. Results

Figure 13 shows the simulation of Mises stress contours with different Lh at P = 12 MPa.
As shown in Figure 13, the regions of the tee end and girth weld with stress concentrations
as Lh are −175 mm and −100 mm, while the stress concentration of the tee end gradually
reduces with the increase in Lh. Therefore, the design of Lh for the special-shaped steel
sleeve should be larger than 100 mm.
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Figure 14 shows the comparisons of strain at monitoring locations between FEM and
the experiment for unrepaired and repaired tees. As shown in Figure 14, the strains at
monitoring locations are consistent with the experimental strain results for unrepaired and
repaired tees, which verified the correctness and reliability of unrepair and repair finite
element models.
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Figure 14. Comparisons of strain at monitoring locations between FEM and the experiment: (a)
unrepaired and (b) repaired tees.

The equivalent stress contour of unrepaired and repaired tees for inner and outer sur-
faces under a hydrostatic pressure of 24 MPa are exhibited in Figures 15 and 16, respectively.
Figure 17 shows the Mises stress tendencies of critical regions (shoulder and belly of tee)
between unrepaired and repaired tees with the increase in internal pressure for inner and
outer surfaces. As shown in Figures 15–17, the stress concentration was mainly distributed
on the inner surface of the shoulder and the outer surface of the belly of the tee, while the
stress concentration was greatly alleviated by the repair of an SSESS repair. The maximum
stress of the inner shoulder surface and outer belly surface exceeded the yield stress of the
tee, so the stress concentration is dangerous for the safe operation of the tee. The reduced
stress concentration areas decrease the possibility of failure for the low-strength tee.
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(a) unrepair, and (b) SSESS repair.
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Figure 18 shows the experimental hydraulic burst curves for the unrepaired and
repaired tees. As shown in Figure 18, the yielding point could be distinguished from the
pressure–time curves. The hydraulic and burst pressures of the two cases are ~32 MPa,
~48.6 MPa, and ~42 MPa, ~50.8 MPa, respectively. It can be judged from the pressure-time
curve of the repair tee and the failure morphology of the sleeve that the special-shaped
epoxy resin steel sleeve did not work under 42 MPa of hydrostatic pressure, as shown in
Figures 18 and 19.
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Figure 19. Failure of SSESS with bolt fracture.

As shown in the simulations results in Figures 20 and 21, the maximum equivalent
stress areas of the unrepaired and repaired tees are both in the belly, signifying that the
origin of the burst should be in the belly. As the experimental burst appears in the two
tees in Figures 20 and 21, the origin of the burst of unrepaired and repaired tees are both
in the belly and cracked and expanded in the X direction, which proved the reliability of
FE models. The shoulder and the girth weld of the branch tee are both torn during the
cracking process.
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Figure 20. Simulated prediction and experimental verification of the blasting location for the unre-
paired low-strength tee.
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Figure 21. Simulated prediction and experimental verification of the blasting location for the SSESS
repaired low-strength tee.

4. Discussion

The experimental strain monitoring results of unrepair and repair conditions under
the hydrostatic pressure of 18 MPa and 24 MPa show that the strain concentrations are
mainly distributed in the shoulder (location 3), belly (location 12), and the welding joint of
the branch pipe (location 7 and location 8), as shown in Figure 22. The strain concentration
locations follow the simulation results. The repairing result of the special-shaped epoxy
resin steel sleeve shows that the strain concentrations were greatly reduced, especially for
the belly (location 12). The maximum strain is ~0.006 on the outer surface of the belly, and
it decreases from ~0.006 to ~0.001 under 24 MPa of hydrostatic pressure; the decreasing rate
is about 80%. The hydrostatic pressures of 18 MPa and 24 MPa represent 1.5 × Pd (1.5 times
the value of the design pressure Pd) and 2 × Pd (twice the value of the design pressure Pd),
respectively; 1.5 × Pd is the pressure during the test run, and 2 × Pd represents a design
coefficient of 0.5, which is a requirement at the natural gas station. Therefore, the stress
and strain measurements under 18 MPa and 24 MPa are conducive to analyzing the load
capacity under the test run and the required design coefficient.
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The yielding pressure is mainly associated with the yielding point of the loading
curves. It is noted that the yielding and burst pressures were improved from ~32 MPa and
~48.6 MPa to ~42 MPa and ~50.8 MPa, respectively, which demonstrates the reliability of
a special-shaped epoxy resin steel sleeve to repair a low-strength tee. The reason for the
burst pressure of the unrepaired tee being greater than the repair tee is the difference in the
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material properties and geometry. Moreover, the special-shaped epoxy resin steel sleeve
did not work before the burst pressure.

For the low strength tee, the weak points of bearing deformation mainly exist in the
shoulder, belly, and girth weld of the tee. If the welding quality of the girth weld is excellent,
the reinforcement of the tee should focus on eliminating the stress concentration effect on
the shoulder and abdomen. The main functions of the profiled epoxy steel sleeve are to
(1) reduce the stress concentration effect of the low strength tee and (2) improve the safety
factor and deformation resistance of the tee bearing. The stage in which the special-shaped
epoxy steel sleeve plays a role should be the elastic stage of the whole reinforcing structure.
Once it enters the elastic-plastic deformation stage, the epoxy resin glue and bolts between
the special-shaped epoxy steel sleeves will fail.

5. Conclusions

To repair the low-strength tee, an SSESS repair method was proposed. According to
the design of the special-shaped steel sleeve, the repairing test, the hydraulic burst test,
and simulations, the repairing reliability of the special-shaped epoxy resin steel sleeve was
proved. The main conclusions drawn are as follows:

(1) The critical design parameters for the special-shaped sleeve are the minimum thick-
ness, the material properties of the sleeve, the length between the edge of the sleeve
and the girth weld, the gap between the sleeve and the tee, and the locations of the
injection and exhaust holes.

(2) The strain concentrations of the unrepaired tee were greatly reduced, especially for
the belly. The maximum strain was ~0.006 on the outer surface of the belly, and it
decreased from ~0.006 to ~0.001 under hydrostatic pressure of 24 MPa, where the
decreasing rate was about 80%.

(3) The yielding and burst pressure was improved from ~32 MPa and ~48.6 MPa to
~42 MPa and ~50.8 MPa, respectively, which demonstrates the good reliability of the
special-shaped epoxy resin steel sleeve repairing low-strength tee.
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Abstract: Automotive steels suffer different strain rates during their processing and service. In this
study, the effect of strain rates on the tensile properties of fully austenitic Fe-30Mn-8Al-1.0C (wt.%)
steel was investigated, and the dominant deformation mechanism was clarified. Conventional and
interrupted tension tests and various microscopic characterization methods were carried out in this
study. The results indicate that the yield strength increases with the increasing strain rate in the range
of 10−4–10−1 s−1, and a good strength–ductility combination was achieved in the sample deformed at
10−3 s−1. In the process of straining at 10−3 s−1, microbands and deformation twins were observed.
Thus, the combination of microband induced plasticity (MBIP) together with twinning induced
plasticity (TWIP) leads to a continuous strain hardening behavior, and consequently to superior
mechanical properties. However, adiabatic heating that leads to the increase in stacking fault energy
(SFE) and inhibits the TWIP effect, as well as thermal softening jointly induces an anomalous decrease
in tensile strength at the high strain rate of 10−1 s−1.

Keywords: strain rate; mechanical property; austenitic low-density steel; strain hardening; microstructure;
deformation mechanism

1. Introduction

As one kind of potential structural steel in the automotive industry, Fe-Mn-Al-C low-
density steel has attracted increasing scientific and commercial attention, because of its
light-weight which satisfies the requirements in increasing the fuel efficiency and reducing
the gas emissions of automobiles [1–5]. Al alloying addition in the Fe-Mn-Al-C steels has an
effect on density reduction, and per 1 wt.% Al reduces the density by 1.3% [4]. The Fe-Mn-
Al-C steels could be either ferrite, austenite or ferrite-austenite duplex, depending mainly
on the relative content of alloying elements [5]. Fully austenitic Fe-Mn-Al-C steels, with a
high Al content in the range from 5 to 12 wt.%, Mn content between 12 and 30 wt.%, and
C content between 0.6 and 2.0 wt.%, exhibit extraordinary strength-ductility combinations
(UTS: 0.6–1.5 GPa; elongation: 30–100%), and the austenite phase is very stable during
deformation [6–9].

During the production or service process, automotive steels are normally subjected to
various strain rates. For instance, automobile steels suffer the strain rate from 10−1 to 10 s−1

during the forming process and 102 to 103 s−1 in the event of a collision. Yoo et al. [10]
investigated the strain rate sensitivity of austenitic Fe-28Mn-9Al-0.8C steels. It was found
that the yield strength increased with an increasing strain rate from 2 × 10−4 to 10−1 s−1,
exhibiting an overall positive strain rate sensitivity. In contrast, the ductility decreased with
an increasing strain rate, due to the thermal activation in this strain rate range. Furthermore,
the sensitivity of the strain rate for Fe-22Mn-0.6C-1.5Al twinning-induced plasticity steel
has been also investigated by Yang et al. [11], who found that the ultimate tensile strength
and the uniform elongation decreased with increasing strain rate from 10−4 to 1 s−1; it
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is related to the fact that the deformation twins at a lower strain rate were much thinner
and denser than those at a higher strain rate. Although there are some investigations
on the relationship between the mechanical properties and strain rate of austenitic Fe-
Mn-Al-C steels, the deformation mechanisms regarding microstructure evolution still
remains unclear.

Accordingly, the present study aims to elucidate the effect of strain rate on the tensile
deformation behavior of fully austenitic Fe-30Mn-8Al-1.0C (wt.%) steel. The tensile tests
of solid solution samples were conducted at various strain rates. Detailed microstructural
observations were performed on the lateral surface and fracture surface of the failed
samples by scanning electron microscopy (SEM). For clarifying the evolution of dislocation
substructures and their interactions, the microstructure of the deformed samples at the
strain rate of 10−3 s−1 was characterized by transmission electron microscopy (TEM).

2. Materials and Methods

The ingots with the compositions of Fe-30Mn-8Al-1.0C (wt.%) were prepared by
induction melting in a vacuum smelting furnace. In order to remove segregation zones
originating from solidification, the ingots were homogenized at 1200 ◦C for 3 h and hot-
rolled to the thickness of 5 mm by multiple passes at a final temperature exceeding 850 ◦C,
and then cooled to room temperature. Afterwards, the hot-rolled sheets were solution
treated at 1050 ◦C for 1 h, followed by water quenching. The density was measured to be
6.8 g·cm−3 according to the Archimedes principle.

Tensile samples with a gauge dimension of 13 mm × 5 mm × 2 mm were machined
along the rolling direction. The tensile samples were initially polished using #2000 SiC
paper and then electrochemically polished using 10% perchloric acid alcohol with a voltage
of 25 V for 25 s. Tensile tests were performed on the samples up to failure using a universal
testing machine AG-Xplus250kN (SHIMADZU, Kyoto, Japan) with the strain rates of 10−4,
10−3, 10−2 and 10−1 s−1 at room temperature. Except tensioning to fracture, interrupted
tensile tests up to predetermined true strains εT of 1%, 10% and 25% were carried out
at the strain rate of 10−3 s−1 for tracking the microstructural evolution during tensile
deformation. For ensuring the accuracy of tensile properties, at least three tests were
repeated for each condition.

The initial solution-treated samples were polished and etched in a solution of 100 mL
methanol, 1 mL hydrochloric acid and 4 g picric acid, and then observed by an optical
microscope Axio Imager A1m (ZEISS, Oberkochen, Germany). To reveal the microscopic
deformation mechanism, the uniform deformation zone and fracture morphology of failed
samples were observed using a scanning electron microscope JSM-6510A (JEOL, Tokyo,
Japan). After interrupted deformation, the slices with 600 µm thick were spark cut from the
deformed part of tensile samples and manually polished to the thickness of 50 µm. Then,
the TEM slices were perforated under an electrolytic double spray thin-reducing instrument
with 6% perchloric acid alcohol at 20 V and −30 ◦C. The microstructure characterization
was performed by a transmission electron microscope Tecnai G20 (FEI, Hillsbro, OR, USA).

3. Results and Discussion
3.1. Initial Solution-Treated Microstructure

Figure 1 shows a representative optical micrograph of Fe-30Mn-8Al-1.0C steel. As
illustrated in Figure 1a, uneven equiaxed fine grains and some annealing twins were
observed in hot-rolled steel. In order to eliminate the residual stress in hot-rolled steel
and obtain uniform single-phase austenite structure, the samples were solution treated at
1050 ◦C for 1 h, and the average grain size of the solid solution treated steel is calculated to
be approximate 35 µm (Figure 1b). Single austenite phase with a great deal of annealing
twins (up to 57%) could be observed. C and Mn are austenite stabilizing elements, and the
addition of high content of Mn and C results in a stable single austenite phase. In addition,
Al has a suppressive effect on the precipitation of some carbides (such as cementite),
inducing more C enrichment in austenite [12]. The annealing twins could effectively
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improve the properties of metallic materials by increasing the proportion of austenite grain
boundary and refining the austenite grains.
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Figure 1. Optical micrograph of Fe-30Mn-8Al-1.0C steel. (a) Hot-rolled steel; (b) solid solution steel
treated at 1050 ◦C for 1 h.

3.2. Tensile Properties

In order to examine the effect of the strain rate on the mechanical properties, uniaxial
tensile tests were conducted on the solution-treated Fe-30Mn-8Al-1.0C steel at strain rates
ranging between 10−4 and 10−1 s−1. The representative stress–strain curves and the strain
hardening rate curves of the steels tested at room temperature with different strain rates
are presented in Figure 2. The mechanical properties are listed in Table 1. The studied
steel exhibits a continuous yield behavior and a high strain hardening ability during tensile
deformation under all strain-rate conditions. The yield strength increases with increasing
strain rate, which are 301± 30, 329± 20, 378± 5 and 381± 8 MPa at the strain rates of 10−4,
10−3, 10−2 and 10−1 s−1, respectively. The ultimate tensile strength exhibits an uptrend
until 10−2 s−1 followed by a decline at 10−1 s−1, showing a maximum of 801 ± 12 MPa.
The total elongation is as high as 72 ± 3% at the strain rate of 10−3 s−1. Generally, the
ductility becomes weak with enhancing strength for metal materials, and the product of
ultimate tensile strength and total elongation (UTS × ef) is a comprehensive performance
index to characterize the strength and ductility of metallic materials. The sample deformed
at the strain rate of 10−3 s−1 achieves the highest product of strength and ductility of
56,800 MPa%.
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Figure 2. (a) The engineering stress–strain curves of the solution-treated Fe-30Mn-8Al-1.0C steel
tested at room temperature with different strain rates, and (b) the true stress–strain curves and work
hardening rate curves of the studied steel.
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Table 1. Mechanical properties of the solution-treated Fe-30Mn-8Al-1.0C steel at different strain rates.

Strain Rate/s−1 Yield Strength/MPa Ultimate Tensile
Strength/MPa Total Elongation/%

10−4 301 ± 30 761 ± 35 59 ± 2

10−3 329 ± 20 789 ± 25 72 ± 3

10−2 378 ± 5 801 ± 12 61 ± 1

10−1 381 ± 8 738 ± 9 56 ± 3

Lower ultimate tensile strength and total elongation are exhibited when the sample
deformed at the strain rate of 10−1 s−1, which is probably related to the thermal softening
effect at high strain rates. Quasi-static tensile tests at the strain rate range of 10−5 to
10−2 s−1 are generally regarded as isothermal process, and it is difficult to dissipate heat
to the surrounding above this strain rate range [13,14]. Thus, the adiabatic heating effect
should be considered while the sample is deformed at higher strain rates. The adiabatic
temperature rise ∆T can be defined by [15]:

∆T =
∆Q
ρCp

=
β

ρCp

∫ ε2

ε1

σdε (1)

where ∆Q is the energy converted from mechanical energy to thermal energy, which is
obtained by integrating the true stress-strain curve, β is the coefficient of thermal energy
converted from mechanical energy, ρ is the density of the present steel and Cp is the
typical specific heat capacity. According to Equation (1), the temperature of the sample
deformed at the strain rate of 10−1 s−1 increases by about 101 ◦C. For FCC materials with
the high-concentration solid solution element, forest dislocations and short-range order
(SRO) are the main obstacles for dislocation glide [16,17]. It is logical that the increase in the
strain rate could enhance the dislocation mobility, and the dislocations would overcome
obstacles more easily with the assistance of thermal energy. Additionally, the dynamic
recovery of dislocations is accelerated at an increased temperature, which causes a negative
effect on the strain hardening. Thereby, the strain hardening capability is weakened in
the steel deformed at high strain rate. As presented in Figure 2b, the sample deformed at
10−1 s−1 has the lowest strain hardening rate, inducing the lowest strength and ductility.
In addition, the sample deformed at 10−3 s−1 shows the highest strain hardening ability,
and consequently the best combination of strength and ductility.

3.3. Morphologies of Deformation and Fracture

The fracture surfaces of the samples deformed at different strain rates were observed
by SEM, as illustrated in Figure 3. The tensile fracture characteristics of the studied steels
are similar, all involving fibrous zone, radial zone and shear lip zone (Figure 3a–d). The
fibrous zone accounts for the largest proportion of the fracture surface. All of the fracture
surface are composed of equiaxed dimples with a bimodal size formed by a microvoid
coalescence, exhibiting the characteristic of ductile fracture mode (Figure 3e–h). Thus, the
samples deformed at four strain rates all exhibit good ductility (Figure 2).

In addition, the distinct “snake slips” or “ripples” were observed in the inner walls of
some large-sized dimples, indicating that severe plastic deformation and localized strain
induce new dislocations to slip on the surface of the dimples [18]. By comparison, it is
found that diameter and depth of the dimples reach a maximum in the sample deformed at
10−3 s−1. These features indicate that the ductility of the sample deformed at 10−3 s−1 is
better, which is consistent with the experimental results of mechanical properties.
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Figure 3. SEM fractographs of the samples tensioned at different strain rates of 10−4 s−1 (a,e),
10−3 s−1 (b,f), 10−2 s−1 (c,g), and 10−1 s−1 (d,h).

Figure 4 illustrates the SEM micrographs of the lateral surface in the uniform defor-
mation region and near fracture. At uniform deformation region, the austenite grains
are elongated, and the dislocation slip characteristics are observed under all strain rates
(Figure 4a–d). The dislocation slipping and the grain rotation contribute to coordinate the
plastic deformation [19]. All observations reveal that there are some extrusions caused by
dislocation slipping, and some microvoids are generated by the slipping extrusion at grain
boundaries. Moreover, a part of slip bands pass through annealing twins to form “Z” shape
slipping. For FCC materials, the stacking of {111} planes in the disrupted sequence is called
a stacking fault, which is a two-dimensional defect formed by the nucleation and propaga-
tion of partial dislocations. The stacking fault has an associated energy called stacking fault
energy (SFE, with units of J·m−2), since the atomic packing within it is no longer typical of
the FCC structure. At the high strain rate larger than 10−3 s−1, the adiabatic heating during
deformation might increase the SFE, which has a suppressive effect on the planar slip of
dislocations. On the sites near the fracture, the lateral surface becomes rougher, and the
extrusion induced by dislocation slipping becomes more and more apparent (Figure 4e–f),
indicating more severe plastic deformation.
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Figure 4. SEM images exhibiting the surface features at uniform deformation zones (a–d) and
corresponding surface features near the fracture surfaces (e–h) of tensile samples at the strain rates of
10−4 s−1 (a,e), 10−3 s−1 (b,f), 10−2 s−1 (c,g) and 10−1 s−1 (d,h).

A few previous studies [20–22] suggested that inter/intra-granular κ-carbides and
ordered L12 phase can be formed in solution-treated Fe-Mn-Al-C steels despite the absence
of aging. Considering the promoting effect of Al on the precipitation of κ-carbides and
high Al addition, κ-carbides should exist and affect the mechanical properties of the
present steel [23,24]. A coherency strain field around intragranular κ-carbides have a
considerable influence on impeding the dislocation motion, resulting in the strengthening
effect. By contrast, the existence of intergranular κ-carbides is conducive to the initiation
and propagation of cracks, which contributes to the fracture [25]. Furthermore, L12 phase
is regarded as short-range order (SRO), which is found to promote the planar glide of
dislocations. It is usually considered that SRO could be sheared and destroyed by the
leading dislocations, and then the subsequent dislocations can slip across the destroyed
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SRO region more easily. This effect causes the planar glide sufficiently, which is named as
“glide plane softening” [17,26–29].

3.4. Microstructure Evolution during Deformation

In order to understand the microstructural evolution and related deformation mecha-
nism during the tensile process, the interrupted tensile tests and TEM observations were
conducted. Considering its good comprehensive performance of strength and ductility, the
samples deformed at 10−3 s−1, up to εT = 1%, 10%, 25% and failure were selected for the
examinations, respectively. The strain hardening rate as a function of true strain exhibits
an obvious three-stage strain hardening behavior, including quick dropping, recovery and
slow decreasing of strain hardening rate, as shown in Figure 5a.
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Figure 5. True stress-strain curves and strain hardening rate curves of the sample deformed at the
strain rate of 10−3 s−1 (a), together with TEM micrographs of the present steel deformed to the true
strains of 1% (b), 10% (c), 25% (d) and 100% (or final fracture) (e,f).

Figure 5b shows early-formed dislocation arrays aligned along the slip direction at
the early deformation stage of 1% strain, which is a typical kind of planar slip dislocation
configuration in FCC metals. The pronounced planar slip behavior of dislocations results
in the formation of crystallographically aligned slip bands. After straining to 10%, the
microstructure is still characterized by planar slip bands with a slip band spacing of
approximate 700 nm (Figure 5c). The observation indicates the slip trace of two non-
coplanar {111} slip planes, forming a Taylor-lattice structure, which is a kind of low energy
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dislocation structure [30,31]. Therefore, the planar slip of dislocations dominates the
deformation mechanism at low strains.

After straining to 25%, extensive parallel high-density slip bands and microbands are
found in the matrix, and the spacing of slip bands is less than 100 nm (Figure 5d). The
slip bands have been evolved into high-density dislocation walls (HDDWs), which are
composed of the dense dislocation bands lying on or parallel to the most active slip systems.
Actually, in FCC alloys, Shockley partial dislocations slip on {111} planes and they attract
or repulse each other, which are determined by the Burgers vector directions of the leading
partials. If one of them is trapped by a HDDW and attracts one another, they can fuse into
a sessile dislocation. During this process, further dislocation slip is hindered on both {111}
planes. This causes the increase in density of HDDWs, which contributes to the barrier to
the dislocation motion [32]. Moreover, Taylor lattices rotate to accommodate further strain,
and a domain boundary develops from an original HDDW as a result of the misorientation
between Taylor lattice domains. In the same way, a second domain boundary develops
parallel to the previous one, and a microband manifested by misorientations on both sides
takes shape [1,33–35].

As the strain amount further increases, well-developed microbands and their inter-
sections are observed in fractured sample (Figure 5e). Microbands are characterized by
dense tangled dislocations with a lower activity and they are usually aligned along the
trace of {111} slip planes in no cell-forming FCC alloys. The microbands and their intersec-
tions can subdivide the grains. The high-density dislocations in the microbands hinders
dislocation motion and decrease the effective free path of movable dislocations, resulting
in the Hall-Petch strengthening effect [35,36].

The deformation twins are also observed in the microstructure of fractured sample,
as confirmed by the selected area electron diffraction (SAED) patterns (Figure 5f). It
indicates that the accumulated dislocations inside grains are sufficient for the activation of
deformation twins. The generation of deformation twinning normally leads to an increase
in plasticity of steel during deformation, namely, so-called twinning induced plasticity
(TWIP) effect. Similar to the effect of microbands, the austenite grains are divided into
subregions by deformation twins, which significantly refine the grain size and promote
the dynamic Hall-Petch effect. Furthermore, deformation twins can impede dislocation
motion, playing a very important role in promoting the dislocation accumulation and
causing a reduce in the dislocation mean free path, thereby contributing to stable the strain
hardening [37].

For the studied steel deformed at the strain rate of 10−3 s−1, dislocation slip is the
major deformation mode at the early stages of straining, because the flow stress is below
the critical stress for twinning. With increasing strain, the continuous strain hardening is
a result of microband induced plasticity (MBIP) gradually changing to microband/TWIP.
The synergy of microband and twinning enhance the strengthening ability of the present
steel. In addition to the thermal softening mentioned in Section 3.2, it can be inferred that
the adiabatic heating at high strain rate leads to the increase in SFE and inhibits the TWIP
effect, which also induces the decreases in tensile strength and work hardening rate at the
high strain rate of 10−1 s−1.

4. Conclusions

In this work, the effect of strain rate on the mechanical properties of fully austenitic
Fe-30Mn-8Al-1.0C (wt.%) steel was investigated under uniaxial tension, and corresponding
microstructures were examined by SEM and TEM. The following conclusions can be drawn:

(1) With the increase in strain rate, the yield strength increases from 301 MPa to 381 MPa,
and the ultimate tensile strength reaches the maximum of 801 MPa at 10−2 s−1. The
recovery of work hardening rate of studied steel is the most remarkable at the strain
rate of 10−3 s−1, and its elongation reaches as high as 72%. The deterioration of its
mechanical properties at 10−1 s−1 might be related to thermal softening effect and the
inhibition of TWIP effect.
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(2) During the tensile deformation at the strain rate of 10−3 s−1, dislocation arrays,
Taylor lattices, microbands and deformation twins can be observed in sequence with
increasing strain. This indicates that the continuous strain hardening results from both
MBIP and TWIP, and a good combination of strength and ductility is thus achieved.

(3) Adiabatic heating that leads to the increase in SFE and inhibits the TWIP effect, as
well as thermal softening occurring at the high strain rate of 10−1 s−1 jointly induces
an anomalous decrease in tensile strength at such a high strain rate.
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Abstract: Large residual stress occurs during the quenching process of hot-rolled seamless steel
tubes, which results in bending, cracking, and ellipticity exceeding standards and seriously affects the
quality of hot-rolled seamless steel tubes. In addition, the stress generation mechanism of hot-rolled
seamless steel tubes is different from that of steel plates due to the characteristics of annular section.
In this research, the finite element simulation method was used to study the quenching residual stress
of seamless steel tubes with different cooling intensities. The variation law of temperature and stress
on the steel tube under different cooling intensities were analyzed. The results show that the radial
stress was close to 0, and the circumferential and axial stresses were the main factors affecting the
quality of the steel tube. With the increase in the cooling time, the magnitude and direction of each
stress component of the steel tube changed simultaneously. Finally, a typical stress distribution state
of “external compressive stress, internal tensile stress” was presented in the thickness direction of the
steel tube. Furthermore, with the increase in the cooling intensity, the residual stress of the steel tube
gradually increased and was mainly concentrated on the near wall of the steel tube.

Keywords: seamless steel tubes; residual stress; finite element simulation; heat transfer coefficient;
cooling intensity

1. Introduction

As an important steel variety, hot-rolled seamless steel tubes are widely used in energy
extraction, petrochemical and machinery manufacturing, and other fields [1–3]. With the
acceleration of economic construction and the increasingly complex environment for energy
extraction, such as oil and natural gas, higher performance requirements must be met by hot-
rolled seamless steel tubes. As one of the important links in the production process of metal
materials, the heat treatment process can fully tap the potential of the material, increase
intensity, and improve the plasticity and welding performance [4]. However, during the
quenching process of hot-rolled seamless steel tubes, due to the cooling difference between
the inner and outer walls, there is a large temperature gradient in thickness, which leads
to internal thermal stress. When the stress exceeds the yield intensity of the steel tube,
problems occur, such as bending, cracking, or ellipticity changes, which seriously affect
product quality [5,6]. In addition, the distribution of residual stress is greatly related to
the shape. Compared with the plates, the characteristics of the annular hollow section of
hot-rolled seamless steel tubes make the stress generation mechanism more complicated,
which greatly increases the difficulty of residual stress analysis. Thus, the research progress
in quenching stress in the field of steel tubes is far behind that of steel plates. It is important
to study the generation mechanism and evolution law of stress in the quenching process of
hot-rolled seamless steel tubes, which greatly contribute to the improvement in the quality
of hot-rolled seamless steel tubes.

Previous studies mainly focused on the heat transfer of steel tubes or cylindrical sur-
faces [7–11], but stress changes during cooling were rarely reported. Ali et al. [12] studied
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the comprehensive effects of time, material properties, and the ratio of the inner and outer
radius on the transient temperature gradient and provided an empirical solution for the
thermal stress of the cylinder under the conditions of heating, secondary heating, and
forced-air impact cooling. Schemmel et al. [13] investigated the formation of residual stress
and the evolution of phase components during the quenching process of cylindrical speci-
mens with different sizes. They found that the surface residual stress changed from tensile
stress to compressive stress when the size of the steel tube was increased. Hata et al. [14]
theoretically analyzed the thermal stress induced by thermal shock and the stress-focusing
effect induced by phase transformation stress. They pointed out that, in the quenched
state, cracks may occur in the center of the cylindrical rod due to the interaction of the
thermal phase transition stress-focusing effect and the phase transition stress-focusing ef-
fect. Oliveira et al. [15] showed the thermodynamic behavior of a cylinder and established
a non-isothermal multiphase constitutive equation. Chen et al. [16] carried out related
research on the problem of axial cracks caused by thermal shock in coated hollow cylinders;
they used the finite element method to calculate the transient temperature and induced the
thermal stress and crack tip stress intensity factors of the inner surface of the cylinder after
convective cooling. Devynck et al. [17] studied the effect of boiling heat transfer and phase
transformation on the quenching deformation of steel tubes by simulation and experimen-
tation. Their calculated results regarding the bending of the steel tube corresponded to the
measured values. Leitner et al. [18] used finite element simulation and experimentation
to study how to use a controlled cooling strategy to control residual stress and phase
structure in multiphase steel tubes, and pointed out that using a low cooling rate would
result in a lower plasticity and residual stress. Yang et al. [19] also used the finite element
method to study the effects of quenching water temperature, the rod length-to-diameter
ratio, pre-stretching ratio, and stretching rate on the residual stress of quenched rods after
cold stretching. They showed that the maximum residual tensile and compressive stress of
the quenched rod decreases with the increase in the water temperature.

The magnitude of residual stress of hot-rolled seamless steel tubes depends on the
cooling intensity during the quenching process. At present, the cooling intensity control
of steel tubes can be realized by changing the water flow and temperature of the cooling
medium [20]. In this paper, relevant research was carried out on the variation law of
temperature and stress during the quenching process of hot-rolled seamless steel tubes
under different cooling intensities. The purpose was to explore the inherent laws of cooling
intensity, temperature field, and stress field and to provide data support and theoretical
reference for the design of a heat treatment process for eliminating the residual stress of
seamless steel tubes.

2. FEM Model of Quenching Process
2.1. Materials and Methods

As shown in Figure 1, the heat treatment process of materials is a complex process of
chemical composition, temperature field, metallurgy field, and stress field coupling [21–24].
The metal workpiece after heat treatment can undergo a solid-phase transformation when
the temperature changes in the solid-state range. Different phases can be obtained by
controlling the progress of the solid-state-phase transition. There are differences in the
stacking ratio and specific heat capacity of different phases. During the cooling process
of the workpiece, due to the existence of the temperature gradient in the workpiece cross-
section, the phase transformation of the workpiece cannot be carried out at the same time.
This internal stress due to phase-transition asynchrony is called microstructure stress, and
the resulting strain is called microstructure strain. It is difficult to obtain the real-time
changing state of stress and predict the residual stress field. Thus, it is difficult to carry out
targeted prevention and elimination measures. As a finite element simulation software,
ANSYS can handle any material, any complex shape, any boundary, and any time or
heat treatment process, which can shorten the research time and lower the research and
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development costs. Therefore, this paper used ANSYS software to simulate the temperature
field and stress field of hot-rolled seamless steel tubes under different cooling intensities.

Figure 1. Multiphysics and coupling interactions involved in heat treatment engineering.

The size of the steel tube was 140 × 20 × 400 mm. Because the steel tube was an
axisymmetric model, the 1/8 model was selected for simulation in order to reduce the
simulation time, as shown in Figure 2. The material of the steel tube that was to be heat-
treated was 310S stainless steel, which experiences no phase transformation process during
heat treatment. Thus, the research problem was simplified to the interaction between the
temperature field and the stress field. The thermophysical parameters of 310S stainless
steel were determined through linear interpolation, as shown in Figure 3.

Figure 2. Finite element model and calculation process.
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Figure 3. The thermophysical parameters of 310S stainless steel. (a) desnity; (b) thermal ex-
pansion cofficient; (c) Young’s modulus; (d) thermal conducivity; (e) specific heat capacity;
(f) stress−strain curves.

2.2. Mathematical Model

The calculation of the temperature field is achieved using the three-dimensional
thermal conductivity differential equation in the cylindrical coordinate system, and its
expression is shown as follows [7,10,25]:
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where λ is the thermal conductivity; ρ is the material density; c is the material-specific heat
capacity; T is the temperature of the steel tube; t is the time; r is the radial distance of the
steel tube; ϕ is the azimuth angle; z is the height; and

.
Φ is the internal heat source, which

comes from the heat released by the phase transition during the quenching process, and
because there is no phase transition in this simulation, the value is 0.

In order to determine the unique thermal conductivity differential equation, the initial
and boundary conditions need to be given. The initial condition refers to the temperature
distribution (T0) of the object area at the initial time, which is expressed by Equation (2):

T|t=0 = T0 (2)
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The third type of boundary condition is used to set the temperature of the cooling
medium and the surface heat transfer coefficient during the quenching process of the steel
tube, and its expression is shown as follows:

− λ

(
∂T
∂n

)
= h

(
Tw − Tf

)
(3)

In this finite element simulation, the initial temperature of the steel tube (Tw) is 900 ◦C,
the cooling water temperature (Tf) is 30 ◦C. Using the single-variable method, only the
cooling intensity of the single wall is changed each time. When the heat transfer coefficient
of the inner wall (hinner) is 600 W/(m2·◦C), the heat transfer coefficient of the outer wall
(houter) is set to four control groups: 1000, 2000, 3000, and 4000 W/(m2·◦C). Similarly,
when the heat transfer coefficient of the outer wall (houter) is 1000 W/(m2·◦C), the heat
transfer coefficient of the outer wall (hinner) is set to four control groups: 200, 600, 1000, and
1400 W/(m2·◦C). Since the cooling intensity of inner wall is lower than that of outer wall in
actual production, the heat transfer coefficient of the inner wall is smaller than that of the
outer wall.

For the linear elastic model, the incremental relationship between stress and strain is
expressed in Equation (4).

dσ = Dedε (4)

De =
E

(1 + v)(1− 2v)




1− v v v 0 0 0
v 1− v v 0 0 0
v v 1− v 0 0 0
0 0 0 1−2v

2 0 0
0 0 0 0 1−2v

2 0
0 0 0 0 0 1−2v

2




(5)

where dσ is the stress increment, dε is the strain increment, De is the elastic modulus matrix,
E is the elastic modulus, and v is the Poisson ratio.

Because stainless steel is used in this simulation, there is no phase transition, and the
phase transition strain increment is 0. For the thermo-elastoplastic model for calculating
thermal stress, the strain increment is expressed by Equation (6).

dε = dεe + dεp + dεT (6)

where dεe, dεp, and dεT are the elastic strain increment, the plastic strain increment, and
the thermal strain increment.

dεe =
1

2G
dσ′ +

1− 2v
E

dσmδij (7)

where dσ′ and dσm are the stress deviator increment and mean stress increment.
The shear modulus G is shown in the following equation:

G =
E

2(1 + v)
(8)

The Kronecker symbol is defined as follows:

δij =

{
1, i = j
0, i 6= j

(9)

The flow criterion is an assumption that indicates the direction of the plastic deforma-
tion increment after the material reaches yield, that is, a proportional relationship between
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the components of the plastic deformation increment. The plastic strain increment is shown
in the following equation:

dεp = dλσ′ =
3
2

dεp

σ
σ′ (10)

where dλ, σ′, dεp, and σ are the instantaneous scaling factor, the stress deviator, the
equivalent plastic strain increment, and the equivalent stress.

The thermal strain increment can be expressed as:

dεT =
n

∑
k=1

ykαkdT (11)

In the formula, yk refers to the volume fraction of the phase k in the material; n refers
to number of phases in the material; and αk refers to the thermal expansion coefficient of
the phase k related to the temperature. Since 310S stainless steel is used in this paper, only
the austenite phase exists, so the thermal strain increment formula can be simplified as:

dεT = αdT (12)

2.3. Verification of Other Finite Element Simulation Cases

In order to verify the accuracy of the residual stress simulation, the finite element
simulation results are compared with the experimental data in reference [26]. Reference [26]
studied the quenching residual stress distribution of 7050 Al ingot by means of experiments
and finite element simulation. Because the ingot is a symmetrical model, in order to reduce
the calculation time, only a quarter of the model is used in this simulation. As shown in
Figure 4, the simulation data gathered in this paper are compared with the residual stress
in reference [26]. It can be seen from the figure that although a certain error occur in the
simulated data compared to the experimental data, the same trend is maintained.

Figure 4. Comparison of the simulated data and experimental data [26].
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3. Results and Discussion
3.1. Different Cooling Intensities of the Outer Wall

Figure 5 shows the temperature curves of the steel tube under different cooling
intensities of the outer wall. It can be seen from Equation (3) that the heat transfer was
related to the temperature gradient. At the initial moment, the temperature of the steel tube
was high, there was a large temperature gradient within the surrounding environment,
the heat transfer rate was fast, and the temperature dropped rapidly. Then, as the cooling
time increased, the temperature of the steel tube gradually decreased. The gradient, with
respect to the ambient temperature, gradually decreased, and the decreasing trend of
the temperature gradually slowed down. Eventually, the steel tube cooled to ambient
temperature with zero heat transfer. By comparison, it was found that with the increase in
the convection heat transfer coefficient of the outer wall, the temperature of the outer wall
decreased faster. Figure 6 shows the temperature distribution cloud map of the steel tube.

Figure 7 shows the equivalent stress under different cooling intensities of the outer
wall. The von Mises criterion was adopted as the effective stress. It was calculated by
Equation (13). There was no sign of the calculation result, so the state of stress could not
be judged.

(σr − σθ)
2 + (σθ − σz)

2 + (σz − σr)
2 = 2σ2

s (13)

The maximum equivalent stress was 341.99 MPa when houter = 1000 W/(m2·◦C), as shown
in Figure 7a. When houter = 2000 W/(m2·◦C), the maximum equivalent stress was 397.42 MPa
and increased by 55.43 MPa. When houter = 3000 W/(m2·◦C), the maximum equivalent stress
was 428.01 MPa and increased by 30.59 MPa. When houter = 4000 W/(m2·◦C), the maximum
equivalent stress was 447.69 MP and increased by 19.68 MPa. The maximum equivalent
stress was mainly concentrated on the outer wall. With the increase in the cooling intensity,
the maximum equivalent stress of the steel tube gradually increased, but the increase trend
gradually slowed down.

Figure 5. Temperature curves of the steel tube at different cooling intensities of the outer
wall. (a) houter = 1000 W/(m2·◦C); (b) houter = 2000 W/(m2·◦C); (c) houter = 3000 W/(m2·◦C);
(d) houter = 4000 W/(m2·◦C).
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Figure 6. The temperature fields’ evolution in the quenching process of the steel tube un-
der different cooling intensities of the outer wall. (a) houter = 1000 W/(m2·◦C), t = 1 s;
(b) houter = 1000 W/(m2·◦C), t = 50 s; (c) houter = 1000 W/(m2·◦C), t = 200 s; (d) houter = 2000 W/(m2·◦C),
t = 1 s; (e) houter = 2000 W/(m2·◦C), t = 50 s; (f) houter = 2000 W/(m2·◦C), t = 200 s; (g) houter = 3000
W/(m2·◦C), t = 1 s; (h) houter = 3000 W/(m2·◦C), t = 50 s; (i) houter = 3000 W/(m2·◦C), t = 200 s;
(j) houter = 4000 W/(m2·◦C), t = 1 s; (k) houter = 4000 W/(m2·◦C), t = 50 s; (l) houter = 4000 W/(m2·◦C),
t = 200 s.

Figure 7. Distribution of the equivalent stress filed at different cooling intensities of the outer
wall. (a) houter = 1000 W/(m2·◦C); (b) houter = 2000 W/(m2·◦C); (c) houter = 3000 W/(m2·◦C);
(d) houter = 4000 W/(m2·◦C).

Figure 8 shows the variation curves of the radial stress, circumferential stress, and
axial stress with the time at different positions. As can be seen from Figure 8, the radial
stress (σr) was close to 0, which was much smaller than the circumferential (σθ) and axial
stress (σz). The circumferential and axial stresses were the main factors affecting the quality
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of the steel tube during the quenching process. With the increase in the cooling intensity
of the outer wall, the stress components of the steel tube increased. In the early stage
of cooling of the steel tube, the outer wall rapidly cooled, forming a large temperature
gradient with the inside and shrinking to the inside. Each stress component reached its
peak in a short time. With the increase in the cooling time, each stress component gradually
decreased and the direction changed.

Figure 8. Stress-time curves of different positions under different cooling intensities of the outer wall.
(a) radial stress of the outer wall; (b) circumferential stress of the outer wall; (c) axial stress of the
outer wall; (d) radial stress of the center; (e) circumferential stress of the center; (f) axial stress of the
center; (g) radial stress of the inner wall; (h) circumferential stress of the inner wall; (i) axial stress of
the inner wall.

As shown in Figure 8b,c, the outer wall of the steel tube was restricted by the internal
material, which hindered the further development of its shrinkage. The outer wall was
subjected to tensile stress in the circumferential and axial directions. As the temperature
of the outer wall further decreased, the cooling rate of the outer wall was lower than the
cooling rate of the center, so that the shrinkage of the center was greater than that of the
outer wall, and the stress on the outer wall gradually decreased. When the steel tube was
cooled to a certain temperature, the direction of the stress changed. The outer wall was
subjected to compressive stress in the circumferential and axial directions. On the contrary,
as shown in Figure 8e,f, the center was subjected to pressure from the outer wall at the
initial stage; as the cooling rate of the outer wall gradually decreased, the compressive
stress on the center gradually decreased, and the direction of the stress finally changed and
became tensile stress.

It can be seen from Figure 8h,i that the direction of the stress on the inner wall changed
twice. This was due to a shift in the magnitude relationship between the cooling rates of the
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outer wall, the center, and the inner wall. As shown in Figure 8, in the initial cooling stage,
the cooling rate of the inner wall of the steel tube was greater than the heat conduction of
the wall, and the inner wall surface shrank, so the inner wall was subjected to the tensile
stress exerted by the center in the circumferential and axial directions. While the cooling
time increased, the cooling rate of the center was greater than that of the inner wall. The
tensile stress on the inner wall gradually decreased, and the direction of the stress changed.
When the cooling rate of both the inner wall and the center was greater than that of the
outer wall surface, the direction of stress changed again and the inner wall was subjected
to the tensile stress exerted by the outer wall.

In the radial direction, there was tensile stress at the center, and the maximum stress
appeared near the outer wall, while the stress near the inner and outer walls was close to 0,
as seen in Figure 9. In the axial direction, there was compressive stress on the surface and
tensile stress at the center, and the maximum stress appeared on the outer wall of the steel
tube. The distribution of the circumferential stress was similar to that of the axial stress.
The magnitude of the residual stress increased with the increase in the cooling intensity,
and the position where the stress direction changed gradually moved to the center, with an
increase in the cooling intensity on the outer wall.

Figure 9. Stress distribution curve under different cooling intensities of the outer wall. (a) radial
stress; (b) circumferential stress; (c) axial stress.

3.2. Different Cooling Intensities of the Inner Wall

With the increase in the cooling intensity of the inner wall, the cooling rate gradually
increased, and the temperature curves of the inner and outer walls gradually tended to be
consistent (as is shown in Figure 10). When the cooling intensity of the inner and outer
walls were the same, the cooling rate of the inner wall was smaller than the cooling rate of
the outer wall. This is because the heat transfer area gradually increased from the inside to
the outside during the cooling process of the steel tube. On the contrary, the heat transfer
area gradually decreased from the outside to the inside. Figure 11 shows the cloud map
of the temperature distribution under different cooling intensities of the inner wall. As
the cooling intensity of the inner wall increased, the position of the highest temperature
gradually moved to the center of the steel tube.
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Figure 10. Temperature curves of the steel tube under different cooling intensities of the in-
ner wall. (a) hinner = 200 W/(m2·◦C); (b) hinner = 600 W/(m2·◦C); (c) hinner = 1000 W/(m2·◦C);
(d) hinner =1400 W/(m2·◦C).

Figure 11. The temperature fields’ evolution in the quenching process of the steel tube under different
cooling intensities of the inner wall. (a) hinner = 200 W/(m2·◦C), t = 1 s; (b) hinner = 200 W/(m2·◦C),
t = 50 s; (c) hinner = 200 W/(m2·◦C), t = 200 s; (d) hinner = 600 W/(m2·◦C), t = 1 s;
(e) hinner = 600 W/(m2·◦C), t = 50 s; (f) hinner = 600 W/(m2·◦C), t = 200 s; (g) hinner = 1000 W/(m2·◦C),
t = 1 s; (h) hinner = 1000 W/(m2·◦C), t = 50 s; (i) hinner = 1000 W/(m2·◦C), t = 200 s;
(j) hinner = 1400 W/(m2·◦C), t = 1 s; (k) hinner = 1400 W/(m2·◦C), t = 50 s; (l) hinner = 1400 W/(m2·◦C),
t = 200 s.
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Figure 12 shows the cloud diagram of the equivalent stress at different cooling in-
tensities of the inner wall. When the cooling intensity of the inner wall was small, the
maximum equivalent stress was mainly concentrated on the outer wall. However, when
the cooling intensity of the inner wall was greater than the cooling intensity of the outer
wall, the maximum equivalent stress was located on the inner wall. With the increase in
the cooling intensity of the inner wall, the maximum equivalent stress first decreased and
then increased.

Figure 12. Distribution of the equivalent stress field at different cooling intensities of the in-
ner wall. (a) hinner = 200 W/(m2·◦C); (b) hinner = 600 W/(m2·◦C); (c) hinner = 1000 W/(m2·◦C);
(d) hinner = 1400 W/(m2·◦C).

The initial moment of circumferential and axial stresses on the outer wall was tensile
stress, as shown in Figure 13. With the increase in the cooling time, the stress state changed
to compressive stress. The stress at the center changed from compressive stress to tensile
stress. This was similar to the change law of stress when changing the cooling intensity
of the outer wall. It is worth noting that when the cooling intensity of the inner wall
was 200 W/(m2·◦C), although the initial stress in the circumferential and axial directions
was tensile stress, it transformed into compressive stress in a short period of time, and
transformed into tensile stress with the increasing cooling time. As the cooling intensity
of the inner wall increased, the circumferential and axial stresses of the inner wall only
changed the direction of the stress once, from tensile stress to compressive stress.

Figure 14 shows the distribution of residual stress in the direction of the steel tube at
different inner wall cooling intensities. When the cooling intensity of the inner wall was
less than that of the outer wall, all the radial stresses were tensile stress. When the cooling
intensity of the inner wall was greater than that of the outer wall, the stress of the near outer
wall was tensile stress and the stress of the near inner wall was compressive stress. With the
increase in the cooling intensity, the circumferential and axial stress changed from tensile
stress to compressive stress, and the position of transformation moved gradually closer to
the center. The position where the tensile stress changed from compressive stress was close
to the outer wall, which was contrary to the changing trend of the cooling intensity of the
outer wall, as seen in Figure 9.
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Figure 13. Stress-time curves of different positions with time at different cooling intensities of the
inner wall. (a) radial stress of the outer wall; (b) circumferential stress of the outer wall; (c) axial stress
of the outer wall; (d) radial stress of the center; (e) circumferential stress of the center; (f) axial stress
of the center; (g) radial stress of the inner wall; (h) circumferential stress of the inner wall; (i) axial
stress of the inner wall.

Figure 14. Stress distribution curve at different cooling intensities of the inner wall. (a) radial stress;
(b) circumferential stress; (c) axial stress.

4. Conclusions

In this study, ANSYS simulation software was used to simulate the temperature and
stress change of seamless steel tubes under different cooling intensities. By comparing the
numerical simulation results of quenching residual stress of plate with the experimental
data in reference [26], the accuracy of finite element simulation was verified. In addition,
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the temperature and stress curves of the steel tube were obtained by changing the cooling
intensity of the inner and outer walls. The main conclusions are as follows:

With the increase in the cooling intensity of the outer wall, the cooling rate increases
gradually. The cooling rate of the center increases firstly and then decreases, and gradually
approaches the cooling rate of the inner wall.

During the quenching process, the direction of the stress component will change.
The cooling intensity of the inner and outer walls directly determines the stress size and
distribution. Therefore, by controlling the cooling intensity of the inner and outer walls,
the stress distribution position and stress state of the steel tube section can be controlled.

When the cooling intensity of the inner wall is less than that of the outer wall, the
radial stress is tensile stress, the circumferential and axial stress near the outer wall is
compressive stress, and the circumferential and axial stress near the inner wall is tensile
stress. When the cooling intensity of the inner wall is equal to or greater than that of the
outer wall, the radial stress near the inner wall is compressive stress, and the radial stress
near the outer wall is tensile stress. The circumferential and axial stresses near the inner
and outer walls are compressive stresses, and the central position is tensile stress.

The residual stress increases with the increase in the cooling intensity of the outer wall.
The maximum stress is mainly concentrated on the near wall of the steel tube. With the
increase in the cooling intensity of the inner wall, the residual stress firstly decreases and
then increases. When the inner and outer wall cooling intensity is the same, the residual
stress obtains a minimum value.
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Abstract: In order to obtain the optimum fatigue performance, 35CrMo steel was processed by
different heat treatment procedures. The microstructure, tensile properties, fatigue properties, and
fatigue cracking mechanisms were compared and analyzed. The results show that fatigue strength
and yield strength slowly increase at first and then rapidly decrease with the increase of tempering
temperature, and both reach the maximum values at a tempering temperature of 200 ◦C. The yield
strength affects the ratio of crack initiation site, fatigue strength coefficient, and fatigue strength
exponent to a certain extent. Based on Basquin equation and fatigue crack initiation mechanism, a
fatigue strength prediction method for 35CrMo steel was established.

Keywords: 35CrMo steel; high-cycle fatigue; damage mechanism; fatigue strength prediction;
heat treatment

1. Introduction

Chromium-molybdenum alloy steels (Cr-Mo steels) have been extensively applied in
various industrial fields for their good mechanical properties, hydrogen resistance, and
heat resistance. These fields include chemical industry, petrochemical industry, aviation
industry, engineering vehicles, power industry, and many more [1,2]. The steels are mainly
used to produce the parts of large equipment, such as safety valves, automobile clutches,
pressure vessels [3], railway axles [4], gears [5,6], and bolts [7]. Most of these components
are not only the independent parts of equipment, but are also subjected to cyclic loads.
For instance, header bolts connect the engine’s head cover with stay rings, and they are
also subjected to pre-tightening loads and axial alternating loads from the head cover. Its
reliability frequently determines the safe and stable operation of the engine subjected to
complex loadings that can easily cause fatigue damage and may cause economic losses or
even lead to major engineering accidents. In recent years, the fatigue research on Cr–Mo
steels mainly focuses on the explorations of performance and mechanisms under extreme
environments [3,8–12] or advanced technology [4,13,14]. However, there is little research
on the prediction of fatigue strength for Cr–Mo steels. Therefore, the research on fatigue
strength prediction of Cr–Mo steels cannot be ignored.

In addition, Cr–Mo steels can also be machined into components with different per-
formance requirements, e.g., wear-resistant components with high hardness and high
strength [15], mill liners with wear properties and impact toughness [16], shock-resisting
tools with the superior combination of hardness and impact properties [17], bolts with high
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comprehensive mechanical properties [18], etc. Heat treatment is the main technique to
achieve these properties by regulating the microstructures or surface chemical composition.
For example, quenching can improve the hardness and wear resistance of steel; and the
different tempering temperatures can obtain different strengths and toughness [19,20].
Therefore, in the process of designing heat treatment procedures of materials for the compo-
nents, it is necessary to adjust and test their mechanical properties and fatigue performance.
However, fatigue test is time and energy consuming, so it is important to predict fatigue
strength from static mechanical properties.

The main methods of fatigue strength prediction are El Haddad et al.’s model and Mu-
rakami’s

√
area parameter model [21]. However, they have certain limitations, the former

has no estimation method for 3-D inclusions; the latter believes that the same material has
defects with the same size, and it has no effective estimate for internal and unknown size
defects. Therefore, it is still necessary to explore the fatigue strength prediction method for
engineering materials from the fatigue curve (S–N curve).

In the early 20th century, researchers found the linear relation between stress amplitude
and life on log–log plots, and proposed a simple formula such that

σa = σf
′(2N f )

b (1)

where σa is the stress amplitude, σf
′ is the fatigue strength coefficient, b is the fatigue

strength exponent, and Nf is the number of cycles to failure. The values of fatigue strength
coefficient and fatigue strength exponent are the intercept and slope of the S–N curves,
respectively, on log–log plots. Nowadays, this is the well-known Basquin equation, and it
has become an important tool for determining the fatigue strength and design criterion of
materials. In recent years, the characteristics of the S–N curve and Basquin equation have
been studied by many investigators [22–24]. Some researchers have proposed formulas to
estimate the values of σf

′ and b, which are generally based on the inclusion size, hardness,
and tensile strength [25–27]. However, the shape of S–N curve and the values of σf

′ and b
could be changed by many other factors, such as sample surface treatment, experimental
environment, and loading type [22,28,29]. It is valuable to further explore the high cycle
fatigue (HCF) strength prediction of Cr–Mo steels.

In this study, four heat-treatment procedures of 35CrMo (Chinese designation) steel
were employed to investigate the microstructures, tensile and HCF behaviors, and the
relations among them. The differences in the mechanical behaviors of variously heat-treated
35CrMo steels were also analyzed. According to the corresponding fracture mechanisms, a
suitable formula of fatigue strength prediction for the Cr–Mo steel was established.

2. Experimental Materials and Procedures

The chemical composition of 35CrMo steel is shown in Table 1. To gain a wide range
of strength, the as-received steel bars were heated at 860 ◦C for 30 min followed by the
oil-quenching. Then, some of the steel bars were processed into specimens, and the rest of
them were tempered at 200 ◦C, 400 ◦C, and 500 ◦C for 90 min, respectively, followed by
air-cooling to room temperature. The four heat-treatment procedures are given in Table 2,
and the corresponding specimens are named as Q, QT200, QT400, and QT500, respectively.

Table 1. Chemical composition of 35CrMo/%.

C Si Mn Cr Mo P S Fe

0.35 0.35 0.76 1.13 0.20 <0.005 <0.001 Balance

The dimensions of the tensile and fatigue specimens are shown in Figure 1. Tensile
tests were conducted at a strain rate of 10−3 s−1 by an Instron 5982 static testing machine
(Instron Corporation, Boston, MA, USA). The HCF tests were conducted under symmetrical
push-pull loading condition (R = −1) by using a GPS100 high-frequency fatigue tester
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(Sinotest Equipment Co., Ltd., Changchun, China) under room temperature in air. The HCF
tests were proceeded at a resonance frequency of about 115 Hz. In this experiment, about
20 specimens were prepared for each heat-treatment condition. Tests were stopped when
the specimen failed completely or achieved 107 cycles. The fatigue strength was determined
using the staircase method in which five pairs of specimens were tested, namely, taking the
average values of these stress levels. The S–N curves were fitted with the data of all failed
specimens by the least square method, which means that half of the specimens could fail
above the curves [30]. The fatigue strength coefficients and exponents were obtained by
the same method.

Table 2. Heat-treatment procedures of 35CrMo steel.

Samples Quenching Tempering

Q
Preheating to 860 ◦C for 30 min and

quenching in oil

Untempered
QT200 200 ◦C tempering for 90 min
QT400 400 ◦C tempering for 90 min
QT500 500 ◦C tempering for 90 min
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Figure 1. Configurations and dimensions of specimens tested for tensile (a) and fatigue (b) properties.
(Unit: mm).

The microstructures of specimens with different heat-treatment procedures were
examined by electron back scattered diffraction (EBSD, LEO Supra 35, Carl Zeiss AG,
Oberkochen, Germany). The tensile and fatigue fracture surfaces of failed specimens were
examined by scanning electron microscopy (SEM, JSM-6510, Japan Electronics Co., Ltd.,
Tokyo, Japan).

3. Results and Discussion
3.1. Microstructure

The EBSD microstructures of 35CrMo steel with four heat-treatment procedures are
shown in Figure 2. It can be seen that Q specimen contains many lath martensites and
some retained austenites. The microstructure of QT200 specimen consists of plate shaped
tempered martensites and some retained austenites. Both QT400 and QT500 specimens
display the uniform microstructures of tempered troostite, as shown in Figure 2c,d.
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Figure 2. EBSD microstructures for 35CrMo steel with four heat-treatment procedures. (a) Q,
(b) QT200, (c) QT400, and (d) QT500.

3.2. Tensile Behaviors

The tensile properties of 35CrMo with different heat-treatment procedures are pro-
vided in Figure 3. The tensile properties of 35CrMo steel at different tempering tempera-
tures are listed in Table 3. As can be seen from Figure 3b, with the tempering temperature
increasing, the tensile strength (σb) successively decreases; besides, the yield strength (σy)
slowly increases at first and then decreases, which are in agreement with the cases of other
steels [19,31]. It is observed that the percentage reduction of area (Z) and elongation after
fracture (A) increase in different degrees with increasing tempering temperature as shown
in Figure 3c. Figure 3d gives relations of the elongation after fracture and the percent-
age reduction of area versus the tensile strength of 35CrMo steel. As the tensile strength
increases, the elongation after fracture and the percentage reduction of area decrease in
varying degrees. This is consistent with the inverse relation between strength and ductility
for lots of metals [19].

Table 3. Tensile properties for 35CrMo steel processed at different tempering temperatures.

Sample σb/MPa σy/MPa Z/% A/%

Q 1977 1380 33.20 10.80
QT200 1891 1487 47.66 12.05
QT400 1566 1352 51.84 12.10
QT500 1261 1170 58.53 16.20

The macroscopic fractographies of tensile specimens for 35CrMo steel are shown in
Figure 4. It can be seen that the tensile specimens with different tempering temperatures
have significant necking phenomena. With the increase of tempering temperature, the area
ratio of fiber zone (the ratio of the fiber zone area to the fracture surface area) gradually
decreases, and the area ratio of shear lip first increases and then decreases slightly. Q and
QT200 specimens have no obvious radial pattern, as shown in Figure 4a,b. QT400 and
QT500 specimens have radial zone, the area ratio of radial zone increases and radial pattern
becomes pronounced with the increase of tempering temperature, as shown in Figure 4c,d.
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Tensile fractographies in the fiber zone for 35CrMo steel are magnified in Figure 5.
It can be seen that the fiber zones of these specimens are mainly composed of dimples
with different sizes, implying the typical ductile fracture modes. Besides, few microcracks
and some larger voids can also be seen from the figure. The formation of microcracks
and voids in the fiber zone can be attributed to the transition of the stress states of the
specimen from uniaxial to triaxial due to the necking of specimens. The plastic deformation
at the axial center of the specimen is difficult to continue with the effect of triaxial stress, so
that the stress concentration occurs at the inclusions or second-phase particles, where the
voids eventually nucleate and grow. Consequently, the sizes of microcracks or voids are
closely related to inclusions or second-phase particles. It can be noted from Figure 5 that
the sizes of microcracks and voids increase with the increase of tempering temperature,
and such a similar situation has also appeared in high-strength, high ductility steels [32].
It can be concluded that the strength and toughness affect the behaviors of inclusions or
second-phase particles. This seems to be consistent with the effect of tensile loads on the
behaviors of inclusion and second-phase particles at elevated temperature, which is due to
the transformation of tensile properties affected by high temperature [33].
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3.3. High-Cycle Fatigue Behaviors

The S–N curves of 35CrMo steel under different heat treatments are shown in Figure 6a.
The fatigue properties of 35CrMo steel at different tempering temperatures are listed in
Table 4. Obviously, QT200 specimens have the best fatigue resistance. The fatigue strengths
(σw) increase first and then decrease with the increase of tensile strengths (Figure 6b),
which were also found in many other materials [19,34]. The Basquin equations for these
materials are as below (Equations (2)–(5)):

σa = 2040.42(2N f )
−0.073, for Q (2)

σa = 1718.57(2N f )
−0.058, for QT200 (3)
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σa = 2261.03(2N f )
−0.089, for QT400 (4)

σa = 2539.02(2N f )
−0.126, for QT500 (5)
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Table 4. Fatigue properties and S–N curves parameters for 35CrMo steel processed at different
tempering temperatures.

Sample σw/MPa σf
′ b

Q 627 2040.42 −0.073
QT200 706 1718.57 −0.058
QT400 548 2261.03 −0.089
QT500 418 2539.02 −0.126

In Equations (2)–(5), the obtained fatigue strength coefficient σf
′ and fatigue strength

exponents b are reported for the considered cases. The relations of fatigue parameters (σf
′

and b) vs. the tensile strengths are shown in Figure 6c,d. It can be seen that the increasing
and decreasing trends of them are opposite and both curves have extreme values at data of
QT200 specimens. This is inconsistent with the trend of steels for very high cycle fatigue
(VHCF) [27]. Some researchers pointed out that HCF and VHCF behaviors are different for
the same materials [22,35,36]. Therefore, it is essential to study the variations of the fatigue
strength coefficient and exponent in a wide strength range from the perspective of HCF.

The fatigue strength coefficient and the fatigue strength exponent are mainly affected
by strengthening mechanisms and damage mechanisms of materials respectively [27]. In
order to understand the variation trends of fatigue strength coefficient and exponent for
35CrMo steel, it is necessary to study the fracture mechanism of failed specimens. The
fatigue source regions of failed specimens with different heat-treatment procedures were
observed by SEM. According to different crack initiation mechanisms, these specimens
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could be divided into five categories, as shown in Figure 7, such as (a) surface scratch;
(b) surface inclusion; (c) subsurface inclusion, representing the inclusion whose distance
from the surface is less than its own size in this paper; (d) inner inclusion, representing the
inclusion whose distance from the surface is greater than its size; and (e) micro-facet com-
prising numerous small convex and concave, representing the trace of plastic deformation
caused by non-inclusion crack [37,38]. For the convenience of statistics, some researchers
have summarized the fatigue crack initiation sites into two types, namely, surface and
inner [19]. Inner represents inner inclusion and micro-facet, and surface scratch, surface
inclusion, and subsurface inclusion are classified as surface, as shown in Figure 8.
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Figure 8. Schematic diagram of crack initiation site.

The two types of failed specimens have been indicated in the S–N curves, as shown
in Figure 9. In the figure, the circles represent the failed specimens with cracks initiated
on the surface and the solid circles represent the cracks initiated inside. It is found that
the specimens with initiation of inner cracks are generally loaded at low-stress levels
and have high fatigue life, which can be clearly seen in Figure 9a,b. The same situation
has also been found by some other researchers [13,22,37]. Under high applied stress
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amplitude, the surface defects and processing defects are the obvious weak zones, since
the plastic deformation preferentially occurs at surface due to lack of constrain. The locally
accumulated plastic strain caused by high stress concentration at the surface defects and
processing defect will induce crack initiation. On the other hand, when the lower stress
amplitude is applied, the locally accumulated plastic strain over those surface defects
becomes weaker; at this time, some interior inclusions may have the potential to compete
with those defects. Since the inner area of a cross section is generally much larger than
the outer surface layer area, the probability for larger inclusions or harmful inclusions
emerging in the inner area is definitely greater than that in the surface area. If so, the fatigue
cracks may initiate from internal inclusions at the low stress amplitude.
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Figure 9. S–N curves for the specimens of Q (a), QT200 (b), QT400 (c) and QT500 (d).

From Figure 9, one can see that most of the failure samples for Q begin to fracture from
the inside, and the number of such failed samples gradually decreases with the increase
of tempering temperature of heat-treatment procedures. Until the tempering temperature
reaches 500 ◦C, all the failed specimens begin to fracture on the surface. Figure 10a shows
the relations between the ratios of surface/inner fatigue crack initiation sites (the ratios of
the number of failures originating from the surface/inner to the total number of failures)
and yield strengths. It can be seen that the ratio of surface initiation cracks decreases with
the increase of yield strength. In other words, as the yield strength decreases, the trend of
surface fatigue crack initiation increases. It is understood with lower yield strength, the
severe locally accumulated plastic deformation will easily result in the surface defects as
mentioned above. Furthermore, it can be roughly inferred from the figure that cracks will
initiate from the surface for the specimens with yield strengths below 1200 MPa. The ratio
of inner cracks will continue to increase when the yield strengths of the samples are higher
than 1500 MPa. To sum up, it can be said that the yield strength affects the ratio of fatigue
crack initiation site to a certain extent.

Wang et al. [39] have concluded that the transition from surface to subsurface crack
initiation has a significant effect on the slope of S–N curve. As an extension, the intercepts
and slopes of S–N curves (fatigue strength coefficient and exponent of Basquin equation)
are related to fatigue crack initiation sites, as shown in Figure 10b. It can be seen that the
fatigue strength coefficient decreases and the fatigue strength exponent increases with the
increasing ratio of the inner crack site. Therefore, different ratios of crack initiation sites
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affect the fatigue strength coefficient and exponent of Basquin equation to a certain extent.
The reason can be found from the distribution characteristics of different crack initiations
sites in Figure 9 and the relations in Figure 10b. Combined with the above conclusions that
the yield strength affects the ratio of fatigue crack initiation site and the cracking position
affects the fatigue strength coefficient and exponent, it can be said that the fatigue strength
coefficient and exponent are indirectly influenced by the yield strength.
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3.4. Prediction of Fatigue Strength

To predict fatigue strength by Basquin equation, some parameters are necessary to
figure out. As shown in Figure 11a, the fatigue strength σw of a material can be determined
by the fatigue strength coefficient, exponent, and the life of knee point Nk in the S–N curve.
The knee point is the intersection of the curve fitted by the group method and the fatigue
strength calculated by the staircase method. Obviously, the knee point is also a necessary
parameter to predict fatigue strength.
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The logarithmic form of Basquin equation for S–N curves can be obtained,

lgσa = blg(2N f ) + lgσ′f (6)

If Nk is determined, the fatigue strength prediction equation can be written as

lgσw = blg(2Nk) + lgσ′f (7)

Based on the above discussion, σf
′ and b are linearly fitted with the yield strength,

and the error bands are within the 10% and 5%, respectively, as shown in Figure 11b,c. In
addition, the knee point is also fitted with the yield strength for the unification of variables
and convenience of calculation. They have a quadratic relation with only 1% error band, as
shown in Figure 11d. This is the relation between the intersection of the two lines and the
yield strength, which has no practical significance. The fitting equations can be expressed
in linear and quadratic equations as below, respectively,

σ′f = mσy + n (8)

b = uσy + v (9)

lg(2Nk) = xσy
2 + yσy + z (10)

Substituting Equations (8)–(10) into Equation (7), a new relation can be obtained,

lgσw = (uσy + v)(xσy
2 + yσy + z) + lg(mσy + n) (11)

where, m, n, u, v, x, y, and z are the material constants, which can be obtained by data fitting.
For 35CrMo steel, the constants have been fitted and the fatigue strength prediction

formula can be expressed as follows,

lgσw = (2.193× 10−4σy − 0.382)(−1.987× 10−5σy
2 + 5.422× 10−2σy − 30.029)+

lg(−2.542σy + 5564.850)
(12)

The results of fatigue strength prediction are shown in Figure 12, and it can be seen
that the errors of this fatigue prediction equation are less than 10%.
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4. Conclusions

The fatigue fracture morphologies and HCF properties of 35CrMo steel specimens
with different tensile strengths were studied. The main conclusions can be summarized
as below:

(1) With the increase of tempering temperature, martensite is gradually decomposed and
the tensile strength decreases, but the yield strength and fatigue strength increase at
first and then decrease. QT200 specimens have the best fatigue performance;

(2) To some extent, the yield strength affects the ratio of crack initiation site for a speci-
men, and the crack initiation site affects the fatigue strength coefficient and fatigue
strength exponent. Therefore, the yield strength affects the change of fatigue strength
coefficient and fatigue strength exponent, and they have a linear relation for HCF
tests of 35CrMo steel;

(3) A fatigue strength prediction method based on the damage mechanisms and Basquin
equation was proposed. In this way, the values of fatigue strength coefficient, fatigue
strength exponent, and knee point can be expressed by yield strength. This method can
effectively predict the HCF strength of 35CrMo steel. The fatigue strength coefficient,
fatigue strength exponent, and knee point are affected by many factors, and it is still
necessary to further explore whether this method is suitable for other materials.
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Abstract: In this paper, the axial loading fatigue tests are at first conducted on specimens ofG20Mn5QT
steel from axle box bodies in high-speed trains. Then, the size and shape effects on fatigue behavior
are investigated. It is shown that the specimen size and shape have an influence on the fatigue
performance of G20Mn5QT steel. The fatigue strength of the hourglass specimen is higher than
that of the dogbone specimen due to its relatively smaller highly stressed region. Scanning electron
microscope observation of the fracture surface and energy dispersive X-ray spectroscopy indicate that
the specimen size and shape have no influence on the fatigue crack initiation mechanism. Fatigue
cracks initiate from the surface or subsurface of the specimen, and some fracture surfaces present the
characteristic of multi-site crack initiation. Most of the fatigue cracks initiate from the pore defects
and alumina inclusions in the casting process, in which the pore defects are the main crack origins.
The results also indicate that the probabilistic control volume method could be used for correlating
the effects of specimen size and shape o the fatigue performance of G20Mn5QT steel for axle box
bodies in high-speed trains.

Keywords: G20Mn5QT steel; crack initiation mechanism; fatigue strength; size effect; shape effect

1. Introduction

The high-speed railway industry has developed rapidly in the past decade. Fatigue
failure, as one of the main failure modes for engineering materials and components [1–5], is
also a key mechanical problem for high-speed trains. Many studies concerning the fatigue
problems in high-speed trains have been carried out [6–11]. For example, Lu et al. [12]
studied the very-high-cycle fatigue behavior of an axle steel LZ50 under rotating bending
fatigue loading and showed that LZ50 steel had the fatigue limit at 5 × 106~109 cycles.
The fatigue fracture surface observation indicated that the fatigue crack initiated from
the ferrite on the surface of the specimen. Chen et al. [13] investigated the high cycle
and very-high-cycle fatigue performance of an axle steel EA4T, and found that there was
still a conventional fatigue limit for EA4T steel. Beretta et al. [14] studied the corrosion
fatigue behavior of an axle steel A1N exposed in rainwater, and the results showed that
the rainwater significantly reduced the fatigue strength (>106 cycles) of the A1N steel.
Wang et al. [15] analyzed the fatigue strength of the CRH2 motor bogie frame through
simulation and online tests. Zhang et al. [16] studied the fatigue crack growth behavior in
the gradient microstructure of the surface layer of S38C axle steel. The results indicated
that the crack growth rate firstly decelerated and then accelerated with increasing the
crack length in the gradient layer. Guagliano and Vergani [17] conducted experiments and
numerical analysis on the sub-surface cracks in railway wheels. Gao et al. [18] studied the
effect of artificial defects on the fatigue strength of an induction hardened S38C axle and
showed that the influence of shallower impact damage (smaller than 200 µm) on fatigue
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strength was negligible. Luke et al. [19] made conclusions on some important aspects and
results related to the application of the fracture mechanics approach to the prediction of
inspection intervals of railway axles under in-service conditions.

The specimen geometry is an important factor affecting fatigue properties [20–22].
The fatigue performance tends to decrease with the increase of specimen size [23,24].
The size and shape of actual components are usually different from the standard testing
specimens. Therefore, studying the size and shape effects on the fatigue behavior of
materials in key structures of high-speed trains has scientific significance and application
value. Li et al. [25] studied the effects of specimen size and notch on the fatigue properties
of an EA4T axle steel. The study indicated that, with the increase of specimen size, the
fatigue strength of the dogbone specimen was considerably lower than that of the hourglass
specimen under axial loading. Shen et al. [26] analyzed the effect of inclusion size on the
fatigue strength of small specimens and railway axles, and showed that, due to the increase
of risk volume, the critical stress of fatigue failure in axles induced by inclusion was about
50% of that in small specimens under rotating bending loading. Varfolomeev et al. [27]
studied the effect of specimen shape on the fatigue crack growth rate of an EA4T axle
steel and showed that the crack growth rate depended on the specimen shape and loading
condition.

Axle box bodies are important components in high-speed trains, which are subject to
cyclic loadings and might fail in service. However, there are few results available for the
effects of specimen size and shape on the fatigue behavior of materials for axle box bodies.
Therefore, revealing the size and shape effects on the fatigue behavior of materials for axle
box bodies is of great importance. This paper studies G20Mn5QT steel from axle box bodies
in high-speed trains. The axial loading fatigue tests are at first conducted on the specimens
with different size and shape. Then, the fatigue failure mechanism of G20Mn5QT steel is
studied based on the observation of the fracture surface by scanning electron microscope
(SEM) and the analysis of the crack initiation region by energy dispersive X-ray spectroscopy
(EDS). Finally, the size and shape effects on the fatigue performance are correlated by using
the probabilistic control volume method for G20Mn5QT steel.

2. Materials and Methods

The material used is a G20Mn5QT steel cut from the new axle box bodies of a high-
speed train. The chemical composition is 0.18 C, 0.34 Si, 1.20 Mn, 0.22 Ni, 0.065 Al, 0.03 Cr,
0.011 Cu, 0.017 P, and 0.009 S in weight percent (Fe balance). The axle box body was at
first heated at 910 ± 10◦ for 3.5 h and oil quenched, and then it was tempered for 4 h at
640 ± 10◦ and cooled to below 300 ◦C with the furnace and then air cooled. The average
tensile strength and yield strength of the material are 582 MPa and 399 MPa, respectively.
The standard deviation is 0.58 for the tensile strength and 5.5 for the yield strength. They
are obtained from three specimens by an MTS Landmark machine. The strain rate is
5 × 10−4 s−1. The shape of the tension specimen is shown in Figure 1a. Fatigue tests were
conducted on an MTS Landmark machine. The loading frequency is 1 Hz to 32 Hz and
the stress ratio R is −1. Two kinds of specimens, the hourglass specimen and the dogbone
specimen, are chosen for fatigue tests, as shown in Figure 1b,c, respectively. The elastic
stress concentration factor Kt is defined as the ratio of the maximum principal stress at
the notch root to that of the cylindrical specimen with the same smallest cross section
(i.e., nominal stress), and is obtained by using Abaqus 6.14 software. In the calculation,
Young’s modulus is E = 210 GPa and Poisson’s ratio is ν = 0.3. All tests were carried out at
room temperature in air. Before the fatigue test, the surface of the experimental section of
the specimen was ground and polished. The surface roughness Ra was less than 0.5 µm.

SEM is used to observe the fatigue fracture surface and analyze the crack initiation
mechanism. EDS is conducted to determine the element composition in the typical crack
initiation region.
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Figure 1. Shape and dimension of specimens (in mm). (a) Tensile specimen; (b) hourglass specimen,
Kt = 1.05; (c) dogbone specimen.

3. Results
3.1. Measurement of Specimen Temperature

A thermocouple was used to measure the surface temperature of the experimental
section of several specimens during the fatigue tests, as shown in Figure 2a. The loading
frequency was not increased until the measured temperature was stable after a number of
fatigue cycles (e.g., 200, 1000, or 3000 cycles). Figure 2b presents the variation of surface
temperature of the experimental section with the loading frequency under the normal stress
amplitude of 300 MPa, 350 MPa and 380 MPa for the hourglass specimens. The temperature
is the stable temperature at the frequency in the abscissa in Figure 2b. It is observed
that, with the increase of the loading frequency, the temperature of the experimental
section increases remarkably under the stress amplitude of 350 MPa and 380 MPa, whereas
it increases slowly under the stress amplitude of 300 MPa. In order to eliminate the
possible influence of the temperature increase on fatigue properties during fatigue tests, an
appropriate frequency is adopted under different stress amplitudes according to the results
in Figure 2b.
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3.2. Stress-Life (S-N) Data

The S-N data of the tested specimens are plotted in Figure 3. Here, the local stress
amplitude is used, i.e., the stress concentration is considered for the hourglass specimen.
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For the dogbone specimen, the local stress amplitude is the nominal stress amplitude
because the positions of the fatigue fracture surface are all at the parallel segment with
the smallest section. The loading information of the specimens is listed in Table 1. It is
seen from Figure 3 that, with the increase of fatigue life, the fatigue strength decreases for
both the hourglass and dogbone specimens. Moreover, the results for a stress amplitude
of 367.5 MPa for the hourglass specimen in Figure 3a indicate that the loading frequency
has no influence on fatigue performance of the G20Mn5QT steel. Therefore, the effect of
loading frequency on the fatigue behavior is not considered for the G20Mn5QT steel when
the fatigue data are analyzed in this paper.
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Figure 3. S-N data of the tested specimens, in which the arrows denote the unbroken specimens at
the associated cycles. (a) Hourglass specimens; (b) dogbone specimens.

Table 1. Loading information of the tested specimens.

Hourglass Specimens

No. Local Stress Amplitude σa/MPa Fatigue Life N/cyc Loading Frequency f /Hz

1 315 49,889 32
2 367.5 4998 18
3 315 55,521 32
4 367.5 17,677 18
5 399 2895 1
6 399 2299 1
7 273 10,000,000 1 32
8 252 374,837 32
9 241.5 581,314 32
10 231 3,495,106 32
11 210 10,000,000 1 32
12 252 165,505 32
13 273 280,193 32
14 367.5 7327 1
15 399 1913 1~2.6
16 315 172,615 5~32
17 315 79,551 32
18 315 98,057 32
19 273 1,507,176 32
20 367.5 4271 1
21 367.5 15,993 1~18
22 252 137,278 32
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Table 1. Cont.

Dogbone specimens

No. Local Stress Amplitude σa/MPa Fatigue Life N/cyc Loading Frequency f /Hz

1 240 166,822 24
2 300 18,354 4
3 260 127,947 10
4 220 373,935 24
5 350 2704 1
6 350 4156 1
7 260 77,476 10
8 220 2,411,322 24
9 220 691,121 24
10 200 3,000,000 1 24
11 200 5,000,000 1 24
12 380 2384 1
13 350 4334 1
14 300 31,226 4
15 240 5,000,000 1 6~24
16 260 309,419 6~10
17 300 32,059 4
18 260 733,656 10
19 240 10,000,000 1 24

1 Denotes that the specimen does not fail at the associated cycles.

3.3. Crack Initiation Mechanism

Figures 4 and 5 show the SEM images of the fracture surface of several hourglass speci-
mens. It is seen that the fatigue cracks initiate from the specimen surface (Figures 4b and 5b)
or the subsurface of the specimen (Figures 4d and 5d). Meanwhile, some specimens exhibit
the characteristic of multi-site crack initiation on the fracture surface (Figure 5).
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Figure 5. SEM images of the fracture surface for the hourglass specimen with multi-site crack
initiation, local stress amplitude σa = 315 MPa, N = 7.96 × 104. (a): Fracture surface with low
magnification; (b–d): close-ups of crack initiation regions A, B, and C in (a).

SEM images of the fracture surface of several dogbone specimens are shown in
Figures 6 and 7. Similar to hourglass specimens, the fatigue cracks initiate from the speci-
men surface (Figures 6b and 7b) or the subsurface of the specimen (Figure 6d), and some
fracture surfaces present the multi-site crack initiation feature (Figure 7).
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Figure 7. SEM images of the fracture surface for the dogbone specimen with multi-site crack initiation,
σa = 380 MPa, N = 2.38 × 103. (a): Fracture surface with low magnification; (b–d) Close-ups of crack
initiation regions A, B, and C in (a).

The SEM observations show that most fatigue cracks initiate from pore defects
(Figures 4d, 5c and 6b) or inclusions (Figures 5d and 6d) for both the hourglass specimen
and the dogbone specimen, and pore defects are the main crack initiation origins. The
specimen size and shape do not change the fatigue failure mechanism of G20Mn5QT steel.
The EDS is further used to determine the composition of the inclusion in the crack initiation
region. The accelerating voltage is 15 kV. Figure 8 shows the results for the location “+” in
the crack initiation region by EDS. It indicates that the main composition of inclusions
should be alumina.
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4. Discussion
4.1. Comparison of S-N Data

Figure 9 shows the comparison of the S-N data between hourglass specimens and
dogbone specimens. It is seen from Figure 9a that the difference in the S-N data between
the two kinds of specimens is not obvious in terms of nominal stress amplitude, while the
fatigue life of the hourglass specimen is generally larger than that of the dogbone specimen
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for the same local stress amplitude, though the fatigue life data overlap at several low
stress amplitudes. As is well-known, the scatter of the fatigue life data tends to be larger at
the low stress amplitude (i.e., the long fatigue life). The overlap of the fatigue life data at
several low stress amplitudes might be due to the scatter and randomness of the fatigue
life. This phenomenon could be explained by the differences among the highly stressed
regions of the different types of specimens. The hourglass specimens all fail at or very near
the smallest section of the specimen, whereas the positions of the fatigue fracture surface
are all located at the parallel segment with the smallest section for the dogbone specimens.
The highly stressed region of the hourglass specimen is smaller than that of the dogbone
specimen. From the viewpoint of the statistical distribution of microstructures or defects,
the dogbone specimen has more possibility for defects or microstructural inhomogeneity
that could induce the fatigue failure. This is the reason why the fatigue life of the hourglass
specimen is higher than that of the dogbone specimen at the same local stress amplitude.
The decrease of the fatigue performance due to the larger highly-stressed region (or control
volume) has also been shown for different types of steel in the literature [23,25,26,28–32].
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Figure 9. S-N data of specimens with different size and shape, in which the arrows denote the
unbroken specimens at the associated cycles. (a) Nominal stress amplitude versus fatigue life;
(b) local stress amplitude versus fatigue life.

4.2. Prediction of Size and Shape Effects

Here, the probabilistic control volume method [25,28] is used to analyze the size and
shape effects on the fatigue performance of G20MnQT steel. This method considers that if
the fatigue strength of specimens A and B can be regarded as the minimum value of many
reference specimens with relatively small control volume under the same manufacturing
process and heat treatment, and the fatigue strength of the reference specimen follows a
Weibull distribution, the fatigue strength of specimens A and B with the same survival
probability satisfies the following relation:

σA − γ

σB − γ
=

(
VA
VB

)− 1
k

(1)

where σA and σB denote the fatigue strength of specimens A and B, respectively; VA and
VB denote the control volume, which is usually chosen as the region with no less than
90% of the maximum principal stress [28–32]; k > 0 and γ ≥ 0 are shape and location
parameters, respectively.

For the case of fatigue failure induced by the surface crack initiation, the following
relation is used:

σA − γ

σB − γ
=

(
SA
SB

)− 1
k

(2)

where SA and SB denote the critical part of the specimen surface (i.e., control surface) with
a certain thickness.
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In particular, for the two-parameter Weibull distribution, the fatigue strength of
specimens A and B at the same survival probabilities satisfies the following relation:

σA
σB

=

(
VA
VB

)− 1
k

(3)

σA
σB

=

(
SA
SB

)− 1
k

(4)

From the consideration that the fatigue cracks initiate from the specimen surface or
subsurface for all the hourglass and dogbone specimens, Equation (4) is used to analyze
the size and shape effects of the fatigue strength for the present G20Mn5QT steel. The
control surface (the region where the principal stress is no less than 90% of the maximum
principal stress) is obtained by the finite element analysis. In the calculation, the linear
elastic constitutive relation is used. The Young’s modulus is E = 210 GPa and Poisson’s ratio
is ν = 0.3. At first, the maximum principal stress is calculated at a load of 100 N under the
tensile stress, and then the region of the surface of the specimen where the principal stress
is no less than 90% of the maximum principal stress is determined. The control surface of
the hourglass and dogbone specimens are listed in Table 2. The parameters of the Weibull
distribution of the fatigue strength are estimated by the method in the literature [25,28]. In
this method, the bilinear model [25,28,33] is assumed for the S-N curve, i.e.,

log10 σ =

{
a log10 N + A, N < N0
B, N ≥ N0

(5)

where a, A and B are constants, and N0 is the number of cycles at the knee point of the curve.
Equation (5) can be written as

log10 σ =

{
a(log10 N − log10 N0) + B, N < N0
B, N ≥ N0

(6)

For the specimens with the fatigue strength σk and the associated fatigue life Nk
(k = 1, 2, . . . , n, and n is the number of specimens), the values of a, B and N0 can be
obtained by the minimum value of the following equation

∑
Nk<N0

[log10 σk − a log10(Nk/N0)− B]2 + ∑
Nk≥N0

(log10 σk − B)2 (7)

From Equation (6), the fatigue strength σk at an arbitrary fatigue life Nk can be trans-
formed into the fatigue strength σ′k at a given fatigue life N′k, i.e.,

log10 σ′k =





a log10
N′k
Nk

+ log10 σk, Nk < N0

a log10
N′k
N0

+ log10 σk, Nk ≥ N0
for N′k < N0 (8)

or

log10 σ′k =

{
a log10

N0
Nk

+ log10 σk, Nk < N0

log10 σk, Nk ≥ N0
for N′k ≥ N0 (9)

Then, the statistical analysis can be performed for the fatigue strength at different
fatigue life and the probabilistic stress-life (P-S-N) curve is obtained.

Figure 10 shows the comparison between the predicted P-S-N curves and the ex-
perimental data for the hourglass specimen. It is seen that the predicted 50% survival
probability curve is in the middle of the experimental data and almost all the experimental
data are within the predicted 5% and 95% survival probability curves. This indicates that
the predicted results accord well with the experimental data, namely that the method
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in the literature [25,28] is reasonable for the estimation of the parameters of the Weibull
distribution of fatigue strength.

Table 2. Control surface of specimens with different size and shape.

Specimen Type Hourglass Dogbone

Control surface/mm2 73.58 498.14
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Figure 10. Comparison of predicted P-S-N curves with experimental data for hourglass specimens,
in which the arrows denote the unbroken specimens at the associated cycles.

Figure 11 shows the comparison between the predicted P-S-N curves by the experi-
mental data of the hourglass specimen and the experimental data for the dogbone specimen.
It is seen that the predicted P-S-N curves are in agreement with the experimental data,
indicating that the probabilistic control volume method is applicable for correlating the
size and shape effects on the fatigue performance of G20Mn5QT steel.
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5. Conclusions

In this paper, the size and shape effects on the fatigue behavior are investigated for
G20Mn5QT steel of axle box bodies in high-speed trains. The main results are as follows:

The specimen size and shape have influence on the position of the fatigue fracture
surface. For the hourglass specimen, it fails at or very near the smallest section of the
specimen; whereas for the dogbone specimen, the positions of the fatigue fracture surface
are all located at the parallel segment with the smallest section.

The specimen size and shape have no influence on the fatigue failure mechanism of
G20Mn5QT steel under an axial loading fatigue test. The fatigue cracks initiate from the
surface or the subsurface of the specimen, and some fatigue fracture surfaces exhibit the
characteristic of multi-site crack initiation. Most of the fatigue cracks initiate from the pore
defects and alumina inclusions in the casting process, and the pore defects are the main
crack origins.

The specimen size and shape have an influence on the fatigue performance of G20Mn5QT
steel. Due to the larger highly stressed region, the fatigue life of the hourglass specimen is
generally higher than that of the dogbone specimen at the same local stress amplitude. The
probabilistic control volume method is applicable to correlating the size and shape effects
on the fatigue performance of G20Mn5QT steel.

The results are helpful in understanding the fatigue failure mechanism of G20Mn5QT
steel and the size and shape effects on the fatigue behavior of metallic materials.
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Abstract: A film cooling hole is an efficient and reliable cooling method, which is widely used in
aeroengine turbine blades to effectively improve the thrust–weight ratio of the engine. Electrical
discharge machining is the most common manufacturing process for film cooling holes. Due to the
rapid quenching after high-temperature melting, a certain thickness of the recast layer will be formed
in the vicinity of the hole wall. The microstructure of the recast layer is considered to be an important
factor affecting the performance of single-crystal blades. Generally, the recast layer has been thought
of as one of the main reasons for the failure of turbine blades. Accordingly, the formation of the recast
layer is an important and interesting issue to be revealed. In this work, the recast layer formed using
electrical discharge machining on a single-crystal superalloy is studied with TEM. It is found that the
recast layer is in the state of supersaturated solution with a single-crystal structure epitaxially grown
from the matrix, and many dislocations were observed therein.

Keywords: film cooling hole; electrical discharge machining; recast layer; microstructure

1. Introduction

Along with the increasing demand for turbine inlet temperature of aeroengines, the
thermal barrier coatings and film cooling holes on single-crystal, nickel-based superalloys
blades have become an effective way to improve cooling efficiency [1–3]. Film cooling
technology is an important innovation that was first applied to the anti-icing of aircraft
wings [4]. The discrete holes on the blade’s surface with cooling gas passing through can
isolate the blade’s surface from high temperatures, playing a dual role in heat insulation and
cooling. The film cooling holes distributed in turbine blades of aeroengines have several
typical characteristics [5]. The aperture of the film cooling hole is very small, approximately
in the region of 0.25~1.25 mm. Film cooling holes at different positions may have different
crystalline directions. There are also a large number of film holes in a single turbine blade,
which may be more than thousands. The distribution characteristics of film cooling holes
in the blade make it difficult for the traditional forming processes to meet the requirements.
The formation of the recast layer (RL) in the electrical discharge machining (EDM) process
has been paid attention to for a long time since it has been thought of as one of the main
reasons for the fracture of film cooling holes.

The processing of film cooling holes mainly relies on special processing methods such
as EDM, laser drilling (LD) and electro-chemical machining (ECM). Up to now, EDM was
the preferred method for manufacturing film cooling holes [6]. The EDM drilling process
is mainly composed of a rotating hollow tubular electrode, a high-voltage working fluid
and a machined workpiece [7]. The processing principle is to use the pulse discharge
between the electrodes to etch the workpiece material while introducing a high-voltage
working fluid into the tubular electrode to flush away the machining debris and ensure
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the normal discharge of the next pulse [8]. Due to the thermal etching process in EDM,
most of the melted and vaporized metals during the thermal etching stage are thrown
into the coolant and become small particles, while the remaining part is rapidly cooled
and resolidified on the wall and blades surface to form the RL. There is also an adjacent
heat-affected zone (HAZ) below the RL [9]. The formation of the RL in the EDM process
has been paid attention to for a long time [10,11] since it has been thought of as one of the
main reasons for the fracture of film cooling holes.

Previous investigations focused on the factors affecting the recast layer, including
processing parameters and the different types of materials. Using the thermal–thermal
coupling model, Tang et al. [12,13] reported that most molten metal would remain in the
spark pits during a single discharge process to form the recast layer. The material in the
process greatly affects the structure of the recast layer. Cusanelli et al. [14] found that due
to the presence of carbon, the RL mainly consisted of residual austenite and columnar
martensite, and the hardness of the RL was twice that of the ferritic matrix for EDM on
W300 steel. Murray et al. [15] found that the RL in monocrystalline silicon was composed
of two crystal grains with an amorphous phase. Liu et al. [16] investigated the composition
and microstructure of the RL on a nickel–titanium memory alloy and identified that the RL
produced using EDM alloy was crystalline.

For the recast layer around the cooling hole of the single-crystal superalloy, the
IN738 superalloy, as one of the representative nickel-based precipitation hardening alloys,
tends to form a single-crystal structure, and the composition distribution is uniform [17].
Dong et al. [18] investigated two single-crystal superalloys, IC21 and N5, for EDM and
found that the composition of the RL can be considered as an imperfect single-crystal
structure. On this basis, Shang et al. [19] further confirmed that the RL does not contain a
precipitated strengthening phase, and the microhardness is smaller than that of the matrix.
The rapid melting and solidification process will lead to defect formation in single-crystal
superalloys. In the present work, the superalloys used in turbine blades have gradually
developed into the fourth generation with increasing volume fraction of precipitation. A
deeper observation at the nanoscale is still limited, and the formation of the RL in alloys
with high-volume fraction precipitation also needs to be revealed. This work introduces
high-resolution transmission electron microscopy to clarify the nanostructure of the recast
layer.

2. Experimental Methods

The single-crystal superalloy used in this study is a fourth-generation superalloy with
an approximately 70% volume fraction of precipitation. The chemical composition of the
alloy is shown in Table 1.

Table 1. Nominal chemical composition of the fourth-generation, nickel-based, single-crystal superal-
loy (mass fraction/%) [20].

Element Cr Co Mo W Ta Re Ru Nb Al Hf C Ni

mass
fraction/% 2.0~4.0 7.0~10.0 0.8~1.6 6.0~8.0 7.0~9.0 3.0~5.0 2.0~4.0 0.2~1.0 5.0~6.0 0.1~0.3 0.008 Bal.

The film cooling holes were machined on the single-crystal superalloy using EDM.
The machining diameter of the film cooling hole is Φ = 0.5 mm, the hole depth is 2 mm,
and the hole axis is perpendicular to the surface of the sample. Among the adjustable
parameters, the regulation range of pulse width in the electrical parameters is 3~11 µs,
the pulse interval is between 8 and 16 µs and the peak current is regulated between 2
and 11 A. The electrode speed and flushing pressure in the non-electric parameters are
regulated between 50 and 250 rpm and 0.2 and 0.6 MPa, respectively. The influence of
process parameters on the processing quality and efficiency of film cooling holes is different.
When the pulse width is 4 µs, the pulse interval is 16 µs, the peak current is 4 A, the
electrode rotation speed is 150 rpm and the flushing pressure is 0.4 MPa, the film cooling
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hole with better processing quality can be obtained, and, especially, the thickness of the
recast layer is thinner and uniform.

Due to the small range of the recast layer, the transmission electron microscopy (TEM)
samples were prepared using a focused ion beam (FIB) in SEM (FEI Helios G4 CX). Firstly,
the film cooling hole with a thick recast layer was selected with SEM, and then the sample
was cut around the hole where the recast layer thickness was uniform. The nanostructure
is observed with high-resolution TEM (HR-TEM) of JEM-ARM300F. Figure 1 shows the
procedures of the initial lift-out and final thinning. Selecting the specified region is shown
in Figure 1a,b. A Ga ion beam is used to mill away trenches adjacent to the region, as
shown in Figure 1c. The sample then was handled and welded to a prefabricated Cu-grid
and thinned from each side to the desired thickness, as shown in Figure 1d. The range
of the recast layer and matrix in the sample is shown in Figure 1d. The clear boundary
between the RL and the matrix can be seen in Figure 1.
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Figure 1. TEM sample preparation: (a) The selected specified region with both the matrix and recast
layer. (b) Microstructure of the selected region. (c) The exact location of the TEM sample. (d) The
prepared sample using FIB. The recast layer (left) and matrix (right) are shown in the sample.

The hardness difference between the recast layer and matrix was investigated using
a Hysitron Ti950 nanoindentation with a Berkovich tip, which was calibrated on a stan-
dardized fused quartz specimen. The loading and saturation times were set to 5 s and 2 s,
respectively. In the side wall of the film cooling hole along the matrix direction, at every
8 µm, a point was pressured, and in the vertical direction of the hole side wall, at every
5 µm, a point was pressured, for a total of 6 points.

3. Results of the Characterizations of the Recast Layer

Figure 2 shows a scanning transmission electron microscopy high angle annular dark
field (STEM-HAADF) image of the sample. There are three different regions, which are
marked as RL, RL–matrix, and matrix in Figure 2a, which were selected for further TEM
analyses. It is obvious that the recast layer and the matrix show a significantly different
microstructure. In the matrix, the typical γ’-cube precipitation is regularly distributed in
the γ phase, while in the recast layer, the uniform image indicates a single-phase structure
without any precipitation. As illustrated in Figure 2b,c, both the dark field (DF) and bright
field (BF) images show a large number of dislocations distributing in the recast layer, while
the matrix consists of the γ channel and cubical γ’ phase (Figure 2f,g). A clear boundary
can be detected between the RL and the matrix, as shown in Figure 2d,e.
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Figure 2. The detailed TEM analysis for the prepared sample: (a) The STEM-HAADF image of the
overall microstructure. STEM-HAADF and STEM-BF images of (b,c) the recast layer, (d,e) the recast
layer (RL) and matrix transition area and (f,g) the matrix of the sample. High-density dislocations are
distributed over the area of the recast layer, while the matrix shows a typical γ’-γ microstructure.

To further identify the phase compositions of the two regions, the selected area electron
diffraction (SAED) patterns of the recast layer and the matrix are presented in Figure 3.
The diffraction patterns in the recast layer and the matrix were obtained under the same
tilting condition. The BF image and corresponding SAED pattern in Figure 3a,b indicate
that the RL consists of only a single FCC phase. Meanwhile, the SAED pattern in the
matrix in Figure 3c,d shows the superlattice of the L12 phase, corresponding to the γ’
precipitation. Combined with Figure 2, it reveals that after high-temperature melting and
rapid quenching, the epitaxial growth of molten metal occurs from the single-crystal matrix,
and the same crystal orientation is maintained as the same as the matrix. The excessive
cooling rate prevents the precipitation of the γ’ phase during the rapid solidification process.
The recast layer continuously formed along the matrix with epitaxial growth is related to
the continuous molten pool and temperature gradient generated during EDM. Each molten
pool formed in the drilling process can be considered distributed perpendicular to the inner
surface of the hole. This means that the molten pool is distributed in the same plane around
the hole along the axial direction on the cross-section of the recast layer. The directional
temperature gradient of the molten pool ensures the single-crystal properties of the matrix
and the recast layer after processing.
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Figure 3. Selected area electron diffraction patterns of (a,b) the recast layer and (c,d) the matrix. The
recast layer has a single-crystal structure with the same orientation in matrix.

The composition of the recast layer and matrix were also identified with EDS in
TEM. As shown in Figure 4, Cr, Co and Re are concentrated in the γ phase of the selected
matrix region, while this phenomenon does not exist in the recast layer region. The other
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elements do not vary significantly between the two regions. It is also shown that there is
no compositional segregation in the recast layer, which further proves that no new phase is
generated during the formation of the recast layer, which is consistent with the STEM and
SAED analysis. The homogeneous redistribution of the elements in the recast layer is related
to the rapid solidification experienced by the alloy in the process of electrical discharge. The
alloy melts after reaching the melting point, and the elements are redistributed uniformly
in the liquid. Then, the fast cooling leads to the absence of segregation, and there is no
solute diffusion in the liquid. Accordingly, the recast layer only forms a single γ phase.

Metals 2023, 13, x FOR PEER REVIEW 5 of 10 
 

 

Figure 3. Selected area electron diffraction patterns of (a,b) the recast layer and (c,d) the matrix. The 
recast layer has a single-crystal structure with the same orientation in matrix. 

The composition of the recast layer and matrix were also identified with EDS in TEM. 
As shown in Figure 4, Cr, Co and Re are concentrated in the γ phase of the selected matrix 
region, while this phenomenon does not exist in the recast layer region. The other ele-
ments do not vary significantly between the two regions. It is also shown that there is no 
compositional segregation in the recast layer, which further proves that no new phase is 
generated during the formation of the recast layer, which is consistent with the STEM and 
SAED analysis. The homogeneous redistribution of the elements in the recast layer is re-
lated to the rapid solidification experienced by the alloy in the process of electrical dis-
charge. The alloy melts after reaching the melting point, and the elements are redistrib-
uted uniformly in the liquid. Then, the fast cooling leads to the absence of segregation, 
and there is no solute diffusion in the liquid. Accordingly, the recast layer only forms a 
single γ phase. 

 
Figure 4. Energy dispersive spectroscopy area scanning profiles of the recast layer and matrix tran-
sition region. The composition of the recast layer area is uniform, and there is no segregation for all 
the elements. 

Figure 5 shows the high-resolution TEM (HR-TEM) images and geometric phase 
analysis of the recast layer and the matrix. The lattice spacing of (1ത11) plane is estimated 
as 0.2099 nm in the recast layer, which is slightly larger than the lattice spacing of the FCC 
matrix (Figure 5(a1,a2)). The larger lattice constant of the recast layer is due to the super-
saturation of elements with larger atomic sizes. The alloying elements with large atomic 
radii are dissolved in the recast layer, resulting in a larger lattice constant than that of the 
matrix. This is consistent with the results shown in Figure 4. 

Figure 4. Energy dispersive spectroscopy area scanning profiles of the recast layer and matrix
transition region. The composition of the recast layer area is uniform, and there is no segregation for
all the elements.

Figure 5 shows the high-resolution TEM (HR-TEM) images and geometric phase
analysis of the recast layer and the matrix. The lattice spacing of (111) plane is estimated
as 0.2099 nm in the recast layer, which is slightly larger than the lattice spacing of the
FCC matrix (Figure 5(a1,a2)). The larger lattice constant of the recast layer is due to the
supersaturation of elements with larger atomic sizes. The alloying elements with large
atomic radii are dissolved in the recast layer, resulting in a larger lattice constant than that
of the matrix. This is consistent with the results shown in Figure 4.
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Figure 5. High-resolution transmission electron microscopy analyses of the recast layer (a1–e1) and
the matrix (a2–e2). (a1,a2) HR-TEM atomic interface topographies. (b1,b2) Fast Fourier transform
images. (c1,c2) Inverse fast Fourier transform images. (d1,d2) Geometric phase analysis (GPA) in the
x direction. (e1,e2) Geometric phase analysis in the y direction. The atomic distortion and dislocation
distribution in the recast layer region is more obvious than in the matrix.
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Using geometric phase analysis (GPA), it is found that there is a wide range of strain
concentration areas in the given x and y directions of the recast layer (Figure 5(d1,e1)),
which is due to the high density of dislocations in the recast layer (Figure 5(c1)). Moreover,
the microscopic strain of the matrix itself is less obvious (Figure 5(d2,e2)). The differences
in lattice constants and microscopic strains between the recast layer and the matrix are
closely related to the large number of dislocation defects caused by residual stress during
machining, i.e., during the formation of the recast layer, it will be affected by multiple pulse
discharges. With the increase in discharge times, the internal residual stress will gradually
increase. In the process of forming the recast layer, there will be more dislocation density,
resulting in more obvious distortion in the crystal lattice. This is one of the important
reasons why there are more strain concentration areas in the recast layer in nanoscale
GPA analyses.

According to the analyses shown in Figure 2b,e, under the STEM of the FIB sample,
there is a clear boundary between the recast layer and the matrix transition interface, which
indicates that the transition area is very small. In order to determine the range of the heat-
affected zone more accurately, the diffraction pattern difference and lattice constant change
in the recast layer and the matrix on both sides of the interface are explored using a high-
resolution transmission image. Figure 6a shows the high-resolution transmission image
(view field of 35 nm× 35 nm) near the transition region in the FIB sample. Figure 6b,d shows
the corresponding recast layer and matrix regions. Figure 6c,e shows the corresponding
diffraction patterns in different regions. It reveals that the distance between the [112] atomic
plane in the recast layer is larger than that in the matrix. The position of the transition
interface can be determined in this way. At the same time, the microstrain inside the
heat-affected zone is analyzed. The geometric phase analysis of the microscopic strain
distribution in the transition region is further shown in Figure 6f,g. There are differences
in the microscopic strain distribution in the transition interface in the x and y directions.
The strain in the x direction near the matrix is mainly compressive strain, and the strain
in the x direction near the recast layer is mainly tensile strain. This is mainly caused by
the difference in the lattice constant of the recast layer and the matrix. The strain on both
sides of the y-axis direction is tensile strain. The crystal structure in both the recast layer
and the matrix is FCC, but the lattice constant of the recast layer is larger than that of the
matrix due to the single-phase structure and uniform distribution of elements. The strain
in the x-direction difference in the transition region indicates the difference in the atomic
arrangement between the recast layer and the matrix and explains the existence of a certain
degree of misorientation between the recast layer and the matrix.

Metals 2023, 13, x FOR PEER REVIEW 7 of 10 
 

 

larger than that of the matrix due to the single-phase structure and uniform distribution 
of elements. The strain in the x-direction difference in the transition region indicates the 
difference in the atomic arrangement between the recast layer and the matrix and explains 
the existence of a certain degree of misorientation between the recast layer and the matrix. 

 
Figure 6. HR-TEM analysis of transition regions: (a) HR-TEM image; (b,c) HR-TEM and FFT of the 
recast layer; (d,e) HR-TEM and FFT of the matrix; and (f,g) geometric phase analysis of transition 
regions along the x and y directions. 

4. Discussion 
As the main result of the rapid melting and solidification process, the recast layer has 

many unique characteristics in terms of the forming method and structure compared with 
other materials. When the high-power energy of the single-crystal superalloy is given in-
stantaneously, a directional temperature gradient will appear in the molten pool. The re-
cast layer will achieve epitaxial growth along the direction of the single-crystal matrix 
during the high-temperature melting and rapid solidification process, maintain a contin-
uous crystal orientation and finally grow into a single-crystal structure connected to the 
matrix material. For the discharge generated with multiple pulse cycles, the overlap and 
intersection of the molten pool further led to the emergence of the low-angle boundary. 
The nickel-based, single-crystal superalloy is mainly composed of the γ phase and γ’ 
phase. 

The formation of the recast layer is a result of rapid melt–solidification, a typical pro-
cess with many special features. Figure 7 schematically shows the formation processes of 
the recast layer on the single-crystal superalloy. The pulse duration of EDM is very short. 
However, the highest temperature in the discharge process can increase rapidly over the 
melting point of the alloy. The γ phase and ordered L12 phase melt to form a liquid film. 
After the end of discharge, the cooling rate is more than 106 K/s, and the molten metal 
solidifies rapidly. The accelerated cooling rate prevents precipitation. In this process, the 
higher directional temperature gradient field makes the recast layer epitaxially grow 
along the matrix. At the same time, severe thermal stress generates, resulting in a much 
higher dislocation density in the recast layer region than that in the matrix region. 

Figure 6. HR-TEM analysis of transition regions: (a) HR-TEM image; (b,c) HR-TEM and FFT of the
recast layer; (d,e) HR-TEM and FFT of the matrix; and (f,g) geometric phase analysis of transition
regions along the x and y directions.

130



Metals 2023, 13, 695

4. Discussion

As the main result of the rapid melting and solidification process, the recast layer
has many unique characteristics in terms of the forming method and structure compared
with other materials. When the high-power energy of the single-crystal superalloy is
given instantaneously, a directional temperature gradient will appear in the molten pool.
The recast layer will achieve epitaxial growth along the direction of the single-crystal
matrix during the high-temperature melting and rapid solidification process, maintain a
continuous crystal orientation and finally grow into a single-crystal structure connected to
the matrix material. For the discharge generated with multiple pulse cycles, the overlap
and intersection of the molten pool further led to the emergence of the low-angle boundary.
The nickel-based, single-crystal superalloy is mainly composed of the γ phase and γ’ phase.

The formation of the recast layer is a result of rapid melt–solidification, a typical
process with many special features. Figure 7 schematically shows the formation processes
of the recast layer on the single-crystal superalloy. The pulse duration of EDM is very short.
However, the highest temperature in the discharge process can increase rapidly over the
melting point of the alloy. The γ phase and ordered L12 phase melt to form a liquid film.
After the end of discharge, the cooling rate is more than 106 K/s, and the molten metal
solidifies rapidly. The accelerated cooling rate prevents precipitation. In this process, the
higher directional temperature gradient field makes the recast layer epitaxially grow along
the matrix. At the same time, severe thermal stress generates, resulting in a much higher
dislocation density in the recast layer region than that in the matrix region.
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loy after EDM.

The recast layer around the cooling hole no longer contains the precipitated strength-
ening phase γ’, so the hardness may be lower than the matrix with precipitation.

Figure 8 shows the nanoindentation hardness of the film cooling hole wall at different
locations along the hole wall–matrix direction (x direction) and the hole inlet–hole outlet
direction (y direction). In Figure 8a, the position far away from the hole wall is larger than
7 GPa. The three testing points in Figure 8b are all located on the recast layer, and the
hardness for all is smaller than 5 GPa. Compared with the hardness, point 1 in Figure 8a at
3 µm near the hole wall may be adjacent to the recast layer. The nanohardness of point 2
and point 3 in Figure 8a is not much different, and both are greater than point 1. Moreover,
point 2 and point 3 are 11 µm and 19 µm away from the hole wall, respectively, and could
be confirmed on the matrix due to the small range of the heat-affected zone [19]. Based
on Figure 8a,b, it can be considered that the recast layer of the hole wall is much softer
than the nearby alloy matrix. In addition, the nanohardness is lower than 5 GPa, while the
hardness of the matrix in Figure 8a is greater than 7 GPa. The hardness of the recast layer is
lower than that of the matrix, which agrees with the microstructure analysis above. The
molten metal is remelted and solidified to adhere to the hole wall, and the recast layer is
determined to be a single-phase γ structure using various analysis methods and does not
contain precipitated strengthening γ’ phase, so the overall hardness value is low.
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Figure 8. Nanoindentation hardness of the recast layer and matrix at different positions. (a) Schematic
diagram of nanoindentation hardness and indentation of the recast layer and matrix in the x direction.
(b) Schematic diagram of nanoindentation hardness and indentation of the recast layer in the y
direction. The hardness of the recast layer is much lower than that of the matrix, caused by the lack
of precipitation.

Considering the varied nanohardness of the recast layer at different positions, the
different mechanical behavior between the recast layer and the matrix may be a weakness
at the crack initiation point. In the future, it is necessary to further confirm the hardness
evolution of the recast layer during service. Moreover, the different oxidation behavior
may be exhibited for different thicknesses of the recast layer.

5. Conclusions

In this work, the microstructure and crystal structure of the recast layer of a single-
crystal superalloy after EDM were studied using FIB and HR-TEM. The recast layer is
formed by a localized molten pool induced with drilling, which undergoes directional
solidification with a specific temperature gradient, and epitaxial growth occurs along the
single-crystal alloy matrix. The recast layer has a single-phase structure composed of a
supersaturated γ phase with the same orientation in the matrix. In the recast layer, there
are plenty of defects, and its lattice constant is larger than that in the matrix due to the
supersaturated solutions. It is determined that the recast layer has the characteristics
of a rapid solidification nonequilibrium structure. There is a small mismatch between
the recast layer and the matrix. The nano-indentation test confirms that the hardness of
the recast layer near the hole wall is lower than that of the nickel-based, single-crystal
superalloy substrate, which might affect the creep performance of the blade. The recast
layer distributed on the film cooling hole wall easily falls off the surface of the alloy due to
the difference in the formation mode and the structure of the matrix.
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Abstract: Electron Beam Melting (EBM) is a widespread additive manufacturing technology for
metallic-part fabrication; however, final products can contain microstructural defects that reduce
fatigue performance. While the effects of gas and keyhole pores are well characterized, other defects,
including lack of fusion and smooth facets, warrant additional investigation given their potential
to significantly impact fatigue life. Therefore, such defects were intentionally induced into EBM
Ti-6Al-4V, a prevalent titanium alloy, to investigate their degradation on stress-controlled fatigue
life. The focus offset processing parameter was varied outside of typical manufacturing settings
to generate a variety of defect types, and specimens were tested under fatigue loading, followed
by surface and microstructure characterization. Fatigue damage primarily initiated at smooth facet
sites or sites consisting of un-melted powder due to a lack of fusion, and an increase in both fatigue
life and void content with increasing focus offset was noted. This counter-intuitive relationship is
attributed to lower focus offsets producing a microstructure more prone to smooth facets, discussed
in the literature as being due to lack of fusion or cleavage fracture, and this study indicates that these
smooth flaws are most likely a result of lack of fusion.

Keywords: fatigue; titanium; electron beam melting; process defects; damage initiation

1. Introduction

Electron Beam Melting (EBM), also referred to as Selective Electron Beam Melting
(SEBM) or electron beam powder bed fusion (E-PBF), is a common powder-bed-based
additive manufacturing (AM) technology for the fabrication of metallic parts [1–4]. To
manufacture a part, metallic powder is spread over a baseplate. Then an electron beam,
generated via a tungsten filament, is used to melt the powder to previously deposited
layers or the baseplate in the case of the first layer. EBM is performed in a vacuum, allowing
for an elevated chamber temperature higher than that in most selective laser melting (SLM)
methods [5–8]. This higher temperature reduces the need for heat treatment to relieve
stress in the components [9]. Other advantages of EBM include deep penetration and low
reflection into the powder, a high melt rate, low internal stress, energy efficiency, high
packing density of parts, and the ability to build parts with no or limited support. In
particular, Ti-6Al-4V, a widely used titanium alloy in its wrought form, has seen extensive
application in EBM manufacturing.

Depending on process settings and conditions, the EBM process can produce parts
containing varying defect types and distributions. It is established that fatigue life in metallic
materials can be influenced by such microstructural attributes due to free surface and stress
concentration effects [10]. Therefore, the phase transformations and generation of defects
during the EBM process for titanium alloys have been previously investigated [5,7,11–14].
These studies identified common defect types, including voids and incomplete melting and/or
fusion of powder (lack of fusion). Voids are formed due to trapped gas caused by gas release
during the powder melting (gas pores) or trapped gas at the beam tip during high intensity
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(keyhole pores). An additional defect type, smooth facets [15,16], have been observed on
fracture surfaces in multiple studies and are typically attributed to brittle fracture across
similarly oriented grain boundaries. Increases in defect generation and porosity were linked to
deviations of individual processing parameters from optimal values and decreasing electron
beam energy density. Beam energy density is a measure of the beam power acting on a unit
of area on the part surface [17]. Beam energy density is thus affected by the beam power,
scanning speed, hatch spacing, and beam width.

Fatigue testing of EBM Ti-6Al-4V has been previously conducted through stress-
based fatigue testing [7,15,16,18–20], linear elastic fracture mechanics crack-growth-rate
testing [11,21], and short crack analysis [18]. The investigations typically focused on opti-
mizing material performance through process-parameter settings. These studies generally
noted that the fatigue performance of EBM Ti-6Al-4V is influenced by both the defect
population and changes in microstructure due to varying processing conditions. All of the
common types of defects previously listed were identified as potential fatigue-damage-
initiation sites. Lack of fusion and smooth facet defects were shown to be reduced or
eliminated with optimized processing conditions. Therefore, gas and keyhole pores were
identified as the primary defects of concern in dictating the material’s fatigue performance
and were the focus of most studies.

As a result, lack of fusion and smooth-facet defects are not as well characterized, even
though their presence may significantly reduce fatigue life. Fatigue specimens containing
smooth facet flaws have been found to result in lower fatigue lives, such as outliers in fatigue
data sets [16], with large flaws being particularly harmful [14,22,23]. Un-melted powder
and smooth facets are probabilistically less likely to result from optimized fabrication
than gas or keyhole pores. However, these defects can occur due to processing deviations
or aleatoric uncertainty, requiring the inclusion of their effects on fatigue life in damage-
tolerance analysis, material qualification, and part certification.

Therefore, the objective of this paper is to intentionally induce these less characterized
defects generated by the EBM of Ti-6Al-4V and investigate their effects on fatigue life. While
the primary objective is to evaluate the reduction in fatigue life due to these larger and less
common defects, the relationship of defect morphology to material failure is also explored.
Specimens were printed, using EBM, under three different focus offsets (FOs) that are outside
the range of typical printing. The FOs were selected to produce the less common defects of
un-melted powder and smooth facets. Stress-controlled fatigue testing was performed to
populate an S-N graph. Micrograph characterization and fractography of failed specimens
provided information on the microstructural defects and crack-initiation sites.

2. Materials and Methods
2.1. Material Information

Ti-6Al-4V is a classic alpha/beta dual-phase titanium alloy with widespread engineer-
ing applications, particularly in aerospace. Extensive characterization of Ti-6Al-4V has
been performed in the past decade for process and material development specific to the
EBM process [12,15,18,19,21,24–26] and is the material investigated in this study due to its
prevalent use.

2.2. Defect Generation

Defect generation in EBM is strongly influenced by the energy density of the electron
beam. Energy density can be controlled by changing the focus offset (FO) of the electron
beam, while keeping other processing parameters (such as beam power, scanning speed,
etc.) unchanged [13]. The FO alters the current through the electromagnet/coil that
the electron beam passes through prior to focusing on the powder layer. Changing the
amount of current through this coil magnet offsets the focus plane of the electron beam,
effectively changing the beam area and consequently the energy density, melt depth, and
melt width [27–30]. Therefore, a higher FO produces a wider beam and lower energy
density. The relationship between FO and thermal distribution, as well as melt pool size,
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has been modeled [30], as thermal distribution is an important component in printing
quality. The FO parameter in this paper will be referred to in units of electrical current
(mA). Note that because the effects of this coil are dependent on the machine configuration,
such as the number of wraps and the coil gauge, the effects of FO and range for optimal
properties are machine dependent.

A change in FO creates differing types and patterns of defect formation that subse-
quently result in varying material behavior. Lower FOs lead to a smaller beam area and
deeper melt depth, and higher FOs lead to a wider beam area and a shallower melt depth
(Figure 1). When the FO is low, the spot size is small, leaving the part susceptible to void
formation between electron beam passes, as well as a deeper melt pool, which can impact
the previously built layers by re-melting them. This deeper melt pool often results in
a keyhole-type weld between the layers. If the FO is high, the spot size becomes large,
and the melt-pool overlap is reduced. This wide but shallow melt pool typically results
in a conduction-type weld between layers of material. In this case, there is a possibility
that the melt plane is above some of the un-melted powder. As a result, high FOs have
demonstrated significant increases in un-melted-powder defects [13].
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melt pool.

2.3. Fatigue Specimen Preparation

EBM was performed using an ARCAM machine with Ti-6Al-4V powder consisting
of a 45–120 µm size distribution. Cylindrical volumes of material with a diameter of
15 mm were fabricated with a vertical build orientation, and all processing parameters
other than the FO were kept constant for all specimens. These processing parameters,
such as beam power, layer thickness, etc., were proprietary to the material supplier and
not provided, as the objective was to investigate the effects of the defects, not their cause.
Defects were generated in the material by adjusting the FO in the specimen gauge length to
create varying defect sizes and shapes based on melt pool overlap and depth. To induce
regions of un-melted powder, relatively high FOs were applied. Cylinders were printed
using 36 mA, 44 mA, and 52 mA to form the test section area, and a lower FO was used to
print the grip sections of cylinders. None of the cylinders were postprocessed to maintain
the as-printed microstructure. Nine cylinders were printed for each FO. Each cylinder
was machined via lathe to create a constant radius and reduced area gauge length. The
reduced section’s diameter was 7.5 mm, and the machined specimen’s surface finish was
left unaltered (Figure 2).
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2.4. Mechanical Testing

To determine maximum stress values for the fatigue testing, an additional set of four
specimens produced using the 36 mA FO were tested to tensile failure at a load rate of
0.02 mm/s (corresponding to a strain rate of 4% strain/min) to measure material properties.
Average tensile testing results for these four specimens were a Youngs’s Modulus of
117.2 GPa, 0.2% offset yield strength of 993 MPa, ultimate tensile strength of 1055 MPa, and
an elongation of 8.8% at fracture. The 36 mA EBM specimens in this study are stronger,
slightly stiffer, and less ductile than both wrought EBM Ti-6Al-4V and other reported values
for EBM Ti-6Al-4V [15].

Stress-controlled fatigue testing was performed using an MTS servo-hydraulic load
frame (MTS Systems, Eden Prairie, MN, USA) at a frequency of 10 Hz at room temperature,
ambient conditions. ASTM E466 was used in conducting the testing. Specimens were tested
to failure, using a load ratio of R = 0.05 at 344.7 MPa, 379.2 MPa, and 413.7 MPa maximum
stress levels. Due to a testing error, all specimens printed at 36 mA were tested at 413.7 MPa.
The first groups of specimens were tested at 413.7 MPa based on the tensile test results.
This value was chosen as slightly less than half of the yield strength. The original testing
plan was to then increase this stress for the next group of specimens. Given the failure at
relatively low numbers of cycles for all FOs, it was decided to instead lower the maximum
stress for the other two testing levels.

2.5. Fracture and Microscopy

Scanning electron microscopy (SEM) (Zeiss Auriga, Oberkochen, Germany) was per-
formed to analyze the fracture surface, identify and view fatigue initiation sites, and
characterize crack propagation. The number of damage-initiation sites and large flaws
on the fracture surfaces, which were large enough to be visible to the eye, were counted
on fracture surfaces, using a 3× magnifying glass. Micrographs were taken by sectioning
the specimen below the fracture surface after fatigue testing. Sections were polished with
120 to 1200 grit polishing paper under constant fluid coolant with a final 0.5-micron alu-
mina slurry to obtain the desired polished finish. Micrograph specimen surfaces were
etched at room temperature, using a solution of 1% ammonium bifluoride for 60–90 s.
These specimens were then analyzed through an SEM or optical microscope (Zeiss Axio
Observer -A1, Oberkochen, Germany) to determine the relative porosity to correlate the
microstructure characteristics to failure mechanisms.
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3. Results
3.1. Micrographs, Microstructure, and Voids

Micrographs for each FO group were taken after etching to observe the microstructure
(Figure 3). Microstructures primarily consisting of fine acicular alpha grains [31,32] were
observed for all FO groups, indicating a relatively fast cooling rate for all specimens.
Regions of high aluminum content (lighter color) and low aluminum content (darker color)
were also observed.
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(b) 52mA FO.

SEM imaging of polished sections after fatigue testing showed voids and porosity in
all material groups. The voids observed on polished sections were categorized into two
groups based on their size: large regions of un-melted powder (Figure 4a) and smaller
voids, referred to as microvoids, due to either gas release or lack of fusion between fully
melted material (Figure 4b). The size of the regions of un-melted powder were larger,
ranging from 100 µm to 450 µm across, compared to the microvoids, which were typically
in the range of 2–20 µm across. Lack of fusion voids were present in all material groups.
These un-melted powder regions exhibited rough edges due to the un-melted particles
and were observed on fracture surfaces across FOs, though their average size and quantity
varied. The smooth facets observed on the fatigue-fracture surfaces were not present in the
micrographs, though this could be due to the planar nature of the facets being parallel to
the direction of sectioning, thus being less likely to appear in the material sections.
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The observed microvoids are either the result of trapped argon gas caused by the
atomization process or small regions of lack of fusion [33]. The gas pores observed were
relatively smooth, with a spherical or elliptical shape, whereas the microvoids attributed
to a lack of fusion were more elongated and potentially contained a rough edge similar to
those seen in the un-melted powder regions. In a prior study [12], gas pores were observed
in EBM Ti-6Al-4V in the range of 5–200 µm, using computed tomography (CT). The gas
pores observed in this study were smaller, though this could be attributed to the section
imaging used in this study versus the CT method used in the comparison study or the result
of different processing parameters. Larger gas pores were not seen in these micrographs,
and little evidence of larger gas pores was identifiable on the specimen fracture surfaces.

The microdefects were orders-of-magnitude smaller and much more frequent than the
large voids comprising the un-melted powder regions. The frequency of both types of small
voids relative to each FO was quantified as the number of voids per mm2 observed on the
micrographs for each specimen. Both the average number of microvoids per unit area and
the standard deviation across specimens were calculated for each FO group. The results
are provided in Table 1. The total number of microvoids per unit area was quantified, as
well as the number attributed to the specific type of microvoid (gas pore or lack of fusion).
It should be noted that the number of voids per unit area is provided, not to be confused
with a percent porosity measurement.

Table 1. Number of microvoids per mm2 averaged across all specimens in an FO group. Standard
deviation is provided in parentheses.

Focus Offset Total Microvoids Gas Pore Voids Lack of Fusion Voids

36 mA 69.8 (SD: 45.8) 52.3 (SD: 34.3) 17.4 (SD: 21.2)

44 mA 111.9 (SD: 28.8) 79.0 (SD: 30.4) 32.8 (SD: 9.8)

52 mA 102.9 (SD: 40.2) 57.8 (SD: 42.4) 45.2 (SD: 19.8)
SD: standard deviation.

3.2. Fatigue Testing Results

Three specimens in the 44 mA and 52 mA FO groups failed early on in the fatigue
test (at 8 and 10 cycles, at 413.7 and 379.2 MPa, respectively for the 44 mA FO specimens
and 17 cycles at 379.2 MPa for the 52 mA FO specimen). Failure occurred outside of the
gauge length at the interface between the test section material and the grip material. One
specimen in the 44 mA group was tested at an incorrect maximum stress due to a machine
error. These four specimens were excluded from the analysis.

The valid fatigue testing results exhibited a typical trend for this material, with cycles
to failure (N) decreasing with increasing maximum applied stress (S), roughly linearly
in maximum stress vs. log(n) (Figure 5). Statistical information for the FO groups at
each maximum stress level is provided in Table 2. The average fatigue life increased with
FO at the 413.7 MPa and 379.2 MPa maximum stress levels. Identification of a similar
trend at the 344.7 MPa maximum stress level is inconclusive due to the limitation of only
one valid specimen at the 44 mA FO and none at the 36 mA FO. At the 52 mA FO, two
of the specimens failed at nearly identical values of 52,895 and 53,580 cycles to failure,
and the third specimen failed at 97,948 cycles. Meanwhile, the 44 mA specimen failed at
75,451 cycles, splitting the difference between the 52 mA FO values. Given the limited
number of specimens, there are not enough data points to reasonably conclude a trend
at the lowest stress level. These observations are discussed relative to defect type in the
discussion section.
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Table 2. Average number of cycles to failure, standard deviation, and number of specimens for
varying FO and maximum stress level.

Maximum Stress Level

FO
(mA)

344.7 MPa 379.2 MPa 413.7 MPa

Avg SD # Avg SD # Avg SD #

36 – – – – – – 6484 1800 9

44 75,451 23,049 1 24,628 5080 3 15,660 5681 2

52 68,141 25,816 3 30,994 186 2 31,181 9134 3
Avg, average; SD, standard deviation; #, number of specimens.

3.3. Fracture Surface Defect Classification

The imaging of the fatigue fracture surfaces showed similar types of porosity and
defects on the fracture surfaces of all three FO groups, though there was an observed
difference in the number of potential damage-initiation sites between FO groups. Defects
were characterized into three categories, with examples of each displayed in Figure 6.
Several sites contained multiple defect types/classifications. Representative examples are
presented in the discussion section.

1. Deep un-melted powder (Figure 6a): Defects due to the incomplete melt of powder
and lack of fusion, where remnants of spherical powder are clearly observed.

2. Smooth facets (Figure 6b,c): Smooth flaws that lack clear spherical powder remnants,
appearing as outlines, potentially due to semi-fused powder or some microstructural
feature, such as grain boundaries, are present. An additional texture of parallel
lines running across the flaws is also observed on some facets (Figure 6c). Higher
magnification of the surface texture on these flaws is shown in Figure 7.

3. Gas pores (Figure 6d): Round flaw formed by gas release during the melt process.

While defects on the fracture surfaces were relatively easy to categorize based on
visible features, classifying and describing their formation is more difficult. Un-melted
powder (Figure 6a) and gas-pore defects (Figure 6d) can easily be attributed to an in-
complete melting of powder and lack of fusion and gas release, respectively. Both defect
types are well documented in the EBM Ti-6Al-4V literature previously discussed. Fracture
surface defects similar to the smooth flaws in this study, both with surface lines [16,19,34]
and without surface lines [15,34], have been observed in other studies of fatigue of EBM
Ti-6Al-4V. The cause of these type of defects has been attributed to multiple mechanisms,
primarily either from lack of fusion [19,34] or due to cleavage fracture [16,35]. Cleavage
fracture is suggested to occur by quasi-cleavage along grains or similarly oriented grain
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colony boundaries loaded perpendicularly to their basal plains. The observed smooth
facets occurred in a variety of locations within the specimens, both near the surface and
close to the center in a variety of shapes. These smooth facets created a shiny region in
the fracture surface. Smooth facets were present on the vast majority of specimen fracture
surfaces, often in multiple locations, and were most prevalent in the 36 mA set.
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3.4. Fracture Surface Observations and Trends

Failure generally appeared to initiate at regions where un-melted powder and/or
smooth facets were present. Some evidence of gas pores was also present on the fracture
surfaces, but these flaws were significantly smaller and less common than those due to
un-melted powder or smooth defect failure and deemed less impactful to fatigue failure
for the material used in this study. The average number of defects observed with a 3×
magnifying glass and the average largest flaw size in each FO are provided in Table 3.
Histograms displaying the distribution of the number of flaws and largest flaw diameter
observed on each specimen’s fracture surface are shown in Figure 8. While no significant
difference is discernible between the 44 mA and 52 mA groups in terms of number of
flaws, by comparison, the lower 36 mA group is distinguished by a substantially higher
number of flaws per fracture surface. Other than the two outliers, there is no notable
statistical difference for the size of the largest flaws on fracture surfaces across all groups.
The specimen numbers for the outliers are identified on Figure 8b for further discussion.
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Table 3. Summary of fracture surface measurements for each FO group.

FO Average Largest Flaw Size (µm) Average Number of Flaws on Surface

36 mA 577 (SD: 198) 26.0 (SD: 4.1)

44 mA 578 (SD: 322) 10.8 (SD: 2.1)

52 mA 537 (SD: 302) 10.9 (SD: 3.4)
SD: standard deviation.
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4. Discussion
4.1. General Trends

The most easily observable and initially surprising trend observed in the fatigue-
testing data is that fatigue life appeared to increase with increasing FO, contrary to a
previous study [13], wherein the higher energy density of lower FOs was shown to exhibit
a lower defect formation. Two potential explanations for this difference are the number of
optically observable flaws present (Figure 9a) and the type of flaws on the fracture surfaces
(Table 4). For the relationship between the number of initiating flaws on the fracture
surface versus fatigue life, a general negative relationship is clear. This correlation was also
established by Tammas-Williams [16], who concluded that close proximity between defects
could increase stress concentrations, thus increasing the potential for crack nucleation. A
greater number of defects increases the probability of defects in close proximity. However,
it is difficult to claim that the number of flaws was the primary factor in fatigue resistance
because of the lack of a trend within individual FO groups. This is most clearly seen in the
36 mA data, where there is minimal variation in fatigue life even with a large change in the
number of fatigue-initiating flaws. Additionally, the fatigue life is separated by FO groups.
However, this observation may be due to other interacting factors, such as the flaw type
and location.

Table 4. Percent of specimens within each group showing signs of each type of flaw.

FO Group
Deep

Un-Melted
Powder

Smooth Facets
without

Line Texture

Smooth Facets
with Line

Texture
Gas Pore

36 mA 25% 100% 75% 37%

44 mA 17% 100% 33% 17%

52 mA 25% 100% 43% 37%
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Therefore, in addition to the number and size of flaws present on the fracture surfaces,
we investigated trends in the types of defects present on the fracture surfaces of each
group to explain the difference in fatigue lives. The prevalence of different types of flaw
classifications in each FO group is shown in Table 4. Evidence of each type of flaw is present
in each group, with relatively uniform occurrence across all FO groups, except for smooth
facets with surface lines, which were much more prevalent in the 36 mA group than in the
44 mA or 52 mA groups, potentially contributing to the lower fatigue life of the 36 mA
group. A prior study by Rafi [15] also noted such smooth facets at fracture-initiation sites.
There is, however, limited evidence in the statistics to explain the difference in fatigue lives
between the 44 mA and 52 mA sets.

To explore this difference, the fracture surfaces for the 44 mA specimens tested at
413.7 MPa that exhibited lower fatigue lives than their 52 mA counterparts (Figure 9) are
provided in Figure 10. Both specimens contained smooth facet flaws with surface lines, and
these flaws are on or near the specimen surfaces. It is well established in the literature that
pores near the surface shorten the fatigue life of specimens produced by both EBM and
SLM [16,36–40]. Moreover, Xu et. al. [41] demonstrated the increase in stress concentration
caused by pores within one diameter of the specimen surface relative to internal pores
through a finite element study. It is evident from these specimens that these conclusions
also pertain to smooth facet flaws. Both factors (flaw type and location) could account for
the shortened fatigue life of the 44 mA specimens relative to the 52 mA specimens.
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Alternatively, when comparing the fracture surfaces of the 44 mA and 52 mA FO
specimens at 344.7 MPa, no significant differences were noted. The number, type, and
size of defects were statistically consistent across the specimens of both FO groups. It can
therefore be reasonably hypothesized that the difference in fatigue lives among specimens
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and lack of a trend between groups at this stress level is due to aleatoric scatter. This finding
is considered a hypothesis and not a conclusion, as there was only one valid specimen in
the 44 mA group. Therefore, there are not enough data points to conclusively state that
there are no other material differences between the groups that could cause a difference in
fatigue life that would be noticeable with more data.

There is no conclusive trend relative to the size of the largest flaw vs. fatigue life in
general (Figure 9b). Specimens containing flaws of approximately the same size exhibited
substantial variance in fatigue life. When differences did exist between specimens with
significantly different flaw sizes, it was not discernible whether flaw size alone dictated the
variation in fatigue life. For example, specimen 44mA−9 contained a significantly larger
surface flaw than the other 44 mA specimen tested at the same stress level of 413.7 MPa.
Specimen 44mA−9 failed at 11,643 cycles relative to specimen 44mA−7, which failed at
19,677 cycles. As discussed in the previous paragraph, both specimens contained a smooth
facet with surface lines; however, the smooth facet observed in specimen 44mA−9 was
closer to the surface than specimen 44mA−7. There is not enough data to conclusively
determine if the difference in fatigue life is due to the flaw being closer to the surface,
the flaw being considerably larger, or aleatoric uncertainty. The other outlier, 52mA−4,
was tested at 379.2 MPa and failed at nearly the same number of cycles (30,862) as its
counterpart specimen 52mA−2 (31,125). Both specimens exhibited similar fracture surfaces
with multiple flaws and smooth facet flaws, which seem to be more influential than flaw
size. Prior studies have concluded that the flaw area normal to loading is more dominant in
shortening fatigue life than the total volume of the flaw [40,42]. From the presented results
and prior studies, it appears that flaw type, location, and other factors are more influential
than the size of the flaw.

A trend that is notably lacking is that flaws containing deep un-melted powder are not
more likely to be present on fracture surfaces of the higher (44 mA and 52 mA) FO groups.
This finding is surprising, because regions of un-melted powder have been reported to
serve as fatigue-initiation sites and to be more likely to occur in high-FO conditions [15].
Additionally, the prevalence of microvoids due to the lack of fusion was observed at higher
FOs. Based on the specimen fracture surfaces, the smaller pores do not seem to influence
the cycles to failure of the high-FO groups for the investigated fatigue loadings. Due to
the relatively small size and the spherically dominated shape of the pores caused by gas
release, these pores may be significant in more dense prints and may pose problems when
evaluating the density of the parts [43].

4.2. Classification of Defects

Further interpretation of the results strongly depends on classification of the defects
observed on the fracture surface, especially of the smooth facets (Figure 6b,c), due to their
prevalence in the 36 mA group, which exhibited the shortest fatigue life. Two types of
lack-of-fusion flaws were observed: (1) defects with observable un-melted powder and
(2) fully melted material in layers above and below the facet, resulting in the smooth texture,
but with no or weak bonding between layers. As previously mentioned, the two competing
explanations for the smooth facets (both with and without a line texture) are either from lack
of fusion [14,34] or cleavage fracture [16,35]. An interesting result from the current study
is that the highest FO (52 mA) specimens exhibited better fusion and less porosity than
those printed at the lowest FO value (36 mA), going against the literature trends [12,15,29]
or possibly suggesting that there is an FO value above which the lack of fusion begins
to decrease or is less detrimental to fatigue behavior. If the smooth facets are caused by
a lack of fusion, the surface lines would be attributed to solidification lines forming as
the material cools after melting. This explanation, however, does not explain the higher
incidence of surface lines on the smooth facets in the 36 mA group relative to the higher-FO
groups. Alternatively, if the smooth facets are attributed to a quasi-cleavage fracture, then
the quasi-cleavage of grains is a more important factor in the fatigue resistance of EBM
Ti-6Al-4V than void content due to lack of fusion for this set of manufacturing parameters.
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This could be due to the fact that the FO and other processing parameters used in this study
are more likely to produce neighborhoods of grains with the basal plain perpendicular to
the applied load. In this case, the surface lines seen on some of the smooth defects would
be attributed to steps or changes in the cleavage fracture plane.

A further explanation of the cause of these defects is provided in Figure 11, showing
magnified images of some regions of interest near smooth flaws. These images show
features of both smooth texture with several un-melted powder beads in and around the
flaw (Figure 11a,c). The presence of un-melted particles retaining their spherical shape on
the surface is evidence of a lack of fusion. Figure 11d also supports this conclusion, though
instead of spherical powder particles, the smooth facet texture (shown with surface lines)
is interspersed with regions of ductile fracture. These regions of ductile fracture, with a
texture suggesting void coalescence, could be due to particles that partially fused across
the smooth flaw. The image in Figure 11b shows a higher magnification of surface texture
on smooth facets, revealing a texture similar to the fine acicular alpha microstructure seen
in the micrographs. This could be the texture above the melt if the smooth flaw was due to
lack of fusion, or it could be the cleavage fracture through the microstructure, pointing to
the quasi-cleavage mechanism for the formation of the smooth facet flaws.
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Figure 11. (a) Smooth flaw, no surface lines, and what appears to be a near-fully un-melted powder
particle on the flaw surface. (b) Closer image of the flaw shown in (a), with a texture similar to the
fine acicular alpha microstructure seen in the micrographs. (c) Image of smooth flaw, where the
distinction between un-melted particles and microstructural outlines is blurred. (d) Close image of a
smooth flaw with surface lines, with areas containing a texture indicative of ductile fracture.

Overall, the images present more evidence for a lack of fusion as the source of these flaws,
though we cannot completely rule out a cleavage fracture mechanism. Care should be taken
in classifying defects of this type in future studies due to the multiple possible explanations.
An interesting consequence of this conclusion is the different qualities of these two types of
lack of fusion defects; the flaws where beads of powder remain un-melted (described as deep
un-melted powder elsewhere in this paper) and the flaws where the material fails to fuse
across the melt plane (the smooth flaws). This distinction could explain the increase in the
smooth lack of fusion defects and shorter fatigue lives as FO decreases in this study, with the
smoother flaws containing less free space while still weakening the material.
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4.3. Comparison to Other Data

When the fatigue data collected in this study are compared to fatigue data published in
other research on EBM Ti-6Al-4V [15,16] (Figure 12), the fatigue life measured in this study
consistently underperforms. The fatigue data in these other studies were collected using
R = 0.1 and R = 0.0, respectively, and the results were normalized to the R = 0.05 testing
value in this study, using the Smith–Watson–Topper (SWT) mean stress correction [44]. A
critical observation is the extreme drop in fatigue life relative to the Tammas-Williams [16]
data, even though the specimens in the current study were tested at significantly lower
stress levels. The current data also exhibited significantly lower fatigue life than the Rafi
data [15], which were obtained at similar stress levels.
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Figure 12. Fatigue-test data comparison to published results. An early failure in the Tammas-Williams
data is highlighted, as it contained a smooth facet flaw on the fracture surface.

The higher prevalence of the smooth facets and the lower prevalence of keyhole
pores in this study versus those seen in the Rafi [15] and Tammas-Williams [16] specimens
provided a higher number of large potential fatigue-damage-initiation sites. This difference
in flaw types may explain the poorer fatigue behavior of the 36 mA FO group compared to
the 44 mA and 52 mA groups, due to larger number of smooth facet sites in the 36 mA FO
group than the others in this study. It is interesting to note that the circled data point in
the Tammas-William data was identified as fracturing at a smooth facet, and this specimen
failed earlier than the others. This specimen was also tested at a slightly higher maximum
stress than the next stress level; however, the specimen failed at a significantly lower
number of cycles. Additional factors, such as a more conduction-type weld in this study
versus a keyhole-type weld in the others and the microstructure indicating a fast cooling
rate in this study are also likely to have negatively impacted the fatigue performance
of the material. These data reinforce the extent to which large regions of lack of fusion
can degrade fatigue performance, so extra care should be taken in process control and
inspection procedures when fatigue damage is a concern.

It is also important to consider the maximum stress levels relative to the yield strength
when evaluating the effects of smooth facets on fatigue life. The maximum stress levels as
a percentage of yield strength in the current study are 413.7 MPa (42%), 379.2 MPa (38%),
and 344.7 MPa (35%). The effects of smooth facets are concerning when considering that all
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specimens were tested at less than half of the yield strength. This finding has significant
implications when determining safety factors.

5. Conclusions

The increased FOs beyond typical values generated voids indicative of insufficient
energy density to fully melt the beads, resulting in a substantial lack of fusion flaws. Major
takeaways from the fatigue test results and imaging are as follows:

• Failure initiation sites consistently showed signs of smooth facets and/or lack of
fusion. Lower FOs led to more smooth facet initiation sites. Damage initiating at these
locations had a strong negative effect on the fatigue performance compared to other
studies in which these defects were better controlled.

• The higher FOs showed increases in the number of voids and lack of fusion with
un-melted powder, but a lower number of smooth facets were present on fracture
surfaces, resulting in an increased fatigue life.

• The number of smooth/facet flaws were determined to be the primary factor in
differentiating fatigue life performance. These smooth facets are more likely due to
a lack of fusion between layers during the EBM process than cleavage fracture, but
similar examples of this defect type have been attributed to both mechanisms in the
literature, and care should be taken in classifying them in the future.

Author Contributions: Conceptualization, R.F., W.F. and S.T.; methodology, R.F., W.F. and S.T.;
formal analysis, R.F.; investigation, R.F., W.F. and S.T.; resources, R.F., W.F. and S.T.; data curation,
R.F.; writing—original draft preparation, R.F., W.F. and S.T; writing—review and editing, R.F., W.F.
and S.T; visualization, R.F.; supervision, S.T.; project administration, S.T.; funding acquisition, S.T. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Manufacturing and Materials Joining Innovation Center
(Ma2JIC), made possible through awards NSF IIP-1540000 (Phase I) and NSF IIP-1822186 (Phase II)
from the National Science Foundation Industry University Cooperative Research Center program
(IUCRC). The APC was funded by the University of Tennessee.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data sharing not applicable.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or
in the decision to publish the results.

References
1. Ataee, A.; Li, Y.; Fraser, D.; Song, G.; Wen, C. Anisotropic Ti-6Al-4V gyroid scaffolds manufactured by electron beam melting

(EBM) for bone implant applications. Mater. Des. 2018, 137, 345–354. [CrossRef]
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Abstract: Twinning is a critical deformation mode in Mg alloys. Understanding deformation twinning
(DT) is essential to improving mechanical properties of Mg alloys. To address the experimentally
observed conspicuous hardening effects in Mg-1.8Zn-0.2Ca alloys, interactions between the {10–12}
twin boundaries (TBs) and solute clusters in Mg-Zn-Ca alloys were examined via molecular dynamics
(MD) simulations. We find that the Zn/Ca-containing clusters show different hindering effects on
TBs and an increment in the applied shear stress of 100 MPa is required to accomplish the interaction
between the boundary and the cluster with Ca content > 50 at%. The cluster hardening effects on
twinning are positively correlated to the Ca content and the size of the clusters in Mg-Zn-Ca alloys.

Keywords: Mg-Zn-Ca alloy; twin boundary; solute cluster hardening; molecular dynamics simulation

1. Introduction

Lightweight magnesium (Mg) alloys are in the spotlight for energy efficiency for
transportation applications [1,2]. Deformation twinning (DT) on the

{
1012

}
〈1011〉 system

is an important plastic deformation mechanism in Mg with a hexagonal crystal structure.
Nucleation and growth of twins are responsible for hardening and texture evolution
characteristics, and ultimately influence the mechanical properties and formability of Mg
and its alloys [3,4].

Once they are nucleated, deformation twins usually propagate quickly by moving
the twin boundaries across the matrix grain. This process corresponds to a stage on the
stress–strain curve with near-zero strain hardening. Introducing microscopic barriers to
hinder the motion of twin boundaries (TBs) is an effective way to strengthen Mg alloys [5–7].
Some studies suggested that the segregation of certain solute atoms to the TBs can exert
a strong pinning effect on the migration of TBs, resulting in a significant enhancement
in hardness and mechanical strength [8–10]. The solute/TB interaction can even serve
as a new atomic-scale mechanism for dynamic strain aging [11]. Interactions between
TBs and precipitates of various shapes (e.g., basal plates, prismatic plates, c-rods) have
also been examined by both experimental and computational approaches to elucidate the
strengthening effect of those precipitates [12–15]. On the other hand, little attention has
been paid to the interaction between TBs and solute clusters, which are somewhere between
single solute atoms and crystallized precipitates.

Clusters are recognized to form in the early stages of precipitation and have a vital
influence on mechanical properties of Mg-RE alloys, such as Mg-Y and Mg-Gd alloys [16,17].
Gd-rich clusters are found to segregate onto high-angle grain boundaries, which leads to the
grain refinement and texture weakening in Mg-Gd alloys [17]. Clusters of non-RE elements
have been less well studied. Recently, Ca-containing Mg alloys have received strong attention
because of their excellent mechanical properties and low fabrication cost [18–22]. In particular,
Mg-Zn-Ca alloys demonstrate ultra-high ductility and moderate texture [23–27]. Those
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features are often attributed to the co-segregation of Zn and Ca atoms onto grain boundaries
(GBs), which is believed to enhance GB cohesion. On the other hand, how Zn-Ca clusters
would affect the deformation mechanisms in the grain interior is not well understood. In
the present work, we study the interaction between Zn-Ca clusters and TBs by molecular
dynamics (MD) simulations. The result will help us better understand the work hardening
behavior of Mg-Zn-Ca alloys.

2. Experimental Methods
2.1. Material Synthesis

A moderate-textured Mg-1.8Zn-0.2Ca (wt.%) alloy (denoted as ZX20) was casted and
extruded. The ZX20 alloy was made from pure Mg, pure Zn, and Mg-20 wt.% Ca master alloy
in an electric resistance furnace under protective gas consisting of CO2 (99 vol.%) and SF6
(1 vol.%). The melt was poured into a cylindrical steel mold preheated to 200 ◦C and then
naturally cooled in air. The actual chemical composition of the cast billets was determined
by an inductively coupled plasma atomic emission spectroscopy (ICP-AES) analyzer (Perkin-
Elmer, Plasma 400, Norwalk, CT, USA). The cast billets were machined into cylindrical samples
60 mm in diameter and 70 mm in height, followed by homogenization at 400 ◦C for 12 h.
One-step direct extrusion was carried out at 250 ◦C and 2 mm/s to produce round bars of
14 mm in diameter, which corresponds to an extrusion ratio of ∼18:1.

2.2. Microstructural Characterization and Mechanical Test

Microstructures of the alloy were characterized with electron backscattered diffrac-
tion (EBSD) and transmission electron microscopy (TEM). The surface of the sample was
mechanically ground using sandpapers and then electro-polished in an ethanol–10% per-
chloric acid electrolyte for EBSD characterization. TEM was employed to characterize finer
microstructures in the alloy using a JEM-ARM200F instrument (JEOL Ltd., Tokyo, Japan).
More details of EBSD and TEM analysis can be found in Refs [28,29].

Dog-bone tensile specimens with gauge dimensions of 18.0 mm × (L) × 4.8 mm (W)
× 1.4 (T) were machined from the extruded alloys for standard tension tests. Cylindrical
specimens with a diameter of 5 mm and a height of 7.5 mm were used for compression
tests. The loading axes in tension tests were parallel to the extrusion direction while
the compression tests were conducted with loading axes 0, 45, and 90 degrees from the
extrusion direction. The tension and compression tests were conducted with crosshead
speeds of 0.5 and 0.2 mm/min, respectively, which corresponds to a nominal strain rate of
~5 × 10−4 s−1 in both tests.

2.3. Experimental Observations

As the solute Ca is dilute in this alloy, precipitates such as Mg2Ca are not readily
formed. A rich profusion of solute clusters in various sizes were found to distribute uni-
formly in the matrix, as revealed by high-angle annular dark field-scanning transmission
electron microscopy (HAADF-STEM) as shown in Figure 1. Since the brightness of indi-
vidual atomic columns in the HAADF-STEM image is proportional to the square of the
averaged atomic number, each bright dot in Figure 1 represents a Zn/Ca-rich column. The
presence of solute clusters rather than precipitates in the cast and as-extruded ZX20 alloy is
likely the result of low extrusion temperature (250 ◦C) and high extrusion speed (2 mm/s)
which tend to suppress the dynamic precipitation.
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Figure 1. HAADF-STEM images showing atomic clusters in the Mg-1.8Zn-0.2Ca alloy.

For the as-extruded ZX20 alloy, a tension–compression (T-C) asymmetric behavior [30–32]
is observed. As shown in Figure 2, the stress–strain curve obtained from tensile tests along
the extrusion direction (ED) differs strongly from that obtained from compressive tests along
the ED. The tensile yield strength (TYS ≈ 150 MPa) was higher than the compressive yield
strength (CTS ≈ 100 MPa). Yet, the stress level during the compression test increased rapidly
after 2% strain, and the ultimate compressive strength (UCS ≈ 500 MPa) was much higher
than the ultimate tensile strength (UTS ≈ 300 MPa).

Figure 2. Stress–strain curves of the as-extruded ZX20 alloy deformed in tension and compression
along ED.

The T-C asymmetry in the ZX20 alloy is attributed to the more frequent nucleation
of deformation twins

{
1012

}
in the compression test than that in the tension test. The

ZX20 alloy exhibits a moderate extrusion texture (Figure 3). The
{

1012
}

twinning would
be suppressed under tension along the ED, but be favored under compression along the
ED. However, compared to other as-extruded Mg alloys, such as AZ31, MN11, and Mg-
5wt.%Y [33–35], the ZX20 alloy exhibits a much stronger hardening in the compressive
stress–strain curve, which suggests that the growth of twins must have met some resistance.
The above experimental observations motivated us to study the interaction between TBs
and Zn-Ca solute clusters.
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Figure 3. Inverse pole figure (IPF) maps and pole figures (PFs) of (a) ZX20 and (b) pure Mg. The
colors in the IPF maps represent the grain orientations with respect to the extrusion direction (adapted
from [28]).

3. Computational Procedures

MD simulations were carried out to investigate the cluster–twin interaction in the ZX20
alloy. The simulations were performed using the open-source code “LAMMPS” [36]. The
modified embedded-atom method (MEAM) interatomic potential developed by Jang et al. [37]
for the Mg–Zn–Ca ternary system was utilized. The visualization tool Ovito [38] was used
for analyzing the simulation data, and atoms were colored by atom type as indicated in the
legend of each figure containing an MD snapshot. In particular, with the common neighbor
analysis (can) in Ovito, atoms at defect sites such as grain boundaries, dislocations, and faults
were distinguished.

The MD sample illustrated in Figure 4 contained 821,530 atoms, having dimensions
of 55 nm × 52 nm × 4.5 nm. A pair of

{
1012

}
TBs at a separation distance of 32 nm

were introduced within the MD supercell under three-dimensional (3D) periodic boundary
conditions. The lower TB was fixed by periodically replacing Mg atoms at compression GB
sites with Zn atoms such that the interaction with the cluster only involved the upper TB
(the TB moving toward the cluster) [8]. To avoid additional size effects in 3D, the shapes
of clusters were chosen to be cylindrical with length equal to that of the MD box in the
Z direction. The cluster size was measured by the radius R of the circular cross-section.
Clusters containing different Zn and Ca contents were produced by randomly replacing
Mg atoms by Zn and Ca atoms at a certain Zn/Ca ratio in the cluster domain.
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Figure 4. MD simulation supercell with a pair of horizontal TBs in Mg lattice and a Zn-Ca-containing
cylinder-shaped column (cluster) residing 15 nm below the upper TB. Zn atoms (colored green) had
been introduced to the lower TB sites to replace Mg atoms periodically, such that only the upper TB
tended to migrate downward when the MD box was deformed by applying an X–Y plane simple
shear at a constant rate. The MD supercell was 55 × 52 × 4.5 nm3 under the 3D periodic boundary
conditions. Both the Zn/Ca ratio and the size of the cluster could be varied in our study. Atoms
sitting at perfect hcp lattice sites are not shown.

Local strains and stresses were generated due to mismatch in atomic size which was
most significant when Ca was introduced. The contents of Ca and Zn in the cluster zone
were therefore limited to avoid unexpected defect nucleation, such as dislocations and
stacking faults. Thus, only 30% Mg atoms of clusters were set to be replaceable in this study,
and the Zn/Ca ratios and radius of clusters were chosen to be x:y ∈ [0:10, 1:9, 5:5, 9:1, 10:0]
and R ∈ [1.5, 2.5, 4.0] nm, respectively. In this case, the Zn/Ca ratio (indicated as xZnyCa
in the following parts, i.e., 10Zn, 1Zn9Ca, 9Zn1Ca, etc.) refers only to the 30% replaceable
Mg atoms, irrespective of other Mg atoms.

Energy minimizations were performed on the entire supercell to relax the TB and
the cluster. The isothermal–isobaric (NPT) ensemble was then employed to increase the
temperature to 300 K at a time interval of 200 ps in zero-pressure conditions and the
state was further relaxed at the same temperature by 100 ps with the canonical (NVT)
ensemble. Then, simple shear strain was applied in the microcanonical (NVE) ensemble
at a strain rate of 1 × 108/s, which was slow enough to avoid artificial kinetic effects
according to previous MD simulations [39–41]. The simple shear was applied in the X–Y
plane to provide a driving force in accordance with the twinning shear to move the TB in
the negative Y direction towards the cluster. A timestep of 0.001 ps was used in the MD
simulations and the stress, total energy, and atomic position data were stored every 1 ps.
To eliminate thermal noises, all figures were exported after performing conjugate gradient
energy minimizations for 5ps to eliminate thermal fluctuation of the atomic structure and
atoms at perfect Mg lattice sites were hidden for better observation [42].
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4. Results and Discussion
4.1. Effect of the Zn/Ca Ratio

To clarify how cluster-hardening effects depend on the Zn/Ca ratio, a set of clusters
with fixed radius R = 2.5 nm were considered. The corresponding stress–strain curves
obtained by MD simulations are shown in Figure 5. The cluster-free case is taken as a
reference for comparison. Due to the X–Y deformation in current simulations, the shear
stress is computed as the sum value of the per-atom τxy in the MD supercell, while the
shear strain is defined as ∆L/L0, where ∆L is the displacement distance in the X direction
from the unstrained orientation and L0 is the box length in the Y direction. It is worth
noting that since twinning is the only mode of plastic deformation due to the absence of
lattice dislocations or other defects, the yield stress defines the critical resolved shear stress
(CRSS) for TB migration [43,44].

Figure 5. Shear stress–strain curves for clusters having different Zn/Ca ratios when they are sheared
by the upper TB.

According to the stress–strain curves, the CRSS of TB migration is found to be
~100 MPa for the cluster-free case, and the subsequent flow stress stays at nearly the
same level, indicating that there is hardly any strain hardening effect in the Mg lattice.
When clusters are present, the yield points are found to differ significantly. For Zn-rich
clusters (i.e., 9Zn1Ca, or 10Zn), the yield stress and the subsequent flow stress are also
close to 100 MPa, suggesting a weak cluster pinning effect on TB. On the contrary, the
yield stress and the subsequent flow stress apparently decreased with Ca-rich clusters (i.e.,
1Zn9Ca or 10Ca), indicating that an attraction force has been imposed on the TB, which is
probably caused by lattice distortions due to the large atom size of Ca. A similar attraction
force was also observed between precipitates and an approaching TB in a recent study [45].
Then, immediately, a hump-like stress–strain response is observed when the TB migration
is temporarily blocked by the Ca-rich cluster after their interaction. This essentially applies
a hardening effect, which can be quantified by τ∆CRSS defined as the difference between
the peak flow stress in the presence of clusters and the flow stress in the cluster-free case
(Figure 5). It is found that the τ∆CRSS value increases from ~10 MPa to nearly 100 MPa as
the Ca:Zn ratio rises from 1:9 to 10:0.

According to the stress–strain curves in Figure 5, a work hardening coefficient about
2000 MPa (θ = dσ/dε) was calculated [46–48] for the 1Zn9Ca and 10Ca cases, and about
1000 MPa for the 5Zn5Ca case. The ZX20 alloy actually has a θ value of about 750 MPa,
which is comparable to the above computational values.

The interactions between a migrating TB and two clusters in different Zn/Ca ratios,
9Zn1Ca and 1Zn9Ca, are depicted in Figure 6a,b. After the onset of plastic yielding, the TB
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starts migrating towards the cluster by the glide of twinning dislocations, as shown for the
T1 step in Figure 6, in agreement with previous MD simulations [45].

Figure 6. Snapshots showing two interaction events between a TB and a cluster having R = 2.5 nm
with (a) Zn:Ca = 9:1 and (b) Zn:Ca = 1:9. Atoms sitting at perfect hcp lattice sites are not shown.
These figures are sliced at Z = 0, while full interaction processes are shown in online Supplemental
Movies I and II.

Afterwards, two different ways of interaction are observed. The TB can easily cut
through the 9Zn1Ca cluster by leaving a basal dislocation behind, while the TB is signif-
icantly tangled with the 1Zn9Ca cluster. The different hardening effect by 9Zn1Ca and
1Zn9Ca clusters is likely a result of the misfit strain due to different atomic radii of Mg
(150 pm), Zn (135 pm), and Ca (180 pm) [49]. The larger lattice distortion by the 1Zn9Ca
cluster due to the higher concentration of Ca forces plenty of Mg atoms out of their original
positions. In fact, more non-perfect hcp atoms are found for the 1Zn9Ca cluster, as shown
in Figure 6. The misfit strain caused by the lattice distortion makes it difficult for TB to pass
through the 1Zn9Ca cluster, leading to more stress.

It is interesting to notice that, after fully departing from the clusters, trailing disloca-
tions connecting the TB and the cluster are observable. These <a> dislocations on basal
planes are nucleated from the cluster surface to accommodate the high strain incompatibil-
ity between the cluster and twin, leading to a local plastic relaxation once the local stress
and misfit strain are sufficiently high [50]. The number of the trailing dislocations increases
when Ca dominates the cluster.
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From Figure 6, the Ca-rich (1Zn9Ca) cluster has extra resistance against the migration
of TBs in Mg-Zn-Ca alloys, indicating a stronger hardening effect than in the Zn-rich
(9Zn1Ca) cluster.

4.2. Effect of the Cluster Size and Cluster Concentration

Size is another factor that influences the interactions of clusters with the TB. Stress–
strain curves derived from TB interacting with 1Zn9Ca clusters with R = 1.5, 2.5, and 4.0
nm are shown in Figure 7a. It is found that the CRSS of TB migration dramatically reduces
to 50 MPa and the τ∆CRSS rises up to nearly 150 MPa when the cluster has R = 4.0 nm.
Apparently, the attraction force becomes stronger when increasing the cluster size, and so
does the hardening effect.

Figure 7. The stress–strain curves of cluster–TB interactions for (a) 1Zn9Ca clusters with a series of
cluster radii R. (b) 9Zn1Ca clusters having R = 2.5nm with 30% and 50% (Zn + Ca), respectively.

Moreover, comparing the stress–strain curves for the 9Zn1Ca cluster with R = 2.5 nm
(Figure 6a) and the 1Zn9Ca cluster with R = 1.5 nm (Figure 7a) suggests that the latter
exhibits a more pronounced hardening effect. Therefore, the element content is regarded to
play a more significant role than the cluster size in terms of hardening.

The effect of cluster concentration was studied as well. As mentioned earlier, the
cluster considered here consisted of 70% Mg atoms and 30% (Zn + Ca) atoms to avoid
unexpected defects resulting from excessive misfit strain before imposing shear strain.
For the 9Zn1Ca case, however, the ratio of (Zn + Ca) can reach 50% without causing
additional defects, which is due to the smaller atomic radius of Zn. The stress–strain curves
in Figure 7b show that increasing the (Zn + Ca) ratio of the cluster from 30% to 50% can
significantly enhance the hardening effect.

5. Conclusions

In this work, to understand the pronounced hardening effects observed experimentally,
atomistic simulations are performed to systematically investigate the interactions between
clusters and moving {10-12} twinning boundaries in Mg-Zn-Ca alloy. Our simulation results
indicate that the cluster produced a hindering effect on TB migration, inducing a significant
hardening effect in Mg-Zn-Ca alloy. The following conclusions can be reached:

(1) Increasing the Ca content can aggravate the lattice distortion of clusters and results
in a stronger hardening effect. Furthermore, the cluster hardening effect is also in a
positive relationship with the size and concentration of the clusters.

(2) The attractive effect of clusters on the TB is identified. The attractive force increases
with the Ca content and size of the clusters.

(3) Although the twin boundary is eventually able to bypass the clusters, basal disloca-
tions are left behind, which causes a local plastic relaxation.

(4) The Zn:Ca ratio in the cluster is found to play a more significant role than the cluster
size in impeding TB migration.
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