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Joel Brito, Suzane S. de Sá, Samara Carbone, Swarup China, Paulo Artaxo, Scot T. Martin,
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1. Introduction

The properties of atmospheric particles (often also termed aerosol) have been the subject of
scientific studies for several decades because of their effects on air quality, health, visibility, propagation
of electromagnetic radiation in the atmosphere, and climate. However, despite intense research efforts,
several knowledge gaps remain to be filled, the reason being related to the complexity of the physical
and chemical characteristics of these particles and of their dynamic interactions with the surrounding
environment [1]. One of the frontier topics in this scientific endeavor is the subject of this special
issue: the morphology and mixing of atmospheric aerosol at the single-particle level. With aerosol
“morphology” and “mixing”, here, we refer to three broad properties of a single particle suspended in
the atmosphere: (1) the shape and size of a particle; (2) the geometrical distribution of components
with different physico-chemical characteristics within a particle; and (3) the topology of a particle
(e.g., the existence of convex or concave regions on the particle’s surface, or fractal-like structures).
Figure 1 shows some examples of the complex morphology and mixing state of atmospheric particles.
These three properties affect important atmospheric processes; for example: (a) The shape and size
of a particle affects its optical and aerodynamic properties, determining their effectiveness when
interacting with electromagnetic radiation, their settling velocity, their ability to penetrate deeply into
the lungs, and the sampling efficiency of instrumentation, inlets, or sampling lines. Even the simple
concept of size becomes ill-defined (or ambiguous) for particles that have nontrivial shapes (e.g.,
different from spheres, spheroids, cylinders, or cubes); (b) The geometrical distribution of different
components affects the particles’ ability to interact with other atmospheric components, including
water, and their effectiveness to scatter or absorb electromagnetic radiation. Therefore, particles
with similar size and similar components’ mass fractions, but different geometric distributions of
these components, can have different cloud condensation and ice nucleation properties, can promote
different heterogeneous reactions, can experience different aging processes, and can exert different
radiative forcing; (c) The topology of the particle can affect its ability to nucleate water droplets and ice
crystals, or favor the condensation of other material from the gas phase, determining, for example, the
mass growth rate of secondary organic aerosol, and it can also affect heterogeneous chemical reactions
and the particle toxicity. An important example where the topology has a key role is for fractal-like,
combustion-generated soot particles (often also referred to as black carbon). These particles have
a key role in determining the overall radiative forcing of anthropogenic aerosol [2–4]. Their initial
structure is typically well described by a fractal formalism, and their mass scales with a measure
of their length through a power law—with an exponent different from that of convex objects [5].

Atmosphere 2018, 9, 249; doi:10.3390/atmos9070249 www.mdpi.com/journal/atmosphere1
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This structure changes over time in the atmosphere and, therefore, the properties of these particles are
very dynamic [3,6–11].

Figure 1. Complex morphology and internal mixing of atmospheric particles.

In this special issue, the authors discuss several of these aspects and present recent advances in
this field, including ambient and laboratory characterizations, as well as theoretical and numerical
treatments. In the next section, we will briefly summarize the individual contributions to this issue,
categorized into three broad topics: (1) sampling and laboratory techniques; (2) analyses of atmospheric
particles; and (3) theoretical and numerical studies.

2. Summary of This Special Issue

2.1. Sampling and Laboratory Techniques

Chen et al. [12] report a detailed study of the modification of the particle morphology deposited
on different substrates and subjected to various conditions during storage, handling, and analysis. For
their study, they generated, collected, and analyzed three types of particles: sodium chloride, sulfuric
acid, and soot coated with sulfuric acid. Depending on substrates and conditions, they observe that
morphological changes of the deposited particles could vary from negligible to severe. They, therefore,
recommend caution during each step of the specimen lifetime from the collection to the analysis. They
also provide specific conditions and sampling media that can work better for the specific problem and
particle type investigated.

Bhandari et al. [13] analyze fresh soot particles generated in the laboratory using acetylene and
methane flames, before and after a thermodenuder. Thermodenuders are often used to estimate the
effect that coating material has on the soot particles’ optical properties through the “lensing” effect.
Freshly generated soot has typically a fractal-like (lacy) structure, but such a structure can collapse to a
more compact one upon aging. Compaction, as coating, affects the soot optical properties as well. If
the goal of using a thermodenuder is to assess the effect of coating only, then the thermodenuder itself
should cause minimal or no compaction. The study verifies that indeed that is the case.
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Kulkarni et al. [14] demonstrate a laboratory-based experimental method to investigate the
immersion freezing of ice residuals using two continuous-flow diffusion chambers and a pumped
counterflow virtual impactor. Ice is nucleated in immersion freezing mode in the first diffusion
chamber. The larger ice crystals are separated and sublimated using the virtual impactor and a heat
exchanger. The ice residuals are transferred to the second ice chamber to investigate the immersion
freezing properties of ice residuals. The results from this study show that not all the ice residuals
nucleate ice in the second chamber. The transformation of morphology and chemical composition
of ice residuals during the freezing–sublimation process can influence the freezing properties of the
ice residuals.

Brus et al. [15] present laminar flow tube measurements of sulfuric acid diffusion coefficients
as a function of relative humidity, temperature, and concentration. They use a chemical ionization
mass spectrometer to monitor sulfuric acid concentrations at different positions along the flow tube
and calculate the effective sulfuric acid diffusion coefficient from the wall loss rate. They apply a
computational fluid dynamics model to investigate the laminar flow in the tube. The authors find that
the effective sulfuric acid diffusion coefficients linearly decrease with increasing relative humidity,
while they show a power dependence with respect to temperature. They further use clustering kinetics
simulations to investigate the effective diffusion coefficients. They suggest that the attachment of
sulfuric acid molecules with base molecules may be responsible for a higher temperature dependence.

2.2. Analyses of Atmospheric Particles

Kiriya et al. [16] report a study of aerosol surface area during a field study in Japan, in 2015–2016.
Often size distributions are reported in terms of number concentrations per size bin; the authors here,
instead, study the aerosol surface area distributions. The motivation is that the surface area might
be particularly important for the toxicity of the particles and their ability to react with humans’ and
animals’ cells and other pollutants. They find that the surface area correlated with the black carbon
concentrations. Freshly emitted black carbon particles are typically fractal-like aggregates of small
monomers and have a relatively large surface area. This surface area can decrease over time due to
aging and coating processes. Therefore, the authors interpret their result as evidence that the black
carbon transported to the site was mostly uncoated.

Mahish et al. [17] report an analysis of different methods used to calculate cloud condensation
nuclei spectra and assess the effect of various assumptions and simplifications, including those
regarding the mixing state of atmospheric aerosol. For their analysis, they use a large dataset collected
at the Southern Great Planes site in Oklahoma from the U.S. Department of Energy, Atmospheric
Radiation Measurement program. They first make a baseline estimate of the cloud condensation nuclei
spectra with k-Köhler theory and using all the data available without averaging. Then, they compare
several estimates using different assumptions and they find the best agreement with their baseline
when they include size-dependent internal mixture hygroscopicity information.

Xu et al. [18] discuss a single particle study using electron microscopy and spectroscopy on
samples collected in the Northeast of China. They characterize the particles based on their elemental
composition, mixing, and morphology. From their analysis, they suggest that coal combustion in
low-efficiency stoves, used for household heating, is a dominant source in the area. The authors also
suggest that biomass burning is of secondary importance, although not negligible. They conclude that
the anthropogenic emissions from rural regions can be transported to urban areas and substantially
add to the local pollution, contributing to regional haze episodes.

Wang et al. [19] investigate the morphology and mixing state of individual atmospheric particles
in the megacity of Beijing during the 2015 China Victory Day parade, using transmission electron
microscopy coupled with energy dispersive X-ray spectrometry. They classify particles into two
broader groups and within each group, they define different subcategories (primary: mineral dust,
soot, and organic; and secondary: homogeneous mixed S-rich, and organic coated S-rich particles)
based on their morphology and mixing state. They find that secondary particles dominate (~79%) the
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total particle population. They also observe that the average diameter of secondary particles increases
with increasing relative humidity. They suggest that organic coated S-rich particles may be formed by
condensation of secondary organic aerosol on seed S-rich particles.

Fraund et al. [20] present a microspectroscopy analysis of single particles collected in the
Amazon basin from three sites with different proximity from the city of Manaus. The authors
quantitatively combine two complementary microspectroscopy techniques, Scanning Transmission
X-ray Microscopy/Near-Edge Fine Structure Spectroscopy and Scanning Electron microscopy/Energy
Dispersive X-ray Spectroscopy. They estimate the particle-specific mass fraction and calculate the
bulk and individual particle diversity parameters. They utilize the mass fraction data for k-means
clustering analysis to identify several particle classes. They use the diversity parameter to quantify the
mixing state (i.e., the mixing state index) of the particle population. The mixing state index varies from
0 (completely externally mixed) to 1 (completely internally mixed). The results of this study suggest
that the background site contains less cluster variety and fewer anthropogenic clusters than samples
collected at the sites nearer the city.

2.3. Theoretical and Numerical Studies

Sorensen et al. [21] provide a detailed review of the power of Q-space analysis that offers general
insights on the optical properties of particles and allows the discovery of patterns useful for the
interpretation of these properties. After a general introduction of the basic concepts using Mie and
Rayleigh scattering theories, the authors expand the analysis to the more complex topic of the optical
properties of irregular particles. Particle types discussed include dust, abrasive powders, fractal
aggregates, and ice crystals, covering a wide range of sizes, shapes, and index of refractions, and
making the work relevant to several branches of science, even beyond purely atmospheric applications.
For their discussion, the authors use experimental and theoretical data (e.g., numerical methods such
as T-matrix and the discrete dipole approximation). Among several interesting findings, what stands
out is the clear distinction between fractal and nonfractal particles, especially at some regimes.

Chin et al. [22] present a numerical modeling analysis of how the mixing state of black carbon
affects its atmospheric removal through nucleation scavenging. Nucleation scavenging, where a water
droplet grows by condensation on a particle, is possibly the most important mechanism for the removal
of black carbon from the atmosphere, determining the lifetime of this type of particle. Because black
carbon strongly absorbs solar radiation, an understanding of its lifecycle is key to accurately modelling
the effect of aerosol on climate. For their work, the authors use a detailed particle-resolved model that
can follow the aerosol mixing (internal and external) at the single-particle level. Based on their analysis,
they suggest that typically employed models that ignore (or simplify) the intricacy of the single-particle
mixing, can significantly overestimate the scavenged black carbon mass fraction, especially for lower
supersaturation conditions.

Hughes et al. [23] apply the machine learning approach to predict the global distribution of the
aerosol mixing state and its implications on hygroscopicity, as quantified by a mixing state metric.
Machine learning is an emerging tool in atmospheric science; it utilizes a set of algorithms to recognize
patterns in large datasets and make predictions. Global climate models use a simplified representation
of aerosol mixing state, which can introduce large uncertainties. In this study, the authors utilize a
large ensemble of particle-resolved box model simulations and the machine learning approach to
determine mixing state matrices and identify the regions where the external and internal mixing state
assumption can be applied in global climate models. They find that the mixing state metric varies
between 20% and 100%. They also report how the mixing state metric varies with particle diameter,
geographical location, and season. This study shows how machine learning can be applied to link
detailed particle-resolved models to large-scale global climate models.
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3. Conclusions

This special issue assembles a dozen contributions discussing a wide range of aspects on the
morphology and mixing state of individual particles by internationally recognized experts in the
field. The results and techniques discussed and proposed in this special issue will be of interest
to experimentalists as well as global climate modelers, and guide the improvement of numerical
simulations of past and future climate changes. However, we also hope that these results will be
useful to other research communities, including those that study air quality, visibility, particle toxicity,
combustion processes, atmospheric optics, and chemistry, and possibly those that study particles for
technological applications. Finally, we hope that the research presented here will spark new ideas and
indicate future research directions.
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Abstract: Sampling on different substrates is commonly used in laboratory and field studies
to investigate the morphology and mixing state of aerosol particles. Our focus was on the
transformations that can occur to the collected particles during storage, handling, and analysis.
Particle samples were prepared by electrostatic deposition of size-classified sodium chloride,
sulfuric acid, and coated soot aerosols on different substrates. The samples were inspected by
electron microscopy before and after exposure to various environments. For coated soot, the imaging
results were compared against mass-mobility measurements of airborne particles that underwent
similar treatments. The extent of sample alteration ranged from negligible to major, depending on
the environment, substrate, and particle composition. We discussed the implications of our findings
for cases where morphology and the mixing state of particles must be preserved, and cases where
particle transformations are desirable.

Keywords: substrate; morphology; electron microscopy; aerosols; soot; sodium chloride; sulfuric
acid; sampling

1. Introduction

Atmospheric aerosols play a major role in regional air quality and global climate [1–4]. The effects
of aerosols are highly dependent on the particle number concentration, and also on the particle size,
composition, mixing state, phase state, and morphology. The knowledge of these properties is crucial
for an accurate prediction of the environmental impacts of aerosols.

Although some current instrumentation is capable of online analysis of aerosol particles [5–10],
the aerosol community is heavily reliant on off-line sampling, due to lower costs and a more
comprehensive range of particle characterization methods available. Typically, a series of samples
are collected during laboratory experiments or field measurements, with several replicates to ensure
sufficient statistics. The samples are stored for hours, days, or even months, before being transported
to the analysis facility, either by the researcher or over a commercial carrier. Finally, the samples
are analyzed by the researcher or by the facility staff. Electron microscopy (EM) is a widely used
off-line technique for particle analysis because it can provide a direct evaluation of the particle size and

Atmosphere 2017, 8, 162; doi:10.3390/atmos8090162 www.mdpi.com/journal/atmosphere7



Atmosphere 2017, 8, 162

morphology [11]; also, particle composition can be assessed when EM is augmented by such methods
as Energy-Dispersive X-ray Spectroscopy (EDX) or Electron Energy Loss Spectroscopy (EELS).

At every step in the above sequence, from collection through analysis, sample alteration is
possible to a degree that the collected particles may fail to represent the original airborne particles,
both individually and statistically. For instance, the collection of samples is often conducted
by aerodynamic deposition of airborne particles on various substrates in a low-pressure cascade
impactor [12]. This method may discriminate against solid particles, which tend to bounce off
the substrate surface [13,14]. Greasing the substrate reduces particle bouncing, but is not always
applicable when the sample is intended for EM imaging and chemical analysis. Since the impaction of
particles occurs at a high velocity, the fragmentation of loosely connected agglomerates is possible,
such as those produced by the Brownian coagulation of soot aggregates originally emitted by diesel
engines; the original aggregates, however, are strongly bound and do not fragment upon impact [15].
Although the presence of a small amount of organic adsorbates stabilizes coagulation-produced
agglomerates [15], thick liquid coatings could themselves be lost (“shaken off”) upon impaction
of particles against substrate [16,17]. Collection approaches using electrostatic deposition [18,19],
diffusion [15], or thermophoresis [20] are more gentle, but there are a number of factors which limit
their use. Collection by filtration on porous membranes is by itself non-damaging [21], but typically
requires a sputtered metal overcoat to make the sample electrically conductive, if it is intended
for EM analysis. Also, such membrane samples by design are only suitable for examination by
Scanning Electron Microscopy (SEM), but not for Transmission Electron Microscopy (TEM) because
the membrane is not transparent to the electron beam. Thus, the choice of the particle collection and
analysis methods imposes significant constraints on the choice of sampling substrates. While any
sufficiently flat substrate that can be made electrically conductive by metal sputtering is suitable for
SEM analysis, the application of TEM is limited to thin-film or web-like substrates that are sufficiently
transparent for the electron beam.

A common limitation of standard TEM and SEM approaches comes from the need to place
the particle sample under high vacuum, where evaporation of volatile and semi-volatile particle
components is possible [22,23]. This problem is exacerbated by exposure of particles to the electron
beam, leading to thermal evaporation and surface charging, reducing the image resolution and contrast.
A lower accelerating voltage can be used to minimize this problem, but at the expense of a reduced
resolution. One way to minimize sample damage is by using Environmental EM methods (i.e.,
ETEM and ESEM), where the sample is held at several millibar or even atmospheric pressure. Also,
sample encapsulation under a thin membrane can be used to protect particles from high vacuum
conditions [24].

Another frequently overlooked aspect of sample analysis involves substrate-particle interactions,
which may depend strongly on the particle and substrate composition. For instance, interaction with
the surface of beryllium substrate has been proposed to explain the failure to observe sulfuric acid
particles after deposition [17]. The deliquescence point of water soluble particles [25] and mixing state
of organic/inorganic aerosol particles [26] have been shown to depend on the hydrophilic properties
of substrates. Hydrophilicity, or generally, the surface energy of the substrate, controls the ability of
the particle material to wet the substrate surface, and hence the shape of liquid particles. At the limit of
perfect wetting, a particle may lose its spherical shape entirely by spreading in a thin layer. Similarly,
a core-and-shell particle may lose its liquid coat to the surface of substrate. The rate of transport from
the particle to the surface is slow for thin coats [27]. However, thickly coated particles may potentially
experience a significant coating loss within hours or even minutes, depending on the viscosity of the
liquid layer [27], which depend on the degree of particle aging. To reduce photo-induced changes,
particle samples are commonly kept refrigerated in the dark [21], but chemical changes are still possible
through dark oxidation by molecular oxygen and neutralization of particle-phase acids by ubiquitous
ammonia. Additionally, temperature and humidity swings during storage and transport present yet
another possible cause of sample modification. For instance, for a sample sealed at 25 ◦C and 50%
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relative humidity (RH), a 10 ◦C drop in temperature would increase the RH to 93%, resulting in the
deliquescence of most inorganic particle constituents and associated morphological changes in the
particles. Indeed, freezing and thawing cycles of collected particles have been shown to cause severe
particle agglomeration due to water uptake [24]. Finally, even for perfect samples, the human factor
may contribute to a bias during image analysis through particle discrimination based on size and
shape, as discussed previously [28–30].

The goal of this study was to investigate the role of particle-substrate interactions and changing
environmental conditions on the outcome of morphological analysis for several types of submicron
aerosols. We examined aerosol particles composed of sodium chloride, sulfuric acid, untreated soot,
and sulfuric acid-coated soot. Sodium chloride is a crystalline material with deliquescence and
efflorescence RH of 75 and 45%, respectively. Sulfuric acid is a low volatile, highly hygroscopic liquid
whose water content depends on the ambient RH. Coated soot particles are aggregates of hydrophobic
graphitic spheres with a thin layer of hygroscopic sulfuric acid. The particles were collected on several
types of substrates (lacey grids, untreated silicon, hydrophobic silicon, and silicon nitride), exposed to
varying temperature/humidity conditions, and analyzed to elucidate factors leading to significant
morphological changes.

2. Experiments

2.1. Particle Generation, Processing, and Mass-Mobility Analysis

Soot aerosol was produced by the combustion of natural gas in an inverted diffusion burner [31].
A global flame equivalence ratio of 0.5 was used to form fractal particles with a negligible fraction of
organic carbon [19,32]. Sodium chloride and sulfuric acid aerosols were produced by nebulization
of the corresponding aqueous solutions in a constant output atomizer (Aerosol Generator 3076,
TSI Inc., Shoreview, MN, USA). In all cases, the generated aerosol was diluted with particle-free,
purified air, and then passed through a diffusion drier filled with silica gel, a Nafion drier
(PD-07018T-24MSS, Perma Pure LLC., Lakewood, NJ, USA), and a bipolar diffusion charger (Po-210,
400 μCi, NRD Staticmaster, New York, NY, USA). An integrated system (Figure S1 in Supplementary
Materials) consisting of two differential mobility analyzers (DMA 3081, TSI Inc., Shoreview, MN, USA),
an aerosol particle mass analyzer (APM 3601, Kanomax Inc., Andover, NJ, USA), and a condensation
particle counter (CPC 3772, TSI Inc., Shoreview, MN, USA) was used to size-classify and characterize
aerosols [33]. A more detailed description of the aerosol system can be found in [19].

Sodium chloride and sulfuric acid particles were directly collected on substrates after
size-classification. In the case of soot particles, processing could be applied before particle collection;
this involved the coating of particles with sulfuric acid and/or exposure to elevated relative
humidity. For coating, the soot aerosol was passed through a pick-up chamber half-filled with
sulfuric acid (80 wt %) that was maintained at a controlled temperature (52 ± 2 ◦C). Following the
coating application, the aerosol was either directly collected in the precipitator or passed through
a drier/humidifier (PD-07018T-24MSS, Perma Pure LLC., Lakewood, NJ, USA), and then collected.
The amount of sulfuric acid on soot particles and the associated change in the particle mobility diameter
induced by coating and humidification were monitored through Tandem DMA and DMA-APM
measurements, and reported as growth factors by diameter (Gfd) and mass (Gfm), respectively.
The Gfd and Gfm were calculated from the ratios of the processed particle mobility diameter and
particle mass (Dp, mp) over the initial diameter and mass (Do, mo), respectively. In all cases, following
size-classification, soot aerosol was passed through a thermal denuder maintained at 300 ◦C to remove
residual organics.

2.2. Substrates, Collection Procedures, and Sample Processing

Particles were collected in a custom-made electrostatic precipitator [19] similar to the one described
earlier [18]. Lacey grids (01883, Ted Pella, Inc., Redding, CA, USA), silicon wafer chips (16008,
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Ted Pella, Inc., Redding, CA, USA), and silicon nitride window chips (301.3892, Hummingbird
Scientific, Lacey, WA, USA) were used as collection substrates. Lacey grids have a Formvar/Carbon
layer with web-like structure on a 300 mesh copper grid. Upon collection, some particles attached
themselves to the fibers where the particle-fiber contact area was relatively small, while other particles
landed on flat areas. Lacey grids were used as is, without any treatment. Silicon chips were sonicated in
methanol to remove possible contamination, and dried with high purity nitrogen before use. Cleaned
untreated silicon chips were hydrophilic. To obtain hydrophobic silicon chips, cleaned chips were
immersed in a dichlorodimethylsilane solution (5% DCDMS in toluene, Sigma-Aldrich, St. Louis,
MO, USA), rinsed sequentially with toluene and methanol, and dried with high-purity nitrogen.
To verify the effect of the DCDMS treatment, a 3-μL water droplet was placed on the surface of both
DCDMS -treated and untreated silicon chips. Images of the droplets (Figure 1) taken by a digital
camera (eheV1-USBplus, Oasis Scientific, Taylors, SC, USA) indicated that the average contact angle
increased from 45◦ to 92◦ after the DCDMS treatment (Table 1), confirming that the wettability of the
silicon surface was reduced significantly (for reference, the wetting angle for water on Teflon was
104◦). The wetting angle was determined from digital images using image-processing software (Adobe
Photoshop, Adobe Systems Inc., Mountain View, CA, USA). Silicon nitride chips in ETEM experiments
were used as received. These chips have a narrow-slit window covered with a 50 nm thick silicon
nitride membrane. A regular chip and a spacer chip were sandwiched together to create a controlled
environment for ETEM imaging of particle samples.

 
(a) 

 
(b) 

Figure 1. A droplet of water on the surface of (a) untreated hydrophilic and (b) hydrophobically treated
silicon chip. Scale bar for both images is 1 mm.

Table 1. Wetting angle of liquids on different surfaces.

Chemical

Wetting Angle, Degrees

Silicon Silicon
Nitride

Graphite
Hydrophilic Hydrophobic

Water 45 92 86
Sulfuric acid (20%) 69 73
Sulfuric acid (50%) 61
Sulfuric acid (80%) 20 1 92 16
Sulfuric acid (98%) 20 1

1 Because of effective surface wetting the angle cannot be measured precisely.
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Particle samples collected on lacey grids and silicon chips were processed off-line and then
imaged by SEM. The conditions corresponding to each of the three types of processing environments
are described in Table 2. During Type I processing, substrates with collected particles were exposed
to a 92–96% RH inside a small stainless steel cylindrical chamber for 20 min. Such exposure
might correspond to a moderate change in environmental conditions during sample transport or
contact with the operator’s breath. The relative humidity inside the chamber was maintained using
a humidified flow obtained by passing particle-free, purified air through a single 30 cm long Nafion
tube (TT-050, 0.042” ID, 0.053” OD, Perma Pure LLC., Lakewood, NJ, USA) immersed in warm distilled
water. The relative humidity was measured by a RH sensor (SRH77A, Cooper Atkins, Middlefield,
CT, USA). Type II processing involved exposing the samples to a 55% RH in an open holder box
(PELCO®X-TREME, Ted Pella, Inc., Redding, CA, USA) placed inside a plastic bag. Next, the box was
hermetically sealed and transferred to a freezer maintained at −20 ◦C. After 12 h of storage, the box
was removed from the freezer, brought to room temperature, and then opened to expose the samples
to ambient air (RH 16–55%, as noted in each case). Type III processing was similar to Type II, but after
removal from the freezer, the box was opened immediately, allowing ambient water vapor to condense
on particle samples. Condensation and surface flooding could be observed visually, with the amount
of condensed water strongly dependent on the ambient humidity (RH 16–20% for Type IIIa and RH
50% for Type IIIb). The samples collected on silicon nitride chips were humidified in situ during ETEM
imaging, using a 0.5 mL/min flow of helium that passed through the single-tube Nafion humidifier
described above.

Table 2. Different types of environments used to process collected particles.

Environment Description

Type I (Humidified) Exposed to a 92–96% relative humidity (RH)

Type II (Cold storage)
Exposed to a 55% RH at room temperature, sealed in a container,
chilled in a freezer to −20 ◦C, removed from the freezer, brought to
room temperature, and then exposed to ambient air (RH 16 to 50%)

Type IIIa (Moderately flooded)
Exposed to a 55% RH at room temperature, sealed in a container,

chilled in a freezer to −20 ◦C, removed from the freezer and
exposed to ambient air while still cold; ambient air RH is 16–20%.

Type IIIb (Severely flooded)
Exposed to a 55% RH at room temperature, sealed in a container,

chilled in a freezer to −20 ◦C, removed from the freezer and
exposed to ambient air while still cold; ambient air RH is 50%.

2.3. Electron Microscopy and Image Processing

Most of the particle samples were imaged with a LEO 1530VP Field Emission Scanning Electron
Microscope (FE-SEM), using a 5 kV accelerating voltage. A limited number of samples were studied
by FEI Titan 80–300 ETEM located in the Center for Functional Nanomaterials at Brookhaven National
Lab, using a 300 kV accelerating voltage. No metal or carbon film coating was applied to the particle
samples before imaging. The SEM and ETEM images were manually pre-processed using Adobe
Photoshop to adjust contrast and/or gray level in order to separate particles from the substrate
background. For soot aggregates on silicon and silicon nitride, adjusting the levels was sufficient,
but for soot aggregates on lacey grid samples, a manually drawn outline was required because the
aggregates and lacey fibers had a comparable level of gray and/or contrast. For sulfuric acid and
sodium chloride particles on all substrates, adjustment of gray level was sufficient to separate the
particles from the image background.
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Processed images were used to measure particle dimensions and morphology. In the case of soot,
the aggregate convexity (Figure S2) was determined [21,34]. Convexity is the ratio of the aggregate
projected area Aa over the area of the convex hull polygon Apolygon, as defined by Equation (1):

Convexity =
Aa

Apolygon
(1)

where Aa and Apolygon were determined from the images using MATLAB-based code written in-house
(Text S2). The convexity characterizes the compactness of soot aggregates, varying between 0 and 1,
with the larger value corresponding to more compact aggregates.

3. Results and Discussion

3.1. Sodium Chloride

Figure 2 shows sodium chloride particles with an initial mobility diameter of 200 nm that
were collected on several different substrates and treated following procedures described in Table 2.
As expected, the untreated particles appeared as cubes with well-defined edges (Figure 2a) because the
highest RH experienced by these particles during sample manipulation never exceeded 50%, which is
well below the 75% deliquescence RH of sodium chloride. For treated particles, the appearance
depended on several factors, including the procedure, the maximum level of RH, and the type
of substrate. The particles were stable under the electron beam at magnifications below ×100 k.
At magnifications exceeding ×700 k, the resistive heating from the electric current delivered by the
electron beam caused particle melting and then re-crystallization into a set of smaller particles.

 

Figure 2. Scanning electron microscopy (SEM) images of 200 nm initial mobility diameter sodium
chloride particles deposited on different substrates: (a) untreated silicon chip, dry conditions;
(b) untreated silicon chip, subjected to Type I treatment; (c) hydrophobic silicon chip, subjected
to Type I treatment; (d) lacey support film, subjected to Type I treatment; (e) untreated silicon chip,
subjected to Type IIIa treatment (16–20% ambient RH); and (f) lacey support film, subjected to Type
IIIb treatment (45% ambient RH). Inset in (d) shows recrystallized NaCl within holes of the lacey grid.
Inset in (e) shows polydisperse recrystallized particles on untreated silicon chip. Scale bar for images
(a–d,f), and inset (e) is 1 μm. Scale bar for inset (d) is 200 nm. Scale bar for image (e) is 20 μm.

For sodium chloride particles subjected to Type I treatment (94% RH), morphological changes
varied from negligible to major, depending on the substrate. Particles supported by untreated silicon
chips lost their sharp edges, becoming roundish; some particles even acquired non-cubic shapes
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(Figure 2b). Also, light circular spots developed around some of the particles. Presumably, these spots
were composed of a thin deposit of sodium chloride, which led to surface charging around the particles
due to the poor electrical conductivity of crystalline sodium chloride. From this behavior, we inferred
that the sodium chloride crystals were converted to aqueous droplets at high humidity, and the
droplets partially spread over the surface. After water evaporation, most droplets re-crystallized to
form individual particles, but the shape of those particles was significantly affected by the interactions
between the aqueous droplets and the hydrophilic substrate. On the other hand, most particles that
were collected on hydrophobic silicon restored their original cubic structure (Figure 2c) because of
poor surface wetting. Overall, particles subjected to Type I treatment on hydrophobic silicon chips
appeared nearly indistinguishable from the original dry sodium chloride particles (Figure 2a).

The response of sodium chloride collected on lacey grids depended strongly on the particle
location within the grid. Particles adhering to the fibers, far away from lacey holes, maintained their
cubic morphology or became somewhat roundish after Type I treatment (Figure 2d). However, particles
located near small lacey holes changed their morphology entirely. It appears that after deliquescence,
the aqueous solution was drawn into the holes, and when the water evaporated, sodium chloride
re-crystallized within the holes, forming solid plugs (Figure 2d inset).

Subjecting samples of sodium chloride to Type II treatment (Cold storage) caused only negligible
changes in the particle morphology. The Type II treatment was designed to reproduce a typical
sampling routine, whereby a particle sample is sealed at a 55% indoor RH, transferred to the freezer,
and upon removal from the freezer is allowed to equilibrate thermally before exposure to ambient air.
The lack of discernible changes in the particle morphology on different substrates indicates that the
particles were never exposed to an RH above the deliquescence point of sodium chloride. We believe
this was caused by the freeze-drying effect due to the container walls being cooled faster than the
particle sample, which was mounted in the middle of the container on a thermally non-conductive
support. Water vapor diffused from the warmer sample region to the colder wall region, where it
condensed, keeping the RH near the sample relatively low. If particle samples were mounted directly
on the container wall, the impact would have been significant, as shown in [24], where the sample
cooling and thawing at the same rate as cooling and thawing of the container walls resulted in water
condensation, deliquescence, and coalescence of the particles.

Under the Type III treatment (Flooding), the sample box was opened immediately after removal
from the freezer, allowing no temperature equilibration. Evidently, ambient RH was a key factor
in determining the extent of sample change in this case. When exposed to a 50% RH (Type IIIb),
the surface of the cold substrates was heavily flooded by the water condensate and no particles could
be observed afterwards on either untreated silicon or hydrophobic silicon. Apparently, the particles
were dissolved and washed away completely by the thick water layer. When ambient RH was lower
than 20% (Type IIIa), some particles could be observed on the substrates, but their appearance was
different from that of the original particles. As shown in Figure 2e, these new particles were of
non-uniform sizes and clustered in groups. In this case, the level of water saturation was sufficient
to activate sodium chloride particles into supermicron-sized droplets, but insufficient to flood the
surface. The droplets grew in size and coalesced to form continuous areas while the sample was
still cold. When the sample temperature increased and water evaporated, the dissolved sodium
chloride re-crystallized randomly on the surface defects, forming particles of a broad range of sizes
(Figure 2e inset), with some particles as large as several micrometers. A similar behavior was seen
in [24] where freezing or thawing particles without humidity regulation caused morphology changes,
while controlling the humidity decreased the severity of change observed in particle size and shape.

When Type III treatment was applied to lacey grids, particles were recovered in all cases and no
difference in the particle appearance was noted between the experiments conducted at a 16 or 45% RH.
The particles were not washed off because the extent of surface flooding was prevented by the Kelvin
effect, due to the small radius of curvature of the fibers. Figure 2f shows that Type IIIb treatment of
lacey grids triggered a sequence of droplet activation, coalescence, and re-crystallization, producing
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random groups of sodium chloride particles of a broad size range. As seen previously with Type I
treatment, some of the sodium chloride particles re-crystallized within the lacey holes.

3.2. Sulfuric Acid

Experiments with sulfuric acid aerosol were conducted using DMA1 set to 200 nm. Sulfuric acid
droplets collected on hydrophilic and hydrophobic silicon chips appeared as nearly perfect spheres
with similar average diameters of 229 ± 21 nm (Figure 3a) and 237 ± 15 nm, respectively. A small
number of droplets with multiple charges and larger sizes were also observed, but those were excluded
from the average diameter calculation. For samples prepared on a lacey grid, a significant difference
was observed between the droplets on the fibers and the flat area, 204 ± 21 nm and 292 ± 20 nm,
respectively. The agreement between the SEM and DMA diameters for droplets on fibers indicates
that they remained nearly spherical after deposition. In other cases, some flattening occurred from
the droplet-surface interaction. The behavior of submicron droplets of concentrated sulfuric acid was
drastically different from that of millimeter-scale droplets, which wet the silicon chip surface almost
perfectly and spread to form a thin film, due to a stronger gravitational force (Table 1).

 

Figure 3. SEM images of 200 nm initial mobility diameter sulfuric acid particles on different substrates.
The scale bar is 1 μm. The particles were (a) deposited onto a untreated hydrophilic silicon chip and
kept dry, (b) deposited onto a hydrophilic silicon chip and subjected to Type I treatment, (c) deposited
onto a hydrophobic silicon chip and subjected to Type I treatment, (d) deposited on lacey grid fibers
and subjected to Type I treatment, (e) deposited onto an untreated silicon chip and subjected to Type II
treatment, (f) deposited onto a hydrophobic silicon chip and subjected to Type II treatment.

The 200 nm droplets of sulfuric acid were stable under the electron beam at lower magnifications,
but evaporated within seconds at magnifications exceeding ×200 k. Exposure of the droplets deposited
on hydrophilic silicon to Type I treatment (Humidified) resulted in roundish particles of non-uniform
shape and a significantly larger final diameter, 387 ± 36 nm (Figure 3b). The increase in the average
diameter relative to the unprocessed sample was caused by droplet flattening after undergoing the
humidification/drying cycle. First, at high RH the droplet footprint may have doubled from water
absorption, because the hygroscopic growth factor of sulfuric acid droplets between 5 and 94% RH
is about 2. The coalescence of adjacent droplets may have caused an additional increase in size.
Next, when water was lost through evaporation upon drying, the droplets did not retreat to their
original sizes, but flattened instead because of the adhesion to the substrate surface. The presence of
darker spots around the droplets, probably the residue of sulfuric acid after the droplet retreat, confirms
this hypothesis. The uneven shape of processed droplets could be caused by the submicron-scale
surface roughness. Also, it is possible that sulfuric acid in the droplets was partially or completely
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neutralized by ammonia, which is ubiquitous in ambient air. We estimated that in the presence of mere
10 parts per billion, a common indoors ammonia level [35,36], it takes only few minutes to neutralize
sulfuric acid inside the 200 nm droplets. The resulting salts, ammonium bisulfate (efflorescence RH
10%) and ammonium sulfate (efflorescence RH 39%), would crystallize upon drying under the SEM
vacuum to form non-spherical particles. It has been reported that neutralization of sulfuric acid
particles by ammonia makes them more stable under the electron beam [17].

For droplets on hydrophobic silicon chips and lacey grid fibers, the diameter increased to
259 ± 26 nm and 265 ± 23 nm, respectively after Type I treatment (Figure 3c,d). Less significant
changes in the droplet appearance and size on hydrophobic silicon may have resulted from a larger
wetting angle of dilute sulfuric acid (Table 1), leading to less droplet spreading at high RH. In the case
of fibers, the lesser impact may be due to a lower contact area with the droplets.

On all substrates, Type II treatment (Cold storage) produced less significant changes to sulfuric
acid droplets than Type I treatment (Figure 3e,f). For example, the droplet diameter increased to
321 ± 48 nm and 248 ± 8 nm on hydrophilic and hydrophobic silicon, respectively. However, after Type
III treatment (Flooding), no droplets could be observed on either hydrophilic or hydrophobic silicon
substrates at any ambient RH. It appears that flooding re-distributed sulfuric acid over the entire
surface of the silicon substrate, and the acid remained on the surface in the form of a thin layer,
even after the evaporation of water. However, for lacey grids samples, groups of non-uniform spheres
could be still observed after flooding and drying, because of the limited dispersion of sulfuric acid
along the fibers.

3.3. Soot Aggregates

Soot particles with an initial mobility diameter of 350 nm deposited on various substrates are
shown in Figure 4. Uncoated soot particles collected on both types of silicon chips appeared as fractal
aggregates of graphitic spherical monomers (Figure 4a). The monomer diameter was 28 ± 7 nm,
showing no clear dependence on the overall aggregate size. A small fraction of larger aggregates with
multiple charges was present, but no smaller fragments were evident, indicating that no fracturing
occurred upon deposition of the aggregates on the collection substrate. For unprocessed soot of 350 nm
mobility diameter, chosen in our study for most experiments, the aggregate convexity was 0.56 ± 0.05.

 

Figure 4. SEM images of uncoated, coated, and coated/humidified soot particles deposited on different
substrates ((a–d) correspond to untreated silicon chips and (e,f) to lacey TEM grids). Initial particle
mobility diameter is 350 nm and the scale bar is 2 μm. Insets show magnified individual particles
with a scale bar of 200 nm. The particles were (a) uncoated, (b) coated by H2SO4, (c) coated by
H2SO4 and humidified to 88% prior to deposition, (d) coated by H2SO4, deposited onto a silicon
chip, and subjected to Type I treatment, (e) coated by H2SO4, deposited onto a lacey grid (fibers
area), and subjected to Type I treatment, (f) coated by H2SO4, deposited onto a lacey grid (flat area),
and subjected to Type I treatment.
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In the atmosphere, fractal soot aggregates age rapidly upon exposure to condensable vapors of
sulfuric acid and oxidized organics [37–42]. Sufficiently aged soot may undergo significant structural
changes, making the aggregates less fractal [16]. The restructuring is promoted in the presence of
hygroscopic materials, which absorb water and increase in volume at elevated RH [33]. It is possible
that airborne and surface-bound aggregates respond differently to humidification. For instance,
the interaction with the surface may anchor the aggregate, limiting the extent of structural changes.
To address this knowledge gap, we investigated morphologies of soot aggregates coated by sulfuric acid
and exposed to elevated RH, both in an airborne state and after deposition onto different substrates.

Structural changes in the airborne soot were investigated using the Tandem Differential Mobility
Analyzer (TDMA) system, similarly as described earlier [33]. Size-classified soot aerosol (350 nm)
emerging from DMA1 was coated by sulfuric acid, humidified, thermally denuded, and then scanned
by DMA2 to determine the growth factor, Gfd. Since the coating was removed from the particles before
they entered DMA2, the reported Gfd reflects the structural change in the soot backbone induced by
the coating material and water, but excludes the contribution from the coating material itself. In all
the experiments, the mass fraction of sulfuric acid coating was maintained at 0.26, corresponding to
a Gfm of 1.35, as measured by the APM. Figure 5 shows the evolution in Gfd with the increase in RH.
The first point with a Gfd of 0.92 corresponds to soot aerosol coated by sulfuric acid and stabilized
at 5% RH to minimize coating evaporation. Only a small decrease in Gfd occurred when RH was
increased from 5 to 50%, in agreement with previous observations [33]. The most significant decrease
in Gfd occurred at RH above 50%, reaching a value of 0.74 at 88% RH. The latter Gfd corresponded to
the most compact morphology attainable by the 350 nm soot aggregates generated in our burner [19].
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Figure 5. The decrease in the diameter growth factor (Gfd) of H2SO4-coated soot aggregates with
an increase in the relative humidity (RH). The initial mobility diameter of soot is 350 nm and the
coating mass fraction is 0.26. Following humidification, the particles were thermally denuded to
remove all of the coating material.

To investigate the role of substrate, two sets of experiments were performed, using soot aggregates
deposited on hydrophilic silicon chips, hydrophobic silicon chips, and lacey grids. In the first set of
experiments, airborne soot aggregates were coated by sulfuric acid, humidified, and only then collected
on the substrates. Figure 4b shows an image of the coated soot deposited on a hydrophilic silicon chip
at 5% RH. While the presence of sulfuric acid on the aggregates was not apparent, their morphology
was clearly more compact than that of unprocessed soot. As shown in Figure 6 (5% RH), convexity
was 0.64 ± 0.08, 0.65 ± 0.08, and 0.67 ± 0.07 for coated aggregates on hydrophilic silicon, hydrophobic
silicon, and lacey grid fibers, respectively. A somewhat higher convexity observed on hydrophobic
silicon chips and grid fibers may reflect a lower interaction of the aggregates with those supports,
resulting in a partial restructuring when the samples were exposed to 40–45% ambient RH during
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transfer to the SEM chamber. Convexity was significantly higher (0.74 ± 0.11) when the coated
airborne soot aggregates were humidified to 88% RH before deposition (Figure 4c). An even higher
convexity (0.81 ± 0.05) was observed when these coated and humidified aggregates were denuded
before deposition, suggesting that the evaporation of water and sulfuric acid off airborne particles
could promote their further compaction, as suggested earlier [43,44].

In the second set of experiments, the coated soot aggregates were first deposited on three
different substrates and only then humidified, using the protocols described in Table 2. Figure 4d–f
shows examples of particles subjected to Type I treatment (94% RH) on hydrophilic silicon and
lacey grids (fibers and flat areas separately). The images of particles on hydrophobic silicon are not
included because they were essentially the same as on hydrophilic silicon. There was a marked
difference in the extent of restructuring experienced by the aggregates located on flat substrates and
on fibers (Figure 6). The largest convexity (0.78 ± 0.05) was observed for the aggregates deposited on
fibers, close to the convexity of coated aggregates that were exposed to comparable humidity in the
airborne state. The convexities of particles located on the flat area of lacey grids, hydrophilic silicon,
and hydrophobic silicon were notably lower and of comparable magnitudes, 0.62 ± 0.08, 0.68 ± 0.07,
0.69 ± 0.09, respectively.

As with sodium chloride, Type II treatment (Cold storage) of the coated soot particles made no
discernible change in their morphology on any tested substrate. In the case of Type IIIa treatment
(Moderately flooded), significant restructuring occurred to soot aggregates attached to the fibers of
the lacey grid (0.79 ± 0.04), but the samples prepared on both types of silicon remained practically
unchanged (0.62 ± 0.06), as shown in Figure 6.

Figure 6. Morphology of coated soot aggregates deposited on different substrates and then exposed to
different environmental conditions. The initial mobility diameter was 350 nm and the coating mass
fraction 0.26 ± 0.1. Convexities of uncoated soot and coated airborne soot exposed to 88% RH were
0.56 and 0.74, respectively.

Experiments with coated soot clearly show that particle-substrate interactions hinder aggregate
restructuring. The hindering effect depends on the contact area, being the lowest for aggregates
attached to thin fibers and the largest for aggregates sitting on flat surfaces. Two factors may be
responsible for this effect, the reduced mobility of the aggregate branches anchored to the surface
and the escape of liquid coating material (sulfuric acid) from the coated aggregate to the substrate,
due to capillary action. To obtain some insight on the origin of the hindering effect, we investigated
the restructuring of coated soot aggregates in situ, using ETEM.
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3.4. In Situ Processing of Soot Aggregates

Figure 7a shows an ETEM image of the coated soot aggregate (0.26 mass fraction of sulfuric acid)
under a flow of dry helium. The aggregate structure remained unchanged over several minutes of
continuous exposure to the electron beam. Next, the electron beam was diverted, and dry helium was
replaced with humidified helium. The first image of the humidified sample was taken when the RH at
the exit from the sample cell reached 83 ± 2%. Figure 7b shows that several distinct changes occurred
in the appearance of the aggregate, and also on the surface of silicon nitride. First, under dry conditions,
no coating material could be observed, whereas upon humidification the aggregate, not only did the
surface become visibly embedded in an aqueous coating, but it also developed a dark outline on the
substrate surface. Second, some branches of the aggregate experienced a minor re-arrangement. Third,
a large spot originating at the aggregate and reaching across the entire frame became visible on the
substrate. Over the next 55 seconds, the spot contracted in size (Figure 7c–e) and then remained nearly
stable for over four minutes (Figure 7f). The outline around the aggregate became lighter and the
aggregate appeared as if it lost some of the aqueous coating.

Figure 7. The evolution in the appearance of a soot aggregate coated by sulfuric acid and of the surface
of silicon nitride substrate upon humidification and exposure to the electron beam in environmental
transmission electron microscopy (ETEM): (a) dry initial conditions, (b) sample humidification begins,
(c–f) the sample evolves from the joint impact of humidity and exposure to the electron beam.
The sample was not exposed to the electron beam between 0 and 36 min; the exposure was continuous
after 36 min. The time stamp is minutes and seconds; the scale bar is 400 nm.

The evolution in the appearance of the aggregate and substrate can be interpreted by considering
the joint effect of humidification and exposure to the electron beam. At high humidity and in the
absence of imaging, the sulfuric acid coating absorbed water, forming a larger shell around the
aggregate. Some of the aqueous sulfuric acid, driven by capillary action, migrated to the silicon nitride
surface, forming an outline in close vicinity of the aggregate, and also spreading to a larger surface
area. As shown in Table 1, both concentrated and aqueous sulfuric acid could wet the surface of silicon
nitride. This behavior closely resembled the behavior of the sodium chloride and sulfuric acid particles
upon humidification. The migration of aqueous sulfuric acid to the substrate surface stripped the
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aggregate of its coating shell, causing it to retain its backbone morphology nearly unchanged even
after humidification. When the electron beam was focused on the aggregate, the heat produced by
the beam raised the local temperature, reducing RH and leading to water evaporation. We also noted
that after switching back to dry helium flow, it was impossible to reset the aggregates precisely to
their original state (not shown). The appearance of processed soot pointed to a minor damage in the
graphitic monomers, probably due to oxidation by OH radicals generated from water radiolysis.

4. Conclusions

We investigated morphological changes in three types of particles subjected to several types of
environments, which may be commonly experienced by particle samples during handling, transport,
and imaging. The particles were composed of sodium chloride, a material with a sharp deliquescence
transition at a defined RH; sulfuric acid, which adjusts its water content continuously with variation in
RH; and soot aggregates coated by sulfuric acid, in which the hygroscopic coating was expected to
absorb water and induce structural changes in the soot backbone at elevated RH. The samples were
prepared by electrostatic deposition of particles on wafer chips and lacey grids. Overall, four types of
particle-substrate combinations were investigated, including two for silicon (original hydrophilic and
processed hydrophobic) and two for lacey grids (fibers and flat areas). The environmental conditions
included those to which samples are often subjected during normal handling, such as refrigeration or
freezing in tightly sealed containers, and also extreme cases, such as the exposure of a cold sample to
ambient air.

Based on our findings summarized in Table 3, several major points can be drawn. The most
damaging impact was caused by the Type IIIb treatment, when frozen samples were exposed to
ambient air with RH in excess of 50%. The substrate became heavily flooded with liquid water,
which washed off the particles. However, at an ambient RH below 20% (Type IIIa), differentiation in
the extent of sample alteration was observed, depending on the particle composition and the substrate.
Whereas sulfuric acid particle samples were all defaced, sodium chloride and coated soot survived
with minor structural alterations on selected substrates. Type III treatment is equivalent to a major
mishap during sample handling, but even then, certain particle-substrate combinations appear to
survive nearly unchanged.

Table 3. Magnitude of structural change in aerosol particles on different substrates.

Aerosol Environment 1 Untreated Silicon Hydrophobic Silicon
Lacey Grid

Fiber Flat

Coated Soot

Type I (Humidified) Minimal Minimal Major Minimal
Type II (Cold storage) Minimal Minimal Minimal Minimal

Type IIIa (Moderately flooded) Minimal Minimal Major -
Type IIIb (Severely flooded) Major Major Major -

Sodium Chloride

Type I (Humidified) Moderate Minimal Moderate -
Type II (Frozen) Minimal Minimal Minimal -

Type IIIa (Moderately flooded) Major Minimal Moderate -
Type IIIb (Severely flooded) Major Major Major -

Sulfuric Acid

Untreated Minimal Minimal Minimal Moderate
Type I (Humidified) Major Moderate Moderate Major

Type II (Frozen) Major Minimal Minimal -
Type IIIa (Moderately flooded) Major Major Major -

Type IIIb (Severely flooded) Major Major Major -
1 See Table 2 for the description of different types of environments.

The Type II treatment is equivalent to routine sample handling, when substrates are placed in
sealed cases, cooled to low temperature, and then brought up to ambient temperature while still
sealed [21]. Comparable temperature swings may arise during refrigerated/frozen storage, or during
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transportation. In all the cases, with the exception of sulfuric acid on hydrophilic silicon chips, this
treatment introduced minor or negligible changes to the particles.

The Type I treatment involved the exposure of samples to a high RH (94%), but below the water
saturation level. Such conditions may be experienced by the samples during collection (e.g., during
rain, in early morning or late evening) or handling (an inadvertent exposure to the operator’s breath or
transfer to a room with a significantly different temperature/humidity). The impact of this treatment
varied broadly, depending on the nature of particles and substrate. Coated soot on any type of silicon
chips and sodium chloride on hydrophobic silicon were not affected. On the other hand, coated soot
on lacey fibers and sulfuric acid on hydrophilic silicon experienced significant changes.

The extent of the particle modification depends on an interplay between several factors, including
the actual level of RH experienced by the particles, the physical and chemical properties of the particle
material, and the interaction between the particle and substrate (both surface energy and contact area).
For any given particle-substrate combination, additional factors such as the rate of sample cooling and
relative diffusivity of water vapor versus gas also play a role. Samples must therefore be handled with
the utmost care to prevent conditions when morphology changes are induced by increased humidity
(from operator’s breath) or humidity swings (flooding). Humidity control is important for ensuring
collected particles maintain most of their morphology from source to analysis [24].

Deciding on the best type of substrate for use in aerosol sampling is not only dependent on
the factors described previously, but also on the objective of the investigation. In some studies,
the environment is changed intentionally in a controlled way to examine the response of the particles.
Our results had direct implications for cases where morphological changes in the deposited particles
are desired, such as upon exposure to an elevated RH, using ETEM, ESEM, or Atomic Force Microscopy
(AFM) [45–49]. Clearly, interaction with substrate may severely hinder or alter the extent of change in
the particle morphology. Hence, one must strive to reduce the interaction by minimizing the substrate
surface energy and the surface area in direct contact with the particle. Finally, it must be noted that
appropriate handling of the sample may still not prevent additional measurement bias introduced via
exposure to vacuum, electron beam, or AFM sample tip.

Supplementary Materials: The following are available online at www.mdpi.com/2073-4433/8/9/162/s1,
Figure S1: An integrated system for aerosol generation, processing and analysis, Figure S2: Calculation
of convexity.
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Abstract: The optical properties (absorption and scattering) of soot particles depend on soot size and
index of refraction, but also on the soot complex morphology and the internal mixing with materials
that can condense on a freshly emitted (nascent) soot particle and coat it. This coating can affect the
soot optical properties by refracting light, or by changing the soot aggregate structure. A common
approach to studying the effect of coating on soot optical properties is to measure the absorption and
scattering coefficients in ambient air, and then measure them again after removing the coating using
a thermodenuder. In this approach, it is assumed that: (1) most of the coating material is removed;
(2) charred organic coating does not add to the refractory carbon; (3) oxidation of soot is negligible;
and, (4) the structure of the pre-existing soot core is left unaltered, despite the potential oxidation of
the core at elevated temperatures. In this study, we investigated the validity of the last assumption, by
studying the effect of thermodenuding on the morphology of nascent soot. To this end, we analyzed
the morphological properties of laboratory generated nascent soot, before and after thermodenuding.
Our investigation shows that there is only minor restructuring of nascent soot by thermodenuding.

Keywords: thermodenuding; soot morphology; aggregates; compaction; restructuring

1. Introduction

Soot particles are mostly composed of refractory carbonaceous material that forms from
incomplete combustion during burning activities [1]. A nascent soot particle appears as a fractal-like
(sometimes referred to as a lacy) aggregate of small spherules (called nanospheres or monomers) [2]
and its structure is scale invariant [3]. Here, the term “nascent” is used to refer to freshly emitted
soot particles that have a negligible coating on the monomers. The diameter of these monomers
varies in a range from 10 nm to more than 50 nm, depending on the fuel source and combustion
conditions [4–7]. During the atmospheric processing, soot particles interact with organic and inorganic
materials (in the form of aerosol or condensable vapors). During these interactions, soot undergoes
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morphological changes including compaction, coagulation, and coating [8]. Combustion generated
nascent soot aggregates often have different kinds of polycyclic aromatic hydrocarbons (PAHs) that
thinly coat the monomers, depending upon the flaming conditions and fuel types, even in very
controlled combustions [9]. In this case, coating is acquired at the source, and not added later through
atmospheric processing. The degree of coating in atmospheric particles is very variable [6,8,10–14]. In
some studies, thinly coated soot particles have been found in large fractions in the atmosphere. For
example, in the study by China et al. [6], a large fraction (by number) of freshly emitted soot particles
collected on freeway on ramps were thinly coated (72%). In another field study, carried out at Pico
Mountain Observatory in the Azores, China et al. [8] found that 37% of the soot particles in one sample,
were thinly coated, even after days of atmospheric processing during the long range transport in the
free troposphere from the source. These two studies were carried out at very different locations (very
near the source in the first study, and very far from the source in the second study), showing that thinly
coated soot particles can exist in the atmosphere in different environments and geographic locations.
In another study, in two plumes one sampled from Mexico City and one from outside of Mexico
City, Adachi and Buseck [4] found that 7% of particles were soot without coating. Coating or internal
mixing in general, changes the optical properties of soot, even when the structure of the refractory
components remains the same. These changes consequently affect the radiative forcing of soot [15–22].
Several studies have also shown that coating of soot by partially-absorbing or non-absorbing materials
increases the absorption and scattering cross sections [13,18,23–25]. These increases are termed
“absorption and scattering enhancements” (Eabs and Esca). The enhancement is typically calculated as
the ratio of the light absorption or scattering coefficient of the coated soot to the light absorption or
scattering coefficient of the soot core, after the coating material has been removed [18].

Thermodenuders (TDs) that remove the coating by evaporation, are often used in the field
and in the laboratory to study and quantify these optical enhancements [16,26–28]. During the
thermodenuding process, coated soot particles are passed through a heated column, typically at
~200–300 ◦C to evaporate the volatile coating material while leaving behind the refractory soot [29,30].
The temperature gradient within the TD can result in particle losses due to thermophoretic forces,
though these losses can be measured and accounted for [29]. To correctly assess the Eabs and Esca

using a TD, one needs to make the following assumptions: (1) most of the coating material is removed
from the soot by the TD; (2) organic coating material does not transform into refractory carbon due to
charring; (3) refractory carbon is not oxidized to a substantial extent under elevated temperatures; and,
(4) the structure of the refractory soot particle is unaffected, meaning that the thermodenuding process
alone does not induce restructuring of the core lacy soot aggregates.

Contrary to assumption (1), thermodenuding may not remove refractory particulate material, such
as some inorganic salts, and may not remove all of the non-refractory material from soot particles [23].
For example, Liu et al. [13] observed that denuded soot still contained heavily coated soot particles,
although, in a smaller fraction with respect to ambient particles, suggesting that the TD may not
completely remove the coating. Healy et al. [12] found that, on average, only 74% of the mass of
coating material was removed from soot samples after thermodenuding. The mass removal efficiency
by the TD was even less (approximately 60%) for wildfire emission samples. Swanson and Kittelson [31]
have also cautioned about semi-volatile particle artifacts due to incomplete removal of evaporated
compounds in the TD. Similarly, Knox et al. [32] found that there was no significant difference in the
mass absorption cross section between themodenuded and non-thermodenuded aged-soot particles as
compared to fresh soot, due to the incomplete removal of coating materials from aged soot particles.
On the other hand, Khalizov et al. [33] hypothesized that the thermodenuder may remove all of the
coating material from ambient soot, including the coating acquired during atmospheric processing,
as well as the nascent coating present on soot at the source, and therefore, they suggested that the
denuded particles cannot represent the nascent soot morphology.

Next, we briefly review assumptions (2) and (3). The elevated temperatures during the
thermodenuding process may cause charring of some organic matter into refractory, elemental

25



Atmosphere 2017, 8, 166

carbon, and/or some oxidation of the carbonaceous matter. The charring of organic particulate
material into elemental carbon is a known phenomenon under the elevated temperatures employed
in organic carbon and elemental carbon (OCEC) analyses [34,35]. Issues that influence the charring
include temperatures and residence times, as well as chemical composition. Charring is likely to
be more of an issue for oxidized organics, such as biomass burning or secondary organic aerosol
(SOA), than reduced organics, such as efficient combustion products (i.e., diesel and laboratory flame
soot) [36,37]. Two significant differences between OCEC and thermodenuding include: (1) OCEC
techniques typically operate at higher temperatures than TDs, and (2) OCEC charring occurs in a
helium atmosphere, whereas thermodenuding occurs in air (i.e., oxidizing environment). Thus, at a
low temperature (<300 ◦C), thermodenuding will be less likely to char, and the particles may be more
susceptible to oxidation due to an oxidizing environment. Oxidation of refractory carbon soot typically
occurs at significantly elevated temperatures, but can occur at lower temperatures as well, especially if
catalyzed by impurities in the soot [38]. Soot oxidation is likely limited in thermodenuding due to
the low temperatures and the relatively short residence time, but this issue will require more study in
the future.

We finally discuss the assumption (4), which is the focus of our study. Previous studies have
shown that nascent soot particles can restructure during the condensation or evaporation of the coating
material, depending on their surface tension [39–41]. Xue et al. [28] found significant restructuring of
soot particles when the particles were first coated with glutaric acid and then denuded. Ghazi and
Olfert [16] reported the dependence of soot restructuring on the mass amount of different coating
material types. This restructure alone can affect the optical properties of soot particles. For example, a
laboratory study was performed on soot compacted upon humidification; the study measured modest
changes in the absorption cross-section (5% to 14%), but the extinction cross-section was much more
sensitive to compaction, with changes of more than 30% [42]. Similarly, China et al. [8,43], using
numerical simulations, predicted small changes in the absorption cross-section (a few percent), but a
much more substantial change in the total scattering cross section (up to ~300%) upon soot compaction.
In addition to affecting the optical properties, changes in the soot structure can also affect the results
of laser induced incandescence measurements [5]. Finally, the condensation of secondary organic
matter preferentially takes place in empty pores on soot particles, and therefore, it is possible that
compaction will affect secondary organic condensation on soot [44]. Two potential explanations for the
coated soot restructuring detected during these studies can be: (1) Soot might be compacted during
condensation of the coating materials due to surface tension effects [14,41,45,46]. (2) The removal of
the coating material during the subsequent thermodenuding may cause compaction when the coating
evaporates, still due to surface tension effects [39,40]. However, we hypothesize a third potential
pathway, in which soot restructuring might take place solely due to the thermodenuding process,
through the added thermal energy. Coating alone might not cause full compaction (i.e., completely
collapsed structure). For example, in an experiment, Leung et al. [47] found that the coating did not
restructure the soot aggregate even when the aggregate was completely covered by the coating material.
Some coating material indeed results in substantial or even maximum compaction, but other coating
materials actually result in negligible compaction. A clear example is shown in a laboratory study
where particles coated with sulfuric acid did undergo severe restructuring, while the soot particles
coated by dioctyl sebacate showed only minimal or no compaction [9]. Also, from Mexico City samples,
Adachi and Buseck [4] found coated soot but with lacy structure. For the case of coated but yet only
partially compacted soot, thermodenuding may facilitate further restructuring. The coating material
can become less viscous at the elevated temperatures during the thermodenuding and restructure the
soot core [47].

Next, we will discuss some lines of evidence that the thermodenuding process alone can in
some cases, favor the compaction of lacy aggregates of various materials, even in the absence of
coating material that condenses onto the primary aggregates. If a similar process happens for ambient
soot, such a process would potentially bias the measured properties (e.g., absorption or scattering
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enhancements) of soot when a thermodenuder is used. The main objective of our study is to test this
hypothesis, to assure that the themodenuding process alone does not introduce this bias. A couple of
potential restructuring processes induced during thermodenuding, are discussed next:

(a) When heated, fractal-like aggregates of metal nanoparticles, such as silver, copper, and
metallic oxides (e.g., titania), have been found to restructure to more compact morphologies at
temperatures well below the bulk material melting points. For example, thermal restructuring
has been found in silver aggregates, even at temperatures as low as 100 ◦C, with full compaction
at just 350 ◦C (much below the melting temperature of silver), while the primary particle size
remained unchanged [48,49]. Another study found that aggregates of titania started to collapse
when temperatures reached 700 ◦C [50]. These authors speculated that the heating causes
the weakest branches in an aggregate to rotate around their contact points, resulting in the
aggregate restructuring. Alternatively, Schmidt-Ott [51] hypothesized that the monomers in
silver nanoparticles aggregates might slide on each other when heated, also causing compaction.
Both processes would restructure the aggregates without a complete breakage of the bonds
between the monomers due to Van der Waals forces.

(b) As mentioned earlier, nascent soot aggregates typically have polycyclic aromatic hydrocarbons
thinly coating them. This nascent coating could play a role in determining the soot structure
if the coating properties (i.e., viscosity and surface tension) change at the higher temperature
of the thermodenuder. Chen et al. [52] found that some polycyclic aromatic hydrocarbons, like
phenanthrene and flouranthene, when present as a subnanometer layer on soot, behaved as
subcooled liquid that weakened the bonds between the monomers, allowing them to slide and roll
over each other and resulting in soot restructuring. Rothenbacher et al. [53] provided evidence
that thermodenuding might make a difference in the strength of the adhesive bonds between
the monomers. For aged soot, they found a higher degree of fragmentation for thermodenuded
particles (75% at 280 ◦C) than for untreated (not thermodenuded) particles (60%) when impacted
at ~200 m/s. The degree of fragmentation was defined as the fraction of broken bonds in an
aggregate. Although the process involved both the effect of coating and impaction, the higher
degree of fragmentation for thermodenuded particles suggests that the thermal energy has a role
on the increased degree of fragmentation.

These lines of evidence motivated us to study the potential effects of thermodenuding on the
specific case of nascent soot. With this goal in mind, we analyzed the structure of laboratory generated
nascent soot particles produced from two different fuel sources (ethylene flame and methane flame)
and size selected at different mobility diameters before and after thermodenuding. This assessment is
important for evaluating the potential biases that might be introduced by thermodenuding while, for
example, estimating the absorption or scattering enhancements of laboratory or ambient soot particles.

2. Experiments

2.1. Experimental Setup and Sample Collection

We analyzed five pairs of mobility-selected soot samples collected during two different
experiments: the Boston College Experiment 2 (BC2) and the Boston College Experiment 4 (BC4).
The sampling schematics are shown in the Figure 1a,b. None of the soot particles were coated with
additional external coating material, and the minimal coating present on the nascent soot was solely
due to the fuel residuals accumulated during the combustion and dilution processes.

Three soot sample sets were collected during BC2 from the combustion of ethylene and oxygen
using a premixed flat flame burner [9]. The fuel equivalence ratio (∅) for all the three sample sets was
2.1. A TD [29] was used to remove volatile components from the nascent soot particles. The heating
section of the TD was set at 250 ◦C to vaporize the non-refractory soot components, which were
absorbed by a charcoal section maintained at room temperature. Particles for a range of mobility
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diameters (dm) were selected to investigate the effect of thermodenuding on particle size. For our
investigation, we selected three sets of nascent vs. nascent-denuded soot particles with dm = 153
nm, 181 nm and 250 nm for nascent and dm = 151 nm, 175 nm, and 241 nm for the corresponding
denuded soot particles. Soot particles were collected on 13 mm diameter Nuclepore polycarbonate
filters having a pore size of 0.3 μm (Whatman Inc., Chicago, IL, USA). Additional details regarding the
BC2 experimental set-up are provided elsewhere [9].

(a) 

(b) 

Figure 1. Soot generation and sampling set-ups in (a) Boston College Experiment 2 (BC2) and (b) Boston
College Experiment 4 (BC4).

In addition, we selected two sets of soot samples generated during BC4 from the combustion of
methane in an inverted diffusion flame burner (methane and O2 mixture) at a dm = 253 nm and 252 nm
for nascent and dm = 253 nm, and 251 nm for the corresponding denuded soot particles. The global
∅ for both sample sets was about 0.7, but the actual value of ∅ is unknown. In the diffusion flame,
the fuel burns in excess of air making the value of ∅ less than 1. Effluent from the flame burner was
passed through separate annular denuders loaded with molecular sieves and activated charcoal to
remove water vapor and volatile organic compounds from the sample flow. As in BC2, a Huffman
TD (heating section set at 270 ◦C) was used to remove the volatile components. For both experiments,
the sample flow rate through the TD was 2 LPM, resulting in a residence time of 5 s in the heating
section and 4 s in the denuder section. During BC4, unlike during BC2, particles were first mobility
size selected by a Differential Mobility Analyzer (DMA) (TSI Inc., Saint Paul, MN, USA) and the
mass was selected by a Centrifugal Particle Mass Analyzer (CPMA) (Cambustion Ltd., Cambridge,
UK) before thermodenuding. The first set of samples consisted of nascent and nascent-denuded soot,
while the second set consisted of nascent-oxidized and nascent-oxidized-denuded soot. Soot was
oxidized by exposure to ozone (O3) and hydroxyl (OH) radicals in a Potential Aerosol Mass (PAM)
oxidation flow reactor [54], at input O3 and H2O mixing ratios of ~15 ppm and ~1%, and UV actinic
flux ~2 × 1012 ph cm−2 s−1 (λ = 254 nm). These operating conditions correspond to an integrated
OH exposure of approximately 2 × 1012 molec cm−3 s [55], and likely generate highly oxygenated
organic molecules, such as carboxylic acids on the surface of the nascent-oxidized soot particles [56].
The nascent-oxidized soot was thermo-denuded at a temperature of 270 ◦C. The set of nascent-oxidized
soot samples was included here to investigate if the thermodenuding effect is different for nascent
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versus nascent-oxidized soot. During BC4, soot particles were collected on 13 mm diameter Nuclepore
filters having a pore size of 0.1 μm diameter (Whatman Inc., Chicago, IL, USA).

All the filters were coated with 1.8 (±10%) nm thick layer of Pt/Pd alloy in a sputter coater
(Hummer® 6.2, Anatech USA, Union city, CA, USA) and imaged with a field emission scanning
electron microscope (FE-SEM) (Hitachi S-4700, Tokyo, Japan). From the FE-SEM images, several
morphological parameters were evaluated [6] using the image processing software ImageJ (National
Institutes of Health, Bethesda, MD, USA) [57].

2.2. Soot Morphological Parameters

As mentioned in the introduction, soot particles are aggregates of monomers that exhibit
scale-invariant fractal structures [58,59]. Soot aggregates can therefore be characterized by a fractal
dimension (Df), in which the mass of the aggregate M (proportional to the number of monomers N in
the aggregate) scales with the ratio of the radius of gyration (Rg) to the radius of the monomers (Rp),
as in M (or N) ∝ (Rg/Rp)D

f, [60]. Df is a commonly used parameter to quantify the soot morphology.
Lacy soot particles have low Df values, while compact soot particles have higher Df values. The Df of
an ensemble of soot particles can be calculated by plotting N vs. Rg (or a surrogate for it). N scales
with Rg as a power law with exponent Df [61]:

N = kg

(
Rg

Rp

)Df

(1)

where kg is a pre-factor whose value depends on the overlap between the monomers in the aggregate.
The relation formulated by Köylü et al. [61] was used to estimate Df with the geometric mean diameter
of the aggregate,

√
LW, as a surrogate for 2Rg:

N = kLW

(√
LW

2Rp

)Df

(2)

where L is the maximum length and W is the maximum width (orthogonal to L), KLW is a prefactor
and Rp is calculated from the mean of the projected area of the monomer. In general, it is difficult to
measure N using an SEM image alone, because only two-dimensional (2-D) projections of the soot
particles are typically available. Therefore, N is often estimated from the projected area of the soot
aggregate Ap and the mean projected area of the monomers Am using the relation provided by Oh and
Sorensen [62]:

N = ka

(
Ap

Am

)α

(3)

where α and ka are constants that depend on the overlap between monomers in the 2-D projected image
of the particle. In our case, we used Ka = 1.15 and α = 1.09 for all of our nascent and nascent-denuded
soot aggregates [61]. This selection of Ka and α values is reasonable since we only studied nascent soot
particles that are minimally coated.

In addition to Df, several other 2-D morphological parameters were calculated from the FE-SEM
images to investigate potential changes due to thermodenuding. The calculated parameters included
roundness, convexity, aspect ratio (AR), and area equivalent diameter (DAeq). Figure 2a shows the
definition of some of these parameters. DAeq is the diameter of a spherical particle with a projected area
equivalent to the projected area of the aggregate. Roundness is calculated from the ratio of the projected
area of the aggregate to the area of the circle having a diameter equal to the maximum projected length
L, and fully inscribing the projected image of the aggregate (Figure 2b). Convexity (sometimes termed
solidity) is the ratio of the projected area of the particle to the area of the smallest convex hull polygon,
in which the 2-D projection of the aggregate is inscribed (Figure 2c). AR is calculated as the ratio of
L to W. Higher values of roundness and convexity or lower AR often corresponds to more compact
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soot particles. However, it has to be noted that Df, roundness and convexity are parameters with very
different meanings and definitions. The first is a scaling factor, the second is a geometric property,
and the third is a measure of the particle topology. That is why we investigated all of these three
parameters to characterize the morphology of soot rather than looking at a single one. We analyzed a
total of 1223 images of individual soot particles.

 
(a) (b) (c) 

Figure 2. (a) Example of SEM image of a soot particle showing the definition of several parameters
measured from the projected image: maximum projected length L, maximum projected width W,
projected area of monomer Am and projected area of particle Ap. (b) Schematic representation of the
roundness calculation for the same soot particle shown in (a). (c) Schematic representation of the
convexity calculation for the same soot particle shown in (a). The pink shades in (b,c) represent the
equivalent area for a circle and the convex hull, respectively, for the binary image of the soot particle
shown in (a).

3. Results and Discussion

As mentioned earlier, we analyzed images from four sets of nascent and nascent-denuded soot
sample pairs of different sizes and a fifth set of nascent-oxidized denuded soot. Examples of images of
soot particles before and after thermodenuding are shown in Figure 3.

 
Figure 3. SEM micrographs of nascent (N) and thermodenuded (D) soot particles. The white horizontal
bar in each micrograph represents a length scale of 200 nm. Dark circles are the holes in the filter.

N1, N2, N3, and N4 are four differently sized nascent soot samples and D1, D2, D3, and D4 are
the corresponding nascent-denuded sets. N5-D5 is a pair of nascent-oxidized soot before and after
thermodenuding. Table 1 summarizes the features of the analyzed soot particles. Sets N1-D1, N2-D2,
and N3-D3 are the three sets from BC2, while sets N4-D4, and N5-D5 are from BC4.
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Table 1. Summary of physical and morphological parameters for the soot particles analyzed.

Experiment Statistics BC2 BC4

Sample N1 D1 N2 D2 N3 D3 N4 D4 N5 D5
Fuel type E E E E E E M M M M

#Particles analyzed 108 151 113 163 114 109 113 105 122 125

N
Mean 41 55 121 104 110 153 158 188 155 166
S.D 16 26 65 53 44 90 96 87 75 106
S.E 2 2 6 4 4 9 9 8 7 9

dm (nm) Mean 153 151 181 175 250 241 253 253 252 251
MCPMA (fg) Mean 1.02 0.78 1.52 1.08 2.85 2.20 2.37 2.34 2.41 2.18

S.D. (0.03) (0.03) (0.05) (0.04) (0.14) (0.13) (0.11) (0.13) (0.11) (0.11)

Df
Fit slope 1.86 1.84 1.73 1.72 1.78 1.79 1.80 1.76 1.65 1.80

S.E. (0.05) (0.04) (0.05) (0.06) (0.08) (0.05) (0.05) (0.06) (0.05) (0.05)

Kg
Fit

intercept 1.78 1.98 2.50 2.50 2.22 2.00 2.10 2.56 2.87 2.16

S.E. (0.04) (0.03) (0.05) (0.05) (0.08) (0.06) (0.06) (0.07) (0.06) (0.06)

dp (nm)

Mean 33.5 31.8 26.8 25.7 32.1 30.3 23.5 22.8 23.9 23.1
Median 33.5 32.4 26.5 25.9 32.1 28.9 23.2 22.5 23.7 23.0

S.D. (2.1) (3.3) (2.7) (2.6) (2.1) (6.9) (3.1) (2.2) (2.5) (3.4)
S.E. (0.21) (0.27) (0.26) (0.21) (0.20) (0.66) (0.30) (0.22) (0.23) (0.31)

Roundness

Mean 0.41 0.43 0.36 0.34 0.38 0.31 0.31 0.35 0.33 0.33
Median 0.42 0.42 0.35 0.35 0.35 0.30 0.30 0.34 0.32 0.31

S.D. (0.12) (0.12) (0.11) (0.10) (0.12) (0.09) (0.11) (0.12) (0.11) (0.11)
S.E. (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Convexity

Mean 0.72 0.75 0.66 0.66 0.62 0.59 0.61 0.66 0.61 0.63
Median 0.73 0.74 0.66 0.65 0.62 0.58 0.61 0.66 0.61 0.62

S.D. (0.09) (0.08) (0.09) (0.10) (0.09) (0.10) (0.10) (0.11) (0.12) (0.11)
S.E. (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

DAeq (nm)

Mean 169 181 220 196 255 262 215 230 219 214
Median 171 175 208 189 262 260 199 220 213 202

S.D. (33) (35) (55) (41) (46) (49) (54) (56) (50) (59)
S.E. (3) (3) (5) (3) (4) (5) (5) (5) (5) (5)

AR

Mean 1.79 1.73 1.84 1.92 1.78 1.85 1.99 1.95 1.85 1.88
Median 1.66 1.62 1.70 1.78 1.68 1.72 1.85 1.82 1.80 1.83

S.D. (0.51) (0.42) (0.49) (0.51) (0.57) (0.50) (0.60) (0.60) (0.50) (0.50)
S.E. (0.05) (0.03) (0.05) (0.04) (0.05) (0.05) (0.06) (0.06) (0.05) (0.04)

In Table 1, E = ethylene and M = methane represent the fuel type. N is the average number of monomers
per aggregate, estimated in each sample using Equation (3). Kg values have been estimated using the relation
Kg = KLW·(1.17)Df where

√
LW/2Rg = 1.17 has been taken from Köylü et al. [61] and the values of KLW and Df have

been calculated from a log-log plot using Equation (2). dp is the mean diameter of the monomers in an aggregate, dm
is the mean mobility diameter (in nm) and MCPMA represents the mean mass of the particle (in fg) as measured by
the CPMA. For Df the term in parenthesis is the standard error (S.E.) calculated from the power fit using Equation (2),
for the other quantities, it is the S.E. (standard deviation of the mean) and the standard deviation (S.D.).

The largest decrease in the mean value of dp (by 5.6%) after thermodenuding is found for the
N3-D3 set. The decrease in dp could be due to the partial removal of material volatile at the TD
temperature and present on the nascent soot. A decrease in the monomer size after thermal treatment
was previously observed when soot samples were heated at higher temperatures (400–900 ◦C) due
to the removal of a part of the nascent PAH layers from the monomers surface [63]. Also, the mean
dp size, as well as the differences in the mean values of dp after thermodenuding are smaller for
the inverted diffusion flame with respect to those of the McKenna flame. These changes suggest
that there was less volatile material present in the nascent soot generated from the inverted flame.
This effect could be due to the different type of fuel, as well as different ∅. In a study of ethylene flame
generated soot from a McKenna burner, the size of dp in thermodenuded soot particles was found
larger for higher ∅ [64]. This is consistent with the study by Ghazi and Olfert [16] that generated
soot by an inverted diffusion flame and found no measurable amount of volatile material when the
mass was measured after thermodenuding. While, Slowik et al. [64], using a McKenna flame, found
that thermodenuding removed only about 0.05 mass fraction of volatile material for the nascent soot
containing 0.1 mass fraction of non-refractory material (at ∅ = 2.1) from an ethylene flat flame.
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To investigate whether the soot aggregates restructured after thermodenuding, we first analyze
the changes in Df as summarized in Figure 4.

 

Figure 4. Fractal dimension of nascent (in blue) and nascent-denuded (in orange) soot pairs of different
mobility sizes. The error bars represent the standard errors.

For all five sample sets, Df lies between 1.65 and 1.86 (Table 1). The derivation of Df and plots
for all of the samples are shown in the supplementary material (Figure S1). These values of Df are in
agreement with the observations made in previous studies on nascent soot particles produced from
different fuel sources [3,65]. Also for all nascent vs. denuded pairs (except for the nascent-oxidized
pair: N5-D5), there is no significant change (within 1σ) in Df after thermodenuding (Figure 4). For the
N5-D5 pair, the Df changes by about 9% (from 1.65 to 1.80), whereas for all other cases, the change is
less than 2.3%. The CPMA data for the BC4 sample shows that the mass decreased from 2.37 to 2.34 fg
for nascent soot, while for the nascent-oxidized soot of the same mobility size, the mass decreased
from 2.41 to 2.18 fg after thermodenuding. The larger decrease in mass for the nascent oxidized
soot suggests that the coating material on the oxidized soot was removed during thermodenuding.
A possible explanation for the increase of Df after thermodenuding the oxidized soot might be that
the soot structure was slightly modified during the evaporation of the coating material. Interestingly,
for the BC2 soot samples, there is no significant change in Df despite the significant change in mass
(up to ~29%) of soot after thermodenuding (see CPMA data in Table 1). This result suggests that for
the BC2 sample sets, the removal of the coating present on nascent soot did not affect the structure of
soot. This is most probably due to the chemical composition of the organics that were removed by TD.
This result is consistent with the thermodenuding experiment of uncoated soot (fractal soot generated
at lower ∅ = 2.1) by Slowik et al. [64] that found no change in Df (derived from mass-mobility relation
in their case) after denuding. They suggested that the removal of organics from the uncoated soot
during denuding cannot change the skeletal framework of soot. Cross et al. [9] observed only minor
restructuring of soot when dioctyl sebacate coating was removed by thermodenuding, suggesting that
the removal of organic coating may have little impact on the restructuring of soot. For soot from a flat
flame burner, Slowik et al. [66] found that the organic carbon (OC) content (mass fraction of 0.1) was
composed of a comparable amount of aliphatic and aromatic compounds at a lower ∅ (∅ = 1.85), but
at a higher ∅ (∅ > 4), the OC content (mass fraction of 0.55) had only a minor fraction of aliphatic
compounds. We thus hypothesize that the nascent organics on the soot from the BC2 experiments
considered here consisted in a large fraction of aliphatic compounds.
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To account for the mass change after thermodenuding on the coating of soot particle, we calculated
coating thickness (ΔRve) in terms of volume equivalent radius (Rve). The difference between the
volume equivalent radius of nascent soot and the thermodenuded soot particle was used to estimate
the thickness of the coating material. For the case of maximum mass loss (~29%), coating thickness
was estimated to be 8.4 nm. (See supplementary material for the calculation).

To further investigate possible morphological changes after thermodenuding, we studied the
convexity and roundness of soot particles for all five sample sets. The maximum change in the mean
value of roundness occurs for set N3-D3 (about 18%), followed by the set N4-D4 (about 13%). For the
other sets, the mean value of roundness changes by less than 10%. For the case of convexity, the
maximum change in the mean value occurs for set N4-D4 (about 8%). For all other sets, the mean
value of convexity changes by less than 5%. The larger changes in roundness and convexity for these
sample sets are statistically significant (at 1σ) although still minor.

We should point out, however, that image acquisition conditions (e.g., due to different
magnifications, scan rates or over/under focusing) and image processing biases (e.g., image
thresholding) can introduce additional errors in roundness, convexity, and Df. In some cases, these
errors are larger than the statistical errors provided in Table 1. To quantify these uncertainties, we
acquired multiple images of six individual particles (from sample N5) and processed them under
different conditions, as mentioned above. We estimated the uncertainties due to image acquisition
and image processing biases in roundness and convexity to be 0.01 and 0.02, respectively. Similarly,
uncertainties in N and dp were estimated to be 16% and 13% (3.4 nm), respectively, which resulted in
an error of 0.08 in Df.

In Figure 5a,b we show box and whisker plots for the convexity and the roundness, respectively
of the soot particles before and after thermodenuding. The convexity ranges from 0.37 to 0.91, while
the roundness ranges from 0.09 to 0.75 (see Table 1 for details). No substantial changes in roundness or
convexity are evident after thermodenuding.

(a) (b) 

Figure 5. Box and whisker plots of (a) convexity and (b) roundness. Blue boxes represent the nascent
soot and orange boxes represent the nascent-denuded soot. The horizontal bar inside the box represents
the median value while the lower part and upper part of the box separated by the horizontal bar
represent the first and third quartiles, respectively. The lower and upper extremities of the whiskers
represent the minimum and maximum values, respectively.

In Figure 6, we show the probability distributions of convexity and roundness for all nascent
and denuded soot pairs. The solid and the dashed lines represent the mean values for nascent and
denuded soot, respectively, while the shaded color bands in blue and orange represent one standard
deviation. These means and uncertainty bands were calculated with a bootstrap approach, resampling
with replacement from the raw data and constructing 100,000 frequency distributions [67].
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Figure 6. Distributions of (a) convexity and (b) roundness for nascent and nascent-denuded soot
particles of different sizes (the mobility diameter is reported in parenthesis in the legends).

For the N3-D3 pair, the distribution of convexity and roundness peaks at slightly lower values
after thermodenuding. The convexity of particles decreases slightly with the increasing value of the
mobility diameter for both nascent and denuded particles. This suggests that the smaller soot particles
are more compact when compared to larger particles, in agreement with previous studies [68,69].
Figure 6a also suggests that for smaller mobility diameters, the convexity of soot from the ethylene
diffusion flame might be less affected by thermodenuding as compared to the larger sized particles.
With the methane diffusion flame (N4-D4 and N5-D5 sets) particles showed negligible changes in
roundness and convexity after thermodenuding, for both nascent and nascent-oxidized soot (Figure 6a
N4-D4 and N5-D5, respectively).

For completeness, we also investigated the changes in AR and DAeq. Both show only small
changes after thermodenuding (Table 1). Our observations on the five sets of soot pairs show only
minor changes in the morphology of nascent soot after thermodenuding.

To study the potential effect of PAM on nascent soot prior to thermodenuding, we compared the
parameters between N4 (nascent soot without oxidation in PAM) and N5 (nascent soot with oxidation
in PAM) samples. N4 and N5 have comparable masses of 2.37 fg and 2.41 fg, respectively, and a similar
mobility diameter ~250 nm. A total of 113 and 122 individual soot particles were analyzed for N4
and N5, respectively. Both samples show nearly the same number of monomers in the soot particles
imaged. N4 has 158 and N5 has 155 monomers on average. Also, the mean diameter of monomers is
similar in the two samples, 23.5 nm for N4 and 23.9 nm for N5. The similar key properties of the soot
particles in the two experiments suggest that N4 and N5 are suitable samples to make a comparison of
nascent soot experiments with and without PAM reactor without thermodenuding.

The roundness for N4 (0.31) and for N5 (0.33) and the convexity (0.61 for both N4 and N5) are
within the error bars. However, Df for N5 (1.65) is smaller than for N4 (1.80). The value of Df for N5 is
somehow smaller than the values typically found for nascent soot (1.7–1.9), but lie within the limit
when the imaging and thresholding uncertainties discussed above are added in quadrature to the
statistical errors. However, in the downstream of the thermodenuder, D5 and D4 (samples with and
without PAM treatment, respectively) show comparable values of roundness (0.35 for D4 and 0.33
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for D5), convexity (0.66 for D4, and 0.63 for D5), and Df (1.76 for D4 and 1.80 for D5). Since we have
only one set for the nascent-oxidized soot, we are unable to draw a firm conclusion on the effect of
thermodenuding on such particles. Although at the time, we have no clear explanation for the minor
difference in Df, it is possible that the different nanophysical properties of the nascent-oxidized soot
might indeed result in a higher sensitivity to thermodenuding.

From a study of young and mature soot particles under high-resolution transmission electron
microscopy (HRTEM), Alfè et al. [70] found no significant difference in the nanostructure of soot
monomers. In addition, they found that the change in the H/C ratio is smaller for methane soot when
compared to that of other fuels. In another study, Vander Wal and Tomasek [71], also using HRTEM,
reported that the oxidation rate of nascent soot depends upon the nanostructure, for example, the
length of graphene segments, curvature, and its orientation. Ishiguro et al. [72], Song et al. [73], Müller
et al. [74], also showed a relation between the monomers nanostructure and the soot oxidation from
different fuel sources. Other studies showed negligible influence of ozone on soot oxidation [75,76],
as compared to the OH radical. In another study of soot oxidation [77], both the ozone and OH
at atmospherically relevant levels were found to have no effect on the oxidation of the elemental
carbon (EC) fraction in soot. In our case, the CPMA data showed that the main fraction (>90%) of
methane-generated soot consisted of EC, suggesting that the oxidation in the PAM chamber might
have a negligible effect on the overall morphology of soot.

In a study on the fragmentation and bond strength of diesel soot, Rothenbacher et al. [53] made
a comparison between nascent soot treated with and without a TD as a function of impact velocity,
and found no substantial change in the degree of fragmentation of nascent soot aggregates due to the
thermodenuding. A low-pressure impactor was used to impart velocities of up to 300 m/s to the soot
particles. The TD used in their study had a residence time of 0.43 s, and the sample was heated to
280 ◦C. In another study by Raj et al. [63], soot fragmentation was observed after thermodenuding
in the temperature range of 400–900 ◦C on diesel soot and commercial soot (Printex-U). However,
in the lower temperature range, below 500 ◦C, they found a minor effect on soot fragmentation.
Bambha et al. [26] noticed only a small effect of thermodenuding at 410 ◦C (transit time of ~34 s) on
the morphology of soot during the removal of oleic acid coating. In another study, Slowik et al. [64]
did not observe any measurable change in the structure of soot when fresh soot (generated at ∅ =
2.1 and 3.5) was thermodenuded at 200 ◦C. Our results of the negligible or minor restructuring of
thermodenuded soot particles are in agreement with these previous studies suggesting that these
results are robust and reproducible.

4. Conclusions

In this study, we used scanning electron microscopy to investigate the morphology of nascent soot
aggregates prior to, and after, thermodenuding in a low-temperature regime (<270 ◦C). Despite mass
losses of up to ~29% in the nascent soot (removal of ~8 nm coating layer from the soot surface), we
detected only minor effects on the soot structure after thermodenuding, irrespective of the fuel type
and particle size. We observed no significant change in the fractal dimension, although roundness and
convexity showed some minor changes in our case. Future work should focus on the effect on the
structure of nascent soot of higher thermodenuding temperatures.

Supplementary Materials: The following are available online at www.mdpi.com/2073-4433/8/9/166/s1,
Figure S1: Plots of fractal dimension of nascent-denuded soot pairs. The solid line and dashed line in each
plot represent the slope for nascent and denuded soot respectively.
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Abstract: This laboratory study evaluates an experimental set-up to study the immersion freezing
properties of ice residuals (IRs) at a temperature ranging from −26 to −34 ◦C using two continuous-flow
diffusion chamber-style ice nucleation chambers coupled with a virtual impactor and heat exchanger.
Ice was nucleated on the total ambient aerosol through an immersion freezing mechanism in an ice
nucleation chamber (chamber 1). The larger ice crystals formed in chamber 1 were separated and
sublimated to obtain IRs, and the frozen fraction of these IRs was investigated in a second ice
nucleation chamber (chamber 2). The ambient aerosol was sampled from a sampling site located in the
Columbia Plateau region, WA, USA, which is subjected to frequent windblown dust events, and only
particles less than 1.5 μm in diameter were investigated. Single-particle elemental composition
analyses of the total ambient aerosols showed that the majority of the particles are dust particles coated
with organic matter. This study demonstrated a capability to investigate the ice nucleation properties
of IRs to better understand the nature of Ice Nucleating Particles (INPs) in the ambient atmosphere.

Keywords: immersion freezing; ice nucleation; ice nucleation; aerosols; ice chamber

1. Introduction

Atmospheric INPs can be airborne particles such as pollen, biological spores, bacteria, plant debris,
inorganic dust, volcanic ash, organics, salts, meteoritic particles, and also complex mixtures of
organic and inorganic compounds [1,2]. Our understanding of the specific properties that govern the
heterogeneous nucleation of ice is limited, and for the same reason, heterogeneous ice nucleation is
very difficult to represent adequately in cloud models. Laboratory experiments have been conducted
to investigate a wide range of potential INP sources [3–15]. While these studies have improved
our understanding of INP number concentration and freezing temperatures across the range of
ice nucleation mechanisms significantly, it is often assumed in cloud models that the history of an
individual particle does not influence its ice-nucleating properties [16–20]. However, upon sublimation
of ice crystals, IRs (ice residuals) are released and may affect cloud properties, leading to poorly
constrained feedback processes such as interactions between clouds and ocean/sea ice surface in
current cloud resolving models [21,22]. Recently, it has been demonstrated that these IRs may further
induce ice crystal formation through recycling and maintain cloud production [23].

Previously, many ground- and airborne-based studies have collected and characterized the nature
of IRs using real-time and offline analysis techniques [24–36]. For example, DeMott et al. (2003) [35]
utilized a ice nucleation chamber to induce ice nucleation at cirrus cloud temperature conditions
on ambient aerosols, and these ice crystals were separated to obtain IRs. The nature of IRs was
further characterized using the mass spectrometer. Recently, an ice selective inlet was deployed at
the Jungfraujoch research site located in the Swiss Alps to sample ice crystals from mixed-phase
clouds to characterize the properties of IRs [29]. Previous aircraft studies have used a counterflow
virtual impactor (CVI) to separate and evaporate ice crystals to characterize IRs using online mass
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spectrometry and electron microscopy techniques. Recently, Cziczo et al. (2013) [25] used a CVI inlet to
sample ice crystals and IRs. Further, these IRs were characterized using cabin based mass spectrometer
and various electron microscopy-based techniques.

These efforts greatly helped to understand the morphological and composition properties of IRs.
The studies that investigate the ice nucleation behavior of IRs are also needed, particularly in the
immersion freezing mode because it is likely the most common mechanism of formation of ice
crystals in the atmosphere [2], to further improve our understanding of the ice nucleating ability of
atmospheric aerosols. Such a study was undertaken here with an aim to demonstrate the experimental
method that can be used to investigate the ice nucleating properties of IRs using two ice nucleation
chambers connected in series via a pumped counterflow virtual impactor (PCVI) [37,38] and a heat
exchanger. These experiments were conducted at temperatures between −26 and −34 ◦C, and each
experiment was repeated twice. The chemical and morphological properties of the total aerosols were
also analyzed.

2. Experiments

2.1. Sample Collection

The total aerosol particles were sampled from the air inlet located on the rooftop of the
Atmospheric Measurements Laboratory building located at the Pacific Northwest National Laboratory
(PNNL) site (Richland, WA, USA). The sampling site falls within the Columbia Plateau region,
which was covered with basalt lava at one time, but now is covered with a layer of loess. Because
of the dryland farming practice and dry climate, windblown dust events are commonly observed.
These dust particles may or may not have an organic component depending upon the season and
nearby farming practice. Infrequent regional wildfires can add biomass burning aerosol into the
atmosphere, although this was not observed in this study. The ambient temperature and relative
humidity (RH) conditions during measurements were 26 ◦C and 34%, respectively. The sampling
port height was ~9 m above the ground, and the site was minimally influenced by the local vehicle
pollution as measurements were performed on the weekend. The total particles drawn into the
inlet are further passed through the cyclone inlet (model: URG-2000-30EH) operated at 30 LPM to
sample only particles smaller than 1.5 μm in diameter. Further, this sample flow was passed through
two diffusion driers connected in series to dry the ambient aerosol before they are transported to
various laboratory instruments. The concentration of these size-selected particles was measured
using a condensation particle counter (CPC) and in some cases by an ultra-high sensitivity aerosol
spectrometer (UHSAS; Droplet Measurement Technology, Boulder, CO, USA) (see below). The CPC
provides a number concentration of the total particles of size above ~10 nm per unit volume of air,
whereas the UHSAS provides the number concentration of total particles of size above ~60 nm per
unit volume of air.

2.2. INP Measurements of Total Aerosol and IRs

Measurements of INPs were investigated at various temperatures using two PNNL ice nucleation
chambers (chamber 1 and chamber 2) as shown in Figure 1. The detailed procedures to operate the ice
chambers have been previously described in Kulkarni et al. (2012) [19] and Friedman et al. (2011) [39],
and the chamber geometry design is described in Stetzer at al. (2008) [40]. Briefly, the ice chamber
consists of two vertical parallel plates with an evaporation section attached at the bottom of the chamber
to remove supercooled water droplets. These plates are cooled using independent external cooling baths
(Lauda Brinkmann Inc.; New York, NY, USA). To produce the desired ice-supersaturation conditions
a linear temperature gradient between the plates is applied, and the corresponding temperature and
relative humidities with respect to water (RHw) and ice (RHi) are calculated using the Murphy and
Koop (2005) [41] vapor pressure formulations. The sheath and sample flow rates in chamber 1 are 9 and
1 LPM, respectively. These flow conditions limit the particle residence time within this chamber to ~12 s,
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whereas the flow rates within chamber 2 are 5 and 1 LPM, respectively, and particle residence time is
also ~12 s. Although the dimensions of chamber 1 and 2 are slightly different (the length of chamber
2 is exactly half of the chamber 1), the experimental protocol to measure the immersion freezing
efficiency of particles is similar. Dissimilarities in terms of dimensions only affect the water droplet
breakthrough RHw limit, which is the RHw threshold above which water droplets can co-exist with ice
crystals and phase discrimination is not possible. Such limits at temperature −26 ◦C for chamber 1
and 2 were observed at ~112% and >115%, respectively. The temperature dependent water droplet
breakthrough limits at other temperatures are shown in Table S1. Each ice chamber has an in-built
diffusion drier (maintained at room temperature) connected permanently to the chamber aerosol
inlet port to dry the ambient aerosol before introducing into the chamber. The temperature and RHi

uncertainty limits for both chambers are ±1.0 ◦C and ±3%, respectively. The uncertainties are based on
aerosol lamina profile located between the two plates of the chamber at experimental conditions where
sheath and sample flows are 9 LPM and 1 LPM, respectively, and the warm and cold plate temperatures
are −24 and −40 ◦C, respectively. The wall temperatures have uncertainties of ~±0.2 K, and this
temperature uncertainty translates into RHi = ~±2.5% (slightly higher RHi = ±3% is used in the study).
Also, the uncertainty in the aerosol lamina temperature is ±0.5 ◦C (the temperature difference across
the aerosol lamina width is ~1.0 ◦C). In this study slightly higher uncertainty = ±1.0 ◦C are used.
The optical particle counter (OPC; CLiMET, model: CI-3100) was used to classify the particles as ice
crystals if they were greater than 4 μm. The OPC and UHSAS results were further used to determine
the frozen fractions using Equation (1):

Frozen fraction = OPC/UHSAS (1)

Figure 1. Experimental setup to investigate the ice nucleation ability of ambient aerosols. A and B

show the experimental setup to determine the frozen fraction in immersion mode of only total aerosols
and IRs, respectively. In experiment (A,B), a CPC was used to monitor ambient particle concentration.
Dashed lines indicate the thermal insulation to prevent warming of the set up above ice melting
temperature. The heat exchanger was thermally insulated and kept at a constant temperature (−30 ◦C)
using a liquid circulating bath. See text for more details. SF: sheath flow; IF: input flow; PF: pump flow;
C_in: coolant in; C_out: coolant out; OPC: optical particle counter; UHSAS: ultra-high sensitivity
aerosol spectrometer; PCVI: pumped counterflow virtual impactor; CPC: condensation particle counter;
VP: vacuum pump. PCVI flows were: inlet flow = 10.0 LPM; IF = 2.8 LPM; PF = 11.8 LPM; and output
flow was 1.0 LPM.

A blank experiment at the beginning and end of the experiment was performed, which included
sampling only filtered air (i.e., particle-free) at each temperature. These experiments provided the
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background ice fraction (~0.01%), which was subtracted from the frozen fraction measured at each
temperature. Both chambers were operated at RHw = ~108%, and the evaporation section of both the
chambers was maintained at aerosol lamina temperature. In addition, the PSL particles (2 μm) with
known concentration are passed through the OPC, and the fraction of PSL particles that are detected
by the OPC are measured. One standard deviation of the fraction of particles detected by the OPC is
used as the uncertainty (~±0.1) within the frozen fraction.

Experiments were performed to understand the sensitivity of operational RHw = 108% upon the
frozen fraction. Size-selected 200 nm mobility diameter ammonium sulfate particles were transported
to the ice nucleation chambers 1 and 2 in succession. The particle concentration was ~4000 (# per cm3),
which is nearly similar to ambient particle concentration (see Table 1). The 1st chamber was operated
at −20 ◦C and at either two RHw 108 and 115% conditions. A fraction of sulfate particles would
then activate to droplets. These droplets would move to evaporation section maintained at −42 ◦C
to freeze the droplets through homogeneous ice nucleation. Those droplets which activated would
freeze and those which did not would remain as solid sulfate particles. The idea here was to calculate
the fraction of activated droplets as a function of RHw. The frozen fraction of nearly 1 was observed
when the chamber was operated at 115%, but the fraction was ~62% when chamber operated at 108%.
This understanding was used to develop the correction factor = ~1.6 (=1/0.62) that was applied to the
frozen fraction results (Experiments A and B; Figure 1).

Table 1. The average UHSAS concentrations (# per cm3) in experiment A and B at various temperatures.
In A and B UHSAS measured particle concentration of total ambient aerosol and IRs, respectively.

Experiment −26 ◦C −28 ◦C −30 ◦C −32 ◦C −34 ◦C

A 4000 ± 50 4200 ± 40 4100 ± 50 4150 ± 50 4100 ± 50
B 200 ± 20 250 ± 20 300 ± 30 400 ± 30 600 ± 30

Experiments A and B (see Figure 1) at various temperatures (−26, −28, −30, −32, and −34 ◦C)
were performed on the same day. The aim of experiment A was to determine the immersion freezing
efficiency of total ambient aerosols with chamber 1. In experiment B, the immersion freezing efficiency
of IRs was investigated using both chambers 1 and 2. Specifically, chamber 1 was used to form ice
crystals from INPs present in the total aerosol population. Next, the grown ice crystals were separated
using PCVI and transported through the heat exchanger to obtain the IRs. The PCVI output flow and
heat exchanger conditions produced efficient sublimation of ice crystals (see below). These IRs are
further transported to the UHSAS and chamber 2. Table 1 shows the average UHSAS concentration at
different temperature values.

The accuracy of experiment B was validated using well-characterized reference dust particles.
K-feldspar (BCS-CRM 376/1; Bureau of Analysed Samples Ltd., Middlesbrough, UK) and illite
(NX Nanopowder, Arginotec, Karlsruhe, Germany) dust particles size-selected at 250 nm by
a differential mobility analyzer (DMA; TSI, 3080) were transported to the CPC and ice chamber
experimental set-up (Figure 1). In this experiment chamber 1 and 2 were operated at RHw = ~115%.

The PCVI cut size or counterflow was determined as follows (Figure S1). First, chamber 1
was operated at RHi = 100% and the counterflow within the PCVI was set to zero, allowing
transmission of all ambient particles through the output port of the PCVI. The concentration of
these particles was continuously monitored using the CPC. Next, the counterflow was increased in
a step pattern (0.2 LPM flow change every 5 min; see Figure S2) until no particles were transmitted,
and threshold counterflow at these conditions was ~1.8 LPM, which was then used throughout all the
experiments. The theoretical particle cut-size corresponding to these flow conditions was ~2.5 μm [37].
More performance and design details regarding PCVI including particle transmission efficiency and
computational fluid dynamics (CFD) simulations were shown in a previous study [37], and the CFD
model details are described in the supplementary material. The zero transmission efficiency test of the
PCVI was verified once again at the end of the experiment to ensure that no particles are transmitted.
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These flow settings should separate interstitial and small ice crystals less than ~2.5 μm, but under
experimental conditions where larger ice crystals (>2.5 μm) co-exist and because of unknown artifacts
(wake capture and flow fluctuations; [42]), interstitial particles may also transmit in addition to large ice
crystals. However, based on previous studies using similar PCVI flow conditions and an ice nucleation
chamber instrument (e.g., Baustian et al. 2012 [43]; China et al. 2015 [24]) interstitial particles could
contribute up to 5% of the hydrometeors separated by the PCVI. Therefore, frozen fraction data from
experiment B obtained after applying correction factor 1.6 (discussed above) is further corrected by
subtracting 5% to account for the potential transmission of interstitial aerosol. A better estimate of
these interstitial particles through CFD simulations was not possible because of unknown artifacts and
partial imperfections [37] within the geometry that cannot be simulated.

CFD simulations using experimental flow conditions (Figure 1) were performed in this study to
confirm that the output flow that carries large ice crystals separated by the PCVI is dry (RH = 0%)
(Figure 2). These flow conditions led to the sublimation of ice crystals within the PCVI (output flow)
and the heat exchanger. More information regarding velocity vector direction and flow conditions
within the PCVI (labels A and B in Figure 2) obtained through simulations are shown in Figures S2
and S3. The notation RH represents RHw henceforth.

Figure 2. Modelled pathlines colored by RH within the PCVI indicating output flow that carries
separated large ice crystals is dry (RH = 0%). The input flow (10 LPM) is the exit flow from the
chamber 1. Add flow (2.8 LPM; RH = 0%; −30 ◦C) is divided into counterflow (not shown) and output
flow (1 LPM) that joins as an inlet flow for the heat exchanger unit. The velocity vectors again colored
by RH are shown in Figure S2. Labels A and B shows the location within the PCVI where input
flow begins to increase and the first stagnation plane is observed, respectively. The RH and velocity
magnitudes corresponding to these two locations are shown in Figure S3. The RH corresponds to RHw.

The schematic of a heat exchanger is shown in Figure S4. It has two concentric cylinders
made from stainless steel material. The ice crystals are sublimated inside the inner cylinder that
is maintained at −30 ◦C through actively cooling the outer cylinder. The choice of this coolant
temperature value was arbitrary, but caution was taken such that the coolant temperature is warmer
than homogeneous freezing threshold temperature (~−38 ◦C) and colder than ice crystal melting
temperature. The diameter and length of the inner cylinder are 0.007 m and 0.68 m, respectively,
and the inner cylinder carries the dry flow of ~1 LPM which limits the residence of particles to ~1.6 s.
High precision humidity and temperature inline probe (E+E Elektronik; model: EE08-PFT1V11D6/T02)
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was intermittently used to confirm the cold and dry air conditions (−30 ◦C; RH = 0%) at the inlet port
of the heat exchanger (or the output flow port of the PCVI). Simulations also show that the temperature
(−30 ◦C) at the output flow port is insensitive to the input flow temperature conditions (Figure S5).
This was performed because the PCVI input flow temperature conditions changes as the temperature
of evaporation section of the chamber 1 vary (−26 to −34 ◦C; see below Section 3.2). Theoretical ice
crystal sublimation calculations [44] confirmed that ice crystals of 6 μm in diameter (the maximum
size of ice crystals from chamber 1) are completely sublimated under 1 s at −30 ◦C and dry RH = 0%
conditions. This ensures ice phase was completely sublimated within the heat exchanger and only
IRs are available for downstream UHSAS and chamber 2 measurements. However, as hypothesized
previously [45] that ice may persist within the pores of the IRs. Additional drying of IRs that would
occur within the long in-built diffusion drier permanently installed to the chamber 2 will melt any ice
and evaporate the liquid water.

UHSAS measured the IRs concentration, and the OPC from chamber 2 measured the ice crystal
concentration of IRs. The particle losses from the exit of the heat exchanger to the chamber 2 are
typically ~2%, and this loss correction factor was applied to the UHSAS measurements. Next, the frozen
fraction as per Equation (1) was calculated.

The experimental procedure to determine the frozen fraction was as follows. Experiment A was
carried out at a defined temperature for ~15 min. Next, only filtered air was sampled for ~3 min to
clear out any particles and hydrometeors. Immediately after, at the same temperature, experiment
B was carried out for again ~15 min. Next, this experimental procedure was repeated at various
temperatures, and the frozen fraction results (for experiment A and B) as a function of temperature
were obtained. This experimental procedure was repeated again, and the second set of frozen fraction
results were obtained. Finally, these two sets of frozen fraction results were averaged and analyzed to
investigate immersion freezing behavior of total ambient aerosols and IRs.

2.3. Microscopy Analysis

The morphology and elemental analysis of the total aerosols were investigated using
computer-controlled scanning electron microscopy (SEM) with energy dispersive X-ray analysis
(EDS). The acceleration voltage and magnification used were 20 kV and 20,000×, respectively.

The particles were collected in parallel with ongoing ice nucleation experiments (Figure 1) on
a carbon type-B support film (Ted Pella, Inc., Redding, CA, USA; 01814-F). Particles were not coated
with electrically-conducting metals (e.g., gold, platinum) to enhance the image quality in this analysis.
The mesh grid was located on the C- and D-stage of the SKC Sioutas impactor that had a 50%
cutoff diameter of 0.5 and 1.0 μm, respectively. Figure 3a shows the example of SEM images of
representative individual particles collected from the C-stage. Approximately 1000 randomly selected
particles were used to determine the elemental composition of total aerosol particles, and this atomic
wt % data was further analyzed to categorize the particles into various subgroups: CNO, CNO_T1,
CNO_T2, and others using the classification scheme (Table 2) that was formulated to understand the
general composition of particles in a semi-qualitative manner. Figure 3b shows the size distribution of
these selected particles. The particle diameter is based on area equivalent diameter reported by the
SEM-EDS instrument.

Table 2. Single-particle elemental classification scheme implemented to understand the composition of
total aerosol particle population.

Composition Category Elemental Classification Scheme

CNO Only C, N, O
CNO_T1 C, N, O and trace elements of Al, Si, Ca
CNO_T2 C, N, O and trace elements of Na, Mg, P, K, Cl
Others Mixtures of the above including carbonaceous soot
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(a)

(b)

Figure 3. (a) SEM images showing various morphology and mixing state of total aerosol particles.
(b) Size distribution of ambient particles. The particle diameter is based on area equivalent diameter
reported by the SEM-EDS instrument.

3. Results and Discussion

3.1. Total Ambient Aerosol Particle Characterization

SEM with the EDS technique provided the elemental composition of the total aerosol particles.
The composition results revealed that minerals coated with organics dominated the total aerosol
particle population (Figure 4). Pure organic particles were also identified. It was not possible to discern
the type of organic substances that were condensed on mineral dust particles, but they could represent
a multi-component solution of various organic molecules.

The organic particles that were condensed on the dust particles may have formed in the atmosphere
by photochemical oxidation reactions of pre-cursor gas species (e.g., α-pinene, isoprene) [13,46–48]
or these organics could be soil organic matter that was originally contained with the dust particles.
Organic particles without any inorganic inclusions (possibly homogeneously nucleated) were also
observed, which could have been emitted directly from the combustion, vegetation, and biomass
burning sources.
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Figure 4. The chemical composition of total aerosol collected from the C-stage of the Sioutus impactor
based on number fraction. EDS analysis was based on ~1000 particles. The various subdivisions
of composition were characterized based on atomic weight percent intensity of various elements.
See Table 2 for more details.

3.2. INP Measurements

Figure 5 shows the frozen fraction of total ambient aerosols and IRs in the immersion freezing
mode as a function of temperature (−26, −28, −30, −32 and −34 ◦C). In water-saturated conditions,
it is assumed that particles are activated in a droplet prior to freezing. The vertical and horizontal error
bars show the uncertainty in calculating the frozen fraction and the temperature measurements,
respectively. In general, the results show that the magnitude of frozen fraction increased with
decreasing temperature, which is in agreement with many previous immersion freezing studies
(e.g., [49,50]). The results that verify the experiment B are also shown in Figure 5. It was observed that
the frozen fraction of total aerosol and ice residuals was ~0.2 and nearly one, respectively. This shows
that all the IRs from chamber 1 induced nucleation of ice in the chamber 2 and suggest that local
surface features that were responsible for nucleation of water ice on these particles were unaffected
after first ice nucleation event (chamber 1). Recently, Kiselev et al. (2016) [51] through a combination
of experimental observations and molecular-level model simulations concluded that surface defects
such as steps, cracks, and cavities are the ice nucleating active-site features of the K-feldspar particle
surface. This implies such features may be responsible for ice nucleation on the surface of dust particles
in the chamber 1, and they were also responsible for ice nucleation in the chamber 2. The ice crystal
sublimation and residual drying processes in experiment B (Figure 1) seem do not affect the ice
nucleating ability of these surface features. In addition, the size distribution of ice residuals was
obtained by collecting residuals after the heat exchanger (Figures S6 and S7). As DMA does not classify
monodispersed dust particles, larger (multiple-charged) particles were also transmitted in addition to
the 250 nm size particles (Figure S7).

Results from experiment A are compared with the previous studies [52–56] by calculating ice
nucleation active surface site density (ns), see Figure 6. The ns approach has been widely used in
previous studies to compare the ice nucleation efficiency of aerosol particles. This approach does not
take into account the time dependence of the nucleation events but does describe the number of ice
nucleation actives sites at a defined temperature and humidity conditions normalized by the particle
surface area. The SEM-EDS reported area equivalent diameter is assumed to equal to the diameter
of the spherical particle, which is used for the surface area calculations. The sampling site is often
dominated by the windblown dust particles (see Section 2.1 for more details), and therefore results
are compared against ns values from natural deserts dusts reported by the previous studies [56,57].
ns calculations are performed using total surface area and total number of ice nucleating particles
based on 12 s particle residence time and averaged over 15 min, Equation (2),

47



Atmosphere 2018, 9, 55

ns =
Nice_total
Areatotal

(2)

where “Areatotal” is the total surface area of ambient particles in all size bins (Figure 3b) that enter the
chamber 1 for ~15 min, and Nice_total is the total number of ice particles detected by the OPC of the
chamber 1 during these ~15 min. The measurement uncertainty of the ns density was determined
by the error propagation through Nice_total and Areatotal uncertainties. Additionally, the ns densities
are compared with the ns fits based on the various soil dust (Figure 6). Niemand et al. (2012) [56]
used various soil dusts from various locations (desert from China and Egypt, soil samples from
Canary Island and a dust storm in Israel, and commercially available Arizona Test Dust) to derive a fit.
Tobo et al. (2014) [57] used surface agricultural soil dust collected from Wyoming, USA and loess soils
collected from a dry area in China. The comparison (Figure 6) shows that present data is within an
order of magnitude from the literature data. In general, these results indicate that INP efficiency of
ambient particles (Section 3.1) is comparable with the previously reported INP efficiency of natural
desert particles.

Figure 5. The corrected frozen fraction of total ambient aerosol particles in cyan and IRs in green
obtained from the CFDC experiments. The frozen fraction of K-feldspar and illite particles are
also shown.

Figure 6. ns for ambient particles from the present study (experiment A) for immersion freezing.
Error bars show the uncertainties propagated through uncertainties within ice particle number
concentration and total surface area of particles that enter the chamber 1. The ns fits from previous
studies for desert soil dust, agriculture soil dust, and China loess soil dust are also shown.
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This study also suggests that dust particles coated with organic particles, which are observed
within ~75% of the ambient particles (Figure 4) can nucleate ice (see experiment A results; Figure 5)
at water saturation conditions, These findings are consistent with many previous studies which
investigated the ice nucleation ability of pure and organic-coated particles [58–61]. For example,
Tobo et al. (2012) [59] observed that at water-saturated conditions only sulfuric acid-coated kaolinite
particles showed a reduction in ice nucleation efficiency and that the results were unaffected when
these particles were coated with levoglucosan, a water-soluble organic compound. A similar conclusion
was also derived from a later study by Wex et al. (2014) [60] who examined kaolinite particles coated
with levoglucosan and succinic acid.

Results from experiment B also showed that IRs can induce ice nucleation obtained after
sublimation. Similar to experiment A, immersion freezing efficiency of IRs increased with decreasing
temperature. The results show that ~25% to 95% IRs induced nucleation of ice at temperatures varying
from −26 to −34 ◦C. This also suggests that the frozen fraction values were not equal to one at
temperatures warmer than −34 ◦C. This indicates some IRs do not induce ice nucleation and could be
due to the stochastic nature of IRs that may have limited 100% nucleation of ice [62]. To understand
the influence of stochastic freezing the upper limit for the heterogeneous ice nucleation rate coefficient
(Jup

het) and maximum ice fraction (Fmax
ice ) was calculated [63,64], see Equations (3) and (4), respectively,

Jup
het =

1
τ·Areatotal

ln
[

1
1 − x

]
(3)

where τ is the total observation time (15 min), Areatotal is the total surface area of ambient particles
in all size bins (Figure 3b) that enter the chamber 1 for ~15 min, and x is the confidence level (99.9%).
Next, based on Jup

het, the Fmax
ice that can be produced during particle residence time period within the

chamber was calculated as follows,

Fmax
ice = 1 − exp

(
−Jup

het·Areares·τres

)
(4)

where Areares is the total surface area of particles in all size bins that was available for nucleation
of ice over a particle residence time period (τres) within the chamber. The τres was ~6 s.
These calculations produced Fmax

ice = 0.0003 or 0.03%, which is less than uncertainty in the frozen
fraction (±0.1; see Section 2.2), and therefore stochastic freezing process did not influence the frozen
fraction results reported in this study.

It is also possible that the composition and morphology of IRs could be different from total
particles that induced nucleation of ice in the chamber 1. Previous studies support this premise;
for example, DeMott et al. (2003) [35] showed that aerosol composition of a total ambient aerosol is
different than IRs. Recently, Adler et al. (2014) [65] showed that morphology of organic coated particles
can change due to phase separation after the freeze-drying process at low temperatures and suggested
that such particles could modify the propensity of organic material towards ice nucleation. Future
work needs to be carried out to investigate the morphological changes and physio-chemical properties
of IRs to better understand the INP efficiency of IRs.

4. Conclusions

The objective of this study was to demonstrate a laboratory-based experimental method to
study the immersion freezing properties of IRs. This objective is achieved by measuring the immersion
freezing behavior of total ambient aerosol particles and IRs at a temperature ranging from −26 to −34 ◦C
using the two ice nucleation chambers, a PCVI, and a heat exchanger. Total ambient aerosol particles of
mostly <~1.5 μm in diameter were sampled from a site located in the Columbia Plateau region in WA,
USA, where frequent windblown dust events are observed throughout the year. A UHSAS instrument
confirmed that particle concentration remained nearly constant during the measurements. Chemical
composition analysis revealed that total ambient aerosols are mostly mixtures containing dust and
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organic compounds. IRs were obtained by first separating the larger ice crystals using the PCVI and
later sublimating them in a heat exchanger that was maintained at dry cold temperature conditions.
Sublimation of ice phase was confirmed by performing theoretical ice sublimation calculations using
experimental conditions (RH = 0% and −30 ◦C) and CFD simulations that confirmed RH = 0%
conditions within the output flow port of the PCVI. Immersion freezing fractions of ambient aerosol
and IRs were compared, and in general, the results indicate that the experimental setup can be utilized
to study the INP properties of IRs. Future experiments are required to identify and characterize the
physio-chemical properties and size distributions of IRs from chamber 1 and 2.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4433/9/2/55/s1;
Table S1 provides the droplet breakthrough limits. Figures S1–S9 shows the details of the experimental details
including CFD simulation results. Figures S8 and S9 shows the images of the chamber 1 and 2.
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Abbreviations

The following abbreviations are used in this manuscript.
SF sheath flow
IF input flow
PF pump flow
C_in coolant in
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Abstract: We report flow tube measurements of the effective sulfuric acid diffusion coefficient at
ranges of different relative humidities (from ∼4 to 70%), temperatures (278, 288 and 298 K) and
initial H2SO4 concentrations (from 1 × 106 to 1 × 108 molecules·cm−3). The measurements were
carried out under laminar flow of humidified air containing trace amounts of impurities such as
amines (few ppt), thus representing typical conditions met in Earth’s continental boundary layer.
The diffusion coefficients were calculated from the sulfuric acid wall loss rate coefficients that were
obtained by measuring H2SO4 concentration continuously at seven different positions along the
flow tube with a chemical ionization mass spectrometer (CIMS). The wall loss rate coefficients and
laminar flow conditions were verified with additional computational fluid dynamics (CFD) model
FLUENT simulations. The determined effective sulfuric acid diffusion coefficients decreased with
increasing relative humidity, as also seen in previous experiments, and had a rather strong power
dependence with respect to temperature, around ∝ T5.6, which is in disagreement with the expected
temperature dependence of ∼T1.75 for pure vapours. Further clustering kinetics simulations using
quantum chemical data showed that the effective diffusion coefficient is lowered by the increased
diffusion volume of H2SO4 molecules via a temperature-dependent attachment of base impurities
like amines. Thus, the measurements and simulations suggest that in the atmosphere the attachment
of sulfuric acid molecules with base molecules can lead to a lower than expected effective sulfuric
acid diffusion coefficient with a higher than expected temperature dependence.

Keywords: diffusion coefficient; sulfuric acid; laminar flow tube; CFD; amines; clustering kinetics
simulations
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1. Introduction

Sulfate aerosols play a major role in atmospheric chemistry and significantly influence humans’
health and Earth’s climate. Particulate matter contributes to air pollution and acts as seeds for
cloud droplets, thus affecting cloud properties and radiation budget.Gaseous sulfuric acid H2SO4,
formed via oxidation of SO2 by OH radicals, is the most important driver of new particle formation
in the present-day atmosphere, and the concentration of H2SO4 vapour has a significant impact on
atmospheric particle number [1]. While gas-phase H2SO4 is reduced by molecular cluster formation
and nucleation, its main sink is condensation on newly formed and pre-existing aerosol particles.
The condensation process affects both the growth dynamics of atmospheric particle populations, and
the amount of H2SO4 available for new particle formation. A key parameter in atmospheric mass
transport calculations is the gas-phase diffusion coefficient (D), to which the condensation rate of
vapour onto particle surface is proportional and dependent on the particle size [2]. Assessments of
vapour concentrations [3] and modelling of particle growth and composition [4] are thus dependent
on the values used for the binary diffusion coefficients. Under certain circumstances, the gas phase
diffusion can even limit the overall rates of condensation and reactions of trace gases with aerosol
particles via influencing the uptake of gas molecules onto the surface. The extensive and detailed
discussion on gas phase diffusion limitations is given in Introduction section of Tang et al. (2014) [5].
Hanson and Eisele (2000) [6] showed that hydration of sulfuric acid molecules in the atmosphere
can significantly lower the sulfuric acid diffusion coefficient. However, gaseous sulfuric acid vapour
can also undergo strong clustering in the presence of base impurities, as noted in several previous
experiments (e.g., [7–10]). Ammonia is the most abundant atmospheric base, but it does not cluster
very strongly with sulfuric acid, in contrast to amines [8]. Amines are strong organic bases, and the
most common and abundant amines in the atmosphere being the low-molecular weight aliphatic
amines with carbon numbers of 1–6. In this study we focus only on mono-methyl-amine (MMA),
dimethyl-amine (DMA) , and tri-methyl-amine (TMA). The sources of amines can be various, both
anthropogenic (e.g., animal husbandry, fish processing, food industry, sewage) and natural (e.g.,
biodegradation of organic matter, ocean, vegetation) [11]. As the oxidative lifetime of gas-phase
amines is relatively short, amines are likely to be important mainly around their sources, including
densely populated regions and ocean areas with high biological activity. While the measurements of
atmospheric amine concentration are sparse, it appears that amine mixing ratios in Earth’s continental
boundary layer vary between less than 1 to few tens of ppt and often exhibit a day-time peak [11,12].
At few ppt amine concentrations the total atmospheric sulfuric acid likely exists as a mixture of
partly hydrated pure sulfuric acid monomers and partly hydrated sulfuric acid monomers bound to
amines, with some further contributions from clusters containing several sulfuric acid molecules [13].
Clustering kinetics simulations have suggested that at such few ppt amine concentrations, the effective
diffusion coefficient of sulfuric acid is lowered due to amine binding [14], which on the other hand
may be sensitive to temperature.

The Chapman-Enskog theory on gas kinetics predicts the binary diffusion coefficient to
depend on the temperature as D ∝ T1.5 when approximating the gas molecules as hard spheres.
Fuller et al. (1966) [15] used a semi-empirical method based on the best nonlinear least square fit for
a compilation of 340 experimental diffusion coefficients, and obtained a temperature dependence
of T1.75. According to a compilation work of Marrero and Mason (1972) [16], the temperature
dependence of diffusion coefficients in binary gas mixtures in most cases varies between T1.5 and T2.
The Fuller et al. method is known to yield the smallest average error, hence it is still recommended for
use [17].

In this paper we report the first laboratory measurements, to our knowledge, of the temperature
dependence of the diffusion coefficient of sulfuric acid. The diffusion coefficient of H2SO4 was
estimated from the first order rate coefficients of the wall losses of H2SO4 in a flow tube. All previous
measurements of the sulfuric acid diffusion coefficient have been carried out also in a flow tube, but
at fixed temperatures varying between 295 and 303 K depending on the measurement, and by using
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nitrogen as the carrier gas [6,18–20]. Here, we use air at atmospheric pressure as a carrier gas, and
vary the relative humidities (from 4 to 70%), temperatures (278, 288 and 298 K) and initial H2SO4

concentrations (from 1 × 106 to 1 × 108 molecules· cm−3). Base impurities such as di-methyl-amine
(DMA) and tri-methyl-amine (TMA) were unavoidably present in our experiment in concentrations of
few ppt (as shown in Supplementary Materials, Table ST1), and most probably they originated from
the carrier gas and its humidification (e.g., [9,21,22]). Thus, our measurements represent a range of
typical conditions met in many locations of the lower troposphere.

We use several approaches to verify the experimental method, and examine our results against
the predictions of the semi-empirical Fuller formula as well as data from the previous experiments.
In addition, we assess the effect of molecular cluster formation by cluster kinetics simulations with
quantum chemical input data.

2. Methods

The experimental setup used in this study was described in detail in our previous work [23,24]
and therefore only a brief description is given here. All experiments were conducted at Finnish
Meteorological Institute in Helsinki, and thus all above mentioned major sources of atmospheric
amines are in the vicinity of the laboratory. The whole experimental apparatus consists of four
main parts: a saturator, a mixing unit, a flow tube and the sulfuric acid detection system—Chemical
Ionization Mass Spectrometer (CIMS) [25], presented in Figure 1. The H2SO4 wall loss measurements
were carried out in a laminar flow tube at three temperatures of 278.20 (±0.2), 288.79 (±0.2), and
298.2 (±0.2) K using purified, particle free and dry air as a carrier gas. The flow tube is a vertically
mounted cylindrical tube made of stainless steel with an inner diameter (I.D.) of 6 cm and a total
length of 200 cm. The whole flow tube was insulated and kept at a constant temperature with two
liquid circulating baths (Lauda RK-20). The flow tube consists of two 1 meter long parts; one of them is
equipped with 4 holes in the distance of 20 cm from each other, see Figure 1. Sulfuric acid vapour was
produced by passing a stream of carrier gas through a saturator filled with 95–97% wt sulfuric acid
(J.T. Baker analysed). As a saturator we used a horizontal iron cylinder with Teflon insert (I.D. 5 cm)
and it was thermally controlled using a liquid circulating bath (LAUDA RC-6). The temperature
inside the saturator was measured with a PT100 themperature sensor (±0.05 K). The carrier gas
saturated with H2SO4 was then introduced with a flow rate from 0.1 to 1 L·min−1 into the mixing
unit made of Teflon and turbulently mixed with a stream of humidified particle free air. The saturator
temperature and the flow tube temperature were kept the same (isothermal conditions, see Figure 1),
and the amount of sulfuric acid in the system was then governed by the amount of flow through
the saturator and the subsequent mixing flow. The only part that was not temperature-controlled
was the mixing unit. The mixing unit, which was −18 cm from the beginning of the flow tube (see
Figure 1), was kept slightly warmer to avoid any condensation and particle formation in it. However,
with the experiments taking relatively long (hours, one profile) the mixing unit cooled down a bit (at
278 and 288 K), and thus the temperature gradient was not prominent. The mixing unit had following
dimensions: O.D. = 10 cm, I.D. = 7 cm and height = 6 cm. The flow rate of the mixing air varied in most
of the experiments from about 7 to 10 L·min−1. The mixing air was humidified with one pair of Nafion
humidifiers (Perma Pure MH-110-12) connected in parallel, where the flow of the mixing air was split
into half for longer residence time and better humidification in both humidifiers. Ultrapure water
(Millipore, TOC less than 10 ppb, resistivity 18.2 MΩ·cm @25 ◦C) circulating in both humidifiers was
temperature controlled with liquid circulating bath (Lauda RC-6 CS). Both lines of the carrier gas
(saturator and mixing air) were controlled by a mass flow controller to within ±3% (MKS type 250).
The relative humidity was measured at the centre and far end of the flow tube with two humidity and
temperature probes (Vaisala HMP37E and humidity data processor Vaisala HMI38) within accuracy
of ±3%. The sulfuric acid diffusion coefficients were estimated as a function of relative humidity
from the H2SO4 loss measured by CIMS along the flow tube. The detailed information regarding
the operational principles and calibration of CIMS is given in [25–27] and therefore will not be given
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here again. The charging and detection efficiency of CIMS in the presence of trace concentrations of
base impurities is discussed thoroughly theoretically (e.g., [13,28]) and also in recent experimental
reports (e.g., [9,10]). Possible attachment of base and/or water molecules to single H2SO4 molecules
(at levels of impurities of this work) is not expected to have a notable effect on their detection efficiency.
However, both free H2SO4 molecules and those bound to base and/or water molecules are detected
as single H2SO4 molecules by CIMS, since the ligands are quickly lost upon the chemical ionization
(e.g., [28]). In this study the actual H2SO4 concentrations are not of particular interest, we focus
here only on relative loss of H2SO4 along the flow tube. The concentration of sulfuric acid in gas
phase was measured as 97 m/z Da using CIMS along the flow tube (see Figure 1) at the beginning
(0 cm), in the middle (100 cm) and at the lower part in distances of 120, 140, 160, and 180 cm from
the beginning and at the outlet (200 cm) of the flow tube in a wide range of relative humidities from 4
to 70%. The concentrations of H2SO4 are reported here as measured values. The CIMS sampling flow
rate was set to 7 L·min−1. In order to measure the H2SO4 concentration along the whole flow tube,
an additional CIMS inlet sampling tube was used—a stainless steel tube with I.D. 10 mm and whole
length of 122 cm (100 cm straight + 22 cm elbow-pipe). Considering the H2SO4 losses, the sampling
tube behaves in the same way as the flow tube, that is, for constant steady conditions the relative losses
are constant (independent of H2SO4 concentration). The detailed separate experiments on H2SO4

losses within the sampling tube are discussed in detail by Brus et al. (2011) [29]. The inlet of the CIMS
was about the mid-height of the flow tube (110 cm from ground), the sampling tube thus covered whole
necessary length for sampling from top to bottom of the flow tube. The CIMS’ rack was equipped with
wheels allowing movement, and the CIMS was moved in horizontal direction of maximum distance
of about 1 m from the flow tube when the sampling tube was connected to mid-height port of the
flow tube. The experimental measurement proceeded in the following way: First, all the experimental
conditions (temperature of saturator and flow tube, flow rates, relative humidity) were adjusted. Then,
when the steady state was reached, the CIMS’ inlet was connected to the lowest hole at 200 cm and
concentration of sulfuric acid was recorded for at least 20 min. Afterwards the CIMS’ inlet was moved
up to the hole at 180 cm, and the same procedure was repeated until the last hole at the top of the tube
was reached. To confirm the reproducibility of the experimental data the H2SO4 concentration at any
arbitrary distance along the flow tube was measured again. Moreover, the reproducibility was checked
by exchanging the flow tube parts, so that the part with 4 holes was moved up, and H2SO4 losses were
measured in the distances 0, 20, 40, 60, 80, 100 and 200 cm, respectively. The flow tube parts were
exchanged only for experiments conducted at 298 K. At lower temperatures (288 and 278 K), we only
used a setup where the flow tube part with sampling ports was at the lower position (100–200 cm).
Further details on the flow tube operation tests are provided in the Supplementary Materials.
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Figure 1. The schematic figure of the FMI flow tube.
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2.1. The CFD Simulations

To verify the assumption of laminar flow inside the tube, we applied the computational fluid
dynamics (CFD) model FLUENT (Fluent version 16.2, ANSYS Inc., Canonsburg, PA, USA) which
simulates flow based on the equations for mass and momentum conservation. These equations and the
general operating principles of FLUENT are described in detail in [30–33]. It has to be noted that unlike
the earlier studies, this work did not include the Fine Particle Model (FPM). Particle formation within
the tube was thus not taken into account, and only sulfuric acid and water vapours are considered in
the CFD FLUENT simulations. The simulations only considered the flow tube part of the experimental
setup described in Section 2. Methods; the flow tube can be set up as an axisymmetric 2D problem.
For the calculations presented here, we chose a resolution of 50×1000 cells. The same geometry
has been used previously [32]. Boundary conditions (volumetric flow, wall temperatures, relative
humidity, and initial sulfuric acid concentration) were set to match the experimental conditions ,
please see Supplementary Materials for details on boundary conditions and example profiles of H2SO4

concentration and velocity inside the flow tube. Generally, the wall was assumed to be an infinite sink
for sulfuric acid, which means that the H2SO4 concentration at the walls was set to 0 in the simulations.
However, we also carried out simulations where the wall was considered as a source of sulfuric acid;
please see the discussion in the next section. The assigned properties for the sulfuric acid vapour were
identical to the ones described in our earlier work [32]. Differing from Herrmann et al. (2010) [32], the
setup was considered isothermal, i.e., there was no temperature gradient or buoyancy phenomena
disturbing parabolic radial flow profile. An initial parabolic flow profile was used as the default flow
profile for the all nominal simulations. To verify the proper operation of the experimental setup we
applied the diffusion coefficient derived experimentally in this work in FLUENT simulations. The
simulations yielded a profile of sulfuric acid concentration inside the flow tube which we compared
back to the experimental results. This comparison was done to verify that the same assumptions used
in the simulations and experiments (laminar flow and wall acting as an infinite sink) produced the
same loss profiles.

2.2. Experimental Determination of the Diffusion Coefficient

We assume that the loss of H2SO4 to the walls of the flow tube is a diffusion controlled first-order
rate process, which can be described by a simple equation:

[H2SO4]t = [H2SO4]0e−kt (1)

where [H2SO4]0 is the initial concentration of H2SO4, [H2SO4]t is the concentration after time t and k
(s−1) is the rate constant, which is given by the equation:

k = 3.65
D
r2 (2)

where r is the radius of the flow tube and D is the diffusion coefficient of H2SO4. Equation (2) is
valid for diffusion in a cylindrical tube under laminar flow conditions and when the axial diffusion of
the species investigated is negligible [34]. The slopes obtained from linear fits to the experimental data
of ln([H2SO4]) as a function of the distance in the flow tube stand for the loss rate coefficient, kobs (cm−1),
assuming that the first order loss to the flow tube wall is the only sink for the gas phase H2SO4.
Multiplying the loss rate coefficient kobs with mean flow velocity in the flow tube (cm·s−1) yields
the experimental first-order wall loss rate coefficient kw (s−1), from which the diffusion coefficients
of H2SO4 were determined using Equation (2). The averaged values of mean flow velocities were
5.35 (±0.3), 5.27 (±0.2) and 4.5 (±1.1) for experiments at temperatures 278, 288 and 298 K, respectively.
Most of the initial tests were carried out at 298 K, at which the spread of the mean flow velocities
is wider. Hanson and Eisele (2000) [6] reported that the wall of the flow tube can act as a source
of H2SO4 vapour after exposure in long lasting experiments and under very low relative humidity
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(RH ≤ ∼0.5%). The accuracy of our RH measurements is ±3% RH, so to avoid any influence of H2SO4

evaporation from the flow tube wall we only used data measured at RH ≥ 4% in the final analysis.
Furthermore, we performed CFD FLUENT simulations at RH = 5% and T = 298 K, where we do
not assume an infinite sink of H2SO4 on the wall, but instead apply several boundary conditions for
the CFD model with increased H2SO4 concentrations on the flow tube wall (0–100% of [H2SO4]0), as
shown in Figure 2. The comparison suggests that in our measurements the concentration on the flow
tube wall is below 6% of the [H2SO4]0 under all conditions. When the H2SO4 concentration on the
wall is ≤6% of [H2SO4]0, the resulting difference in the obtained diffusion coefficient is within 10%
when compared to diffusion coefficient obtained with infinite sink boundary condition on the wall, as
indicated by the shaded box in bottom left corner in Figure 2b. In other words, when the flow tube wall
is emitting up to 6% of [H2SO4]0, we are not able to recognize it in our experiment, since the change
in the obtained diffusion coefficient is smaller than our 10% experimental uncertainty. Any higher
H2SO4 concentration at the wall than 6% of [H2SO4]0 would lead to a larger than 10% decrease in the
obtained diffusion coefficient. Another experimental method to examine the assumption that the wall
of the flow tube acts as an infinite sink is to measure the diffusion coefficient as a function of pressure
(e.g., [35,36]). Since in systems including easily nucleating substances like H2SO4 a small change in the
pressure can initiate strong new particle formation, i.e., secondary losses in the system, this method
was not suitable for our study.

Figure 2. Results from computational fluid dynamics (CFD) FLUENT simulations on the influence of
increased H2SO4 concentration on the flow tube wall. (a) ln[H2SO4] as function of distance in the flow
tube. (b) kobs and diffusion coefficient difference from the infinite sink boundary condition (Ddi f f ) as
a function of the H2SO4 concentration on the wall expressed as % of the initial H2SO4 concentration,
[H2SO4]0. The simulations conditions were RH = 5%, T = 298 K and Qtot = 7.6 L·min−1. When the
H2SO4 concentration on the wall is ≤ 6% of [H2SO4]0, the resulting difference in the obtained diffusion
coefficient is within 10% when compared to diffusion coefficient obtained with infinite sink boundary
condition on the wall, as indicated by the shaded box in bottom left corner in Figure 2b. The H2SO4

concentrations are low, ranging from 6.5 × 105 to 1.2 × 106 molecules· cm−3, and the points at each
distance are averaged over 20-min with a standard deviation of less than 10% of the average value.

2.3. Quantum Chemical Data and Cluster Kinetics Modelling

To assess the effects of base impurities on the measurement results, we performed clustering
kinetics simulations using quantum chemical input data for the stabilities of H2SO4—base clusters as
described by Olenius et al. (2014) [14]. Since recent theoretical studies (e.g., [13,37,38]) suggest and
experiments (e.g., [8,10,23,39,40]) confirm that amines are more effective in stabilizing sulfuric acid
clusters than ammonia, even taking into account the much higher abundance of ammonia, we focus
only on the clustering of sulfuric acid with dimethylamine (DMA) and trimethylamine (TMA) and
their hydrates (see also Section 3.2 Effect of Base Contaminants in Olenius et al. 2014) [14]. The cluster
kinetics approach does not consider the 2D flow profile, but only the central stream line of the flow,
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from which clusters and molecules are lost by diffusion. This is considered a reasonable assumption
for a laminar flow, as also indicated by the CFD FLUENT modelling results (see the Section 3).
Detailed information on the simulations, as well as extensive discussion on the effects of clustering
on the apparent diffusion coefficient can be found in the study by Olenius et al. (2014) [14], and
the details of the present simulations are in the Supplementary Materials. The effective diffusion
coefficient corresponding to the experimental approach was determined by simulating the time
evolution of the molecular cluster concentrations using cluster evaporation rates based on quantum
chemical calculations at the B3LYP/CBSB7//RICC2/aug-cc-pV(T+d)Z level of theory. The initial base
concentration was considered to be a) constant during the experiment, or b) RH dependent, i.e., base
molecules enter the system with the water vapour; such a scenario seems to be reasonable since it
was observed in several experimental set-ups (e.g., [21,22,29] and also confirmed in our experiments,
see Supplementary Materials. In the second case we set the initial base concentration [base]init to be
linearly proportional to RH as

[base]init(ppt) = [base]dry(ppt) + 0.1 × RH(%) (3)

where the linear relationship was based on a fit to DMA concentrations measured at various RH,
in a separate experiment, where only ultrapure water was used and no sulfuric acid involved. The DMA
slope was chosen, since it was found steeper than TMA slope, thus providing higher estimate, see
Supplementary Materials for a measurement method description. The measured dry values [base]dry
were based on another separate experiment where only sulfuric acid at dry conditions was used, values
at all three temperatures are tabulated in Supplementary Materials (Table ST1). The [base]dry values
were found higher in experiment with sulfuric acid than ultrapure water, again higher estimates are
used in Equation (3). The resulting initial base concentrations [base]init for DMA and TMA were 4 and
2 ppt, respectively, at dry conditions (RH = 0%), and 10 and 8 ppt at RH = 60%. However, we have to
point out, that this RH dependence of amines is specific for the present set-up [41,42].

3. Results and Discussion

Figure 3 shows the diffusion coefficients of H2SO4, determined from the loss rate coefficients
kw (s−1) using Equation (2) as a function of RH at the three temperatures of 278, 288 and 298 K.
The measured points are accompanied with the fit and H2SO4–N2 data at 298 K reported by Hanson and
Eisele (2000) [6], and Hanson (2005) [20] at 295 K. Initially, the increase in RH decreased the obtained
diffusion coefficient, and the dependence of diffusion coefficient on RH flattens in the range of RH
between 20 and 70%. These results indicate slower diffusion to the wall due to strong hydration of
H2SO4 molecules [43] and possibly H2SO4 clustering with base impurities. There are four previously
reported experimental values of the H2SO4 diffusion coefficient in nitrogen. Pöschl et al. (1998) [19]
reported a value of 0.088 cm2·s−1 at T = 303 K and RH ≤ 3%, Lovejoy and Hanson (1996) [18] reported
a value of 0.11 cm2·s−1 at T = 295 K and RH ≤ 1%, the study of Hanson and Eisele (2000) [6] yielded
a value of 0.094 cm2·s−1 at T = 298 K, and Hanson (2005) [20] reported value of 0.088 cm2·s−1 at
T = 295 K, both for RH ≤ 1%. The value of the diffusion coefficient of H2SO4 in air at T = 298 K and
RH = 4% determined in this study is 0.08 cm2·s−1, which is in reasonable agreement with previously
reported values, although the comparison is complicated because of slightly different experimental
conditions and different carrier gases. The relatively larger scatter in our dataset compared to Hanson
and Eisele (2000) [6] and Hanson (2005) [20] is because our experiments are carried out at close to
atmospheric concentration of H2SO4 i.e., about two orders lower concentrations. In Figure 4 the H2SO4

losses simulated with the CFD FLUENT model described in Section 2.1 are compared with experimental
values, which were measured in a separate set of experiments conducted at T = 278, 288 and 298 K.
The linear fit to the experimental data represents the loss rate coefficients (kobs, cm−1).
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Figure 3. Experimental diffusion coefficient of H2SO4 in air as a function of relative humidity at
different temperatures compared with the data of Hanson and Eisele (2000) [6] at 298 K and Hanson
(2005) [20] at 295 K of H2SO4 diffusion in N2.

Figure 4. The sulfuric acid losses simulated with CFD FLUENT model when the experimentally
obtained diffusion coefficients are used as an input at (a) T = 278 K; (b) T = 288 K and (c) T = 298 K.
(d) simulated losses rate coefficients compared with experimental values of kobs (cm−1) at T = 278, 288
and 298 K. The instances of each symbol in panel (d) represent loss rate coefficient at different relative
humidities, the lowest relative humidity having the steepest slope (the highest absolute value of loss
rate coefficient).
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As can be seen from Figure 4, the model describes the behaviour of H2SO4 in the flow tube very
well and confirms the validity of laminar flow approximation for all three temperatures. The maximum
difference between the experimental and simulated values of the loss rate coefficient (kobs) was found
7%, see Figure 4d for details. Additionally, we made the following set of CFD simulations for
all three temperatures and a constant mid-range RH ≈ 30%: (a) we used the diffusion coefficient
obtained from the experiment, but with a constant (flat-plug type) flow profile as initial condition;
(b) we used diffusion coefficients obtained from Equation (3) in Hanson and Eisele (2000) [6] with
the temperature dependence of ∼T1.75 obtained from literature, and an initial parabolic flow profile.
The simulations are summarized in Figure S4 in Supplementary Materials. Clearly, the two alternative
approaches were not able to reproduce the measured loss profile. The losses are underestimated for
case (a) and overestimated for case (b) compared to our above mentioned approach, where we use the
experimentally obtained diffusion coefficient and initial parabolic flow profile.

Semi-empirical predictions for binary diffusion coefficients can be calculated from the Fuller et
al. equation which is based on fits to experimental data of various gases as described by Fuller et al.
(1966) [15] and Reid et al. (1987) [17]:

DAB =
0.00143T1.75

P
√

MAB × [ 3
√
(∑v)A + 3

√
(∑v)B]

2
(4)

where DAB is the binary diffusion coefficient of species A and B (cm2·s−1), T is the temperature (K),
P is the pressure (bar), MAB is 2((1/MA) + (1/MB))−1 (g·mol−1), where MA and MB are the molecular
weights of species A and B (g·mol−1), and ∑v is calculated for each component by summing its
atomic diffusion volumes [17]. The functional form of Equation (4) is based on the kinetic gas theory
(the Chapman-Enskog theory), and the temperature dependence is obtained from a fit to a large set
of experimental diffusion coefficients. A purely theoretical approach based on the kinetic gas theory
with the hard-spheres approximation would yield a dependence of T1.5. The calculated values of
the diffusion coefficients of H2SO4, dimethylamine- and trimethylamine-sulfate in dry air at 298 K using
the Fuller method are 0.11, 0.08 and 0.074 cm2·s−1, respectively, which is in a reasonable agreement
with our experimental data—the measured diffusion coefficient of H2SO4 at T = 298 K under close
to dry conditions (RH 4%) is 0.08 (cm2·s−1). However, when calculating the diffusion coefficients of
H2SO4 in dry air at lower temperatures (278 and 288 K) with the Fuller method, the agreement of
the experimental values with the predictions deteriorates. The formula predicts significantly higher
diffusion coefficients than those observed in the experiments. The calculated values of DAB for
H2SO4 are 0.104 cm2·s−1 at T = 288 K and 0.098 cm2·s−1 at T = 278 K, and the measured values are
0.07 cm2·s−1 at (T = 288 K and RH = 8%) and 0.054 cm2·s−1 at (T = 278 K and RH = 16%), respectively.
The temperature dependence of the experimental diffusion coefficients was found to be a power of
5.6 for the whole dataset and temperature range, when averaged over the RH between 15–70%. Since
the data show a clear stepwise temperature dependence we provide also two separate fits to data
from 278 to 288 K and from 288 to 298 K, with power dependencies of 1.9 and 9.4, respectively. These
numbers are striking when compared to the empirical method of Fuller et al. (1966) [15], who obtained
the best fit to 340 experimental diffusion coefficients with the power dependence of T1.75. In Figure 5
we show the temperature dependence of the experimental data obtained from literature [6,18,19],
predictions of the Fuller method [15] for the diffusion coefficients of sulfuric acid, dimethylamine-
and trimethylamine-sulfates in dry air, results of the clustering kinetics simulations using quantum
chemical data for several simulated systems (discussed below), and the experimental data of this work.
The data collected from literature, all obtained using laminar flow technique and N2 as the carrier gas,
show a temperature dependence opposite to the one expected from theory. However, the range of
temperatures at which the measurements were carried out is quite narrow (only 8 K) and different
experimental set-ups could explain such behaviour.

In order to explain the experimental observation of the temperature dependence of the diffusion
coefficient, the dimer to monomer ratio at different temperatures was investigated. The CIMS was
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used to measure the concentrations of H2SO4 gas phase monomers and dimers during the experiments;
larger clusters were outside the mass range of the CIMS used. The H2SO4 dimer formation is a
result of H2SO4 monomer collisions, and thus the observed H2SO4 dimer CIMS signal depends on
the H2SO4 monomer concentration and also on the residence time, which determinates the time
available for the clustering to take place [7]. No significant temperature dependence of the dimer to
monomer concentration ratio was observed in our experiments, which is in agreement with Eisele
and Hanson (2000) [6], who reported a relatively constant H2SO4 dimer to monomer concentration
ratio with lowering temperature (the temperature range investigated in their study was 235–250 K).
On the other hand, they reported a substantial increase in the larger clusters’ (trimer and tetramer)
concentration with decreasing temperature while the monomer concentration was almost constant.
There are only a very few previously reported values of the sulfuric acid dimer to monomer ratio
from laboratory experiments. Petäjä et al. (2011) [7] studied the close to collision-limited sulfuric
acid dimer formation under experimental conditions similar to our study (T = 293 K, RH = 22%, initial
H2SO4 concentrations from 106 to 108 molecule cm−3 with saturator containing liquid H2SO4 and
in-situ H2SO4 using O3-photolysis as methods for producing gas phase H2SO4). They reported H2SO4

dimer to monomer concentration ratios ranging from 0.05 to 0.1 at RH = 22% and a residence time of
32 s. Petäjä et al. (2011) [7] speculate about the presence of a third stabilizing compound, and their
experimental dimer formation rates correspond well to modelled rates at a DMA concentration of
about 5 ppt. Almeida et al. (2013) [8] reported the dimer to monomer concentration ratios from 0.01
to 0.06 for the experiments in CLOUD chamber with addition of DMA (3–140 ppt, with the effect
saturated for addition >5 ppt) and the dimer to monomer concentration ratios from 1 × 10−4 to 0.003
for pure binary H2SO4-water system, both at RH = 38% and T = 278 K. In our measurements the H2SO4

dimer to monomer concentration ratio under conditions T = 298 K, RH = 24% and a residence time of
∼37 s, spans the range from 0.03 to 0.11, which is in reasonable agreement with reported values [7,8],
when trace impurity levels of DMA are present in the system.

The formation of particles inside the flow tube during the experiments was measured regularly
using Ultrafine Condensation Particle Counter (UCPC model 3776, TSI Inc., Shoreview, MN, USA
USA) with the lower detection limit of 3 nm. The highest determined concentration of particles was
approximately 2 × 104 yielding the maximum nucleation rate J of ∼500 particles cm3·s−1 at T = 278 K
and RH = 60%. Since the nucleation rate was increasing with decreasing temperature and elevated
RH in the flow tube, the loss of gas phase sulfuric acid to the particles was more pronounced at
temperatures of 288 and 278 K. The losses of H2SO4 to particles were minimal—units of percent [9,29]
and cannot explain our experimental observation of increased H2SO4 diffusion coefficient temperature
dependence. The additional losses of H2SO4 would lead to increased values of observed loss rate
coefficient (kobs) and subsequently to higher diffusion coefficient. The origin of the discrepancy in
the temperature dependence of the diffusion coefficient in our experiment remains unclear; however,
a plausible explanation is the increased clustering of H2SO4 at lower temperatures (see explanation
below) with base molecules such as amines. The cluster population simulations using quantum
chemical data (see Figures 5 and 6, Table 1) show that the presence of base impurities can decrease
the effective H2SO4 diffusion coefficient via the attachment of base molecules to the acid molecule.
Simulations considering only hydrated H2SO4 molecules and no bases give higher values for the
diffusion coefficient, and also a notably less steep temperature dependence (Table 1). Also, the stepwise
behaviour of temperature dependence can be found in cluster population simulations when fits are
performed separately for temperatures 278–288 K and 288–298 K, see Table 1.

This stepwise behaviour corresponds to that obtained in the experiments. Overall, cluster
population simulations demonstrate that temperature-dependent clustering can change the magnitude
and temperature behaviour of the effective diffusion coefficient. Results obtained by simulating
clusters containing H2SO4 and DMA are closer to the experimental diffusion coefficient values than
those obtained using H2SO4 and TMA. On the other hand, the power dependence shows a better
agreement for the H2SO4–TMA system (see Table 1). The best agreement between the simulations and
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the experiment was found for the temperature 298 K. Also, changing the base concentration according
to Equation (3) shows a better performance than keeping the base concentration constant. Allowing
the formation of clusters containing up to two H2SO4 and two base molecules has no significant
effect. In principle, the larger clusters bind H2SO4 molecules and may thus increase the apparent
diffusion coefficient, but here their effect is minor due to the relatively low initial H2SO4 concentration
of 5 × 106 cm−3 used in the simulations. More analysis on the effects of the amines can be found
in the work by Olenius et al. (2014) [14].

Figure 5. The temperature dependence of the effective H2SO4 diffusion coefficient, calculated using
the Fuller method for dry H2SO4 (SA), dimethylamine-(DAS) and trimethylamine-sulfate (TAS), both
in dry air, data from literature, several assemblies of cluster population simulations (see text for details)
and data measured experimentally in this work. The temperature dependence of the experimental
diffusion coefficients was found to be a power of 5.6.

Figure 6. Comparison of the experiment and the cluster population simulations at different
temperatures, considered are also different levels and sources of impurities in the system. The formation
of clusters containing up to two H2SO4 and two base molecules is denoted as “2 × 2” in the legend.
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Table 1. Summary of simulated and experimental averages (unweighted over the range of RH that is
covered at all three temperatures (15–70%)) of the effective H2SO4 diffusion coefficients D (cm2·s−1)
with standard deviations in parenthesis for three temperatures 278, 288 and 298 K. The initial base
concentration [base]init is set to be either RH-dependent according to Equation (3) or RH-independent,
and the simulations consider clusters containing up to one acid and one base molecule (1 × 1) or two
acid and two base molecules (2 × 2) as well as hydrates of the clusters. Power dependencies with
respect to the temperature, obtained as linear fits to the data, are also listed.

Base [Base]init Simed Clusters D (T = 278 K) D (T = 288 K) D (T = 298 K) Power Dep. ∗

DMA (0.1 × RH+4) ppt 1 × 1 0.064 (7%) 0.069 (7%) 0.077 (7%) 2.20/3.18/2.68
2 × 2 0.067 (6%) 0.072 (6%) 0.079 (6%) 2.06/2.92/2.48

Constant 5 ppt 1 × 1 0.067 (4%) 0.072 (4%) 0.080 (4%) 2.16/3.01/2.58
2 × 2 0.069 (3%) 0.074 (4%) 0.081 (4%) 2.02/2.77/2.39

TMA (0.1 × RH+2) ppt 1 × 1 0.065 (7%) 0.071 (6%) 0.080 (4%) 2.40/3.53/2.95
2 × 2 0.068 (6%) 0.073 (5%) 0.081 (4%) 2.16/3.04/2.59

Constant 2 ppt 1 × 1 0.065 (2%) 0.071 (2%) 0.080 (1%) 2.41/3.52/2.95
2 × 2 0.067 (2%) 0.073 (2%) 0.081 (1%) 2.15/3.04/2.58

Only SA hydrates 0.079 (4%) 0.084 (4%) 0.089 (4%) 1.67/1.67/1.67

This experiment 0.051 (11%) 0.055 (11%) 0.074 (7%) 1.9/9.4/5.56

∗ power dependence given separately for the temperature ranges 278–288 K/288–298 K/the whole dataset
temperature range (278–298 K), the same RH range is used for both simulations and experiment.

4. Conclusions

We have presented measurements of sulfuric acid diffusion coefficient in air derived from the
first-order rate coefficients of wall loss of H2SO4. The experiments were performed in a laminar flow
tube at temperatures of 278, 288 and 298 K, relative humidities from 4 to 70%, under atmospheric
pressure and at initial H2SO4 concentrations from 106 to 108 molecules· cm−3. The carrier gas also
contained trace amounts of impurities such as amines (few ppt). The chemical ionization mass
spectrometer (CIMS) was used to measure H2SO4 gas phase concentration at seven different positions
along the flow tube. The wall losses were determined from the linear fits to experimental ln[H2SO4]
as a function of axial distance in the flow tube. The losses of H2SO4 inside the flow tube were also
simulated using a computational fluid dynamics model (CFD FLUENT), in which the wall is assumed
to be an infinite sink for H2SO4. The experimentally determined H2SO4 losses along the flow tube were
in a very good agreement with profiles calculated using the FLUENT model, where experimentally
obtained diffusion coefficients were used as an input. A maximum difference of 7% for experiments
conducted at T = 278, 288 and 298 K and in the whole RH range was found when compared to model.
The results of the fluid dynamics model (CFD FLUENT) also satisfactory confirm the assumption of
fully developed laminar profile inside the flow tube and infinite sink boundary conditions on the wall
for H2SO4 loss.

To explain an unexpectedly high power dependence of the H2SO4 diffusion coefficient on
temperature observed in our system we accounted in our calculations for involvement of base
impurities: dimethyl- (DMA) and trimethyl-amine (TMA). The semi-empirical Fuller formula [15] was
used to calculate the diffusion coefficients at dry conditions for solely H2SO4, and H2SO4 neutralized
with amine bases, namely dimethyamine- and trimethylamine-sulfate. Further, a molecular cluster
kinetics model [14] with quantum chemical input data was used to simulate acid-base cluster formation
that may lead to the observed behaviour. With the simulations we obtained an effective diffusion
coefficient determined in the same way as in the experiments.

The experimental H2SO4 diffusion coefficients were found to be independent of different initial
[H2SO4] and a wide range of total flow rates. The values of the diffusion coefficient were found
to decrease with increasing relative humidity owing to stronger hydration of H2SO4 molecules.
The observed power dependence of the experimental diffusion coefficients as a function of temperature
was found to be of the order of 5.6 when the range of RH that is covered at all three temperatures
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(15–70%) is accounted for which is in a clear disagreement with predictions from the Fuller method [15]
having a power dependence of 1.75. Since the experimental diffusion coefficients deviate more from
the theory towards the lower temperatures of 278 and 288 K, we suggest that a plausible explanation
for this discrepancy is involvement of impurities such as amines, capable of binding to acid molecules
with the binding strength increasing with decreasing temperature. This hypothesis is qualitatively
supported by clustering kinetics simulations performed using quantum chemical input data for
H2SO4–dimethylamine and H2SO4–trimethylamine clusters. Our results indicate that the effective
diffusion coefficient of H2SO4 in air exhibits a stronger temperature dependence than predicted
from a theory that does not consider cluster formation. Neglecting this dependence might result
in incorrect determination of residual H2SO4 concentration in laboratory experiments and lead to
biases in atmospheric aerosol models in the presence of amines due to effects on the effective diffusion
coefficient and thus on the condensation rate. However, more measurements are needed to gain
a better understanding on the role of clustering and the magnitude of the temperature dependence of
the H2SO4 diffusion coefficient.

Supplementary Materials: Tests of flow tube proper operation, impurity measurements and additional CFD
simulations are available online at www.mdpi.com/2073-4433/8/7/132/s1.
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Abstract: Observation of the ambient aerosol surface area concentrations is important to understand
the aerosol toxicity because an increased surface area may be able to act as an enhanced reaction
interface for certain reactions between aerosol particles and biological cells, as well as an extended
surface for adsorbing and carrying co-pollutants that are originally in gas phase. In this study, the
concentration of aerosol surface area was measured from April 2015 to March 2016 in Fukuoka, Japan.
We investigated the monthly and diurnal variations in the correlations between the aerosol surface
area and black carbon (BC) and sulfate concentrations. Throughout the year, aerosol surface area
concentration was strongly correlated with the concentrations of BC, which has a relatively large
surface area since BC particles are usually submicron agglomerates consisting of much smaller (tens of
nanometers) sized primary soot particles. The slopes of the regression between the aerosol surface
area and BC concentrations was highest in August and September 2015. We presented evidence that
this was caused by an increase in the proportion of airmasses that originated on the main islands of
Japan. This may enhance the introduction of the BC to Fukuoka from the main islands of Japan which
we hypothesize to be relatively fresh or “uncoated”, thereby maintaining its larger surface area.

Keywords: Asian monsoon; black carbon; long-range transport; land and sea breeze; sulfate; surface
area; surface coating of particles

1. Introduction

Many studies investigating the adverse effects, such as respiratory and cardiovascular diseases,
of exposure to ambient aerosols on human health have been conducted. This is based on the globally
acknowledged possibility that these aerosols are hazardous to humans [1–3]. In particular, ultrafine
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particles with a diameter less than 100 nm (nanoparticles) are considered to be more harmful than
larger particles because these exogenous nanoparticles can be inhaled and deposited in the respiratory
tract, enter the blood stream, and translocate to other organs [4–7]. Surface area is considered to be an
appropriate indicator as opposed to mass for evaluating pulmonary inflammatory responses for rats
and mice caused by exposure to manufactured nanomaterials, such as TiO2, fullerenes, and carbon
nanotubes [8–11]. The surface area measurement is also important to understand the aerosol toxicity
because an increased surface area may be able to act as an enhanced reaction interface for certain
reactions between aerosol particles and biological cells, as well as an extended surface for adsorbing
and carrying co-pollutants that are originally in gas phase [12–14].

The most popular method to measure the particle specific surface area is the Brunauer-Emmett-
teller (BET) method [15]. The toxicity led by exposure to manufactured materials related to the specific
surface area has been discussed on the basis of the BET specific surface area values [8–10]. However,
it is challenging to experimentally measure the actual surface area of atmospheric aerosol particles
due to low quantity of aerosols that can be collected using ordinary filter sampling methods [16–18].

Other practical and continuous techniques are required to measure the concentrations of ambient
aerosol surface area. A nanoparticle surface area monitor (NSAM) using the diffusion charging
method has been developed for continuous measurement for the concentration of particle surface
area [19–23]. Particles introduced in the NSAM first become charged with positive ions emitted by
a corona discharger in a mixing chamber. Particle charge is measured by an electrometer installed
downstream from the chamber. Surface area is calculated assuming that it is ideally proportional to the
particle charge [19]. The actual NSAM output is the lung-deposited surface area (LDSA, the product of
particle surface area and lung deposition efficiency) concentration of particles that can be converted to
the concentration of ambient aerosol surface area [18,23–28].

These previous reports noted that the concentration of aerosol surface area is strongly correlated
with the concentrations of black carbon (BC) and polycyclic aromatic hydrocarbons in particulate
phase. These facts are reasonable since BC (or BC-like) particles are usually submicron agglomerates
consisting of much smaller (tens of nanometers) sized primary soot particles [27,29]. However, the ways
in which chemical species other than BC and meteorological conditions contribute to the variation in
the concentrations of ambient aerosol surface area is not well understood. Particularly, sulfate aerosols
may occasionally have a significant effect on aerosol surface area concentration [23].

In this study, we measured the concentration of aerosol surface area together with BC and sulfate,
as well as meteorological data for one year at Fukuoka, Japan, and investigated the effect of the aerosol
chemical compositions and meteorological conditions on the aerosol surface area. This study is a
follow-up experiment of Okuda et al. (2016) [23] in order to perform a year-round investigation of
aerosol surface area and some related parameters.

2. Experiments

2.1. Observation Site and Period

The monitoring site for the aerosol surface area, BC, and particle number concentrations was
the fourth floor of a building of the Fukuoka Institute for Atmospheric Environment and Health
(33.55◦ N, 130.36◦ E) at Fukuoka University, Japan [23,30–32]. Another monitoring site for the sulfate
concentration was the Fukuoka Institute of Health and Environmental Science (33.51◦ N, 130.48◦ E).
These two sites are ~15 km from each other. Fukuoka City is one of the largest cities in northern
Kyushu district, which faces the Asian continent (Figure 1). Generally, sulfate concentrations in this
area (northern Kyushu district) are mainly affected by a long-range transport, and exhibit very similar
variation over the scale of hundreds of kilometers [30]. For example, sulfate in Fukue and Fukuoka
showed very similar concentrations and variations even though these two sites are approximately
200 km from each other [30]. Therefore, we assume that the distance between these observational
sites can be ignored. The area and population of Fukuoka City were approximately 340 km2 and
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1.5 million, respectively. Aerosols observed in Fukuoka originate on the continent, the ocean, and in the
local area. This site is therefore well situated for an examination of differences in aerosol surface area
and chemical composition between aerosol sources. PM2.5 concentrations over this site are generally
affected by the long-range transport process from the Asian continent [30,33]. The observation period
was from 1 April 2015 to 31 March 2016.

 

Figure 1. Map of East Asia showing each sector classified by airmass backward trajectories from the
monitoring site (Fukuoka University, Japan): (a) Asian continent, (b) southern part of Kyushu, and (c)
main islands of Japan.

2.2. Aerosol Surface Area

The surface area concentration was automatically and continuously measured using an NSAM
(Model 3550, TSI Inc., Shoreview, MN, USA). The flow rate of the NSAM was 2.5 L·min−1, and the
time resolution was set to 10 min. The NSAM has a cyclone with a 50% cut-off of 1 μm at the inlet.
The NSAM can measure reliable LDSA of the particles between the ranges of 20 and 400 nm [26].
The procedure for the conversion from LDSA (the actual NSAM reading) to aerosol surface area
has already been described elsewhere [18], but is briefly summarized here. The calibration constant
is determined with passing monodisperse aerosols simultaneously through the scanning mobility
particle sizer (SMPS) and the NSAM by the manufacturer (TSI Inc.). Specifically, the total surface area
of the 80-nm NaCl particles determined by the SMPS is multiplied by the lung deposition efficiency
of 80-nm particles, which is determined using the lung deposition curve for a reference worker
reported by the International Commission on Radiological Protection [34]. In this study, we measured
tracheobronchial-deposited surface area values using the NSAM, and then converted them into aerosol
surface area by dividing them by the ICRP deposition efficiency of 80-nm particles. In order to check
the validity of the calibration constant, we measured the total surface area of polydisperse SiO2

particles (sicastar, micromod Partikeltechnologie GmbH, Rostock, Germany) using SMPS and NSAM
simultaneously. The geometric surface area concentrations were calculated using particle diameters of
the spherical particle. The experiments were conducted for several levels of the particle concentrations
by changing the mixing volume of dilution air. The results are shown in Figure 2. The surface area
measured by NSAM matched very well with that measured by SMPS. Therefore, we applied this
calibration constant to the field measurement results obtained in this study.
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Figure 2. Total surface area of SiO2 using scanning mobility particle sizer (SMPS) and nanoparticle
surface area monitor (NSAM) simultaneously. The geometric surface area concentrations were
calculated using particle diameters of the spherical particle.

2.3. Black Carbon, Aerosol Number and Mass, Sulfate Ion Concentration, and Wind Direction and Speed

The mass concentration of BC in PM2.5 was automatically and continuously measured using
an aethalometer (AE-16U, Magee Scientific Corp., Berkeley, CA, USA) [33]. A Sharp-Cut Cyclone
SCC1.829 (BGI Inc., Butler, NJ, USA) was used as the PM2.5 inlet. The BC concentration measured using
an aethalometer based on the rate of absorption of incident light (880 nm) by BC shows reasonable
agreement with elemental carbon (EC) measured using the thermal-optical method [35,36]. The flow
rate of the aethalometer was 5.0 L·min−1, and the time resolution was set to 15 min.

Sulfate concentrations were automatically measured and analyzed using a continuous
dichotomous aerosol chemical speciation analyzer (ACSA-12, Kimoto Electric Co., Ltd., Osaka, Japan).
The ACSA-12 determines the sulfate ion concentration using the BaSO4-based turbidimetric method
after the addition of BaCl2 dissolved in polyvinyl pyrrolidone solution, and the results correspond
closely with the values determined using the denuder-filter/ion chromatography method [37].
According to the previous study, sulfate concentration values measured by ACSA were approximately
10% higher than those measured by the denuder-filter/ion chromatography [37]; this might be caused
by the effect of organosulfates.

The aerosol number concentrations and particle size distributions (optical equivalent diameter:
>0.3, >0.5, >1.0, >2.0, >3.0, and >5.0 μm) were measured using an optical particle counter (OPC,
TD100; Sigma Tech., Yokohama, Japan), which was installed on the rooftop of the building in Fukuoka
University, and operated in ambient conditions without using a heating drier. The size discriminator
of the OPC was calibrated using polystyrene latex spheres with a refractive index of 1.59-0i. The OPC
data were corrected for coincidence loss. The flow rate of the OPC was 1.0 L·min−1, and the time
resolution was set to 1 min.

PM2.5 mass concentration, wind direction, and wind speed data were obtained from websites
operated by national and local governmental offices [38,39].

The time resolution varied according to the instrument or the sources of the downloaded data.
As a result, we used 1-h average values for all further analyses in this study. All times are expressed
according to the local time zone (JST:UTC + 9 h).

2.4. Airmass Backward Trajectory Analysis

Airmass backward trajectories were calculated for each day of the measurement campaign using
the NOAA HYSPLIT model [40,41]. The trajectories were calculated based on the following conditions:
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start latitude and longitude: 33.55◦ N, 130.36◦ E; start altitude: 1500 m above sea level; and calculation
time: 72 h (three days). The trajectories were calculated every 3 h (0:00 to 21:00 of local time) and were
allocated to one of three sectors ((a) Asian continent, (b) southern Kyushu, and (c) main islands of
Japan, see Figure 1) if the trajectory positions for every 6-h interval were within the sector at least 36
h (50% of the time) and if the trajectory positions were within other sectors less than 24 h (33% of
the time).

3. Results and Discussion

3.1. Diurnal Variations

Table 1 shows the mean values of the concentrations of aerosol surface area, PM2.5 mass, BC,
sulfate, and particle number measured in this study. The mean concentrations of surface area and
other variables measured in this study were not so different from those presented in several previous
papers [18,23–25,30].

Table 1. Mean, standard deviation (SD), and number of samples (n) of each variable measured in this
study in Fukuoka, Japan (April 2015 to March 2016, 1-h average value). BC, black carbon.

Variables Unit Mean SD n

Surface Area μm2·cm−3 127 62 8032
PM2.5 mass μg·m−3 17.3 10.7 8064

BC ng·m−3 579 430 7698
SO4

2− μg·m−3 4.92 3.22 7511
Particle Number (>0.3 μm) # cm−3 419 469 7281

The diurnal variations of each variable were analyzed to investigate the effect of diurnal human
activity on the concentration of aerosol surface area (Figure 3). The error bars indicate the standard
deviation of the data and reflect the high variability of day to day measurements. In order to establish
statistically significant trends, we performed t-tests and found that the concentrations of aerosol
surface area and BC in the morning (8:00–10:00) were significantly higher than at other times (p < 0.01).
Apparently, concentrated automotive traffic near the monitoring site resulted in the morning peak of
aerosol surface area and BC [23–25,27,30].

The other variables did not exhibit morning peaks. This finding is supported by a previous
study that suggested that the elemental carbon in Fukuoka City originated mainly from local emission
sources rather than from long-range transport [30]. Of all the variables, BC was consistently and more
strongly correlated with aerosol surface area over the observation site. This fact means that we should
pay much more attention to BC when considering the aerosol surface area as a metric of adverse health
effects caused by exposure to aerosols.

A detailed investigation of the diurnal variation of the aerosol surface area and BC concentrations
are shown in Figure 4. The aerosol surface area and BC concentrations exhibited a clear daily morning
peak in winter (October 2015 to March 2016). On the other hand, the morning peak of BC concentration
was unclear in summer (April to September). Furthermore, the aerosol surface area concentration in
the afternoon was higher than that in the morning in summer. Correlation plots of the aerosol surface
area vs. BC concentrations are shown in Figure 5. The correlation between the aerosol surface area
and BC concentrations was much stronger in winter than summer. The high-surface area-low-BC type
plots were found frequently in summer, but not much in winter. Apparently, there are some reasons
that the aerosol surface area becomes high other than the BC concentration in the afternoon in summer.
The seasonal variations are discussed in the following sections.
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Figure 3. Diurnal variation in (a) aerosol surface area and BC concentrations; (b) sulfate concentrations;
(c) PM2.5 mass concentration and particle number (>0.3 μm), measured from April 2015 to March 2016
in Fukuoka, Japan.
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Figure 4. Diurnal variation in the aerosol surface area and BC concentrations in Fukuoka, Japan,
measured from (a) April to September 2015, and (b) October 2015 to March 2016.
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Figure 5. Correlation plots of the aerosol surface area vs. BC concentrations in Fukuoka, Japan,
measured from (a) April to September 2015, and (b) October 2015 to March 2016.

3.2. Monthly Correlations between Aerosol Surface Area and BC Concentrations

The correlation between the aerosol surface area and BC concentrations was analyzed on a
monthly basis to investigate this relationship in more detail. Table 2 shows the slopes and intercepts of
regression lines, the coefficients of determination, and the number of data in the correlation between
aerosol surface area and BC or sulfate concentrations for each month through the year. The correlation
between the aerosol surface area and BC concentrations were relatively strong (R2 = 0.41−0.76) for
all months except June and July, for which the coefficient of determination was low (R2 = 0.23). This
may have been the result of increasing sulfate concentrations [23], due to the fact that the correlation
between the correlation between the aerosol surface area and sulfate concentrations was higher in
June (R2 = 0.33) than in other months (R2 = 0.030−0.23; Table 2). The correlations between the aerosol
surface area and sulfate concentrations were shown in Figure 6, and that in June (Figure 6a) actually
shows that the high concentrations of sulfate increased aerosol surface area concentrations. These
events did not appear in other months. For June, the number of data points for which the hourly
sulfate concentration was ≥15 μg·m−3 and the aerosol surface area concentration was ≥150 μm2·cm−3

was extremely large (Figure 7). That is, high sulfate concentrations increased aerosol surface area
concentrations, which resulted in a weakening of the correlation between the aerosol surface area
and BC concentrations. According to a previous study, high-sulfate-high-surface area events were
possibly caused by volcanic SO2 [23]. However, in this study, SO2 concentrations did not increase
in June at Fukuoka, thus the high sulfate concentrations were likely not due to volcanic emissions.
Furthermore, the coefficient of determination in the correlation between the aerosol surface area and
sulfate concentrations was not high in July (R2 = 0.030; Figure 6b); on the contrary, it was the lowest
of the year (Table 2). We therefore surmise that other chemical compounds, such as organic carbon,
may have contributed to the July aerosol surface area concentration in Fukuoka.

The slopes of the regression between the aerosol surface area and BC concentrations, and thus
the ratio of the former to the latter, in August and September was larger than in the other months
(Table 2). This appears to have been the result of different airmass sources in summer from the rest of
the year. The proportion of the airmass originating in continental Asia was smaller in July, August,
and September than in the rest of the year, and the proportion coming from the main islands of Japan
was greater in August and September (Figure 8). In Japan, meteorological conditions are generally
dominated by the Asian monsoon. As a result, the prevailing wind direction was easterly in August
and September 2015 in Fukuoka City. From our results, therefore, we can conclude that the BC from the
Asian continent did not have a large surface area but had a high mass concentration, whereas, the mass
concentrations of BC transported by easterly wind was low, but that BC had a larger surface area.
A possible explanation for this is that some chemical compounds were adsorbed by (or “coated”) the
surface of the BC during its long-range transport [42–45], thereby reducing its surface area. Conversely,
the BC from the main islands of Japan was relatively fresh (or “uncoated”), thereby maintaining its
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larger surface area. For example, China et al. (2015) clearly showed the morphology of soot particles
that are thinly and heavily coated [42], and Moffet et al. (2016) reported that all soot particles in urban
air were associated with organic carbon, and that soot was frequently at the center of particles as
inclusions with thin or thick organic coatings [45]. Apparently this coating would cause the reduction
of the surface area of soot particles. This caused the slopes of the regression between the aerosol surface
area and BC concentrations for August and September to increase, but did not reduce the coefficient
of determination.

Table 2. Linear regressions between black carbon concentration or sulfate concentration and the aerosol
surface area concentration for each month from continuous measurements conducted from April 2015
to March 2016.

Surface Area vs. BC

Year Month
Slope

(μm2·cm−3)/(ng·m−3)
Intercept
μm2·cm−3

Coefficient of
Determination

n

2015 April 0.12 40 0.45 489
May 0.093 81 0.41 659
June 0.11 73 0.23 696
July 0.10 100 0.23 625

August 0.15 44 0.42 511
September 0.17 39 0.62 678
October 0.088 77 0.54 623

November 0.10 51 0.59 546
December 0.089 55 0.76 374

2016 January 0.079 64 0.71 535
February 0.12 57 0.66 713

March 0.13 46 0.64 632

Surface Area vs. SO4
2−

Year Month
Slope

(μm2·cm−3)/(ng·m−3)
Intercept
μm2·cm−3

Coefficient of
Determination

n

2015 April 0.0072 72 0.21 508
May 0.0068 99 0.10 651
June 0.0084 70 0.33 676
July 0.0034 112 0.030 570

August 0.0056 87 0.15 461
September 0.014 65 0.22 641
October 0.0073 110 0.15 642

November 0.017 79 0.12 428
December 0.013 78 0.18 343

2016 January 0.012 68 0.23 679
February 0.0066 100 0.084 655

March 0.0084 80 0.19 683
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Figure 6. Comparison between the aerosol surface area and sulfate concentrations recorded in
continuous measurements for (a) June, (b) July, and (c) the other months of the study.
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Figure 8. Monthly airmass backward trajectory analysis, starting at Fukuoka, from April 2015 to
March 2016. The sector classification is shown in Figure 1.

3.3. Effect of Land and Sea Breeze on the Correlation between Aerosol Surface Area and Black
Carbon Concentrations

As we have seen, the correlation between the aerosol surface area and BC concentrations varied
from month to month as a result of sulfate input or coating of BC surfaces. In this section, we discuss
how this correlation changed with time of day. We divided the day into four segments: (a) night
(0:00–6:00), (b) morning (6:00–12:00), (c) afternoon (12:00–18:00), and (d) evening (18:00–24:00). Table 3
shows the correlation between the aerosol surface area and BC concentrations in the four time segments.
The coefficients of determination for the afternoon (R2 = 0.07–0.71) in particular were lower than that
for the other times (night: 0.41–0.87, morning: 0.09–0.84, and evening: 0.29–0.81). This diurnal variation
can be related to wind direction and speed. Fukuoka lies on the coast of the Sea of Japan, and is
thus often subject to the land and sea breeze. Figure 9 shows a diurnal variation in wind speed and
wind direction in Fukuoka from April 2015 to March 2016. In Fukuoka, the direction of sea breezes
is northerly (0◦) and that of land breezes is southerly (180◦). We generally recorded a sea breeze
during the afternoon (12:00 to 18:00), which was strongest from 13:00 to 16:00 (~4 m·s−1), and a gentler
land breeze (~2 m·s−1) at night and the early morning. This may have caused that BC concentrations
to decrease in the afternoon due to the inflow of a clean airmass via the sea breeze. The nocturnal
reversal of the wind direction back to the land breeze would then prevent any further decrease in
BC concentrations. Figure 10 shows the BC concentrations corresponding to the wind direction and
wind speed. These plots clearly show that stronger northerly winds make the BC concentration low.
In addition, sulfate concentrations were higher in the afternoon (12:00–18:00) than at other times
(t-test, p < 0.01; Figure 3b). Generally, sulfate is formed by the oxidation of SO2, and this reaction
is promoted by solar radiation (i.e., during the daytime). The additional sulfate particles formed
would thus contribute to the aerosol surface area concentration. This explains the lower coefficients
of determination between the aerosol surface area and BC concentrations in the afternoon and the
reversal of this pattern in the evening (Table 3).
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Table 3. Linear regressions between the aerosol surface area and black carbon (BC) concentrations
in the four time segments: (a) night (0:00–6:00), (b) morning (6:00–12:00), (c) afternoon (12:00–18:00),
and (d) evening (18:00–24:00). The measurements were conducted from April 2015 to March 2016.

(a) Night (0:00–6:00) (b) Morning (6:00–12:00)

Year Month
Slope

(μm2·cm−3)/(ng·m−3)
Intercept
μm2·cm−3

Coefficient of
Determination

n Slope
(μm2·cm−3)/(ng·m−3)

Intercept
μm2·cm−3

Coefficient of
Determination

n

2015 Apr 0.12 30 0.87 119 0.068 70 0.17 112
May 0.12 62 0.47 172 0.070 83 0.42 160
Jun 0.17 52 0.41 174 0.095 72 0.27 173
Jul 0.15 36 0.63 163 0.051 102 0.09 149

Aug 0.20 24 0.70 136 0.094 68 0.25 124
Sep 0.19 28 0.70 164 0.12 55 0.48 160
Oct 0.10 69 0.60 161 0.085 74 0.70 153
Nov 0.13 40 0.63 138 0.088 51 0.74 135
Dec 0.091 45 0.78 92 0.085 47 0.84 89

2016 Jan 0.080 51 0.68 132 0.083 65 0.76 132
Feb 0.11 59 0.64 174 0.12 60 0.74 169
Mar 0.13 47 0.50 156 0.11 57 0.61 156

(c) Afternoon (12:00–18:00) (d) Evening (18:00–24:00)

Year Month
Slope

(μm2·cm−3)/(ng·m−3)
Intercept
μm2·cm−3

Coefficient of
Determination

n Slope
(μm2·cm−3)/(ng·m−3)

Intercept
μm2·cm−3

Coefficient of
Determination

n

2015 Apr 0.12 50 0.31 128 0.16 21 0.68 130
May 0.084 95 0.30 160 0.12 74 0.62 167
Jun 0.072 99 0.13 178 0.15 78 0.29 171
Jul 0.060 119 0.07 155 0.14 53 0.45 157

Aug 0.15 48 0.34 122 0.22 13 0.59 123
Sep 0.18 34 0.62 174 0.21 27 0.71 168
Oct 0.087 79 0.32 151 0.091 82 0.53 158
Nov 0.096 61 0.36 140 0.13 43 0.72 133
Dec 0.089 56 0.71 95 0.10 64 0.81 98

2016 Jan 0.063 73 0.63 133 0.083 73 0.71 138
Feb 0.099 61 0.49 172 0.15 49 0.69 174
Mar 0.12 46 0.56 159 0.17 29 0.81 161
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Figure 9. Diurnal variation in wind speed and wind direction in Fukuoka, measured from April
2015 to March 2016. Wind directions are as follows: 0◦: Northerly, 90◦; Easterly, 180◦; Southerly;
and 270◦: Westerly.

 

0
200
400
600
800

0

45

90

135

180

225

270

315

BC conc. (ng m   )

N

W E

S

(a)

-3

0

200

400

600

800

1,000

0 5 10 15

B
C

 c
on

c.
 (n

g 
m

-3
)

Wind speed (m s-1)

(b)

Figure 10. BC concentrations corresponding to (a) the wind direction, and (b) the wind speed,
in Fukuoka, measured from April 2015 to March 2016.

79



Atmosphere 2017, 8, 114

4. Conclusions

We measured the aerosol surface area, black carbon (BC), and sulfate concentrations for one year
in Fukuoka, Japan, and investigated the monthly and diurnal variations in the correlation between the
aerosol surface area and BC concentrations. Throughout the year, the aerosol surface area concentration
was strongly correlated with BC concentration. In June 2015, the coefficient of determination for this
correlation was lower than in other months, which was evidently due to high sulfate concentrations.
In August and September 2015, the slopes of the regression between the aerosol surface area and BC
concentrations was highest. This appears to have been the result of an increase in the proportion of
the airmass that originated on the main islands of Japan. This may enhance the introduction of the
BC from the main islands of Japan which is relatively fresh (or “uncoated”), thereby maintaining its
larger surface area. In addition, the correlation between the aerosol surface area and BC concentrations
was weakest in the afternoon, and this could be because certain secondary formed aerosols increase.
This may also be because Fukuoka is generally dominated by the land and sea breeze, and BC
concentrations decrease under those conditions due to the afternoon inflow of a clean airmass.
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Abstract: A 4-year record of aerosol size and hygroscopic growth factor distributions measured
at the Department of Energy’s Southern Great Plains (SGP) site in Oklahoma, U.S. were used to
estimate supersaturation (S)-dependent cloud condensation nuclei concentrations (NCCN). Baseline or
reference NCCN(S) spectra were estimated using κ-Köhler Theory without any averaging of
the measured distributions by creating matrices of size- and hygroscopicity-dependent number
concentration (N) and then integrating for S > critical supersaturation (Sc) calculated for the same size
and hygroscopicity pairs. Those estimates were first compared with directly measured NCCN at the
same site. Subsequently, NCCN was calculated using the same dataset but with an array of simplified
treatments in which the aerosol was assumed to be either an internal or an external mixture and the
hygroscopicity either assumed or based on averages derived from the growth factor distributions.
The CCN spectra calculated using the simplified treatments were compared with those calculated
using the baseline approach to evaluate the error introduced with commonly used approximations.

Keywords: aerosol; CCN; hygroscopicity; mixing state

1. Introduction

Indirect forcing by aerosols involves complex interactions between the aerosol and clouds that
affect the droplet number concentration, albedo, precipitation efficiency, and lifetime of clouds
and the chemical processing and scavenging of aerosol particles. Mediating this interaction are
cloud condensation nuclei (CCN), which are those particles that activate to form droplets at a given
supersaturation (S), known as the critical supersaturation (Sc). In part because of the high temporal
and spatial variability of aerosol and clouds, climate model predictions of indirect forcing have
a high uncertainty. Estimates of CCN concentration (NCCN) using detailed size-dependent aerosol
chemical composition are computationally intensive and simplifications used to minimize computation
introduce additional uncertainty.

Methods of determining aerosol activation have evolved to consider complex aerosol composition
and structure. Particle Sc can be determined for inorganic species using Köhler Theory, provided the
physico-chemical properties of the solutes are known [1]. However, atmospheric aerosols frequently
contain a significant amount of organic material as well [2,3]. Compared with soluble inorganic
particles, those composed entirely of organic species have higher Sc and are often comparatively
inefficient in droplet formation [4,5]. But the solubility and surface tension-reducing properties of the
organic component can sometimes have significant influence on Sc [6–13]. Extended Köhler Theory can

Atmosphere 2018, 9, 54; doi:10.3390/atmos9020054 www.mdpi.com/journal/atmosphere83



Atmosphere 2018, 9, 54

predict CCN concentration of a multi-component aerosol reasonably well from a description of its size
distribution and chemical composition [9,10,14–16]. Introduction of a single hygroscopicity parameter
by Petters and Kreidenweis [17] has simplified description and comparison of hygroscopicity and
CCN activity for particles composed of single or multiple inorganic and organic species [18].

CCN concentration is also dependent upon aerosol mixing state. Previous closure studies have shown
that assumption of an internal mixture generally results in an overestimate of the CCN concentration
and assumption of an external mixture in an underestimate [19–34]. However, assumption of
either mixing state leads to reasonable results for aged aerosols [35]. While inclusion of mixing
state [36–40] and chemical composition [37,38,41–44] can increase the accuracy with which CCN
concentration can be estimated, both can be highly variable with time and with particle size, and are
often unavailable with current measurement techniques and not easily incorporated into aerosol
descriptions used in models. Moreover, chemical composition and mixing state are greatly simplified
in large scale models, with simple categorizations such as inorganic/organic and internal/external
mixture. Supporting such treatment, several studies have shown that NCCN is most sensitive to the
aerosol size distribution [45,46], and the assumption of internal mixing has resulted in fairly accurate
predictions [42,47–52]. Ervens et al. [35,53] reported that description of the mixing state is relatively
more important than that of the size-resolved chemical composition. Other studies suggest detailed
information of size distribution, chemical composition, and mixing state is important for achieving
closure among aerosol and CCN measurements [38,43,44,54–58].

Here we use size-resolved aerosol concentration and subsaturated hygroscopicity measurements
to estimate CCN concentration using an array of assumptions for composition and mixing state.
The data were collected by the U.S. Department of Energy’s (DOE) Atmospheric Radiation
Measurement (ARM) program at the Southern Great Plains (SGP) site in rural Oklahoma.
The study evaluates NCCN estimation methods of varying degrees of complexity with respect to size,
chemical composition, and mixing state. Baseline CCN spectra (NCCN vs. S) were first derived by
using (i) each combined set of size and hygroscopicity distributions and (ii) κ-Köhler Theory to create
pairs of matrices describing (i) N and (ii) Sc, respectively, as a function of particle dry diameter,
Dd, and hygroscopic growth factor, GF. The NCCN(S) for each measurement set was calculated by
integrating the N matrix over all elements for which S > Sc. Those results were compared with direct
measurements of NCCN made at the site to confirm that the calculated spectra were reasonably accurate.
The objective was not to perform a rigorous closure analysis with consideration of measurement
uncertainties but rather to simply evaluate the consistency of the datasets. Spectra calculated using
a number of alternate approaches and assumptions were then compared to those from the baseline
approach and the results were used to consider the scatter and bias introduced with simplifications
commonly employed in large scale models.

2. Experiments

2.1. Site Description and Measurements

The data were recorded at the Southern Great Plains (SGP) central facility (CF1) (36◦36′18.0” N,
97◦29′6.0” W), located in a mixed land use area of cattle pastures and agricultural fields (mainly wheat,
hay and corn) near Lamont, OK, USA. The climate at the site is continental with hot and humid
summers and cool winters. The site is impacted by air masses originating from several regions,
with accompanying diversity in aerosol concentration and properties. The chemical composition of
the aerosol found at the site is complex and highly variable with time (evident in Figures S1 and S2)
and with particle size. The size dependence of aerosol composition as reflected in that of GF was
described by Mahish and Collins [59]. Table 1 lists the routine aerosol measurements at the site that
were used for the analysis presented here. All datasets used for this analysis are available for download
from the ARM archive. Data from the scanning mobility particle sizer (SMPS)/hygroscopicity tandem
differential mobility analyzer (HTDMA) system were used for most of the analyses described here.
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That instrument sequentially measures a size distribution and then a set of hygroscopic growth factor
distributions at 7 dry particle sizes every ~45 min. Nafion tube bundles are used to dry the sample
flow prior to entering the upstream DMA and to humidify it to 90% RH between the two DMAs when
measuring hygroscopicity. The sheath and excess flows are recirculated using a variable speed blower.
The sample flow rate is controlled by varying the amount of dilution flow that is introduced upstream
of the 3.0 L min−1 TSI 3762 condensation particle counter (CPC). Details of the SMPS/HTDMA
system and processing of the data it generates are available in the Tandem Differential Mobility
Analyzer/Aerodynamic Particle Sizer handbook posted on the ARM archive site [60] and in the work
of Gasparini et al. [61]. As noted above, the calculated CCN spectra were compared with direct
measurements at the site made with a DMT CCN-100 counter (CCNc) [62]. The CCNc cycles through
7 fixed supersaturations every half hour. A description of the instrument and data processing is
available in the Aerosol Observing System (AOS) handbook [63]. Non-refractory chemical composition
and black carbon content measured with an Aerosol Chemical Speciation Monitor [64] and a Particle
Soot Absorption Photometer [65] were used in the selection of a representative hygroscopicity of the
organic component for use in some of the calculations. Details of those instruments are available in the
ACSM [66] and AOS [63] handbooks.

Table 1. List of instruments, measured quantities, manufacturer, and year installed.

Instrument Measurement Manufacturer/Model Installation Date

Scanning Mobility Particle
Sizer (SMPS; part of the
“TDMA” system)

Size distribution from 0.012
to 0.74 μm dry diameter (Dd)

Fabricated, Texas A&M University,
TX, U.S. 2005

Hygroscopic Tandem
Differential Mobility
Analyzer (HTDMA; part of
the “TDMA” system)

Hygroscopic growth factor
distributions of 0.013, 0.025,
0.05, 0.1, 0.2, 0.4, and 0.6μm
Dd particles at 90% RH

Fabricated, Texas A&M University,
TX, U.S. 2005

Cloud Condensation Nuclei
counter (CCNc)

CCN concentration at a fixed
set of supersaturations

CCN-100
Droplet Measurement
Technologies, Longmont, CO, U.S.

2009

Condensation Particle
Counter (CPC)

Concentration of Dd > 0.01
μm particles

Model 3010
TSI, Inc., Shoreview, MN, U.S. 1996

Aerosol Chemical Speciation
Monitor (ACSM)

Sub 1-μm chemical
composition (organics,
sulfate, nitrate, ammonium,
and chloride)

Aerodyne Research, Inc., Billerica,
MA, U.S. 2010

Particle Soot Absorption
Photometer (PSAP)

Sub 1-μm absorption
coefficient (used to infer
black carbon concentration)

Radiance Research, Seattle,
WA, U.S. 1992

2.2. Screening and Time Interval Selection

Data from each instrument were validated separately and periods having erroneous data or no
data were excluded from analysis. Data from time periods during which instrument problems or
failure was evident or when one of the following occurred were not used:

a. The total particle concentration (NCN) calculated by integrating the SMPS size distribution
differed significantly from that directly measured with the CPC

b. The NCCN measured with the CCNc exceeded the NCN measured by the CPC, possibly due to
malfunction of the CCNc

c. The sample flow entering the upstream (1st) DMA had an RH > 30%, or
d. The sample flow entering the downstream (2nd) DMA had an RH < 85%.

The categorized data quality during the period of analysis is shown in Figure 1.
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Figure 1. Data quality during the analysis period. Periods during which data are available and no
significant problems were identified are colored green, those during which confidence in at least
some subset of the data is low are yellow, and those during which data are unavailable or thought
to be erroneous are red. Data used to generate this graph are available at the site identified in the
Acknowledgments section below.

2.3. Use of K-Köhler Theory

For each of the approaches used to estimate NCCN, the calculation of Sc from measured particle
size and measured or assumed hygroscopicity employed κ-Köhler Theory [17]. The κ values of aerosol
constituents were assumed to be the same in the aqueous particles as measured in the HTDMA at 90%
RH and in the more dilute solutions at the point of activation to form cloud droplets. This has the same
effect as assuming that the water activity coefficient in the solutions is constant and that all soluble
species are fully dissolved at the RH in the HTMDA. A more accurate treatment for which activity
coefficients or κ are calculated as a function of RH (and solution concentration) is not justified because
size-resolved composition measurements are not available and the bulk submicron measurements
made with the ACSM show the aerosol composition is complex and varies considerably during the year.
Specifically, there is a strong seasonality in the soluble inorganic content, with sulfate dominant from
roughly April through October and nitrate dominant from November through March, as is evident in
the sulfate:nitrate ratio shown in Figure 2. Thus, the choice of soluble inorganic component(s) needed
to model the extent and effect of variation in κ between 90% RH and at Sc would vary by month over
the 4-year period of this analysis, as well as over shorter periods of days or even hours accompanying
changes in the origin and processing of the sampled aerosol. Furthermore, any attempt to estimate
RH-dependent changes in κ would require consideration of the influence of the significant organic
content at the site. As shown in Table 2, averaged throughout the year organics contribute over 50% to
the total submicron mass concentration.

Table 2. Mass concentration fraction from ACSM measurements at SGP.

Year
Mass Concentration Fraction (%)

Total Organics Ammonium Sulfate Ammonium Nitrate

2011 57 17 26
2012 56 18 26
2013 56 24 20

For all CCN concentration estimate approaches for which the HTDMA data were used, GF was
related to κ using the following expression from Petters and Kreidenweis [17].

κ =
(
[GF(RH)]3 − 1

)(exp
(

A
GF(RH)·Dd

)
−RH

)
RH

A = 4·σsol·Mw
R·T·ρw

(1)

where Mw and ρw are the molecular weight and liquid density of water, respectively. The solution
surface tension, σsol, was assumed to be that of pure water, 0.072 J m−2. Because it is assumed that
κ values were the same for the more concentrated and the more dilute aqueous solutions in the
HTDMA and at activation, respectively, it is not necessary to know the contributions of different
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aerosol components to the overall hygroscopicity for the internal mixture calculations. But for assumed
external mixtures the hygroscopicity of two or more particle types must be determined or assumed.
For this analysis, particle types assumed to be present in external mixtures were (i) particles composed
of soluble inorganics; (ii) particles composed of soluble organics; and (iii) particles composed of
insoluble (and non-hygroscopic) components. The hygroscopicity parameter of the soluble inorganic
particles, κinorg, was assumed to be 0.6, which is similar to that of ammonium sulfate and ammonium
nitrate. As aerosol organic components at the SGP site are not well characterized, direct derivation of
κorg is not possible. Here, κorg was estimated using the mixing rule [17].

κorg =

Voverallκoverall −
⎧⎨
⎩Voverall −

⎛
⎝morgNR

ρorgNR
+

babsBC
βBC
ρBC

⎞
⎠
⎫⎬
⎭κinorg

morgNR
ρorgNR

(2)

Figure 2. Sulfate to nitrate equivalent concentration ratio based on ACSM chemical composition
data from (a) 2011, (b) 2012, and (c) 2013. Equivalent concentration = molar concentration

equivalence factor , where the
equivalence factor for sulfate and nitrate are 0.5 and 1, respectively.

For these calculations the total particle volume concentration (Voverall) was determined from the
measured size distribution. The submicron average hygroscopicity parameter (κoverall) was calculated
from the measured size and hygroscopicity distributions as the volume concentration-weighted average
κ. The mass concentration of non-refractory organics (morgNR) was measured by the ACSM and that
of black carbon, BC, was estimated as the ratio of measured submicron particle light absorbance
(babsBC) and an assumed absorption efficiency at 0.55 μm wavelength of 7.5 m2 g−1 [67]. The density,
ρ, of non-refractory organics and BC were both assumed to be 1.3 g cm−3 [68].

The resulting seasonal profiles of κoverall and κorg in 2011 are shown in Figure 3. Unlike the κorg

profile, κoverall was highest in the winter and lowest in the summer. The high wintertime κoverall
is a result of high concentrations of inorganic compounds, especially nitrate, while the relatively
low summertime κoverall is caused by higher organic mass concentrations, as shown in Figure 4.
Positive Matrix Factorization (PMF) analysis used for the Organic Aerosol Component (OACOMP)
ARM Value Added Product (VAP) [69] indicates that less-hygroscopic biomass burning organic aerosol
(BBOA) was prevalent from February through April in 2011, thus lowering κorg in winter and spring.
Aged SOA (MO-OOA), which is moderately hygroscopic, was more abundant in summer, and thus
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raised κorg. The κorg in the spring and fall lies between that of the winter and summer. The 2011
average of 0.1 was used for this study, while the sensitivity of the results to the selected value was
assessed by repeating the calculations for the seasonal minimum (κorg = 0.06, winter) and maximum
(κorg = 0.16, summer).

 

Figure 3. Seasonal profile of (a) κoverall (left) and (b) κorg (right) in 2011.

 

Figure 4. Seasonal average of (a) organic and inorganic mass concentration and (b) the inorganic mass
fraction (%) in 2011.

2.4. Description of Models Used for Estimating NCCN

To simplify both the comparison of the varied approaches used to estimate NCCN and the
comparison of the results, a common framework will be used to describe all of the approaches
even though more straightforward descriptions would suffice for many of them. For all approaches
a CCN spectrum, NCCN(S), was calculated for each size distribution measured by the SMPS. For the
simplest approaches, the HTDMA data were not considered and a fixed hygroscopicity parameter was
assumed. For all others the GF distributions were interpolated and extrapolated to each of the 90 size
bins in the size distribution measurements and then converted to κ distributions using Equation (1).
The differences among the approaches arise from the use and (any) averaging of the κ distributions,
as summarized in Figure 5.

Figure 5. Overview of the NCCN calculation approaches.

As a baseline for comparison with estimates from other approaches and with direct measurements,
NCCN was calculated using the full GF distributions without any averaging. Because all of the
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information in the GF distributions is retained, these estimates are expected to be more accurate than
those from any of the other approaches, all of which rely on averaged or assumed hygroscopicity.
For each measurement sequence the interpolated κ distributions were combined with the size
distribution to create a matrix of number concentrations as a function of Dd and κ, such as that shown
graphically in Figure 6a. A Köhler curve relating equilibrium S to droplet diameter, D, was calculated
for each (Dd, κ) pair using Equation (3) below. The Sc for each pair was calculated as the maximum
value of equilibrium S along the curve.

S(D) =
D3 − D3

d

D3 − D3
d(1 − κ)

exp
[

4Mwσsol
RTρwD

]
− 1 (3)

As with calculations using Equation (1), σsol was assumed to be that of water, 0.072 J m−2.
The result can be viewed as a matrix with elements of Sc and the same Dd and κ arrays as used in the
number concentration matrix described above. NCCN was estimated for a prescribed S by integrating
the number concentration N(Dd, κ) for which S > Sc. This is presented graphically in Figure 6b,
with NCCN calculated by summing the N elements (whole or part) above and to the right of one of the
four curves, each of which connects the elements having the same Sc. The resulting NCCN estimates
were first compared with direct measurements made with the CCNc and then with the results of the
other estimate approaches outlined below.

For all other NCCN estimates the aerosol was assumed to be either an internal mixture or an
external mixture, as is generally required for regional and global scale climate models. The goals here
were to assess the error introduced when making these simplifying assumptions and to identify the
approach(es) most suitable for an aerosol similar to that found at SGP.

To treat the aerosol as an internal mixture the Dd-dependent κ distributions described above
were replaced with a single κ value that is either dependent on Dd (κ = κ(Dd)) or the same for all Dd
(κ �= κ(Dd)). The former comes simply from the number concentration-weighted average of the κ

distributions at each Dd, with the result depicted in Figure 6c in the same manner as for the baseline
approach matrix. For approaches for which κ is assumed to be size independent, it was calculated
either as the average of κ(Dd) (Figure 6d) or, neglecting the hygroscopicity measurements, as that
of particles composed of 20%, 50%, or pure soluble inorganics (~ammonium sulfate, AS) by volume
(κ = 0.12, 0.30, and 0.60, respectively, with only κ = 0.30 shown in Figure 6g for clarity).

External mixtures were assumed to be comprised of two of the three particle types considered:
insoluble, κ = 0.0, organic, κorg = 0.1, and inorganic, κinorg = 0.6. As with the assumed internal
mixture approaches, both size dependent and size independent scenarios were considered. For both,
independent size distributions of the different particle types were calculated from the average
κ(= f(Dd) or �= f(Dd)) using Equations (4) and (5) below.

Case 1: for κ(Dd) > κorg

(
dN

dlogDd

)
inorg

=
κ(Dd)−κorg
κinorg−κorg

(
dN

dlogDd

)
SMPS(

dN
dlogDd

)
org

=
(

dN
dlogDd

)
SMPS

−
(

dN
dlogDd

)
inorg(

dN
dlogDd

)
insoluble

= 0

(4)

Case 2: for κ(Dd) ≤ κorg (
dN

dlogDd

)
org

= κ(Dd)
κorg

(
dN

dlogDd

)
SMPS(

dN
dlogDd

)
insoluble

=
(

dN
dlogDd

)
SMPS

−
(

dN
dlogDd

)
org(

dN
dlogDd

)
inorg

= 0

(5)
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The results for κ(Dd) and κ( �= Dd) are depicted graphically in Figure 6e,f, respectively, where the
lower and higher horizontal lines represent the organic and inorganic particle types, respectively.
As with the other approaches, NCCN was calculated by summing N elements above and to the right
of the constant Sc curves. Contributions from the inorganic and organic particle types can also be
calculated separately and then added to determine the total NCCN (i.e., NCCN = NCCN.inorg + NCCN.org).

 

 

 
Figure 6. A graphical illustration of the approaches used to estimate NCCN. (a) Number concentration
matrix calculated from a set of measured size and GF distributions. The size distribution is partitioned
among the κ bins according to the GF distributions interpolated to each Dp without any averaging
or assumptions about mixing state or composition. The same matrix is shown in (b); with lines of
constant Sc added. As with all of the estimation techniques, NCCN(S) is estimated by summing the
concentration elements (whole or part) above and to the right of the constant Sc (= S) lines; The graphs
in (c–g) are from the same set of size and GF distributions as those used for (a,b); but with various
assumptions for mixing state and composition that collapse the κ distribution at each bin in the size
distribution to one or two values; (c) internal mixture with κ(Dd); (d) internal mixture with κ( �= Dd);
(e) external mixture with κ(Dd); (f) external mixture with κ( �= Dd); and (g) internal mixture with an
assumed inorganic volume fraction of 0.5.
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3. Results and Discussion

3.1. Comparison between Measured and Baseline NCCN Estimate

The concentration measured by the CCNc was compared to that calculated using the baseline
approach for all available data from 2009–2012. The results for May 2011 are shown in Figure 7 and for
all of 2011 in Figure S3.

(c) (d) 

(a) (b) 

(e) (f) 

(g) (h) 

Figure 7. Comparison between measured and estimated NCCN (cm−3) for May 2011 at 0.25% (a,b);
0.45% (c,d); 0.65% (e,f); and 0.85% S (g,h). The dotted lines in the scatter plots represent +/− 20%
relative to the 1:1 line.

The calculated NCCN tracks that measured throughout the period considered. The deviation
between the two is quantified as the Normalized Root Mean Square Error (NRMSE)

NRMSE =

{
1
n

n−1

∑
i=0

(
xi − yi

xi

)2
}0.5

(6)

where xi is the measured NCCN at a given S, yi the estimated NCCN at the same S, and n the
number of concentration pairs compared. The average NRMSE between the measured and calculated
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concentrations for May 2011 and for each of the four years analyzed are summarized in Table 3.
The measured NCCN at 0.25% S during 2012 was very noisy and was excluded from the analysis.

Table 3. NRMSE between measured and estimated NCCN at 4 different S from 2009–2012 and for
May 2011.

Year/Month
NRMSE @ % S

0.25 0.45 0.65 0.85

2009 0.53 0.36 0.35 0.35
2010 0.22 0.29 0.27 0.25

May 2011 0.17 0.22 0.21 0.21
2011 0.29 0.29 0.26 0.26
2012 - 0.33 0.38 0.36

In addition to measurement error, some possible reasons for deviations between the measured
and calculated concentrations are (i) differences in assumed and actual properties of aerosol chemical
species; (ii) interactions among components not captured by κ-Köhler Theory; (iii) the presence of
low solubility organics that dissolve under the dilute conditions with S ~Sc but not in the more
concentrated solution in the HTDMA at 90% RH; (iv) the presence of particles that contain slowly
dissolving compounds or that are in an amorphous/glassy state for which hygroscopic growth and
activation timescales may be comparable to or greater than the HTDMA and CCNc residence times;
and (v) the presence of surface tension-reducing species, which influence Sc much more than GF. But as
noted above, the primary goal here was not to assess closure but to confirm that the baseline spectra
calculated from the size and GF distributions were reasonably accurate and were suitable to serve
as the reference for comparison with the results from the simplified treatments of composition and
mixing state.

3.2. Comparison of NCCN Calculated from Different Approaches

Estimates of NCCN assuming the aerosol is an internal or external mixture relative to those
of the baseline approach for which no assumption about mixing state is made are presented in
Figures 8 and 9 for 0.25% and 0.85%, respectively, and in Figures S4 and S5 for 0.45% and 0.65% S,
respectively. Deviations from the 1:1 lines are interpreted as error introduced by the averaging or
approximations required for all but the baseline calculations. Best fits through the data were assumed
to be linear and were forced through the origin to facilitate interpretation of the results and simply
because of the apparent linear correlations with minimal offset in the figures. Table 4 summarizes

the slope (m =
NCCN from alternate approach
NCCN from baseline approach

) and goodness of fit (r2) for each of the approaches with respect
to the baseline estimate. Values of m above (below) 1 indicate that the simplified treatment results
in NCCN greater (less) than that from the baseline estimate for a given S. Treating the aerosol as an
internal mixture with size dependent hygroscopicity resulted in the best agreement with the baseline
estimates, with the average m closest to 1.0 and the highest r2 (Table 4). Though there is considerably
more scatter in the results for the internal and external mixtures with κ( �= Dd) than in those with κ(Dd),
the deviations are found to be tightly correlated. The relationships between the results for the assumed
internal and external mixtures with κ( �= Dd) are shown in Figure 10e,f. The strong correlation in
NCCN(S) obtained for those assumed internal and external mixtures could be interpreted as reflecting a
general lack of sensitivity to the mixing state as has been reported in some closure studies. But, at least
for these data, both estimates simply differ in the same direction from what is believed to be the most
accurate estimate. For both mixing state assumptions, the estimated NCCN with κ( �= Dd) is higher than
that with κ(Dd), as the κ averaged over the complete size range is typically higher than the κ(D) over
the ~0.05–0.20 μm size range that dominates NCCN.
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Figure 8. NCCN estimated from simplified approaches vs. that from the baseline approach at 0.25% S
for all 2011 data.
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Figure 9. NCCN estimated from simplified approaches vs. that from the baseline approach at 0.85% S
for all 2011 data.

Table 4. Fit parameters of NCCN estimate approaches for 2011 data

Model
Slope (m) @ % S m0.25% S−m0.85% S

m0.25% S

Correlation Coefficient (r2) @ % S

0.25 0.45 0.65 0.85 0.25 0.45 0.65 0.85

Baseline 1 1 1 1 0 1 1 1 1
Internal, κ = κ(Dd) 1.01 1.02 1.01 1.01 0.002 0.87 0.87 0.85 0.84

Internal, κ = κ( �= Dd) 1.21 1.18 1.13 1.10 0.095 0.82 0.81 0.80 0.80
External, κ = κ(Dd) 0.90 0.92 0.90 0.90 0.009 0.81 0.81 0.78 0.77

External, κ = κ( �= Dd) 1.06 1.07 1.02 1.00 0.061 0.80 0.80 0.79 0.77
Internal, pure AS 2.37 1.82 1.57 1.43 0.400 0.67 0.69 0.68 0.67
Internal, 50% AS 1.76 1.50 1.33 1.26 0.285 0.72 0.75 0.76 0.74
Internal, 20% AS 1.05 1.05 1.03 0.99 0.057 0.72 0.78 0.77 0.76
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A correction of 1/m could be applied to results using any of the simplified treatments to
increase accuracy. Of course, that sort of annual average correction would not reduce error that
arises from variability in aerosol characteristics on seasonal or shorter time scales and is reflected in
the r2 values. For example, assuming the aerosol has a fixed κ of 0.12 (20% AS) results in average
best fit slopes between 1.00 and 1.06, indicating that, on average, an error of only a few percent
would be introduced if both the composition and hygroscopicity were not considered at all in the
calculations. However, that represents the average of comparably large negative and positive errors
for individual measurements or days, as is shown in Figure 11 that compares the 2011 daily averages of
the results from the internal mixture with κ(Dd) and the fixed 20% AS treatments relative to the baseline
calculations. And as is shown in Figure 10, similar deviations from the 1.0 line are evident in the results
for which the hygroscopicity was considered, but not its size dependence. Furthermore, the utility of
any of the simplifying approaches is limited if not applicable over a wide range in S. The S dependence
of the best fit slopes quantified as the fractional change over the full range in S considered is included
in the 6th column in Table 4. That S dependence is much lower for the two cases for which the size
dependence of κ is considered than for any of the others, which is expected because the change in
NCCN with S largely reflects inclusion or exclusion of particles within a rather narrow slice of the full
size range.
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Figure 10. (a–d) Time series for 2011 of estimated NCCN relative to that from the baseline approach:
(a) internal mixture, κ �= κ(D) at 0.25% S; (b) external mixture, κ �= κ(D) at 0.25% S (c) internal mixture,
κ �= κ(D) at 0.85% S; and (d) external mixture, κ �= κ(D) at 0.85% S; (e) Scatter plot of NCCN ratio from
(a,b); (f) scatter plot of NCCN ratio from (c,d).
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The results for the assumed external mixtures were found to be quite sensitive to the κorg used.
Specifically, substituting the seasonal minimum (0.06) for the annual average (0.10) of the estimated
κorg results in an average decrease in NCCN of 8% when the size dependence of κ is considered and an
increase of 10% when it is not. Similarly, use of the seasonal maximum of 0.16 results in an average
decrease of 1% with κ(Dd) and increase of 15% with κ( �= Dd). (The results for SGP are likely especially
sensitive to the assumed value because it is similar to that average κ of 0.12 that was found to result in
reasonable estimates averaged throughout the year). For any measurement a change in κorg will cause
a change in partitioning between the three particle types, with the net influence on NCCN depending on
the coupling of that change and the shape of the size distribution. Because the approach used allows
for at most two particle types, an increase in κorg that crosses the average κ of the aerosol will cause a
shift in the assumed mixture from consisting of organic and inorganic (κ = 0.6) particles to organic
and insoluble (κ = 0.0) particles, with a resulting increase in NCCN due to the increased hygroscopicity
of the organic particles, a decrease due to the loss of the inorganic particles, and a net change that
could be positive or negative. To evaluate the sensitivity of the calculated NCCN to the choice in κinorg,
the analysis was repeated using values of 0.64 and 0.67 (instead of 0.6). The average change in NCCN

was about 0.6% when size-dependence is considered and about 1.0% when it is not.
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Figure 11. Time series for 2011 of estimated NCCN relative to that from the baseline approach:
(a) internal mixture, κ = κ(D) at 0.25% S; (b) internal mixture, 20% AS at 0.25% S (c) internal mixture, κ

= κ(D) at 0.85% S; and (d) internal mixture, 20% AS at 0.85% S.

4. Summary and Conclusions

Size distributions and hygroscopic growth factor distributions measured from 2009 to 2012 at the
SGP ARM site were used to estimate CCN concentrations over a range in supersaturation. An initial
estimate of NCCN that served as a basis for comparison used all of the information in the combined
distributions without any averaging. For those estimates, matrices of N(Dd, κ) and Sc(Dd, κ) were
calculated from the measured distributions and from κ-Köhler Theory, respectively, and NCCN(S)
was calculated by integrating all of the N elements for which the corresponding Sc element < S.
Comparisons of those estimates with direct measurements from a collocated CCN counter show that
this baseline approach can reasonably predict NCCN over a range of S.

The baseline spectra were then compared with those calculated using the same dataset but
with aerosol treatments that are more commonly used for more efficient computation or simply
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because size-dependent composition or hygroscopicity distributions are not available. These included
approximating the aerosol as an internal mixture with fixed inorganic volume fraction, as an internal
mixture with size-dependent or size-independent hygroscopicity, and as an external mixture with
size-dependent or size-independent hygroscopicity. Bias and variance relative to the baseline estimates
were described with best fit slopes, m, and coefficients of determination, r2, respectively, with both
calculated from the thousands of NCCN pairs over the period of analysis.

Though the results presented here are most directly applicable for the aerosol at SGP, that aerosol
is quite diverse, with a range in sources, origins, and atmospheric processing prior to sampling.
Thus, at least the overall ~10% uncertainty range accompanying assumption of either internal or
external mixtures reported here is likely relevant for NCCN prediction in other regions as well and
can provide some guidance for interpretation of model results. And for prediction of NCCN for an
aerosol known to be similar to that at SGP the bias and scatter associated with each of the simplified
treatments can be weighed together with computational cost for selection of the most appropriate
approximation(s). Ongoing work is aimed at applying these results to improve the accuracy with which
CCN spectra at SGP and other ARM sites can be predicted in the absence of direct measurements.

Supplementary Materials: The following are available online at www.mdpi.com/2073-4433/9/2/54/s1.
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Abstract: Northeast China is located in a high latitude area of the world and undergoes a cold
season that lasts six months each year. Recently, regional haze episodes with high concentrations
of fine particles (PM2.5) have frequently been occurring in Northeast China during the heating
period, but little information has been available. Aerosol particles were collected in winter at a site
in a suburban county town (T1) and a site in a background rural area (T2). Morphology, size,
elemental composition, and mixing state of individual aerosol particles were characterized by
transmission electron microscopy (TEM). Aerosol particles were mainly composed of organic matter
(OM) and S-rich and certain amounts of soot and K-rich. OM represented the most abundant particles,
accounting for 60.7% and 53.5% at the T1 and T2 sites, respectively. Abundant spherical OM particles
were likely emitted directly from coal-burning stoves. Soot decreased from 16.9% at the T1 site to
4.6% at the T2 site and sulfate particles decrease from 35.9% at the T2 site to 15.7% at the T1 site,
suggesting that long-range transport air masses experienced more aging processes and produced
more secondary particles. Based on our investigations, we proposed that emissions from coal-burning
stoves in most rural areas of the west part of Northeast China can induce regional haze episodes.

Keywords: Northeast China; wintertime; individual aerosol particles; morphology; composition;
mixing state

1. Introduction

Over the past 30 years, China has quickly undergone urbanization and industrialization.
Rapid social and economic development led to heavy atmospheric pollution in East China. Air pollution
has a great impact on human health, contributing to health conditions such as respiratory and
cardiovascular disease [1]. Anthropogenic pollutants emitted from China may experience long-range
transport to the Korean peninsula, Japan, and even into West America, which can cause a regional
or global air pollution problem [2–4]. Previous studies on air pollution in China focused on three
developed economic areas, consisting of North China Plain (around Beijing city), Yangtze River Delta
(around Shanghai city), and Pearl River Delta (around Guangzhou city) [5–8]. However, only a few
studies have investigated air pollution in some developing economic areas, even though their air
quality has been worse than in the developed areas in China.

Although the economy in Northeast China area has undergone a slow increase in the past 15 years,
air quality has deteriorated similar to the more developed economic areas. There is a sharp contrast
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in air quality in Northeast China between heating and non-heating periods. For example, the PM2.5

concentration in urban areas climbed up to 1000 μg/m3 during some serious haze-fog events during
the heating period in 2015, in contrast to the common <75 μg/m3 during non-heating periods. The first
reason was that Northeast China is one of the coldest areas in China, with an average temperature
around −15 ◦C in winter. Therefore, people in urban and rural areas need to consume much more
fuel for heating (e.g., coal and biomass burning) in Northeast China than other places in North China.
The second reason is that Northeast China has the longest heating period (about six months)
in China. Large amounts of emissions from solid fuels for heating as a dominant source cause
the formation of the regional severe hazes in Northeast China which could be different from the hazes
in the North China Plain. Therefore, it is necessary to understand exactly what kinds of aerosol
particles and what sources are existing in Northeast China.

To our knowledge, there is no study working on the regional haze episodes during the heating
period in Northeast China, although a few studies have investigated aerosol optical properties and
aerosol composition of PM2.5 in some urban areas in non-heating periods [9–12]. In this study,
we conducted a field campaign in regional haze episodes and chose a background site in the central
area of Northeast China. Aerosol properties at the background site can reflect anthropogenic sources
due to their low background around the sampling site. Also, aerosol properties at the background
site can indicate the particle aging process during their long-range transports, which can help us
understand the formation mechanism of regional haze episodes in Northeast China. A high-resolution
transmission electron microscopy (TEM) was used to investigate morphology, composition, and mixing
state of individual aerosol particles.

2. Experiments

2.1. Aerosol Sampling

The Northeast China Plain was divided into a western and an eastern part based on
the distribution of its population and cities. Major cities, including the capital cities of three provinces
(Heilongjiang, Jilin, and Liaoning), are located in the eastern part and only a few small cities and
some villages are located in the western part. Therefore, we generally considered the eastern part
to be an urban influence area and the western part to be a rural influence area. In this study,
aerosol samples were collected from 28 January 2015 to 9 February 2015 in the western part of
Northeast China. Two sampling sites were chosen for aerosol collection in Tongyu of Jilin Province
(Figure 1): the suburban county town site (T1, 44.81◦ N, 123.09◦ E) and the background rural site
(T2, 44.42◦ N, 122.87◦ E). T1 was located in a county town area which was mainly influenced by
automobile exhaust and solid fuels (e.g., coal and biomass burning) for heating and cooking. T2 was
situated in the rural area, 50 km south from the T1 site. Some small villages, but no industries,
are situated in the vast rural area. Based on our local investigation, coals were the main fuels for
cooking and heating in central Tongyu county, and a mixture of coals, wheat straw, and cornstalks
were the main fuels for cooking and heating in rural areas of Tongyu county or in the villages.

The NOAA (National Oceanic and Atmospheric Administration) HYSPLIT (Hybrid Single Particle
Lagrangian Integrated Trajectory) trajectory model was used to investigate transport pathways of air
masses and their origins. Forty-eight hours backward trajectories arriving at 1000 m above ground
level at 16 UTC were calculated for the T1 and T2 sites. During the sampling period, the air masses
mainly came from northwestern areas including the northern part of Inner Mongolia, and Greater
Khingan forests where some villages and towns are distributed (Figure 1 and Figure S1). During our
sampling period, a regional haze occurred from 3 to 4 February 2015 (Figures S2 and S3).

Copper TEM grids coated with carbon film (carbon type-B, 300-mesh copper, Tianld Co., Beijing,
China) were used to collect aerosol particles by a single-stage cascade impactor with a 0.5 or 0.3 mm
diameter jet nozzle and an air flow of 1.0 L/min. This sampler has a collection efficiency of 100% and
a 0.5 μm aerodynamic diameter if the density of the particles is 2 g/cm3. To avoid particles overlapping
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on the substrate, the sampling duration was controlled from 3 min to 20 min according to the visibility
and PM concentration. In other words, the sampling duration on clear days due to the low PM2.5

concentration was longer than on haze days. All samples were placed in sealed, dry plastic capsules
and preserved in a desiccator at 25 ◦C and 20% ± 3% relative humidity (RH) for subsequent analysis.
The interval between the sample collections at the T1 and T2 sites could vary across a few hours in a day.

 

Figure 1. Locations of the two sampling sites and topography of the Northeast China area. The red line
from the south to the north indicates rural and urban influence of air quality in Northeast China based
on the distribution of population and cites. The blue arrow shows the main wind from northwest China
and Mongolia during the sampling period. The T1 and T2 sites are located in a rural influence area.

2.2. Electron Microscopic Analyses

Aerosol particle samples were analyzed by JEOL JEM–2100 transmission electron microscopy (TEM,
JEOL Ltd., Tokyo, Japan) operated at 200 kV. Elemental composition was determined semi-quantitatively
by using an energy-dispersive X-ray spectrometer (EDS) (Oxford Instruments, Oxfordshire, UK) that
can detect elements heavier than C (Z ≥ 6). The relative percentages of the elements were estimated
based on the EDS spectra acquired through the INCA software (Oxford Instruments, Oxfordshire,
UK). The distribution of aerosol particles on TEM grids was not homogeneous: coarser particles
occur near the center and finer particles are on the periphery. Therefore, to be more representative,
three areas were chosen from the center to periphery of the sampling spot on each grid. iTEM software
(Olympus Soft Imaging Solutions GmbH, Münster, Germany) was used to analyze the TEM images
and to obtain the projected area, circularity, perimeter, and equivalent circle diameter of particles.
A total of 2589 particles (1653 for T1 and 936 for T2) were analyzed at the two sites.

3. Results

3.1. Aerosol Particle Types

A regional light haze was simultaneously observed at the T1 and T2 sites from 3 to 4 February 2015
(Figures S2 and S3). Individual particle samples were collected from 28 January 2015 to 9 February 2015.
Individual particles were divided into four major particle types depending on their different composition
and morphology: S-rich, organic matter (OM), soot, and K-rich.

S-rich particles contained sulfur along with nitrogen, oxygen, and minor potassium. S-rich particles
normally exhibited a rounded shape on the substrate (Figure 2). OM particles were composed of
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abundant carbon and minor amounts of oxygen. S-rich particles were easily sublimated under strong
beam exposure, while OM particles were stable in the samples (Figure 2). The similar phenomenon
has been described by Adachi and Buseck [13] and Fu et al. [8]. In our study, most of the OM particles
were internally mixed with S-rich and K-rich particles (Figure 2). Based on the classifications of mixing
structures of internally mixed particles proposed by Li et al. [14], we found two types of mixing
structures between S-rich and OM particles, such as dumbbell-like particles (Figure 2b) and core-shell
particles (e.g., OM particles coated by S-rich (Figure 2c) and S-rich particles coated by OM (Figure 2d)).

K-rich particles displayed irregular shapes and contained potassium (K), oxygen, sulfur, and/or
nitrogen. Once K-rich particles are exposed longer times under the strong electron beam, they can
be sublimed. Although the morphology of K-rich particles is similar to S-rich particles, their EDS
were different. The EDS of K-rich particles usually displayed high O, K, and/or S (Figure 3a) and
S-rich particles displayed high O and S with minor K (Figure 2). The chemical composition of
these K-rich particles suggests that they could be KNO3 and/or K2SO4 with minor amounts of KCl.
TEM observations showed that most of the K-rich particles were internally mixed with organic, S-rich,
and soot particles (Figure 3). In general, K-rich particles can be considered as an important tracer of
biomass burning [13,15].

 

Figure 2. Transmission electron microscopy (TEM) images of organic matter (OM) and S-rich particles.
(a) Externally mixed S-rich and OM particle; (b) dumbbell mixing structure between S-rich and OM
particles; (c) OM particles surrounded by S-rich; (d) S-rich particle coated by OM. Energy-dispersive
X-ray spectrometer (EDS) spectra show elemental composition of individual particles in red font in
TEM images.

Soot particles, also known as black carbon (BC) or element carbon (EC), are a type of carbonaceous
material with graphitic structures, which mainly come from incomplete combustion of fossil fuels
and biomass [16,17]. Soot particles exhibit a chain-like aggregation morphology with a diameter of
10 to 100 nm [18]. Most soot particles observed in our study were internally mixed with S-rich and/or
OM particles (Figure 4).
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Figure 3. TEM images of K-rich particles. (a) K-rich particles; (b) K-rich particle internally mixed
with OM particle. EDS spectra shows the elemental composition of individual particles in red font in
TEM images.

 

Figure 4. TEM images of soot particles. (a) Bare soot particle; (b) soot internally mixed with S-rich and
OM particle.

3.2. Relative Abundance of Different Types of Aerosol Particles

In the samples, most of the individual particles were internal mixture which contains more than
two different particle types (Figures 2–4). Here we named each particle according to their major aerosol
component , as shown in Figure 5. In this study, 1653 and 936 particles were analyzed at the T1 (town)
and T2 (rural) sites, respectively.

Figure 5 shows that the main aerosols are OM-dominated particles, accounting for 60.7% and
53.5% at the T1 and T2 sites, respectively. The percentage of soot particles was four times higher at the
T1 site (16.9%) than at the T2 site (4.6%), and 35.9% of S-rich particles occurred at the T2 site, higher
than 15.7% at the T1 site. At the two sampling sites, K-rich particles only accounted for about 6.7% and
6.0% of particles, respectively. It should be noted that most of the OM and S-rich particles (Figure 2)
contained minor amounts of K.

Both spherical and irregular OM particles were considered as primary OM particles, they formed
in cooling polluted plumes from coal combustion and biomass burning [19]. In contrast, the formation
mechanism of OM coating was different from spherical OM and irregular OM, and they were normally
considered secondary OM particles as the oxidized productions of volatile organic compounds
(VOCs) [20,21]. In OM-dominated particles, we observed a high fraction of spherical OM particles and
irregular OM particles (62%) at the T1 site and T2 site, suggesting that OM particles mainly came from
primary emissions (e.g., coal combustion and biomass burning).
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Figure 5. Relative abundance of aerosol particles at the T1 site and T2 site. Number (N) of the analyzed
aerosol particles is shown above each column. The bracket indicates that individual particle possibly
contained other particle components.

3.3. Size Distribution of S-rich Particles

S-rich particles represent secondary inorganic particles which mainly contain ammoniated sulfates
and ammoniated nitrates [14]. The relative abundance of secondary particles has been used to suggest
transports of air masses and their ageing properties [22]. We noticed that the relative abundance of
S-rich particles was higher at the T2 site than at the T1 site. Therefore, it is reasonable that more S-rich
particles occurred at the T2 site compared to the T1 site. Figure 6 shows that the size distribution of
S-rich particles ranged from 0.04 to 1.5 μm with a median diameter of 0.24 μm at the T1 site, and from
0.04 μm to 1.6 μm with a median size of 0.31 μm at the T2 site. The size distribution of aerosol particles
displays a broader peak at the T2 site than at the T1 site (Figure 6). In addition, TEM images show
that most of the S-rich particles were internally mixed with OM particles (Figure 2). As we expected,
long-range transport of air masses induced larger median size and broader peak in size distribution of
individual particles at the T2 site than at the T1 site because additional secondary inorganic aerosols
forming during long-range transports occurred on primary OM particles.

 

Figure 6. Size distributions of S-rich particles at the T1 site and T2 site.

4. Discussion

Based on the locations of the two sampling sites, we can know that air quality at the T1 site was
influenced by anthropogenic air pollutants from long-range transport and local towns, and at the T2
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site from long-range transport. The analyses were consistent with our results from TEM observations.
We found more secondary particles (e.g., S-rich) and lesser primary soot particles at the T2 site than at
the T1 site (Figures 5 and 7). In addition, these S-rich particles were internally mixed with primary OM
particles at the T2 site (Figure 2b–d), thereby suggesting that OM particles become more aged during
long-range transport.

 

Figure 7. TEM images of aerosol particles at the T1 site (a) and the T2 site (b). The arrows in red, black,
and blue indicate OM, S-rich, and soot particles, respectively.

Compared with haze particles collected in the North China Plain, our study did not observe fly
ash and metal, but more abundance of OM-dominated particles [23,24]. As a result, we can exclude
regional contribution from emissions of heavy industries and coal-fired power plants in upwind
areas. TEM observations suggested that most of the OM-dominated particles were directly emitted
from sources. In this study, we considered OM-dominated particles sourced from coal-burning for
household heating and cooking at the T1 site [25]. Abundant OM-dominated particles at the T2 site
likely were transported from villages and towns where people mainly used coals from household
heating and cooking in the western part of Northeast China in winter [12]. In addition, the central
heating from filter boilers are only supplied in the central part of the town and people in most areas of
the town still used stoves for household heating. In rural areas, most of the people living in the villages
used coal-burning stoves for household heating and cooking. Coal combustion in low-efficiency
stoves for residential heating and cooking was considered to be an important source of air pollution in
China [26]. Based on our investigation, similar phenomena appear to occur in all the small towns and
rural villages in western part of Northeast China (Figure 1). As discussed in the previous report, the
direct emissions from coal-burning stoves have several times higher emissions than filter boilers [27].

We noticed that 6%–7% of K-rich particles which are a tracer of biomass burning occurred at the T1
site and T2 site (Figure 5). In rural areas of Northeast China, the biomass materials (e.g., maize stalks
and wheat straws) are often used for cooking in all seasons and for household heating from winter to
spring [11]. Our results indicate that the regional contribution of biomass burning emissions should be
far smaller than the contribution from coal burning emissions. However, the similar abundance of
K-rich particles from the T1 and T2 sites indicated that continuous contributions from biomass burning
emissions in villages should not be ignored in the whole Northeast China region.

5. Conclusions

Individual fine particles were collected at a suburban county town site (T1) and a background
rural site (T2) in Northeast China during wintertime. Four types of individual fine particles such
as S-rich, OM-dominated, soot, and K-rich particles were identified based on their morphology and
composition. In the ambient air, most particles were internally mixed particles, which refers to particles
that are composed of more than two types of particles. In particular, large amounts of visible primary
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spherical or irregular OM particles occurred at sites and were internally mixed with S-rich, soot,
or K-rich particles. The phenomenon was quite different from the previous studies which suggested
that secondary particles were dominant in the air in North China.

Our results revealed that OM particles were the most abundant aerosol particles, accounting
for 60.7% and 53.5% of the particles at the T1 site and the T2 site, respectively. Abundant OM
particles at the two sites suggested that they have similar emission sources at the background and
town areas. Our investigations suggested that coal-burning for household heating and cooking in
winter is likely the main source. We noticed a similar small fraction of K-rich particles (6%–7%)
at the two sites, suggesting that regional contribution of biomass burning should be considered in
the western part of Northeast China. Similar to coal-burning, these biomass burnings were used for
household heating and cooking in rural areas. In comparing the aerosol particles at the two sampling
sites, soot particles decrease from 16.9% at the T1 site to 4.6% at the T2 site and sulfate particles decrease
from 35.9% at the T2 site to 15.7% at the T1 site. These results suggested that long-range transport
particles experienced more aging processes and produced more secondary particles. We believe that
the emissions from coal-burning for household heating and cooking can induce regional haze formation
in the western part of Northeast China. In the future, central household heating with filtered boilers
should be widely installed in towns in the western part of Northeast China.

In this study, we focused on sources and the formation of haze particles in a rural influence area
of Northeast China (Figure 1). We further integrated our findings and regional air transports in winter
in Northeast China. A conceptual model was proposed that can reflect emission and transport of air
pollutants from western to eastern parts in Northeast China following the winter monsoon (Figure 8).
It is interesting that the conceptual model shows that the anthropogenic pollutants emitted from a rural
influence area can be transported and further impact the air quality of an urban influence area in
Northeast China. The result is different from the traditional perspective that anthropogenic pollutants
in urban areas influence the air quality of rural areas. Therefore, further study is needed to work on
the extent to which the air quality of the urban influence areas are impacted through the transportation
of pollutants from rural influence areas in winter in Northeast China.

 

Figure 8. The conceptual graph of the emission and transport of pollutants in Northeast China during
the winter monsoon. The direct emissions from rural area can influence the air quality of downwind
urban areas.

Supplementary Materials: The following are available online at www.mdpi.com/2073-4433/8/3/47/s1.
Figure S1: Forty-eight hour air mass backward trajectory for the T1 site and T2 site during our sampling period;
Figure S2: China Meteorological Administration haze forecast map at 3 February 2015; Figure S3: Particulate
matter (PM) concentration for Baicheng (a) and Tongliao (b), two cities which were close to our sampling sites.

108



Atmosphere 2017, 8, 47

Acknowledgments: This work was funded by grants from the National Natural Science Foundation of China
(41575116 and 41622504), Shandong Provincial Science Fund for Distinguished Young Scholars, China (JQ201413),
and Programs of Shandong University (2015WLJH37).

Author Contributions: Weijun Li and Liang Xu conceived and designed the experiments; Yong Ren, Xin Wang
did the samples collection; Jian Zhang carried out TEM measurements; Lei Liu, Jian Zhang and Yinxiao Zhang
carried out data analysis; Liang Xu and Weijun Li wrote the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. West, J.J.; Cohen, A.; Dentener, F.; Brunekreef, B.; Zhu, T.; Armstrong, B.; Bell, M.L.; Brauer, M.; Carmichael, G.;
Costa, D.L.; et al. What We Breathe Impacts Our Health: Improving Understanding of the Link between Air
Pollution and Health. Environ. Sci. Technol. 2016, 50, 4895–4904. [CrossRef] [PubMed]

2. Geng, H.; Kang, S.; Jung, H.J.; Choël, M.; Kim, H.; Ro, C.U. Characterization of individual submicrometer aerosol
particles collected in Incheon, Korea, by quantitative transmission electron microscopy energy-dispersive X-ray
spectrometry. J. Geophys. Res. 2010, 115. [CrossRef]

3. Heald, C.L.; Jacob, D.J.; Park, R.J.; Alexander, B.; Fairlie, T.D.; Yantosca, R.M.; Chu, D.A. Transpacific transport
of Asian anthropogenic aerosols and its impact on surface air quality in the United States. J. Geophys. Res.
2006, 111. [CrossRef]

4. Lin, J.; Pan, D.; Davis, S.J.; Zhang, Q.; He, K.; Wang, C.; Streets, D.G.; Wuebbles, D.J.; Guan, D.
China’s international trade and air pollution in the United States. Proc. Natl. Acad. Sci. USA 2014,
111, 1736–1741. [CrossRef] [PubMed]

5. Huang, R.J.; Zhang, Y.; Bozzetti, C.; Ho, K.F.; Cao, J.J.; Han, Y.; Daellenbach, K.R.; Slowik, J.G.; Platt, S.M.;
Canonaco, F.; et al. High secondary aerosol contribution to particulate pollution during haze events in China.
Nature 2014, 514, 218–222. [CrossRef] [PubMed]

6. Guo, S.; Hu, M.; Zamora, M.L.; Peng, J.; Shang, D.; Zheng, J.; Du, Z.; Wu, Z.; Shao, M.; Zeng, L.; et al.
Elucidating severe urban haze formation in China. Proc. Natl. Acad. Sci. USA 2014, 111, 17373–17378.
[CrossRef] [PubMed]

7. Zhang, Y.; Hu, M.; Zhong, L.; Wiedensohler, A.; Liu, S.; Andreae, M.; Wang, W.; Fan, S. Regional integrated
experiments on air quality over Pearl River Delta 2004 (PRIDE-PRD2004): Overview. Atmos. Environ. 2008,
42, 6157–6173. [CrossRef]

8. Fu, H.; Zhang, M.; Li, W.; Chen, J.; Wang, L.; Quan, X.; Wang, W. Morphology, composition and mixing state
of individual carbonaceous aerosol in urban Shanghai. Atmos. Chem. Phys. 2012, 12, 693–707. [CrossRef]

9. Zhao, H.; Che, H.; Zhang, X.; Ma, Y.; Wang, Y.; Wang, X.; Liu, C.; Hou, B.; Che, H. Aerosol optical properties
over urban and industrial region of Northeast China by using ground-based sun-photometer measurement.
Atmos. Environ. 2013, 75, 270–278. [CrossRef]

10. Wu, Y.; Zhu, J.; Che, H.; Xia, X.; Zhang, R. Column-integrated aerosol optical properties and direct radiative
forcing based on sun photometer measurements at a semi-arid rural site in Northeast China. Atmos. Res.
2015, 157, 56–65. [CrossRef]

11. Shen, Z.; Wang, X.; Zhang, R.; Ho, K.; Cao, J.; Zhang, M. Chemical composition of water-soluble ions and
carbonate estimation in spring aerosol at a semi-arid site of Tongyu, China. Aerosol Air Qual. Res. 2011,
11, 360–368. [CrossRef]

12. Zhang, R.; Tao, J.; Ho, K.; Shen, Z.; Wang, G.; Cao, J.; Liu, S.; Zhang, L.; Lee, S. Characterization of atmospheric
organic and elemental carbon of PM2.5 in a typical semi-arid area of Northeastern China. Aerosol Air Qual. Res.
2012, 12. [CrossRef]

13. Adachi, K.; Buseck, P.R. Internally mixed soot, sulfates, and organic matter in aerosol particles from Mexico
City. Atmos. Chem. Phys. 2008, 8, 6469–6481. [CrossRef]

14. Li, W.; Sun, J.; Xu, L.; Shi, Z.; Riemer, N.; Sun, Y.; Fu, P.; Zhang, J.; Lin, Y.; Wang, X.; et al. A conceptual
framework for mixing structures in individual aerosol particles. J. Geophys. Res. 2016, 121, 13784–13798.
[CrossRef]

15. Bi, X.; Zhang, G.; Li, L.; Wang, X.; Li, M.; Sheng, G.; Fu, J.; Zhou, Z. Mixing state of biomass burning
particles by single particle aerosol mass spectrometer in the urban area of PRD, China. Atmos. Environ. 2011,
45, 3447–3453. [CrossRef]

109



Atmosphere 2017, 8, 47

16. Niu, H.; Shao, L.; Zhang, D. Soot particles at an elevated site in eastern China during the passage of a strong
cyclone. Sci. Total Environ. 2012, 430, 217–222. [CrossRef] [PubMed]

17. China, S.; Scarnato, B.; Owen, R.C.; Zhang, B.; Ampadu, M.T.; Kumar, S.; Dzepina, K.; Dziobak, M.P.;
Fialho, P.; Perlinger, J.A. Morphology and mixing state of aged soot particles at a remote marine free
troposphere site: Implications for optical properties. Geophys. Res. Lett. 2015, 42, 1243–1250. [CrossRef]

18. Buseck, P.R.; Adachi, K.; Gelencsér, A.; Tompa, É.; Pósfai, M. Ns-Soot: A Material-Based Term for Strongly
Light-Absorbing Carbonaceous Particles. Aerosol Sci. Technol. 2014, 48, 777–788. [CrossRef]

19. Chen, S.; Xu, L.; Zhang, Y.; Chen, B.; Wang, X.; Zhang, X.; Zheng, M.; Chen, J.; Wang, W.; Sun, Y.; et al.
Direct observations of organic aerosols in common wintertime hazes in North China: Insights into direct
emissions from Chinese residential stoves. Atmos. Chem. Phys. 2017, 17, 1259–1270. [CrossRef]

20. Adachi, K.; Zaizen, Y.; Kajino, M.; Igarashi, Y. Mixing state of regionally transported soot particles and
the coating effect on their size and shape at a mountain site in Japan. J. Geophys. Res. 2014, 119, 5386–5396.
[CrossRef]

21. Moffet, R.C.; Rödel, T.; Kelly, S.T.; Yu, X.-Y.; Carroll, G.; Fast, J.; Zaveri, R.A.; Laskin, A.; Gilles, M.K.
Spectro-microscopic measurements of carbonaceous aerosol aging in Central California. Atmos. Chem. Phys.
2013, 13, 10445–10459. [CrossRef]

22. Niu, H.; Hu, W.; Zhang, D.; Wu, Z.; Guo, S.; Pian, W.; Cheng, W.; Hu, M. Variations of fine particle
physiochemical properties during a heavy haze episode in the winter of Beijing. Sci. Total Environ. 2016,
571, 103–109. [CrossRef] [PubMed]

23. Li, W.; Zhou, S.; Wang, X.; Xu, Z.; Yuan, C.; Yu, Y.; Zhang, Q.; Wang, W. Integrated evaluation of aerosols from
regional brown hazes over northern China in winter: Concentrations, sources, transformation, and mixing
states. J. Geophys. Res. 2011. [CrossRef]

24. Li, W.J.; Zhang, D.Z.; Shao, L.Y.; Zhou, S.Z.; Wang, W.X. Individual particle analysis of aerosols
collected under haze and non-haze conditions at a high-elevation mountain site in the North China plain.
Atmos. Chem. Phys. 2011, 11, 11733–11744. [CrossRef]

25. Shao, L.; Hou, C.; Geng, C.; Liu, J.; Hu, Y.; Wang, J.; Jones, T.; Zhao, C.; BéruBé, K. The oxidative potential of
PM10 from coal, briquettes and wood charcoal burnt in an experimental domestic stove. Atmos. Environ.
2016, 127, 372–381. [CrossRef]

26. Liu, J.; Mauzerall, D.L.; Chen, Q.; Zhang, Q.; Song, Y.; Peng, W.; Klimont, Z.; Qiu, X.; Zhang, S.; Hu, M.; et al.
Air pollutant emissions from Chinese households: A major and underappreciated ambient pollution source.
Proc. Natl. Acad. Sci. USA 2016, 113, 7756–7761. [CrossRef] [PubMed]

27. Zhang, Y.; Schauer, J.J.; Zhang, Y.; Zeng, L.; Wei, Y.; Liu, Y.; Shao, M. Characteristics of Particulate Carbon
Emissions from Real-World Chinese Coal Combustion. Environ. Sci. Technol. 2008, 42, 5068–5073. [CrossRef]
[PubMed]

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

110



atmosphere

Article

Physicochemical Characteristics of Individual
Aerosol Particles during the 2015 China Victory Day
Parade in Beijing

Wenhua Wang, Longyi Shao *, Jiaoping Xing, Jie Li, Lingli Chang and Wenjun Li

State Key Laboratory of Coal Resources and Safe Mining, College of Geoscience and Surveying Engineering,
China University of Mining and Technology (Beijing), Beijing 100083, China; whwang91@126.com (W.W.);
xingjiaoping@126.com (J.X.); jieli_lj@163.com (J.L.); linglilp@126.com (L.C.); liwenjun_620@126.com (W.L.)
* Correspondence: ShaoL@cumtb.edu.cn

Received: 17 December 2017; Accepted: 23 January 2018; Published: 25 January 2018

Abstract: During the 2015 China Victory Day parade control periods, the air quality in Beijing hit
the best record, leading to 15 continuous good days with an average PM2.5 mass concentration
18 μg/m3, which provided a unique opportunity to study the ambient aerosols in megacity Beijing.
The morphology and elemental composition of aerosol particles were investigated by transmission
electron microscopy coupled with energy dispersive X-ray spectrometry (TEM-EDX). Five types
of individual particles were identified, including homogeneous mixed S-rich particles (HS; 44.9%),
organic coated S-rich particles (CS; 34.3%), mineral particles (10.5%), soot aggregates (7.21%) and
organic particles (3.2%). The number percentage of secondary particles (including HS and CS)
accounted for a large proportion with 79.2% during the control periods. The average diameter of
secondary particles increased with relative humidity (RH), being 323 nm, 358 nm and 397 nm at
the RH 34%, 43% and 53%, respectively, suggesting that the high RH might favor the growth of
secondary particles. The higher proportion of CS particles may show great atmospheric implications
and the CS particles may be formed by the condensation of secondary organic aerosols on pre-existing
S-rich particles.

Keywords: morphology; aerosol particle; mixing state; S-rich particles

1. Introduction

Atmospheric aerosols, both derived from anthropogenic and natural sources, are composed of
various kinds of organic and inorganic species. They have received much attention in megacities in
China because they are involved in a multitude of climate and environmental issues [1]. Air pollution
can cause a great impact on human health, such as respiratory and cardiovascular problems due
to their association with toxic matters [2,3]. Aerosol particles can influence atmospheric chemistry
because they can act as a medium for heterogeneous reactions. They can also change the climate
indirectly by cloud condensation nuclei (CCN) activity and ice nuclei activity [4,5] and directly through
light absorption and scattering [6,7]. Various anthropogenic aerosols can undergo long-rang transport,
which can cause a regional and global environmental problem [8].

Recently, China has experienced serious atmospheric pollution due to rapid social and economic
development, similar to that in developed nations [1]. The air pollution is characterized by high PM2.5

mass concentration, frequent occurrences of haze days, expanded haze areas, and increased duration
of a single haze event [7,9–12]. For example, extremely severe and persistent air pollution occurred in
China during January 2013, with more than 1.3 million km2 and 800 million people being affected [1].
Air pollution has been a concern for decades.
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The tropospheric aerosol is a heterogeneous mixture of various particle types. Detailed knowledge
of the chemical composition, physical state, morphology and size of individual aerosol particles should
be known to fully understand the formation mechanism of regional haze episodes and to accurately
predict the climate effects [13,14]. A high-resolution transmission electron microscopy (TEM) can be
used to investigate the composition, morphology and mixing state of individual aerosol particles.

Understanding the relationship between source emissions and aerosol chemistry is important for
mitigating air pollution in megacities [15]. In order to guarantee good air quality during some specific
events, e.g., the Beijing Olympic Games in 2008 [16] and the Asia-pacific Economic Cooperation summit
(APEC) in 2014 [17], the municipal government launched strong environmental control measures in
Beijing and its surrounding areas, which provided some special experimental opportunities to study
the impacts of source emission controls on air quality and the physicochemical properties of aerosol
particles during clean-up control period. Similarly, a series of temporary control measures, including
stopping construction activities, shutting down power plants and factories, limiting the number of
vehicles on road and prohibiting outdoor barbecues, were implemented in Beijing and surrounding
regions from 20 August to 3 September to ensure good air quality during the 2015 China Victory Day
parade [15]. As a result, the air quality hit the best record in Beijing, leading to 15 continuous good
days; the average PM2.5 mass concentration was 18 μg/m3 during the control period, with a 73.1%
reduction compared with the same period in 2014 (http://www.gov.cn/xinwen/2015-09/07/content_
2926447.htm). In this study, the characteristics of individual aerosol particles during the 2015 China
Victory Day parade were analyzed by a high resolution TEM.

2. Experimental

2.1. Aerosol Sampling

The sampling site was located at China University of Mining & Technology, northwestern part of
urban Beijing which is surrounded by commercial buildings and residential apartments. The sampler
was placed on the top floor of a five-story teaching building. Cooper TEM grids coated with carbon film
(300-mesh copper, Tianld Co., Beijing, China) were used to collect the aerosol samples. A single-stage
cascade impactor with a 0.5 mm diameter jet nozzle and an air flow of 1.0 L/min was applied.
The collection efficiency of this kind of sampler is close to 100% on a 0.5 μm aerodynamic diameter
if the particle density is 2 g/cm3 [18]. To avoid the particle overlapping on subtracts, the sampling
time ranged from 60 to 90 s. A kestral 4000 pocket weather meter (Nielsen-kellermann Inc., Boothwyn,
PA, USA) was simultaneously applied to record the RH, temperature (T) and pressure (P). All collected
samples were placed in dry and sealed plastic tubes and stored in a desiccator of 25 ◦C and 20 ± 3%
RH to avoid exposure to ambient air before laboratory analysis [19]. The sample information is shown
in Table 1.

Table 1. Information on analyzed samples from Beijing.

ID Collection Date T (◦C) RH (%) P (hPa)

A 2015/8/28 34.8 34.3 1000.1
B 2015/9/3 29.3 43.5 1005.1
C 2015/9/2 27.2 53.3 1006.5

2.2. TEM Analysis

Individual aerosol samples were analyzed by TEM (Hitachi H-8100, Hitachi, Ltd., Tokyo, Japan)
with an accelerate voltage of 200 kV. Elemental composition was semi-quantitatively determined by
energy-dispersive X-ray spectrometer (EDX) with a spectral acquisition time of ~30 s and elements
heavier than C (Z ≥ 6) can be detected [20]. Copper (Cu) was not included from our analysis because
the TEM grids were made of Cu. The distribution of aerosol particles on TEM grids was not even
with coarser particles in the center and finer particles in the periphery. Therefore, three areas of each
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sample were selected from the center to the periphery to ensure representative data. An image analysis
software (Leica Microsystems Image Solutions Ltd, Cambridge, UK) was used to obtain the equivalent
circle diameter of particles [21]. A total of 810 individual particles were analyzed.

3. Results

3.1. Nature of Individual Aerosol Particles

TEM-EDX can be used to adequately characterize the individual aerosol particles. Based on their
possible sources, we classified the aerosol particles into two groups: primary and secondary particles,
which were further classified into five types as shown in Table 2. The primary particle group included
soot, organic and mineral particles. The secondary particles included homogeneous mixed S-rich
particles (HS) and organic coated S-rich particles (CS).

Table 2. Classification of individual aerosol particles.

Types Sub-Types Physical and Chemical Characteristics

Primary particles

Mineral Irregular shaped; mainly composed O, Si, Al, Fe, Ca, Na,
K, Mg; soil, road dust and construction dust sources

Soot Aggregate shaped spheres; composed of C and minor O;
sourced from incomplete combustion.

Organic Spherical or near spherical shaped; composed of C
and O; combustion sources

Secondary particles

Homogeneous mixed
S-rich particles (HS)

Spherical or near spherical shaped; composed of C, S, O,
N and sometimes with minor K; beam-sensitive;
secondary formation in atmosphere

Organic coated S-rich
particles (CS)

Core-shell structure; composed of C, S, O, N and
sometimes with minor K; beam-sensitive; secondary
formation in atmosphere

Most of the mineral particles are irregularly shaped and tend to have a larger diameter than
other particle types as shown in Figure 1a,b. Their elemental compositions are complex, consisting
of O, Si, Al, Fe, Ca, Na, K, Mg and S. Mineral particles are mainly from suspension of soil, road dust,
and construction dust. They can be also sourced from desert dust and undergo long rang transport [22].
Mineral particles are stable under strong electron beam irradiation.

Figure 1. TEM images of primary individual particles: (a,b) mineral particles, (c) spherical organic
particle, (d) near-spherical organic particle, (e) aged soot particle and (f) chain-like soot particle;
(g) amplified soot spherical.
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Soot aggregates contain numbers of C-dominated spheres with diameter less than 100 nm
(Figure 1e,f). High magnification TEM images demonstrate that typical soot spheres display the
onion-like structures with disordered graphitic layers as shown in Figure 1g. They are from incomplete
combustion of fossil fuels and other materials [23].

Organic particles show higher O proportion than soot aggregates, though they are both dominated
by C and O. Organic particles lack onion-like structure under high magnification TEM images,
compared with soot particles. Most of the organic particles in this study are spherical or near spherical
shaped. Li and Shao suggest that the primary organic particles normally have a spherical or irregular
shape [24]. They are from combustion sources.

Different from primary particle types, the secondary particles are beam-sensitive when exposed
to several seconds of beam irradiation. These secondary particles are mainly composed of element C,
O, S and minor N and are defined as S-rich particles [18,20]. We infer that they indeed are mixtures of
sulfate, nitrate, and/or organic matter (OM) in the atmosphere [18]. Although the secondary particles
have similar elemental compositions, they show different mixing states and thus are further classified
into HS and CS particles.

HS particles are foam-like as shown in Figure 2a,b. Although they are not strictly evenly
distributed, we term these particles as homogeneous mixed S-rich particles (HS). Although HS particles
look similar in the TEM images, they may display different optical and/or hygroscopic properties
because of their mass fractions of sulfate, OM, and/or nitrate [22]. Apart from HS particles, we also find
some secondary particles with organic coating. These core-shell particles clearly show an uneven
surface, as shown in Figure 2c,d. When exposed to electron beam irradiation, the core disappeared,
leaving some residues and an obvious shell structure as shown in Figure 2e,f. The organic shell
and inorganic core have been certified by using a nanometer-scale secondary ion mass spectrometer
(Nano-SIMS) according to Li et al. [25].

 

Figure 2. TEM images and elemental compositions of secondary particles: (a,b) HS particles, (c,d) CS
particles, (e,f) images of (c,d) after electron beam exposure; (g,h) elemental compositions of (c,d).

3.2. Relative Number Percentage and Size Distribution

A total of 810 individual aerosol particles (336 for A, 246 for B and 228 for C) were analyzed in
this study. Figure 3 shows the relative number percentage of individual aerosol particles. The results
showed that there was a large proportion of secondary particles because of the strict emission control
measures. During the 2015 China Victory Day parade control periods, HS particles and CS particles
represent the major fraction with 44.9% and 34.3%, respectively, followed by mineral particles (10.5%),
soot aggregates (7.21%) and organic particles (3.2%; Figure 3). Soot aggregates and organic particles
show relative lower number percentage. It is consistent with Wang et al. [26], who reported that
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both the primary organic carbon and elemental carbon had the relative lower proportion during the
control period.

Figure 3. Relative number percentage of individual particles (Homogeneous mixed S-rich particles,
HS; Core-shell structured S-rich particles, CS).

Equivalent circle diameter of secondary particles were obtained according to the image analysis
software (Leica, UK). Number-size distributions of 639 secondary particles (including HS and
CS particles) ranged from 0.1 to 1.0 μm are shown in Figure 4. The average diameter of secondary
particles increases with RH, being 323 nm, 358 nm and 397 nm at the RH 34%, 43% and 53%, respectively.
In addition, with the increase of RH, the peak shifts to the right side of the coordinate, suggesting that
the high RH can favor the growth of secondary particles.

Figure 4. Size distributions of secondary particles at RH 34%, 43% and 53%.

4. Discussion and Atmospheric Implication

4.1. Influence of RH on Secondary Particle Formation

The secondary particles showed a higher proportion in number, accounting for 79.2%. This is
consistent with Zhao et al., who reported that the primary species showed relatively more reductions
(55–67%) than secondary aerosol species (33–44%) during the control periods [15]. The HS particles are
the major fraction of aerosol particles and they increase with the increasing of RH, being 32.4%, 38.6%
and 64.6% at RH 34%, 43% and 53%, respectively. The formation of S-rich particles might be affected
by a number of factors. The wind direction is mainly from the southern part and the wind speed is
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comparable during our sampling time in Beijing [27]. The average hourly ozone concentration is 77,
51 and 74 μg/m3, for samples A, B and C, respectively (https://www.aqistudy.cn/). Both the wind
and ozone concentration showed no obvious correlation with the relative number percentage of HS
particles. So, we suggest that high RH can favor the formation of HS particles. This is consistent with
a previous study by Wang et al. in Beijing during the pollution periods that the S-rich particles were
correlated with RH [28].

Water can be a major component of aerosol particles, and serves as a medium for aqueous-phase
reactions [29]. Uptake of water by atmospheric particles modifies the mass of the aerosol particle
and increases the particle size [30,31]. Previous studies have shown that particle diameter increases
with increasing RH [32]. For example, experimental study demonstrated that when exposed to SO2,
NO2, and NH3, the growth factor of the seed particles increased with RH, with the values of near
unity at RH < 20% and 2.3 at 70% RH [33]. We admit that the particles collected by impaction may
potentially be flattened and the secondary particles at different RH might show different viscosity [34],
having different flattened ability. However, the larger secondary particles in the atmosphere will
generally have a larger flatten size on the filter. Therefore, the absolute diameter of the flattened
particles may be different from the diameter of the particles in the atmosphere, but the increasing
sizes for the impacted particles should represent the increasing trend of the particle diameters in
atmosphere. Figure 4 showed that the average diameter of secondary particles increased with the
increasing of RH, suggesting that higher RH can favor the growth of secondary particles. Our result
is consistent with previous “bulk” sample analysis, which reported the higher RH promotes the
secondary particle formation. For example, Wang et al. found the conversion of SO2 to SO4

2− not only
contributes to the high production rate, but also enhances formations of NO3

− and SOA on aqueous
particles because of increasing particle hygroscopicity [33]. Liu et al. found that sulfates, together with
nitrates, significantly contribute to wintertime air pollution in Beijing and suggested that the sulfate is
due to heterogeneous reaction with abundant aerosol water under wet conditions [35].

4.2. Atmospheric Implication of CS Particles

The CS particles accounted for a large proportion with 34.3% in our samples. Core-shell
morphology is prevalent configuration of tropospheric particles. They were also found in other
sampling sites, but showed proportional difference; there are proportionally higher CS particles
in mountain Tai, Greater Khingan and rural background sampling site, but less in urban and
suburban-polluted air in Beijing and no CS particles in biomass and coal burning sourced particles [18].

When the atmospheric S-rich particles are coated with OM, they can lead to important implications
for a wide range of climate-relevant endpoints as well as air quality predictions. The OM coating
can change a host particle’s early hygroscopic properties [36,37]. They can influence the RH at
which crystallization and dissolution of sulfate solids occur in atmospheric particles [38], change the
partitioning of semi volatile organic compounds between the gas and particle phase [39,40], and alter
the scattering and absorption of solar radiation. In atmospheric chemistry, the heterogeneous reactions
of gas-phase species (such as ozone or N2O5) on the surface of aerosol particles play an important role
in the removal of species that affect the oxidative balance of the atmosphere [41]. If the ammonium
sulfate is surrounded by the organic-rich phase, the N2O5 uptake may be reduced effectively influenced
by the hygroscopicity and viscosity of the organic shell [42], leading to the increased concentrations
of gas-phase NO3 and N2O5 and changing the mixing ratios of N2O5, NO3, particle phase nitrate,
and volatile organic compounds [43].

4.3. Possible Phase Transformation of CS Particles

Secondary aerosols, formed by gas-to-particle phase conversion, account for a large proportion of
total particles in our samples (Figure 3). The formation mechanism of the organic coated S-rich particles
remains with some uncertainties. They may be formed by liquid-liquid phase separation under the
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various RH from high to low values [44] or by condensation of secondary organic compounds on the
pre-existing inorganic aerosols [18,45].

Some researchers suggest that the well mixed secondary particles may undergo liquid-liquid
phase separation under a lower RH, and the process would change the particles into the core-shell
structures, typified by an organic core and an inorganic shell. For example, various “bulk” sample
analyses conducted in the laboratory have confirmed the liquid-liquid phase separation do exist
for the secondary particles [41,46,47]. The presence of the organic core and inorganic shell in
individual particles have been confirmed in the laboratory by using optical microscopy and Raman
spectroscopy [38,41,42], atomic force microscopy with infrared spectroscopy [48], and environmental
scanning electron microscopy and scanning transmission X-ray microscopy [49].

However, previous studies have demonstrated that the liquid-liquid phase separation is not
observed for the organic species having O/C ratio greater than 0.8 [44]. The average O/C ratios of
secondary organic aerosols ranged from 0.84 to 1.0, higher than 0.8, during the control periods [15].
The higher O/C ratios of secondary organic aerosols during our sampling periods will not favor the
Liquid-liquid phase separation process.

Hou et al. noticed that the secondary S-rich particles can be coated with the secondary organic
aerosols, and that the thickness of the organic coatings will increase with the particle’s aging [45].
During the control period, the organic aerosols accounted for a larger proportion in the total particles,
and they were mostly secondary organic aerosols [26]. Therefore, we believe that the CS particles
collected during the control periods were formed by the condensation of secondary organic compounds
on pre-existing S-rich particles, instead of liquid-liquid phase separation. When the RH increases,
the liquid-liquid mixing may occur on the CS particles again, forming a HS particle.

5. Conclusions

During the 2015 China Victory Day parade control periods, individual aerosol particles
were analyzed. Based on the morphologies and elemental compositions, five types of individual
particles were identified, which were further classified into two groups, including primary particles
(mineral particles, soot aggregates, organic particles) and secondary particles (HS particles and
CS particles). Among the 810 individual particles, secondary particles accounted for a large proportion
at 79.2%. HS and CS particles were predominant with 44.9% and 34.3%, respectively, followed by
mineral particles (10.5%), soot aggregates (7.2%) and organic particles (3.2%).

The average diameter of secondary particles increases with RH, being 323 nm, 358 nm and 397 nm
at the RH 34%, 43% and 53%, respectively, suggesting that the high RH favor the growth of secondary
particles. The CS particles may be formed by the condensation of secondary organic aerosols on
pre-existing S-rich particles under the lower RH in this study.
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Abstract: Two complementary techniques, Scanning Transmission X-ray Microscopy/Near Edge
Fine Structure spectroscopy (STXM/NEXAFS) and Scanning Electron Microscopy/Energy Dispersive
X-ray spectroscopy (SEM/EDX), have been quantitatively combined to characterize individual
atmospheric particles. This pair of techniques was applied to particle samples at three sampling sites
(ATTO, ZF2, and T3) in the Amazon basin as part of the Observations and Modeling of the Green
Ocean Amazon (GoAmazon2014/5) field campaign during the dry season of 2014. The combined
data was subjected to k-means clustering using mass fractions of the following elements: C, N, O,
Na, Mg, P, S, Cl, K, Ca, Mn, Fe, Ni, and Zn. Cluster analysis identified 12 particle types across
different sampling sites and particle sizes. Samples from the remote Amazon Tall Tower Observatory
(ATTO, also T0a) exhibited less cluster variety and fewer anthropogenic clusters than samples
collected at the sites nearer to the Manaus metropolitan region, ZF2 (also T0t) or T3. Samples from
the ZF2 site contained aged/anthropogenic clusters not readily explained by transport from ATTO or
Manaus, possibly suggesting the effects of long range atmospheric transport or other local aerosol
sources present during sampling. In addition, this data set allowed for recently established diversity
parameters to be calculated. All sample periods had high mixing state indices (χ) that were >0.8.
Two individual particle diversity (Di) populations were observed, with particles <0.5 μm having a Di
of ~2.4 and >0.5 μm particles having a Di of ~3.6, which likely correspond to fresh and aged aerosols,
respectively. The diversity parameters determined by the quantitative method presented here will
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serve to aid in the accurate representation of aerosol mixing state, source apportionment, and aging
in both less polluted and more developed environments in the Amazon Basin.

Keywords: mixing state; Amazon; elemental composition; aerosol; STXM; SEM; EDX; diversity; aging

1. Introduction

Atmospheric aerosols are solid or liquid particles suspended in air and are comprised of mixtures
of organic and/or inorganic species: organic molecules, salts, soot, minerals, and metals [1].
Aerosols have highly uncertain effects on radiative forcing [2]. Aerosol forcing occurs via two
mechanisms: light can be scattered or absorbed directly by the aerosol particles (the “direct effect”,
also aerosol-radiation interactions) or indirectly through aerosol effects on cloud properties
(the “indirect effect”, also aerosol-cloud interactions) [3]. The latest Intergovernmental Panel on
Climate Change (IPCC) report, released in 2013, shows that the extent of anthropogenic effects on
cloud formation is currently the largest source of uncertainty for predictive understanding of global
anthropogenic radiative forcing [2]. Both direct and indirect effects are heavily influenced by the
composition of aerosols on a per-particle level [4–6]. To better understand and predict the influence of
industrialization, one aspect of particular interest is the effect that anthropogenic emissions have on
the per-particle composition of aerosols and their impacts on local and global climate [2,7].

One underlying reason for this uncertainty is the complex manner in which aerosol composition
changes over time and distance through coagulation, condensation, and chemical reaction [8].
Because aerosol radiative forcing and cloud formation depend on the individual particle composition,
it is important to know how atmospheric components are mixed within a population of aerosols.
How these components are mixed plays a large role in determining the manner and extent to which
radiative forcing is affected. For example, the coating of soot by organics can change the direct radiative
forcing of those aerosols by as much as a factor of 2.4 over pure soot [5,9–11]. Hence, in this case, it is
important to know whether soot and organics coexist in the same aerosol particle. How components
are mixed in an aerosol sample is referred to as its mixing state. This mixing state can range anywhere
from an internal mixture where each component is evenly distributed throughout all particles, to an
external mixture where each component occupies its own population of particles. Many atmospheric
models assume one of these extremes throughout their simulation [12–14]. Some models include
a specific aspect of aerosol mixing such as the mixing state of black carbon [4,15], while other, nascent,
models will account for a more complete mixing state [16]. Mixing state values for coated black carbon
(BC) have been determined using a single-particle soot photometer (SP2) based on the time delay
between light scattering and soot incandescence but thermodynamic properties of organic coatings
must be assumed to infer coating thicknesses, making the technique qualitative [17,18]. This approach
also becomes less applicable if inorganic dominant or non-soot containing particles are of interest.
A real-time method for determining aerosol mixing state index has been achieved by using single
particle mass spectrometry [19], although this technique is blind to detailed aerosol morphology.

Recently, more nuanced metrics were developed to quantify the mixing state of a population
of aerosols [20]. Here, Riemer and West utilize an information theoretic approach to determine
specific mixing states in populations of aerosols. Particle-specific mass fractions are used to calculate
both bulk and individual particle diversity parameters. The mixing state of a population is then
calculated from the ratio of individual and bulk diversities. This method of mixing state determination
necessitates a mass quantitative method of determining per-particle composition. Spectromicroscopy
techniques are uniquely suited to analyze both the morphology and the comprehensive mixing state
of a population of aerosols. Here, these quantitative mixing state metrics are applied to microscopy
images of particle samples collected in the central Amazon basin.
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In this study, we determine the mass fractions of 14 elements on the exact same set of particles
using the complementary techniques of Scanning Transmission X-ray Microscopy with Near-Edge
X-ray Absorption Fine Structure spectroscopy (STXM/NEXAFS) and Scanning Electron Microscopy
coupled with Computer Controlled Energy Dispersive X-ray spectroscopy (SEM/EDX). Each technique
is limited in which elements it can investigate. STXM/NEXAFS is limited by the energy range of the
synchrotron insertion device as well as the beamtime available for sample analysis. STXM/NEXAFS
has the advantage of providing quantitative measurements of light, low Z (atomic number) elements
(C, N, and O), as well as some heavier elements with L-shell absorption edges in the same energy
range (e.g., K and Ca) [21,22]. Although SEM/EDX provides a faster method of per-particle
spectromicroscopy, it is only considered quantitative for higher Z elements (Z > 11, Na) [7,23,24].
These two techniques are inherently complementary, with each technique providing mass information
on elements that the other cannot adequately probe and both providing this information on an
individual particle level. Both techniques have been used in tandem on microscopy samples
previously [25]. In that study, O’Brien et al. [25] used STXM/NEXAFS and SEM/EDX to characterize
individual particles from northern California. From this, mixing state parameters were calculated;
however, because STXM and SEM were conducted on different particles within a given sample,
separate mixing states were calculated from each technique. The current work combines STXM and
SEM data at the single particle level in a similar way to Piens et al., 2016 [26], where both techniques
were used together to determine hygroscopicity of individual particles. The per-particle elemental
mass fractions determined herein are used to calculate an elemental mixing state for particles collected
at three sampling sites.

Aerosol production in the Amazon basin plays an important role in global climate due to the large
scale of biogenic emissions from the tropical forest often mixed with pollutants from vegetation fires
(mostly related to deforestation and pasture burning) [27–30]. South America contributes significantly
to the global aerosol carbon budget; ~17% of global soot emissions are produced in Central and South
America combined [31]. Aerosols are also subject to long range transport and thus are of importance
to global models [32]. This environmentally important region of Central Amazonia contains Manaus,
a city with over two million people. Manaus is a large industrial manufacturing city as a consequence
of its free trade status since the 1960s. The juxtaposition of pristine rainforest with a large anthropogenic
center presents a unique circumstance for studying how native biogenic aerosols are affected by
emissions from an industrial city [33]. To take advantage of this unique location, the Observations
and Modeling of the Green Ocean Amazon (GoAmazon2014/5) field campaign was conducted from
January 2014 through December 2015 [34,35]. The GoAmazon campaign was developed with multiple
scientific objectives, two of which involve the biogenic and anthropogenic interactions studied here.

2. Experiments

2.1. Sampling Site Description

As part of the GoAmazon field campaign, two Intensive Operating Periods (IOPs) were conducted
during 2014, with IOP2 taking place during the dry season from the 15 August through the
15 October 2014 [34]. This campaign was conducted over central Amazonia with multiple sampling
sites around the city of Manaus (Figure 1). Northeasterly trade winds in this region dictate the
general wind direction over the area and so the sampling sites were located with this in mind.
These trade winds carry marine aerosols from the ocean inland and, during the wet season, can also
carry supermicron mineral dust from the Sahara [36]. For the wet season, secondary organic aerosols
(pure liquid or with a soot/inorganic core) dominate the submicrometer size range [37–39]. During the
dry season, however, a large fraction of the aerosol population can be attributed to large scale biomass
burning [30].

For this study, particle samples from three sampling sites were studied: the Amazon Tall Tower
Observatory (ATTO; T0a), the Terrestrial Ecosystem Science site (ZF2; T0t), and the Atmospheric Radiation
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Measurement (ARM) site located near Manacapuru (T3). The ATTO site is located approximately 150 km
upwind of Manaus and serves as a background site. During the wet season, near-pristine conditions
can be observed here; but, because the dry season is dominated by biomass burning particles, the ATTO
site will serve as a regional background rather than a background of pure biogenic particles as might
be expected [40]. The ZF2 site is located about 140 km directly downwind of the ATTO site. The final
site, T3, is 70 km downwind of Manaus and often experiences the pollution plume from Manaus [34,35].
Site locations and characteristics are presented in Martin et al. 2016 [34]. For additional background
information about the sampling sites, please see Andreae et al., 2015, Artaxo et al., 2013, and Martin et al.,
2016 [28,34,40].

 

Figure 1. Positions of the three sampling sites located around the city of Manaus with representative
National Oceanic and Atmospheric Administration (NOAA) Hybrid Single Particle Lagrangian
Integrated Trajectory Model (HYSPLIT) back trajectories (14 September from 9:00 to 12:00 shown,
500 m starting elevation using the global data assimilation system data set) [41,42]. (Inset) Overview
map of South America with the region of interest circled. Longer back trajectories as well as varied
starting elevations for the three sites are shown in Figure S1 [28,34,40].

2.2. Sample Collection

At the three sampling sites, atmospheric particle samples were collected on silicon nitride (Si3N4)
membranes overlaid on a 5 × 5 mm silicon chip frame with a central 0.5 × 0.5 mm window (100 nm thick
membrane, Silson Inc., Southam, England). Samples were collected using a Micro-Orifice Uniform Deposit
Impactor (MOUDI, MSP MOUDI-110, Shoreview, MN, USA) on the dates and times shown in Table 1.
HYSPLIT back trajectories were examined for each sampling period to confirm the wind patterns seen in
Figure 1. These samples were then analyzed sequentially with the two spectromicroscopy techniques
discussed in the following sections.

2.3. STXM Data Collection and Image Processing

Samples were first imaged at the STXM beamline 5.3.2.2 (ALS, Berkeley, CA, USA) at the
Advanced Light Source (ALS) [43]. The energy range of this STXM (200–600 eV) end station enables
the quantitative study of carbon, nitrogen, and oxygen. Energy selected soft X-rays were focused
down to a ~30 nm spot size and directed onto the sample surface. After a suitable 15 × 15 μm region
was located, the sample stage was then raster scanned, with 40 nm steps, using piezo-electric stages
to capture an image at a specific energy. This process was then repeated at multiple photon energies
to produce a stack of images with an absorption spectrum associated with each 40 × 40 nm pixel.
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For each element, photon energies were chosen before and after the k-shell absorption edge: 278 and
320 eV for carbon, 400 and 430 eV for nitrogen, and 525 and 550 eV for oxygen [44]. Additional images
were also taken near the carbon edge at 285.4 and 288.5 eV, for the RC = CR and RCOOR C1s→π*
transitions, respectively, in order to partly characterize the molecular speciation of carbon [45].

Table 1. Samples examined for this study. The nominal size range for Micro-Orifice Uniform Deposit
Impactor (MOUDI) stage 7 is 0.56–0.32 μm and stage 8 is 0.32–0.18 μm.

Site Date (2014) Time Period (Local Time) MOUDI Stage # of Analyzed Particles

ATTO 14–15 Oct 19:00 (14 Oct)–19:00 (15 Oct) 7 501

T3

12–13 Sept Night 18:00–6:00 7 334
13 Sept Day 8:00–12:00 7 279
13 Sept Day 8:00–12:00 8 59 1

14 Sept Day 9:00–12:00 7 182
14 Sept Day 9:00–12:00 8 50 1

ZF2
3–6 Oct 11:00 (3 Oct)–11:00 (6 Oct) 7 315
6–8 Oct 14:00 (6 Oct)–12:00 (8 Oct) 7 309
6–8 Oct 14:00 (6 Oct)–12:00 (8 Oct) 8 967

1 Low particle counts are due to low particle loading of microscopy samples and time constraints. The # symbol is
used to represent the word number here. Oct: October; Sept: September.

Any displacement between images within a stack is corrected by a routine based on
Guizar-Sicarios’ image registration algorithm [46]. Regions within a given stack were then identified
as particles or substrate using Otsu’s method on that stack’s average intensity image over all
8 energies [47]. Background subtraction of a given element’s pre-edge intensity image from its
post-edge image is then performed to account for any absorbing species not attributed to that element.

The recorded intensity at each pixel determined to be a particle was converted to optical
density using:

OD = − ln
(

I
I0

)
(1)

where OD is optical density, I is intensity of the pixel, and I0 is the background intensity. This is
followed by a conversion to mass with the following formula:

m =
OD ∗ A

μpost − μpre
(2)

where m is the mass of a specific element at that pixel, A is the area of that pixel, and μpre and μpost

refer to the mass absorption coefficients for that specific element before and after the absorption edge,
respectively. Mass absorption coefficients have been both empirically and theoretically determined for
a variety of elements as tabulated in Henke et al., 1993 [44].

Previously developed algorithms for determining the speciation of carbon using 278, 285.4, 288.5,
and 320 eV were applied to each Field Of View (FOV) as well. This mapping technique uses a series of
thresholds to identify inorganics, soot, and organic carbon. Total carbon is taken to be OD320 − OD278,
pixels with an OD278/OD320 ratio 0.5 or greater are rich in inorganics, and pixels with an elevated
(0.35) ratio of sp2 bonding compared to total carbon (OD288.5 − OD278)/(OD320 − OD278) are indicative
of soot [45].

2.4. SEM/EDX Data Collection

The same sample windows previously imaged with STXM were imaged again with a computer
controlled scanning electron microscope (FEI, Quanta 3D FEG, Hillsboro, AL, USA) coupled with
energy dispersive X-ray spectroscopy (CCSEM/EDX, PNNL, Richland, CA, USA). The SEM utilized
a field emission tip to produce an electron beam which was directed and focused onto a sample
with an accelerating voltage of 20 kV which can cause core shell atomic electrons to be ejected
from the sample. Higher shell electrons then relax into the newly created orbital hole, releasing an
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elementally characteristic photon recorded by an energy dispersive X-ray detector (EDAX PV7761/54
ME with Si(Li) detector, Mahwah, NJ, USA). As the electron beam was scanned over the sample, the
transmitted electron image was used to identify the exact same FOVs from the previous STXM images.
Once a FOV previously analyzed with STXM is located, a 10,000× image (30 nm/pixel resolution)
was captured. This image combines both transmitted and backscattered electron images to improve
particle detection [23]. A threshold contrast level was then set to identify which areas of the collected
image counted as particles using the “Genesis” software from EDAX, Inc. A software filter was then
applied which discounts particles that are too small (e.g., noise spikes) or too large (e.g., multiple
nearby particles counted as a single large particle). The electron beam was then directed towards each
identified particle in sequence and an EDX spectrum was collected. Afterwards, software was used to
fit the peaks of eleven relevant elements selected for this study: Na, Mg, P, S, Cl, K, Ca, Mn, Fe, Ni, and
Zn. Some elements of interest have been included in the spectral fit, but omitted from quantitation,
including Al, Si, and Cu due to background sources of these elements: (1) the STXM sample holder
where the Si3N4 windows sat was made of Al and was inserted into the SEM as well, (2) the mounting
stage that holds samples inside the microscope was fabricated from beryllium-copper alloy, (3) the
EDX data was collected using a Si(Li) detector with a 10 mm2 active area. Each of these circumstances
could contribute background signal for the elements in question.

After data has been collected from both SEM and STXM, individual particle mass information
is contained in two sets of images: one from STXM and one from SEM. Due to differing contrast
mechanisms, image resolution, and other factors, particles do not necessarily appear the same between
images taken with the two techniques. The manual matching of particles was performed using pattern
recognition to ensure proper alignment of the image sets from both techniques.

2.5. Quantifying Higher Z Elements

Using the aforementioned methods, STXM yields quantitative, absolute mass information on
a sub-particle basis. SEM/EDX is more limited in this aspect, being quantitative for elements with
Z > 11 (Na) but only semi-quantitative for C, N, and O [23]. Due to the EDAX software used for
EDX data collection and analysis, there is an additional caveat to the quantitation of Z > 11 elements:
the software reports only the relative mass percentages compared to the elements chosen during data
processing. In order to properly quantify the mixing state, the absolute mass of each element in each
particle is necessary. To determine these absolute masses, a system of equations was set up using the
following equation types:

ODi = ρt
A

∑
a=1

faμa,i (3)

fx

fy
=

rel. %x

rel. %y
(4)

A

∑
a=1

fa = 1 (5)

For each pixel, ODi is the optical density taken at energy i, ρ is the density and t is the thickness of
the sample (at that pixel), fa is the mass fraction of element a, and μa,i is the mass absorption coefficient
of element a at energy i. Equation (4) is a general relationship, which equates the ratio of two absolute
mass fractions (fx and fy) with the ratio of relative mass percentages (rel.%x and rel.%y) produced
by the EDAX software. Equation (3) utilizes the quantitative nature of STXM whereas the relative
mass percent of elements with Z > 11 were used in Equation (4) to combine the quantitative abilities
of SEM/EDX. This system was then solved for the 14 absolute mass fractions (fa) of each element
chosen in this study.

Equation (5) is an assumption that is valid when the 14 elements analyzed comprise close to
100% of the particle’s composition. Here, systematic error in the calculated mass fractions of specific
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particles can be introduced in particles where elements not considered represent a significant portion
of that particle’s mass (e.g., mineral dust and Si or Al). During the Amazonian dry season, Al and Si
represent 0.3% and 0.4% of the average fine mode particle mass [48]. This mass fraction error becomes
negligible, however, when the ensemble diversity values or mixing state index is considered due to the
overwhelming mass of C, N, and O in each particle.

After both sets of images are matched and the corresponding light and heavy element information
has been processed quantitatively, mass information for each FOV is contained in sets of maps, one for
each element analyzed.

2.6. Mixing State Parameterization

The method of parameterizing mixing state used here is based on calculating mass fractions
for different groupings of the individual components defined and is reproduced from Riemer and
West [20]. The absolute mass of a given component a, within a given particle i, is labeled as ma

i where
a = 1, ..., A (and A is the total number of components) and i = 1, ..., N (the total number of particles).
From this, the following relationships are established:

A

∑
a=1

ma
i = mi

(
Mass o f ith particle

)
(6)

N

∑
i=1

ma
i = ma

(
Mass o f ath component

)
(7)

A

∑
a=1

N

∑
i=1

ma
i = m (Total mass o f sample) (8)

Mass fractions are then established from these relationships with:

fi =
mi
m

, f a =
ma

m
, f a

i =
ma

i
mi

(9)

where fi is the mass fraction of a particle within a sample, f a is the mass fraction of component a within
a sample, and f a

i is the mass fraction of component a within particle i.
These mass fractions are used to calculate the Shannon entropy (also called information entropy)

for each particle, each component, and for the bulk using Equations (10)–(12), respectively.

Hi =
A

∑
a=1

− f a
i ln f a

i (10)

Hα =
N

∑
i=1

fi Hi (11)

Hγ =
A

∑
a=1

− f a ln f a (12)

Each type of mass fraction can be thought of as a probability, and thus the collection of mass
fractions defines a probability distribution. The Shannon entropy of a probability distribution quantifies
how uniform the distribution is. Shannon entropy is maximized if every element in the distribution
is equally probable, and the entropy decreases the more likely any individual element becomes [20].
With this information entropy, diversity values are defined with the following equations:

Di = eHi , Dα = eHα , Dγ = eHγ (13)
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The diversity values contain the same type of information, but represent it in another way.
Each diversity value represents the effective number of species (weighted by mass) within a given
population (i.e., Di represents the number of species within a specific particle, Dα is the average number
of species within any given particle, and Dγ represents the number of species within the entire sample).
From these diversity values, the mixing state index is defined as

χ =
Da − 1
Dγ − 1

(14)

This definition compares how many species exist, on average, within individual particles, with the
total number of species identified in the sample. χ is at a minimum of 0 when Dα is 1, corresponding
to each particle being comprised of exactly one species. A mixing state index of 1 occurs when Dα and
Dγ are equal, meaning that each particle has the same composition as the bulk sample.

2.7. Error in Mixing State Index, χ

The measurement uncertainty of χ due to STXM, EDX, or the system of equations was found
to be insignificant compared to the statistical uncertainty of χ within each cluster and thus only the
statistical uncertainty is considered here. To determine this uncertainty, the statistical uncertainty in
Dα, and Dγ were found separately.

Determining statistical uncertainty in Dγ starts with fa from Equation (9). From Riemer and
West [20], fa is a ratio of the total mass of the ath component and the total mass of the sample,
however this is equivalent to the ratio of the mean mass of the ath component and the mean mass of
particles within the sample:

f a =
ma

m
=

∑N
i=1 ma

i

∑N
i=1 ∑A

a=1 ma
i

=
1
N ∑N

i=1 ma
i

1
N ∑N

i=1 ∑A
a=1 ma

i

=
ma

m
(15)

where ma is the mean mass of the ath component and m is the mean mass of particles within the sample.
From this, the standard error (for a 95% confidence level) can be determined for ma and m which is
then propagated through Equations (9)–(13).

The statistical uncertainty in Dα was found by first rearranging and combining Equations (11)
and (13):

Hα =
N

∑
i=1

fi ln Di (16)

and, because this takes the form of an expected value E(x) = ∑ fxx, the error in Hα can be found with
Equation (15) and then propagated with Equation (16) to determine the error in Dα.

2.8. k-Means Clustering

All analyzed particles were combined and a k-means clustering algorithm was then used to group
particles into clusters [49]. A vector of 18 variables were used for k-means clustering: the quantitative
elemental mass fractions composition of the 14 elements chosen, the Circular Equivalent Diameter
(CED) [1], Di, the mass fraction of carbon attributed to soot, and the area fraction of the particle
dominated by inorganics. In this way, particles were clustered based on size, elemental composition,
as well as on how carbon speciation was distributed. The square root of these parameters was
used in the clustering algorithm to enhance trace elements in accordance with Rebotier et al. [50].
CED is used here as the descriptor of particle size due to it being readily calculable from STXM data.
While aerodynamic equivalent diameter is the physical parameter determining MOUDI sampling, it is
difficult to retrieve from microscopy data.

The correct number of clusters was initially chosen based on a combination of two common methods:
the elbow method, and the silhouette method [51]. Using these two methods, 12 clusters were identified.

128



Atmosphere 2017, 8, 173

3. Results

As a general trend, during the dry season, the whole Amazon Basin experiences a significantly
higher aerosol number concentration and CO(g) concentration compared to the wet season, largely due
to in-Basin fires [30,40]. Furthermore, in addition to biomass burning, emissions from Manaus are often
observed at the T3 site (downwind of Manaus), sporadically at the ZF2 site (upwind but near the city)
and rarely at ATTO (upwind and ~150 km away). Table 2 outlines some supporting measurements
made at the three sites.

Table 2. Supporting data during sampling times for each sampling site. Values listed under sample
dates are averages over that sampling period. Values in the adjacent (Avg.) column are monthly
averages only for the hours coinciding with the sampling times listed in Table 1 (e.g., the average
particle concentration between the hours of 8:00 and 12:00 averaged over the entire month for the
Avg. column next to 13 September). Ammonium, chloride, organics, sulfate, and Black Carbon (BC)
pertain to aerosol measurements whereas CO(g) and O3(g) are gas phase measurements. Measurements
with blank values were not available during the period of this study. Information regarding collection
conditions can be found in Andreae et al., 2015, Artaxo et al., 2013, Martin et al., 2016 [28,34,40].

Data Product T3 ZF2 ATTO

12 Sept
(night) Avg. 13 Sept

(day) Avg. 14 Sept
(day) Avg. 3–6 Oct Avg. 6–8 Oct Avg. 15 Oct Avg.

Particle Conc. (cm−3) 2400 10 3400 10 2400 10 3400 10 5800 10 3400 10 - - - - 1100 11 1400 11

Ammonium (μg m−3) 0.33 1 0.45 1 0.34 1 0.42 1 0.28 1 0.42 1 - - - - 0.23 2 0.20 2

Chloride (ng m−3) 14.9 1 20 1 17.0 1 27 1 24 1 27 1 - - - - 14.4 2 14.9 2

Nitrate (μg m−3) 0.11 1 0.16 1 0.20 1 0.19 1 0.28 1 0.19 1 - - - - 0.16 2 0.15 2

Organics (μg m−3) 7.9 1 10.7 1 7.6 1 10.0 1 14.1 1 10.0 1 - - - - 3.8 2 4.4 2

Sulfate (μg m−3) 1.0 1 1.4 1 0.86 1 1.1 1 0.71 1 1.1 1 - - - - 0.53 2 0.61 2

CO(g) (ppb) 178 3 210 3 211 3 257 3 558 3 254 3 178 4 169 4 159 4 168 4 141 4 138 4

O3(g) (ppb) 8 5 9 5 36 5 29 5 43 5 32 5 17 6 13 6 12 6 13 6 - -
BC (μg m−3) 0.8 7 0.9 7 1.0 7 1.0 7 1.2 7 1.0 7 0.5 8 0.4 8 0.6 8 0.4 8 0.5 9 0.4 9

1 Aerosol Mass Spectrometer (AMS), 2 Aerosol Chemical Speciation Monitor (ACSM), 3 ARM/Mobile Aerosol
Observatory System (MAOS) Los Gatos ICOS™ Analyzer, 4 Picarro Cavity Ringdown Spectrometer (CRDS),
5 ARM/MAOS Ozone Analyzer, 6 Thermo 49i, 7 ARM/AOS Aethalometer, 8 MultiAngle Absorption Photometer
(MAAP)-5012, 9 MAAP-5012, 10 ARM/MAOS Scanning Mobility Particle Sizer (SMPS), 11 SMPS. Sept: September;
Oct: October.

Most values listed for the 12 September and 13 September sample at T3 are consistent with their
sample-period monthly averages, even considering time of day each sample was collected. The data
from 14 September, however, shows a marked increase in particle concentration, nitrate, organic,
and CO concentration, along with a small increase in BC. This is indicative of a heavy pollution plume
which, in this case, had recently passed over the T3 sampling site (see Figure S2). AMS and particle
concentration data for the T3 sites show a reasonable agreement with either background or polluted
conditions previously reported, as do ozone measurements [52,53]. The monthly average values for
13 September and 14 September are often similar due to the similar (though not identical) sampling
time from 8:00 to 12:00 and from 9:00 to 12:00, respectively. The similarity between monthly average
particle concentrations for 12 September and 13 September are purely coincidental.

Particle concentration and AMS/ACSM data were not available for the ZF2 site during this
study. Concentrations of CO, ozone, and BC values agreed well with their sample-period monthly
averages with the lone exception of ozone levels for the 3–6 October sample period. This increase
is also reflected, albeit to a much lesser degree, in an increase of CO and BC levels. From Figure S3,
it appears that sample collection began in the middle of a period of higher than average pollution
levels. Temporary enhancements in BC due to emissions from Manaus have been observed previously
at ZF2 [54]. Overall the levels of CO, ozone, and BC at ZF2 are smaller with respect to T3 values as
is expected. ACSM data collected for past studies at site ZF2 fits well with the trends seen in the
limited data presented here [28]. Concentrations of aerosol components can fluctuate depending on
the day but September (2012) averages for ammonium, chloride, nitrate, organics, and sulfate have
been reported as 0.46, 0.01, 0.22, 13.9, 0.37 μg m−3, respectively by Artaxo et al., 2013 [28].
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Unsurprisingly, the ATTO site shows the lowest levels of almost all presented aerosol and gas
components. The sample collected on 15 October also appears to be fairly average with respect to
the sample-period monthly average for this collection time. The low particle concentration suggests
a sample with low pollution levels which makes this sample ideal for our purposes. The values
presented for the ATTO site are also in fair agreement with previously published data [40].

The supporting data tabulated here has been collected from different instruments at the three
sites and so a direct comparison could be suspect, especially in the case of BC measurements [55].
However, considering the agreement with published literature and qualitative use of Table 2 in the
current work, we believe any associated error is acceptable.

Figure 2 shows an example FOV and the type of data calculated for all three sites. Each particle
has an OD map (which is proportional to mass, refer to Equation (2) for C, N, and O as well as a
C speciation map. In Figure 2, the STXM grayscale image shown is the average intensity map over the
four C edge images. There is a correlation between the brightest spots and the identification of soot
in the C speciation map. This speciated image is possible due to the sub-particle spatial resolution
achievable with STXM mapping, which is highlighted in the C, N, and O maps. Potential inter-site
differences can be seen in this figure: the ATTO sample shows large inorganic inclusions coated by
organics along with Na, Mg, and Cl representing the bulk of the higher Z elements. The particles
present at ATTO also often look like either inorganic aerosols from biomass burning events or small
biogenic K salt particles (due to the KCl or NaCl inorganic cores), or secondary organics, with a few
particles appearing to be sea spray [56–58]. The ZF2 sample has a consistent circular morphology
with appreciable mixing between the three carbon species. ZF2 particles often look amorphous with
some particles appearing to be sulfate-based aerosols [59]. Lastly, the T3 sample is the most varied in
terms of morphology and in elemental composition with S, P, and K all present in many of the particles
sampled. Unsurprisingly, soot inclusions are much more common in the T3 sample. Particles from
this site often look like biomass burning particles with a few fractal soot particles as well [60]. It is
important to keep in mind that the particle morphologies presented have possibly changed from their
original state when collected. This change could be due to the impaction of particles during sampling,
or the changes in relative humidity experienced as these particles are collected, stored, transported,
and placed in vacuum before STXM or SEM images can be obtained. Liquid particles can spread upon
impact making them appear larger on microscopy substrates. Particles with high water content can
effloresce at lower relative humidity leaving solid phase inorganic components. Loss of highly volatile
organic carbon or volatile inorganics like ammonium nitrate is also possible, making concentrations
detected here a lower limit for inorganic and organic species.

 
(a) 

Figure 2. Cont.
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(b) 

 
(c) 

Figure 2. Raw and processed image maps for selected Field of Views (FOVs) from (a) the
Amazon Tall Tower Observatory (ATTO) site collected on 15 October 2014, (b) the ZF2 site
collected on 3–6 October 2014, and (c) the T3 site collected on 13 September 2014. Raw images
for Scanning Transmission X-ray Microscopy (STXM) and Scanning Electron Microscopy (SEM) are
shown (with 2 μm scale bar in bottom left) along with false color maps showing the sub-particle
(for C, N, and O) or per-particle (for higher Z elements) mass distribution. Also shown is a color coded
carbon speciation map showing soot (red), inorganic (teal), and organic (green) carbon. The calculated
individual particle diversity (Di) is also shown. Note the large spot in the upper right corner of the
T3 sample, this was most likely the edge of the Si3N4 window and was removed from calculations.
Also note the empty lower left corner in the ZF2 sample Energy Dispersive X-ray spectroscopy (EDX)
data lacking for those particles; because of this they were removed. Zn, Mn, and Ni maps are omitted
here as they were not detected in these FOVs.

The SEM grayscale image shows the slightly different views presented by the two techniques,
with particle shapes appearing different between them along with a higher spatial resolution image
(10 nm vs. 40 nm with STXM). Soot inclusions identified in the C speciation map are also seen as bright
spots in the SEM grayscale image in addition to many of the inorganic inclusions [23]. From the EDX
data collection, mass fraction maps for each element (on a per-particle basis) were used to calculate
individual particle diversity (Di) values for each particle. Another aspect of the maps is the varying
background level between SEM images, seen especially in the high background of the ZF2 image.
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This is a consequence of the brightness and contrast levels being set before EDX acquisition and was
performed to ensure that the maximum number of particles were detected by the CCSEM particle
detection software.

3.1. Clustering and Source Attribution

For each of the 12 clusters, determined by the k-means algorithm, a random representative
sample of 40 particles (taken from any sample or sampling site) was selected for the images shown
in Figure 3. The average elemental composition of each cluster is shown in Figure 4 along with the
fraction of each cluster collected at the three sampling sites. Finally, Table 3 outlines the assigned
colors and labels, as well as some relevant descriptive statistics for each cluster. As can be seen in
the average particle diversity column in Table 3, most clusters have a Dα value near either 2.4 or 3.6
(with a single exception). These two values define the “low” or “high” diversity referred to in the
cluster names and are discussed in more detail in Section 3.5. A similar source apportionment was
discussed in a previous SEM based study; however, it was conducted during the wet season when
biogenic aerosols dominate [37]. During the dry season, these biogenic particles are still present but
are overwhelmed by aerosols derived from biomass burning.

One notable aspect of Figure 4 is the ratio of elemental Cl to S in each of the clusters shown.
From the EDX spectroscopy data presented here, the mass fraction of Cl is often greater or at least
similar to that of S. This is apparently contradicted by Table 2, where the concentrations of chloride are
an order of magnitude less than the concentrations of sulfate. There are, however, a few extenuating
circumstances for this comparison. Firstly, the chloride level in Table 2 is that of non-refractory
material owing to the AMS’s method of volatilizing particles at ~600 ◦C. This is well below the
vaporization temperature for NaCl and KCl, two major sources of Cl (and inorganics in general).
Hence, Table 2 AMS data underestimates Cl mass fractions. Another requirement to allow direct
comparison is to change concentration of sulfate to S by multiplying by the ratio of molar masses
(~32/96), reducing the concentrations seen in Table 2 to about one third. The third circumstance is
the potential for beam damage using the two sequential microscopy techniques here. Some of the
inorganic inclusions/cores detected using STXM/NEXAFS spectroscopy may be particularly sensitive
to electron beam damage. These sensitive inorganics (particularly ammonium sulfate) could have been
volatilized during the scanning/locating phase of SEM and therefore would not be well characterized
with subsequent EDX spectroscopy. This carries two consequences: a possible underestimation in
the mass fraction of S, and the identification of inorganic regions with STXM without the detection
of many inorganic elements by EDX to explain the inclusions. This issue of S quantification is further
highlighted when the S/Cl ratios in Figure 4 are compared with previous Particle Induced X-ray
Emission (PIXE) measurements which report aerosol S concentrations an order of magnitude greater
than Cl concentrations [61,62]. In addition to PIXE, Artaxo et al., 1994 used factor analysis to determine
broad particle classes including soil dust, biogenic, marine, and biomass burning classes. One finding
of relevance is the high degree of correlation between biogenic particles and S concentration [62].
For the current work, this could suggest an underestimation in the number of clusters hypothesized to
contain biogenic particles.

3.1.1. Soot Clusters (LDS1, LDS2, HDS)

The HDS cluster is characterized by a thick organic coating around a soot core. The high levels
of organics and K suggests that this cluster mostly originated from biomass burning, but may also
contain urban emissions [63]. This, combined with the overwhelming majority of HDS particles being
from site T3, suggests that they are predominantly anthropogenic in nature. This cluster’s enhanced
mass fraction of Na, Cl, Mg, and S indicates a contribution from marine aerosols. Together with
the appreciable amount of P and K, this results in the higher particle diversity seen in this
cluster. Further supporting this cluster’s identity is that enhancement of these elements have been
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observed previously during biomass burning events in the presence of a background rich in marine
aerosols [64,65].

Figure 3. Random sample of ~40 particles from each cluster showing sub-particle carbon speciation as
either soot (red), inorganic (teal), or organic (green). 1 μm scale bars are shown in the bottom left of
each image. Cluster identification (image labels) is provided in Table 3.

Figure 4. Average elemental composition of each cluster with inset pie chart showing each
cluster’s representation at the three sampling sites: ATTO (green), ZF2 (blue), and T3 (red). Al and Si
were not included due to the background from the Al sample holder and the Si3N4 substrate. Mn, Ni,
and Zn were not detected and so are omitted here. Cluster identifications (image labels) are provided
in Table 3.
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Table 3. Cluster identifying information.

Cluster Name Label
Avg. Diversity,

Dα (Std Err)
CED, μm (Std Err) O/C Ratio 2 N

Sub-μm Low Diversity Soot LDS1 2.67 (0.24) 0.37 (0.01) 0.49 261
Super-μm Low Diversity Soot 1 LDS2 2.74 (0.29) 1.04 (0.06) 0.60 180

High Diversity Soot HDS 3.49 (0.51) 0.52 (0.02) 0.48 183
Low Diversity Organics LDOrg 2.36 (0.08) 0.29 (0.01) 0.81 540
High Diversity Organics HDOrg 3.49 (0.36) 0.34 (0.01) 0.50 647
Low Diversity Inorganics LDI 2.57 (0.17) 0.39 (0.02) 1.26 160

High Diversity Coated Inorganics HDI1 3.87 (0.60) 0.62 (0.03) 1.57 201
High Diversity Inorganics HDI2 3.75 (0.26) 0.75 (0.02) 0.69 655

Very High Diversity Inorganics VHDI 4.83 (1.92) 0.45 (0.03) 0.86 212
Low Diversity Mixed LDM 2.43 (0.13) 0.91 (0.04) 0.88 221
High Diversity Mixed HDM 3.73 (0.72) 0.94 (0.04) 0.63 209

Miscellaneous Misc. 3.83 (2.10) 2.35 (0.22) 0.89 47
1 While MOUDI stages 7 and 8 are nominally submicron stages, it is possible for larger particles to bounce from
upper stages and be found in smaller stages. The sub/supermicron descriptor here is also based on circular
equivalent diameter rather than aerodynamic diameter like the MOUDI stage cut-off values. 2 O/C ratio calculated
for entire particles including organics and inorganics.

In addition to LDS1 lacking the P, K, and Ca that HDS has, LDS1 also has a smaller amount of Na,
Mg, S, and Cl which results in the lower average particle diversity. The decreased abundance of K and
Cl may indicate urban combustion sources such as diesel engines as opposed to biomass burning [56].
The coatings of organics around the soot cores seen in this cluster are much thinner compared to other
soot containing clusters which suggests that particles in this cluster are less aged [66]. The vast majority
of particles from this cluster type are from site T3; given that T3 is downwind of Manaus, this suggests
fresh urban soot emissions as this cluster’s source [35].

The large and multiple soot inclusions and the presence of fractal soot are indications that LDS2 is
comprised of particles with a contribution from combustion [67,68]. Particles in LDS2 are found mostly
at site T3 which points towards Manaus being the source of these aerosols. The sometimes substantial
organic coating on many of these particles is most likely due to condensation during travel of fresh
aerosols from Manaus travel to the T3 sampling site. With the exception of the one night time sample,
all T3 samples were collected during the mid to late morning (~9:00 to 12:00) which has been seen
in other urban areas to correspond to an increased in aged soot over fresh soot owing to the increase
in photochemistry [5].

3.1.2. Organic Clusters (LDOrg, HDOrg)

HDOrg is comprised of small particles with their carbon being entirely organic dominant.
This cluster has a substantial amount of the heavier elements (Z = 11 (Na) and above) driving the
diversity up. The presence of P specifically is important as these elements, coupled with the carbon
speciation, suggest that the particles from this cluster are biological in origin [61]. This cluster also
contains the highest number of particles with collocated Na and S, which has been previously shown
to suggest biogenic particles [69]. The HDOrg cluster also contains an appreciable amount of K and,
given that one sample was taken at night, could include biological particles derived from fungal
spores [58].

LDOrg is similar in carbon speciation, morphology, and size but lacks the heavier elements
contained in HDOrg. The almost entirely C, N, and O composition, small size, and the organic carbon
speciation suggest that particles in this cluster are secondary organic aerosols. This is supported
by a slight majority of particles in this cluster coming from the general direction of the ATTO site,
where a dominant appearance of biogenic secondary organic aerosols and a smaller influence from
anthropogenic emissions is expected. The high O/C ratio, along with the dearth of inorganics,
may make this cluster comparable to aged ambient oxygenated aerosols [70].
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As discussed further on in Section 3.2, both organic clusters are unique in that they make up
a sizeable fraction of particles at all sampling sites.

3.1.3. Inorganic Clusters (LDI, HDI1, HDI2, VHDI)

Other than C, N, O, and trace levels of Mg, no other elements are observed in the LDI cluster.
Carbon speciation, however, shows a clear inorganic core with an organic coating. This leaves only
a few options for the identity of the inorganic cores seen here. One possibility is that the inorganic core
is composed of elements not analyzed here, such as Si or Al. Due to the Al mounting plate and the Si(Li)
detector used, we are not able to quantitatively detect Al and Si. However, a more likely possibility is
that, as mentioned above, the inorganic cores that were initially detected with STXM were particularly
sensitive to electron beam damage leading to these sensitive inorganics (possibly ammonium sulfate)
being poorly characterized by EDX.

HDI1 is characterized by large, vaguely cubic, inorganic inclusions coated with organics.
This cluster has a fairly high fraction of O, Na, and Mg while containing the highest amount of Cl of any
cluster. The HD1 cluster is also unique in that particles in it were collected almost exclusively at the
ATTO site. Because of this, we suspect these particles represent marine aerosols [71–73]. The organic
coating here is substantial and is likely due to aging as aerosols are transported inland to the ATTO
site. The transport of particles inland over a large distance is also reflected in the O/C ratio, where the
particles (specifically the organic coatings) may have oxidized more than other clusters.

HDI2 is characterized by many small inorganic inclusions speckled throughout the particles which
are not as localized as with the HDI1 cluster. There are small soot inclusions and an increased presence
of P, K, and S as compared to HDI1. These particles are mainly seen at the ZF2 site with a smaller
portion present at ATTO. Thus, it is possible that this cluster is associated with spore rupturing but
further investigation is needed to apportion this cluster [74].

The VHDI cluster is unique in that it possesses the highest Dα value of any of the clusters
at 4.83, well above both the nominal “high diversity” value of 3.6 and the second highest Dα value
of 3.83. This cluster also has a large statistical error of 1.92 (at a 95% confidence level), which could
indicate multiple disparate groups are present in this cluster. This cluster is comprised mostly
of particles from ZF2, but ATTO and T3 particles contribute substantially as well. The VHDI
cluster’s elemental composition is similar to that of HDI2, but with a decreased C and O mass
fraction and an enhancement of the other elements, especially K (often seen in inorganic salt grains
from biomass burning) [30,75]. Inorganics are seen both as large localized inclusions, and as many
small inclusions speckled throughout the particle. This cluster’s high diversity and larger statistical
spread may also be indicative of the varied biomass burning fuels and burning conditions present.

3.1.4. Mixed Clusters (LDM, HDM)

The LDM cluster is characterized by all three carbon speciation types being present in many of
the particles. The presence of inorganic inclusions along with the lack of heavier elements suggests
ammonium nitrate (and possibly ammonium sulfate) as the identity of the inorganics. This cluster is
seen almost entirely at the ZF2 site which, along with its low diversity and few elemental constituents,
may indicate a local aerosol source near site ZF2. In which case, particles would have little time or
distance to age and scavenge new elements. The presence of soot in the LDM cluster might suggest
these aerosols come from the same source as the HDM cluster.

The species of carbon found in the HDM cluster’s particles are well mixed with soot,
non-carbonaceous inorganic, and organic carbon found in varying ratios. The large soot inclusions,
high diversity, and substantial presence of higher Z elements may point to an industrial or automotive
origin. Although the sizeable representation of the HDM cluster at T3 supports this, a slightly larger
representation is seen at site ZF2. This raises the possibility that some emissions from service vehicles
driving to or past the ZF2 site, or nearby generators may be collected at the ZF2 site. Emissions from
Manaus are not uncommon either and could account for this cluster’s presence at ZF2 [38].
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3.1.5. Miscellaneous (Misc.) Clusters

Particles placed in this cluster were most likely grouped due to their supermicron size rather
than their composition or diversity. This cluster is comprised of some large rectangular crystals,
particles which did not fit well into the other clusters, as well as cases of particles with multiple large
inclusions (inorganic or soot) each encased within individual lobes. Since we could not include Al
and Si in our analysis, this cluster may also contain mineral dust particles (e.g., quartz and kaolinite)
coated with organic material.

This last particle type may contain adjacent particles being erroneously deemed a single particle
by our detection algorithm because of overlap of the organic coating upon impaction. This grouping
of multiple individual particles into agglomerations much larger than expected for the given
MOUDI stage could have caused them to be placed in the Misc. cluster.

One notable particle type seen in this cluster is a collection of particles with a rectangular inorganic
core with a small patch of organic carbon in the center. Some of these inorganic cores wrap around
the carbon center while some others have a side missing but they all retain the same basic shape.
The elemental composition of the inorganic portion contains small amounts of Na and Mg, a relatively
large amount of S along with most of the particle’s N and O mass fraction. These particles are observed
on the only night time sample that was collected. This, along with the particles being found mainly
at site T3 could suggest an industrial process whose emissions become easier to identify at night
when other sources of aerosols (automotive) experience a decrease. Fragments of ruptured biological
particles also may be a possibility based on their elemental composition [74].

3.2. Cluster Type Dependence on Sampling Site

The cluster contributions at each sampling site are shown in Figure 5 separated by stage.
Although particles from all cluster types were seen at each location, some particle types were
predominantly associated with a particular sampling site. The clusters labeled LDOrg, HDOrg,
HDI1, and HDI2 account for ~86% of the particles seen at the ATTO site. To account for a similar share
of particles at site ZF2 one must consider the clusters labeled: HDI2, VHDI, LDOrg, HDOrg, LDM,
and HDM. Site T3 requires LDS1, LDS2, HDS, LDOrg, HDOrg, and HDM to be accounted for to define
a similar portion of particles.

As the ATTO sampling site is less polluted and representative of biogenic aerosols, the presence
of both organic clusters as well as two inorganic clusters with possible biogenic origins is expected.
Conversely, the relative absence of soot clusters or the mixed clusters further highlights the ATTO
site’s remoteness from regional anthropogenic (urban) influences. However, even this site is far
from being pristine, as shown by the presence of significant amounts of BC, presumably from
long-range transport.

While the ZF2 site contains many of the same clusters present at the ATTO site, there are some
notable differences. The presence of the HDI1 cluster is diminished (~1% as compared to ATTO’s 26%),
and both mixed clusters are seen in substantial amounts. The largest difference between the two stages
is the enhancement of the LDM cluster in stage 7 data and the minor increase in all three soot clusters
in stage 8 particles.

Site T3 shows the presence of many clusters, with all three soot clusters present in substantial
amounts. This is expected, as automotive exhaust or energy production through fuel oil burning
will produce soot particles that travel to site T3 [76]. Both organic clusters are present with a slight
enhancement in stage 8 particles. Because both organic clusters are seen in reasonable amounts at each
sampling site, these particles may be part of the aerosol background inherent to sampling in a heavily
forested region. Stage 8 particles are also devoid of LDI, HDI1, and Misc. clusters, but few of these
were seen in stage 7 and so this absence may be due to insufficient sampling.
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Figure 5. Contribution of the twelve particle-type clusters identified in the samples from
stage 7 (nominal aerodynamic size range: 560–320 nm) and stage 8 (320–180 nm) at each sampling site.

Another aspect of Figure 5 is how many clusters make up most of each site’s aerosol population,
for which we use the following metric. Each site’s cluster contribution is sorted in descending
order and an effective number of clusters is found using E(r) = ∑ r fr, where r is the rank of
each cluster’s contribution to that site’s population (with 1 assigned to the cluster with the largest
contribution), fr is the fraction of that site’s population that cluster r accounts for, and E(r) is the
effective number of clusters. This metric will vary, in this case from 1 to 12, where the lower the
effective number of clusters, the better a given site is characterized by fewer clusters. The values
calculated from this metric are listed in Table 4. This metric highlights the increased diversity of sites T3
and ZF2 with respect to the ATTO site. Site ZF2’s cluster composition is more varied. This is possibly
due to specific events occurring during sampling, or by virtue of being closer to Manaus and therefore
more susceptible to anthropogenic emissions. Site ZF2 samples were also collected over multiple
days meaning some of the cluster variability may be due to the inclusion of both day and nighttime
aerosols. This higher cluster variety could also be attributed to a local aerosol source as mentioned
previously. Site T3 stage 7 shows the highest cluster variability due to T3’s proximity to (and location
downwind of) the anthropogenic center of Manaus. Stage 8 of site T3, in contrast, shows the lowest
cluster variability. This may be the influence of fresh emissions coming from Manaus, which tend to be
smaller in size and similar in composition (placing many of them in the same cluster).

Table 4. Effective number of clusters for the available sampling site and stage data. The lower the
value, the fewer clusters needed to characterize a majority of the sample.

Stage Number ATTO ZF2 T3

Stage 7 2.90 3.46 3.80
Stage 8 - 3.37 2.86

3.3. Cluster Size Dependence

Although relatively few supermicron particles were collected, most clusters included some
fraction of both sub- and supermicron particles. Only one cluster (Misc) was exclusively supermicron
in size, whereas three clusters (LDS1, LDI, LDOrg) included exclusively submicron particles.
Referencing Figure 6, the only clusters observed in the supermicron size range were those labeled:
Misc (located around 2 μm with a very small percentage), LDM, HDM, HDI2, LDS2, and HDI1.

137



Atmosphere 2017, 8, 173

Supermicron particles in the clusters HDS, HDOrg, and VHDI particles were also observed, but in
very small numbers. Many clusters that make up the supermicron range represent more aged species.

The submicron range is composed of many more clusters relative to the supermicron range.
Many clusters in the submicron range were often labeled as less aged than the ones found in the
supermicron range. This qualitative observation is supported by Figure 7 where there is an increasing
trend in individual particle diversity (Dα) with increasing particle size and the notion that Dα is
correlated with the extent of particle aging.

3.4. Composition and Diversity Size Dependence

Submicron particles, as seen in Figure 7, have a high fraction of C, N, and O. With Dα values,
calculated for both sub- and supermicron particles being 3.3 and 3.4, respectively, submicron particles
appear to be the least diverse. However, the error analysis described below, renders this merely
suggestive rather than conclusive. As particle size increases, two things are observed: (1) average
particle diversity increases slightly and (2) the fraction of inorganics increases. Because of the ubiquity
of C, N, and O in aerosol particles, the average particle diversity will almost always be slightly
above 3. Given the relatively constant ratios of C, N, and O (with O/C ≈ 0.91 and N/C ≈ 0.22),
individual particle diversity is not dependent on these elements; with the exception of soot. Rather, it is
mainly the presence of heavier elements which are responsible for any increase in diversity. These larger
particles, often represented by more aged clusters like LDS2, HDM, or HDI1, have had sufficient time
and travel distance to acquire additional elements during the aging process. A similar conclusion was
observed during the Carbonaceous Aerosol and Radiative Effects Study (CARES) conducted in 2010 in
California, where heavier elements appreciably affected the mixing state of particles and increased
with size, while C, N, and O remained constant [25,37].

After clustering, most clusters were assigned so that their average particle diversity (Dα) was
close to one of the two modes present in Figure 8. This clear distinction between the two diversity
modes is what the high and low diversity cluster names are referring to.

The bimodality seen here may represent the separation between fresh and more aged aerosol
particles. The diversity values of the lower and upper mode of the combined data set were 2.4 and 3.6,
respectively. Considering that the three elements C, N, and O dominate the mass fractions of most
particles, it is fitting for one mode to be below and one mode to be above 3. Particles in the lower
diversity group are mostly C, N, and O with very little presence of other elements. The differing mass
fraction between each of these elements causes the diversity to drop below 3.

This bimodality is absent in the T3 samples, having only the less diverse mode. The production
of soot from transportation or fuel combustion is most likely the cause of this enhancement of lower
diversity particles because of soot’s relative elemental purity.

The two dimensional histograms between Di and CED in Figure 8 serve to reinforce the idea that
smaller particles tend to be less diverse. These smaller, less diverse particles are also less spread out
whereas the more diverse particles show a wider spread in both diversity and size.

The increased spread seen in the aged aerosol group may be due to the variety of ways that
aerosols can age and differences in distances traveled from the aerosols origin. Because the same
variability isn’t seen in the smaller, less diverse, fresh aerosol group we suspect these particles have
sources closer to where they were sampled. By sampling particles with nearby sources, the elemental
composition and, by extension, particle diversity will be determined by the method of production and
therefore be much less variable.
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Figure 6. Cluster contribution for varying particle size. Particles >2 μm have been omitted due to their
very small abundance and to highlight submicron cluster composition.

 

Figure 7. Elemental composition (mass fraction) and average individual particle diversity Di (red trace)
as a function of Circular Equivalent Diameter (CED) for all particles analyzed across all samples.
Of note is that only 32 particles with diameters >2 μm were analyzed which is why this region is fairly
noisy. Error bars are not shown when only a single particle of that size was measured. Only 9 elements
are labeled (with P and K seen as small slivers) whereas the others are too small to be seen in the figure.
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Figure 8. Histograms of individual particle diversity values for each sampling site and the combined
data set of all three sites. The individual diversity values for the two modes are indicated with
dashed lines and were calculated by fitting two Gaussian distributions to the total data set histogram.
Bin counts for 2D histograms are represented by color values shown at the top.

3.5. Mixing State of Particles at Different Sampling Sites

Entropy metrics were used to quantify mixing state for each sample analyzed here. Figure 9
shows the mixing state index (χ) corresponding to particles in each sample. In this case, the variation
in mixing state index is small, with all samples having a χ bounded between 0.8 and 0.9. This is a result
of Dα and Dγ consistently being around 3.4 and 3.9, respectively.

In the previous study by O’Brien et al. [25], similar sets of STXM and SEM/EDX data were
collected for the CARES field campaign. In that study, the same diversity and mixing state
parameterization was used except that STXM data (elements C, N, and O) and SEM/EDX (elements Na,
Mg, S, P, Cl, K, Fe, Zn, Al, Si, Mn, and Ca) data were analyzed independently. They found that mixing
state index values for heavier elements usually ranged from 0.4–0.6 with some values as high as 0.9.
The values of χ for C, N, and O generally ranged from 0.75 to 0.9. The mixing state indices retrieved
exclusively from STXM data closely matches the values determined in this paper. This suggests that χ
is almost entirely determined by C, N, and O due to these three elements dominating the mass of the
individual particles and the sample as a whole.

A point of note is the small spread of Dγ values within a given sampling site. With Dγ representing
bulk diversity, these values serve to compare the average elemental composition (for the 14 elements
chosen) of all aerosols, condensed down into one number. For a given site, samples analyzed were
taken during the same season of the same year with similar wind trajectories, sampling times and
sampling duration. It is expected then, that there will be a consistency in how much of any given
element is present in the aerosol population, based on how much of each element is emitted and
included in the particulate material. For Dγ to vary wildly from one day to another, or from one
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sampling period to another, would require an event or aerosol source producing substantially more of
one element than usual.

 

Figure 9. Mixing state index of each sample (color coded by site) with associated error bars, adjusted to
one-tenth of their size for readability. All average particle diversities are not significantly different.
The site ZF2 bulk diversities are significantly different from the T3 and ATTO bulk diversities.
Samples are labeled with day/month and stage number. The horizontal and vertical axes are essentially
the numerator and denominator of the definition of χ (refer to Equation (14)).

The spread in Dα values among samples within a sampling site is much wider than that of Dγ.
A large spread in Dα is expected when a singular diversity value is calculated from samples containing
the variety of distinct particle types seen in Figure 3. This value is more susceptible to change from one
sampling date to another compared to Dγ and depends on how much of each aerosol type is collected
during a given sampling time.

The increase in the average particle diversity (Dα) with respect to increasing particle size is hinted
at here, albeit in less certain terms. Focusing on samples collected where both stage 7 and 8 data were
analyzed, average Dα values appear to be larger for stage 7 particles.

Samples collected at site T3 were expected to have a lower mixing state than either the ATTO
or the ZF2 site. This hypothesis was borne from the quantity of fresh emissions in Manaus, specifically
soot production from combustion, which would serve to drive the mixing state downwards towards
total external mixing. However, the end result of the error calculations in Section 2.7 is that the values
of χ for each point in Figure 8a become statistically unresolvable, as can be seen from the large error
bars. This is also not an issue that would be solved with any reasonable amount of extra data collection
but is instead mainly the consequence of the intrinsic spread in Dα.

4. Conclusions

Presented here is a quantitative combination between two complementary per-particle
spectromicroscopy techniques, STXM/NEXAFS and SEM/EDX, on the exact same data set.
STXM/NEXAFS data was collected at the C, N, and O K-edges on a sub-particle level. This allowed
not only the quantitative determination of C, N, and O absolute masses, but also carbon speciation
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and morphology. SEM/EDX allowed the approximate composition of the inorganic fraction to be
determined and then quantified along with the STXM data. The combination of these two techniques
enables almost all atmospherically relevant elements to be quantitatively probed on a per-particle
basis. The potential issue with S detection discussed above could be mitigated entirely in future
measurements by conducting STXM measurements at the S L-edge to obtain S mass fractions.
This combined technique could be especially useful for identifying aerosol sources using elemental
tracers or unique elemental compositions.

Using particle-specific elemental composition, size, carbon speciation, and individual particle
diversity (Di), k-means clustering was used to separate particles into 12 clusters. The cluster average
of these same parameters allowed for potential sources to be assigned. It was found that the stage 7
of the T3 site had a more varied population of particles (as defined by the effective cluster number)
and contained more soot-containing clusters than either the ATTO or ZF2 site. Clusters also exhibited
size dependence, with a large portion of supermicron particles assigned to high diversity clusters
which have been hypothesized to represent more aged particles. This approach could be used for even
larger data sets, especially those located at long-standing measurement facilities. From this, diurnal,
seasonal, or yearly changes in the aerosol population could be monitored directly. Application of this
combined technique would be especially fruitful near large pollution sources, as these anthropogenic
sources are difficult to model without the size-resolved composition presented here [77]. The clustering
presented here offers an opportunity not only to classify particles but also to identify sources, which can
be invaluable in determining the effects of trade or environmental protection policies. The largest
detriments to the utility of this composite technique are the long analysis times needed and the
requirement for two separate instruments as well as beam time at a synchrotron light source.

Utilizing the composite data set to determine a quantitative mixing state index revealed that
particles at site T3 were more externally mixed than at the other two sites. Error analysis, however,
shows a fairly large uncertainty in the elemental mixing state for all samples, with statistical errors
in χ ranging from 0.3 to 0.8. These error estimates do show that when calculating mixing state by
using the 14 elements listed here, mixing state values are close together and show most samples
to be highly (between 80 and 90%) internally mixed. Size-dependent trends were also observed in
individual particle diversity, with larger particles being slightly more diverse (3.3 and 3.4 for sub
and supermicron particles, respectively). This size-dependent trend in diversity was seen even more
drastically within the fine mode, with particles <0.5 μm having an average Di value of around 2.4 and
particles >0.5 μm having about a 3.6 diversity value, with a much larger spread of diversity values for
larger particles. This difference may identify a separation between fresh and aged aerosols in terms of
diversity. This result and the experimental method could be useful for climate models, allowing an
experimental mixing state and size-resolved particle composition to be used rather than assumed to
improve model performance [78–80]. Even though this type of individual particle microscopy study
is time-consuming, regions that are important to global climate models (such as the Amazon) may
benefit from the improved accuracy of an experimentally determined mixing state.

The quantitative mixing state index presented is a useful tool, but its utility can be readily
expanded. Two of the advantages that this combined spectromicroscopy technique has are the
ability to identify morphology both of the particles as a whole and of the constituents within the
particle. Due to the general nature of the mixing state parameterization, the mixing state index and its
interpretation is heavily dependent on what components were used. In this study, 14 elements were
used, however the omission or addition of just a few elements (especially abundant elements such as
carbon) could drastically alter the value of χ. Because of this, specifics about which parameters were
used and how relevant they are to the samples being studied must be examined before interpreting the
value of χ. How well mixed individual elements are also may have limited usefulness to modelers or
in general. With the exception of elemental carbon, mass fractions of specific elements (like nitrogen)
are less chemically relevant than the molecules or ions they may be found in (nitrate vs. ammonium
for example). Future work will build upon this composite technique to instead determine masses
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and a molecular mixing state for chemically and atmospherically relevant species such as nitrate,
carbonate, sulfate, and etc. Modification in this way could allow our current combined technique to
determine an aerosol population’s radiative forcing contribution due to both direct and indirect
effects. Specific aspects about the indirect effect like hygroscopicity or the number of effective
Cloud Condensation Nuclei (CCN) within a population of aerosols could also be gleaned from this
method [81]. This type of modification would bolster the usefulness of this technique as well as the
usefulness of χ for climate modelers.

Supplementary Materials: The MatLab scripts used to analyze this data are available online at: github.com/
MFraund/ElementalMixingStateofAerosolsDuringGoamazon_2017. The following are available online at www.
mdpi.com/2073-4433/8/9/173/s1, Figure S1: 72 h HYSPLIT back trajectories starting at 500, 1000, and 1500 m
Above Ground Level (AGL) for sites (a) ATTO, (b) ZF2, and (c) T3, Figure S2: (a) AMS and BC and (b) Ozone, CO,
and particle concentration time series for the month of September 2014 for the T3 Site. Light red bands represent
sample collection periods. From right to left: 12 September 18:00–6:00, 13 September 8:00–12:00, 14 September
9:00–12:00, Figure S3: (a) AMS and BC and (b) CO and particle concentration time series for the month of October
2014 for the ATTO Site. The vertical light red band represents the sample collection period from 14 October
19:00–15 October 19:00, Figure S4: (a) BC and (b) Ozone and CO time series for the month of October 2014 for
the ZF2 Site. Vertical light red bands represent sample collection periods. From right to left: 3 October 11:00–6
October 11:00 and 6 October 14:00–8 October 12:00.
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Abstract: Q-space analysis is applied to the light scattering phase function of a wide variety
of non-spherical and irregularly shaped particles including a great many types of dusts, fractal
aggregates, spheroids, irregular spheres, Gaussian random spheres, thickened clusters and nine types
of ice crystals. The phase functions were either experimental data or calculations. This analysis
method uncovers many specific and quantitative similarities and differences between the scattering
by various shapes and also when compared to spheres. From this analysis a general description for
scattering by a particle of any shape emerges with specific details assigned to various shapes.

Keywords: light scattering; phase function; irregularly shaped particles; Q-space analysis

1. Introduction

The particles that appear in the atmosphere have a variety of shapes that can be simply divided
into spheres and non-spheres. All these particles scatter and absorb light and this light-particle
interaction is significant for the energy budget of the atmosphere and the Earth itself. The problem of
how spherical particles interact with light was solved long ago; on the other hand a solution to describe
and understand light scattering and absorption by non-spherical particles can be very challenging.
Nevertheless, remarkable analytical and numerical methods have been developed and computational
hardware has allowed for ever increasing speed for large scale calculations. Moreover, comprehensive
experimental studies of scattering both in the lab and the field have occurred. However, given a
solution or a set of data for scattering, the problem remains what to do with it. That is, if the pattern
cannot be described, how can one quantitatively describe the scattering pattern and distinguish one
pattern from another? Furthermore, if the pattern cannot be described, how can one know the physics
responsible for the pattern?

Some time ago, we demonstrated [1–3] that the angular scattering patterns for spherical particles
are best viewed as a function of the magnitude of the scattering wave vector

q = 2k sin (θ/2) (1)

where k = 2π/λ, λ is the wavelength of light, θ is the scattering angle and the scale for plotting should
be logarithmic. This plotting yields a distinctly different perspective than plotting scattered intensity
versus linear θ. Properties that make q a viable independent variable are that its inverse is a length
scale that probes the lengths inherent to the particle. It is also the Fourier variable in the mathematical
description of diffraction which is physically demonstrated as the limit where the refractive index
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of a particle approaches one. We must also stress that the logarithmic axis for q is essential as well
as q itself because so much of our world progresses geometrically rather than arithmetically. We
call this procedure of plotting scattered intensity versus q double logarithmically “Q-space analysis”.
We shall see that Q-space analysis has descriptive abilities that can compare the similarities and
differences of the scattering by different types of particles. It also leads to physical interpretation of the
scattering mechanism.

This paper is concerned with the problem of how to describe and compare the angular
scattering patterns, the phase functions, either observed or calculated for arbitrarily shaped particles.
The foundation of this project is a comprehensive description of spherical particle scattering as viewed
from Q-space, and that is where we start.

2. Q-Space Analysis Applied to Spheres

Properties universal to scattering by all particles becomes more apparent during Q-space analysis
by rescaling both the q-axis and the intensity axis. When the effective radius R of the particle is known,
the plot can be improved by plotting versus the dimensionless variable qR. Improvement can also be
made by normalizing the differential scattering cross section, which is proportional to the scattered
intensity and the phase function, by the Rayleigh differential cross section of the particle [4–6].

dCsca, Ray, sph/dΩ = k4R6F(m) (2)

where k = 2π/λ and

F(m) =

∣∣∣∣m2 − 1
m2 + 2

∣∣∣∣
2

(3)

The function F(m) is the square of the Lorentz-Lorenz function of the complex refractive index
m = n + iκ. Equation (2) is proportional to the Rayleigh scattered intensity IRay.

Our work has shown that the scattering by spheres is well parameterized by the internal coupling
parameter [7]

ρ′ = 2kR
√

F(m) = 2kR
∣∣∣∣m2 − 1
m2 + 2

∣∣∣∣ (4)

This parameter is similar to the well-known phase shift parameter ρ = 2kR|m − 1| [4,5] but does a
better job in describing the evolution of the scattering away from the diffraction limit, where ρ′ = ρ = 0,
and acting as a quasi-universal parameter for the scattering, as will be demonstrated below.

Figure 1 shows Q-space analysis applied to scattering by spheres (Mie scattering) for ρ′ =

3, 10, 30, 100, and 1000 comprised from three refractive indices, m = 1.1, 1.5 and 2.0 and radii ranging
from 0.25 to 647 microns. The envelope of the diffraction limit, also called the Rayleigh Debye-Gans
(RDG) limit, which occurs when ρ′ → 0 , is also shown as a dashed line. Because the scattered
intensity, I, is proportional to the differential cross section, the Rayleigh normalized differential
cross section is represented by a Rayleigh normalized scattered intensity, I/IRay. The Mie scattering
calculation was averaged over a log-normal size distribution with a geometric width 1.2 to eliminate
the interference ripples.

The scattering curves in Figure 1 with the same ρ′ fall nearly on top of each other even though the
size R and refractive index m vary widely for each ρ′ [2,7,8]. This demonstrates the quasi-universal
parameterization afforded by ρ′. Figure 1 also shows that the scattering evolves from the RDG,
diffraction limit with increasing ρ′. This evolution is described with the following features:

1. For all ρ′, a forward scattering lobe of constant intensity appears when qR < 1.
2. With increasing qR, the scattering begins to decrease in the Guinier regime [9] near qR � 1.
3. After the Guinier regime, power law functionalities begin to appear. For ρ′ < 1, the RDG limit, a

(qR)−4 functionality follows the Guinier. When ρ′ gets large, ρ′ ≥ 30, a (qR)−3 functionality (2d
Fraunhofer diffraction [8], see below) appears after the Guinier regime.
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4. The (qR)−3 regime is followed by a “hump” regime centered near qR � ρ′ which then crosses
over to approximately touch the (qR)−4 functionality of the RDG limit when qR ≥ ρ′.

5. Connecting the Guinier regime and the hump regime with an equal tangent line gives a (qR)−2

functionality which dominates, albeit briefly and imperfectly, when ρ′ < 10. We call the region
between the Guinier regime and the backscattering the “power law regime”.

6. At largest qR near 2kR (which corresponds to θ = 180◦), enhanced backscattering occurs involving
“rainbows” and the glory.

Figure 1. Q-space analysis of spheres for the RDG limit ( ρ′ → 0 , dashed line) and ρ′ = 3, 10, 30, 100,
and 1000. Rayleigh normalized scattering intensity is plotted versus qR. The scattering curves with the
same ρ′ fall on top of each other (despite widely ranging R and m). Various power laws and the Hump
(for ρ′ = 100 and 1000) are indicated. A small size distribution (20% log-normal size distribution) has
been applied to eliminate the interference ripples. From [10].

The Rayleigh normalized forward scattered intensity for spheres, I(0)/IRay, also displays
quasi-universal behavior with ρ′ as shown in Figure 2 and described as follows (feature number
7):

I(0) = IRay when ρ′ ≤ 1
I(0) = IRay/ρ′2 when ρ′ ≥ 10

(5)

Between these limits, a ripple structure ensues. Note that from Equations (2)–(4)

(
dCsca, Ray, sph/dΩ

)
/ρ′2 = k2R4/4 (6)

The right hand side of Equation (6) is the forward scattering (diffraction) from a 2D circular
obstacle of radius R. Now recall Babinet’s principle that states the intensity diffraction pattern through
an aperture is identical to diffraction by an obstacle of the same size and shape [11]. Thus, Equation (6)
is the circular aperture result.

A non-zero imaginary part of the refractive index, κ, will cause absorption. However, significant
absorption, such that the scattering phase function changes, is governed by another universal parameter
κkR [12]. When κkR < 0.1, absorption is relatively insignificant; when κkR > 3, absorption is significant
and does not alter the scattering further with increasing κkR. It is straightforward to show that (κkR)−1

is the ratio of the absorption skin depth to the particle radius.
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(a) (b)

Figure 2. (a) Rayleigh normalized forward scattering, I(0)/IRay, versus ρ′; and (b) Rayleigh normalized

forward scattering multiplied by ρ′2 versus ρ′. From [10].

Figure 3 shows the scattering by a narrow distribution of large, refractive spheres with a mean
ρ′ = 235 and κkR = 0 (without absorption) and κkR = 10 (with significant absorption). This figure
demonstrates that scattering by spheres with significant absorption has lost most of the hump and
all of the rainbow and glory structure leaving mostly the (qR)−3 power law. The figure also allows a
comparison of the Q-space and traditional points of view (Figure 3a,b, respectively).

Figure 3. Comparison between the scattered light from spheres with ρ′ = 235 (e.g., real refractive
index n = 1.5 and kR = 400) and κkR = 0, thus without absorption, and κkR = 10, thus with
significant absorption (If kR = 400, κ = 0.025). (a) Normalized intensity plotted logarithmically versus
qR (From [10]). (b) Normalized intensity plotted linearly versus the scattering angle θ.

Thus, we conclude our survey of features uncovered by Q-space analysis for spheres with:

8. When the refractive index, m = n + iκ, is complex, a second universal parameter comes into play,
κkR. When κkR < 0.1, non-zero κ has very little effect on the scattering; otherwise κ does have
an effect with the same effect for different kR and real part of the refractive index n if κkR is the
same. The forward scattering when q < R−1 is not affected, but the hump and backscattering,
including possible rainbows and glories incur substantial changes. For large size parameters,
kR, disappearance of the hump correlates with the scattering cross section decreasing from
approximately 2πR2 to πR2 and the absorption cross section increasing from 0 to πR2 when
κkR ≥ 3 [13].
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These features of scattering by spheres, as calculated from the Mie equations, form a foundation
for comparisons to scattering by irregularly shaped particles.

3. Experimental Data

3.1. Dusts

The term “dust” refers to powders of solid particles with sizes ranging roughly from one to a
few hundred microns. Examples include mineral particles from deserts and agricultural regions, road
dusts, plant fragments, volcanic ash and dusts that occur in the workplace. Described here are some
characteristic data from experiments that have measured scattered light from a variety of dusts.

3.1.1. Amsterdam-Granada Data Set

The Amsterdam-Granada group has provided an extensive data set for light scattering from
aerosolized dusts [14]. These data were obtained in the lab with light of wavelengths 441.6 nm and
632.8 nm scattered from the aerosols at angles from either 3◦ or 5◦ to 177◦. Figure 4 shows an example
of Saharan dust.

 

Figure 4. Saharan dust particles from [15] with a model Gaussian random sphere for comparison. Scale
bar at lower left is 30 microns.

Figure 5 demonstrates the differences between plotting the scattered light intensity versus
scattering angle and versus the log of the scattering wave vector magnitude q, i.e., Q-space analysis [16].
The same data are plotted on both the left and right hand sides of the figure. The data are for
scattering of unpolarized light from aerosolized Libyan sand [15]. Plotting versus linear angle yields a
non-descript curve; plotting versus log q (Q-space analysis) yields a straight line followed by enhanced
backscattering. The power of Q-space analysis is apparent.

The bulk of the data in Figure 5, ignoring the enhance backscattering for q > 10 micron−1, follow
a straight line to imply a power law with q with an exponent magnitude of 1.68. The Q-space plot
shows no change from linearity at small q down to q � 0.9 μm−1 where the data end. By analogy with
spherical particle scattering, we expect at small q a Guinier regime. Since no Guinier regime is seen,
the implication is that the size of the dust particles is greater than the inverse of the smallest available
q � 0.9 μm, i.e., greater than q−1 � 1.1 μm. This is consistent with Figure 4.

Our group [17] applied Q-space analysis to the entire Amsterdam-Granada data set; a total of
43 aerosol data sets available on the website. Examples are given in Figure 6. Remarkably, in all cases,
Q-space analysis revealed plots with extensive linear regions hence very linear power laws with q.
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Very often enhanced back scattering was observed at large q. Some of the data showed at small q the
onset of a Guinier regime. Power law exponents were in the range 1.49 to 2.47.

Figure 5. The F11 Mueller matrix element (scattered intensity for unpolarized incident light) for light
scattering from Saharan dust: (a) scattering plotted vs. scattering angle θ; and (b) scattering plotted vs.
the scattering wave vector magnitude, q. From [3].

Figure 6. Q-space plots of the S11 matrix element (scattered intensity for unpolarized incident light)
for light scattering from some of the Amsterdam-Granada data set [14]. (a) Feldspar, Redy clay,
Quartz, Loess, Sahara [18], Allende [19], Green clay, and Fly ash [20] measured at λ = 441.6 nm;
(b) Hematite [21,22], Rutile [22], Martian analog (palagonite) [23], and Sahara sand (Libya) [15]
measured at λ = 632.8 nm; (c) Volcanic ash (Redoubt A, Redoubt B, Spurr Ashton, Spurr Anchorage,
Spurr Gunsight, Spurr Stop 33) [24] measured at λ = 632.8 nm; and (d) Olivine S, Olivine M, Olivine L,
and Olivine XL [19] measured at λ = 441.6 nm. In all graphs the lines are power law fits to the data
and the number to the right of the plot is the power law exponent. From [17].

The most significant feature common to dusts and spheres is a power law regime. However,
the power laws with spheres are complex, whereas the dusts display a single power law. Enhanced
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backscattering occurs for both, but again it is simple for dusts and complex for spheres. A forward
scattering lobe and Guinier regimes are expected for dusts. A caveat to this comparison is that the
dusts are very polydisperse, the consequences of which have not been explored.

3.1.2. Arizona Road Dust

Our group conducted light scattering measurements on Arizona Road Dust (AZRD) over an
angular range of 0.32◦ ≤ θ ≤ 157◦ at a wave length of 532 nm [25]. The scattering apparatus was
specifically designed to have access to very small angles to obtain the Guinier regime for large particles.
Figure 7a shows an optical microscope picture of the AZRD. Figure 7b shows an optical microscope
picture of Al2O3 abrasive powders to be described below.

 

Figure 7. Optical microscope pictures of: (a) Arizona Road Dust (AZRD) from [25]; and (b) Al2O3

abrasive powders from [26]. Sizes, 2Rg and 2R, infered from Guinier analysis of the scattered light
are given.

Figure 8 shows the Q-space analysis of the scattering. One sees a hint of a constant forward
scattering lobe followed by a Guinier regime, a power law, and at largest q, enhanced backscattering.
Note the importance of small angles to gain the Guinier regime for these micron size particles.

Figure 8. Scattered intensity from Arizona Road Dust for unpolarized incident light versus q normalized
at the smallest q. Dashed vertical line indicates where the scattering angle is 3◦. From [25].

Analysis of the Guinier regime involved an iterative procedure, see [26]. That analysis yielded an
estimate of mean radii of gyrations of 2.7 μm, 5.5 μm, and 9.7 μm for the Ultrafine, Fine, and Medium
dust samples, respectively. These measurements were consistent with optical measurements of the
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mean particle size when weighted by the tendency of bigger particles to scatter more light proportional
to the square of their mean effective radius. The power slopes yield exponent magnitudes of 2.23, 2.17,
and 2.12 for the Ultrafine, Fine, and Medium dust samples, respectively, each with an error of ±0.05.

We now find that the Arizona Road Dusts and the dusts in the Amsterdam-Granada data set are
similar and all show significant power law regimes. The AZRD also shows a Guinier regime and it is
reasonable to conclude that the Amsterdam-Granada dust would too if light was collected at angles
smaller than 3◦. All the dusts show enhanced back scattering.

3.1.3. Al2O3 Abrasive Grits

Our group also studied light scattering by irregularly shaped Al2O3 abrasive powders of various
grit sizes [26] with the same apparatus as for the AZRD. These grits were chosen because the size
could be systematically varied with the grit number while the material and average shape remained
the same. An optical microscope picture of the 600 grit size is given in Figure 7b.

Figure 9 shows the Q-space analysis of the scattering for all six abrasive dusts studied.
The scattering shows forward scattering, Guinier, power law, and enhanced backscattering regimes.
The exponents of the power laws for Al2O3 abrasives decrease with increasing size.

Figure 9. Scattered intensity (arbitrary units) versus the magnitude of the scattering wave vector q for
six different sizes of Al2O3 abrasive grits. The manufacturer’s size is labeled in each figure. Power law
regimes are indicated by straight lines and the power law is labeled. From [26].

The Guinier regime slips away as the size increases because the size crosses from smaller than
the smallest measured q inversed to larger than the smallest measured q inversed. The smallest q is
q = 6.6 × 102 cm−1 (at θ = 0.32◦), thus q−1 = 15 μm. A rather convoluted analysis of the Guinier regime
for the 1200, 1000, and 800 grits led to mean perimeter diameters of 5.2 μm, 8.4 μm, and 14.4 μm,
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respectively. These are about a factor of two bigger than the sizes claimed by the manufacturer and
labeled in Figure 2. However, these measurements, although about a factor of two larger than the
sizes claimed by the manufacturer, are consistent with these values when effects for light scattering
weighting are included.

Similar to the Amsterdam-Granada and Arizona road dust particles, the abrasive grits show a
power law regime. However, unlike the Amsterdam-Granada and Arizona road dust particles, the
largest three abrasives, for which ρ′ ≥ 100, show a kink in the power law. The reason for this kink
is uncertain.

3.2. Fractal Aggregates

Fractal aggregates have scaling dimensions less than the Euclidean dimensions of space. Thus the
mass scaling dimension is Dm < d and the surface scaling dimension is Ds < d − 1; where d is the spatial
dimension, typically d = 3. Light scattering by fractal aggregates has been reviewed in 2001 [27]. Often
the fractal aggregate structure is well described by the diffusion limited cluster-cluster aggregation
(DLCA) model with a fractal dimension of D = Dm = Ds = 1.78.

Light scattering by fractal aggregates can be well described by the Rayleigh-Debye-Gans (RDG)
limit although deviations on the order of tens of percent can occur [27]. This is also the diffraction limit
where ρ′ → 0. This limit is obtained more so for lager aggregates because the overall density of the
aggregate decreases with increasing size. This occurs because D = Dm < d, e.g., D = 1.78 < 3.

Figure 10 contains some early data from our lab showing light scattering from soot in a
methane/oxygen premixed flame. The optical wavelength was λ = 514.5 nm. Soot is typically
composed of roughly spherical monomers with diameters of approximately 30 nm. These monomers
aggregate together via diffusion limited cluster-cluster aggregation to yield aggregates with the DLCA
morphology and fractal dimension of D � 1.78. The refractive index of soot is not precisely defined
but is something like m = 1.6 + 0.6i. In our experiment, a flat flame burner with a circular porous frit
and an overhead stagnation plate was used. Such a flame is quasi-one-dimensional so that the soot is
uniform in the horizontal direction across the flame but grows in size due to aggregation with distance
above the flame, the height above burner, h. One can see in Figure 10 that the scattering increases and
the Guinier regime moves to smaller q with increasing h; both indicating growing aggregates.

 
Figure 10. Scattered light intensity versus q for in-flame soot as a function of height above the burner
surface, h. The flame was a methane/oxygen premixed flame with a carbon/oxygen ratio of 0.75 [28].
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Overall, one sees a constant forward scattering lobe at small q, followed by a Guinier regime and
finally a developing power law regime at largest q. The power law is approaching q−1.75 to imply
a fractal dimension of D = 1.75 for the soot aggregates in the flame. No enhanced backscattering is
seen, but note that the maximum scattering angle used was 120◦; hence such scattering could have
been missed.

4. Theoretical Calculations

4.1. Spheroids

Mixtures of randomly oriented spheroids have been proposed as models for desert dust light
scattering [29]. The spheroidal shape can be obtained by rotating an ellipse about either its major
axis to yield a prolate spheroid or its minor axis to yield an oblate spheroid. Prolate spheroids are
elongated balls like rugby balls, whereas oblates are squished balls like disks. If the axis of rotation has
a semi-diameter of a, the spheroid will have two other semi-diameters that are equal to which we can
assign a length of b. Then, the shape can be described by the aspect ratio f = a/b. If f > 1, the spheroid
is prolate. If f < 1, the spheroid is oblate. If f = 1, the spheroid is a sphere.

Here, we present our initial studies of spheroidal particle light scattering analyzed via Q-space
analysis. The orientationally averaged light scattered by the spheroids was calculated using a
well-known and widely tested T-matrix (TM) code found freely available on NASA’s Goddard Institute
website [30,31]. Indices of refraction were m = 1.3, 1.4, 1.5 and volume equivalent radii, Rveq, were in
the range 1 μm to 6 μm. The wavelength was λ = 0.532 μm. The structure factor was calculated with
a numerical Fourier transform.

For many of these non-spherical shapes it was found that the normalization by spherical particle
Rayleigh scattering, Equation (2), and use of the spherical particle internal coupling parameter,
Equation (4), was insufficient to achieve a good description of the scattering in Q-space. This occurs
because these equations strictly hold only for spheres. Recently we have generalized these equations
for non-spherical shapes [32]. The results apply to orientationally averaged scattering which is the
most common situation in practice. Briefly, in general, the Rayleigh differential cross section for any
shape is [4]

dCsca, Ray/dΩ = k4V2|α(m)|2 (7)

In Equation (7), V is the volume of the particle and α(m) the average volume polarizability, which
is a function of the complex index of refraction m with functionality dependent upon shape. The same
reformulation led to a general definition of the internal coupling for any arbitrary shape as

ρ′ = 2πk
V
A

α(m) (8)

where A is the projected area of the scattering object in the direction of the incident light.
To calculate |α(m)| for an arbitrary shape, the discrete dipole approximation (DDA) was used [33].

In DDA the index m, volume V, wavelength λ and thus k and arbitrary shape are set; DDA then
calculates the differential scattering cross-section. Equation (7) implies that a plot of this scattering
cross-section divided by k4 versus V2 has a slope of |α(m)|2.

The Rayleigh normalization and ρ′ for spheroids used this newly developed method. Figure 11
shows scattering for prolate and oblate spheroids with two-to-one aspect ratios. Comparison to
Figure 1 for spheres shows very strong similarities. Although we do not present here an explicit
analysis of the forward scattering, one can quantitatively verify from Figure 11 and the values of ρ′

that feature 7 holds for these spheroids. All eight of the features for spheres listed above are present
for spheroids.
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Figure 11. Rayleigh normalized scattered intensity versus qRveq (volume equivalent radius) for
spheroids: (a) prolate spheroids; and (b) oblate spheroids with aspect ratios f = 2 and 1/2, respectively.
Plots with different generalized internal coupling parameters ρ′ are given. The structure factor is when
ρ′ = 0.

4.2. Irregular Spheres

Our group has applied Q-space analysis to irregular spheres [34]. These were created with an
algorithm that started with a sphere and then perturbed it in various ways [35–37]. Four different
types of irregular spheres were produced: strongly damaged spheres, rough surface spheres, pocked
spheres, and agglomerated debris particles, and their family portrait is in Figure 12. For each type,
three refractive indices were used: m = 1.313, 1.5 + 0.1i and 1.6 + 0.0005i. The size parameter kR ranged
from 2 to 14 with steps of 2. For a wavelength of 0.532 μm, these values correspond to radii of R = 0.17
to 1.2 μm.

 

Figure 12. Irregular spheres: (a) strongly damaged; (b) rough surface; (c) pocked spheres; and
(d) agglomerated debris particles.
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Figure 13 shows a Q-space analysis of the scattering by agglomerated debris particles [34]
calculated via DDA [38–40]. Before we deal with the light scattering, note that the plot, Figure 13a,
displays the structure factor, S(q), of the particle. The structure factor can be described in a few
equivalent ways: it is the square of the Fourier transform of the particle’s structure; it is the diffraction
pattern for waves emanating from the particle; and it is the m → 1.00 limit, hence ρ′ = 0 limit, for the
light scattering from the particle. The structure factor shows a forward scattering lobe, a Guinier
regime, and a power law regime. The apparent enhanced backscattering is consequence of the real
space cubic lattice spacing of approximately Rg/100 that the real space particle was represented on
and hence of no consequence. The power law regime has an exponent of −4. When dealing with
structure factors, the power law regime is usually referred to as the Porod regime [9] and the exponent
is—(d + 1) where d is the spatial dimension of the particle, typically d = 3. More generally, the Porod
regime exponent is—(2Dm − Ds) where Dm and Ds are the mass and surface scaling dimensions of
the particle, respectively [41]. We can conclude that the particle has scaling dimensions of Dm = 3 and
Ds = 2.

Figure 13b shows the orientationally averaged scattered light intensity for a refractive index of
m = 1.6 + 0.0005i for seven different size parameters hence seven different internal coupling parameters
as marked. In this work the spherical forms for the Rayleigh scattering and internal coupling parameter
were used. These finite refractive indices change the ρ′ = 0 structure factor in the Porod regime. The
power law remains for about one order of magnitude in qR, but the slope decrease with increasing size
parameter kR. This occurs as the internal coupling parameter ρ′ increasing from less than one to nearly
six, and we infer that the increased internal coupling is the cause of the Porod regime slope change.
Similar results were obtained for pocked and strongly damaged spheres, but the power law regime
for the rough spheres had strong ripples that masked any possible power law. Another feature is the
occurrence of some enhanced backscattering with increasing ρ′. Finally, note the dip near qR � 3.5.

Figure 13. Q-space analysis of the scattering by agglomerated debris particles of different internal
coupling parameters, ρ′. (a) The structure S(q) factor (m → 1.00). Seven size parameters from kR = 2 to
14 are superimposed. (b) Light scattering with refractive index as marked at seven different internal
coupling parameters ρ′. When a power law could be fit, the fit line is shown and the power law q−x is
labeled in the key. These plots were shifted up and down for visibility. Adapted from [34].

Figure 14 shows the behavior of the Rayleigh normalized forward scattered intensity as a function
of the internal coupling parameter. This plot is analogous to Figure 2a for spheres. All four irregular
spheres with all three refractive indices, m = 1.313, 1.5 + 0.1i and 1.6 + 0.0005i are plotted in the figure.
Within the scatter of the data, Figure 14 shows a universal functionality of the forward scattering
with the internal coupling parameter, and the functionality is very similar to that found for spheres
(Figure 2).
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Figure 14. Rayleigh normalized forward scattering versus the internal coupling parameter ρ′ for four
different types of irregular spheres and three different refractive indices, m = 1.313, 1.5 + 0.1i and
1.6 + 0.0005i (hence a total of 12 sets of data).

4.3. Gaussian Random Spheres

A Gaussian Random Sphere (GRS) can be made to have shapes similar to dust particles. GRS’s
are based on smooth, random fluctuations relative to an underlying spherical shape [42]. The insert of
Figure 4 shows an example of a GRS. GRS’s are characterized by three parameters: (1) σ, the relative
standard deviation of the distribution of deviations from a perfect sphere in the radial direction; (2) ν,
the power law index of the covariance function which controls the number of bumps and dips in the
tangential direction; and (3) R, the mean radius from which deviations occur and that sets the overall
size of the particle.

Figure 15 shows the light scattering properties of GRSs [43] calculated using a discrete dipole
approximation algorithm [38–40]. The GRSs had σ = 2 and ν = 3 and the scattering was orientationally
averaged. Scattering features include a forward scattering lobe, a Guinier regime near qReq � 1, a small
dip near a qReq � 3, a power law regime, and hints at enhanced backscattering. The exponent of the
power law is −4 when the internal coupling parameter ρ′ is small. This is consistent with this limit
being the structure factor and the particles have mass and surface scaling dimensions of Dm = 3 and
Ds = 2, respectively. With increasing ρ′, the exponent magnitude decreases. Note that in this work the
spherical form for the internal coupling parameter was used with no significant error.

Included in Figure 15 are plots of scattering by perfect spheres as calculated with the Mie equations.
The spheres have a modest size distribution with geometric width of 1.2 to eliminate interference
ripples. The spheres and the GRS display similar scattering behavior with ρ′ except when ρ′ ≥ 2, in
the backscattering regime. There the GRS scattering spans a dip that appears in the sphere scattering
near qR � kR to 2kR, but does not have the sharp increase at 2kR (which corresponds to θ = 180◦) that
the spheres have. When ρ′ ≥ 5, a simple enhanced backscattering appears.
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Figure 15. Forward normalized scattered intensity of GRSs compared to spheres for (a) kRveq = 10,
m = 1.01−1.5; and (b) kRveq = 30, m = 1.01−1.5. The dashed lines with data points are the
computational data from DDA calculations. Dash-dot lines are Mie calculations for a size distribution
of spheres with ρ′ values of the most probable radius equivalent to the ρ′ values of the GRSs, and a
geometric deviation in the sphere size distribution of σ = 1.2. Solid lines are power laws

(
qReq

)−x

with exponent x given in the legend. Note that the curves have been shifted up by factors of 10 to
separate them. From [43].

4.4. Thickened Clusters

Some clusters found in the atmosphere are rather large and appear denser than DLCA aggregates.
An example is given in Figure 16a. In an attempt to study the light scattering properties of such
clusters, we have constructed clusters with a computer algorithm. The construction process starts
with a 3D, cubic point lattice. Added to these points at random are spheres with diameter equal to
the lattice spacing. Ultimately, as more spheres are added, the lattice percolates; a percolation cluster
with fractal dimension D � 2.5 is formed. Clusters so conceived were then used as the backbone for
the dust particle. To make the fractal dimension match the spatial dimension of three, the backbone
cluster was thickened by filling the neighboring sites. Figure 16b shows an example of a thickened
percolation cluster.

Z

Figure 16. (a) SEM images of a typical soot superaggregate obtained from sampling of smoke plumes
from the Nagarhole, India forest fire [44]. (b) A thickened percolation cluster, from [17].
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The rotationally averaged scattered intensity was calculated using a DDA code developed by our
group [17,43,45]. All thickened cluster DDA calculations were done with 100 random orientations on
particles comprised of (3–6) × 105 dipoles. All DDA runs for these particles were at k|m|d ≤ 0.6 where
d is the dipole spacing, well below the commonly cited standard for DDA accuracy of k|m|d ≤ 1 [46].
To further insure the accuracy of our DDA runs, we compared the equivalent sized spheres set at
the same dipole resolution, λ, and m to the results from Mie solutions. We found the error between
the numerical methods reported Csca values were always less than 10% and at the smallest ρ′ the
error was ca. 1%. It should also be noted that previous work has shown that spherical particles
produce the largest errors in DDA and the error for randomly shaped 3D objects is expected to be
much smaller [46,47],. Then with the application of Q-space analysis as shown in Figure 17, one finds
a constant forward scattering lobe, a Guinier regime, a minor dip near qR � 3, followed by power
law regimes. There is no enhanced backscattering, but note that ρ′ < 12. As before, the magnitude of
the exponents decrease with increasing ρ′. Note that in this work the spherical form for the internal
coupling parameter was used with no significant error.

Figure 17. Scattered intensity versus qReq for thickened percolation clusters. Lines are the power
law fits and the numbers to the right of the plots are the exponents of the power law. A different
multiplication factor is applied to the intensity for each plot for clarity.

4.5. Ice Crystals

Our group has recently applied Q-space analysis to a variety of ice crystal shapes [10].
Such crystals occur in the atmosphere, for example, in cirrus clouds. Nine crystal shapes were
studied: droxtal, solid column, 8-column aggregate, plate, 5-plate aggregate, 10-plate aggregate,
hollow column, hollow column rosette, and solid column rosette all with three degrees of surface
roughness, namely, σ = 0.0 (smooth), σ = 0.03 (moderately rough), and σ = 0.5 (severely rough).
The scattering calculations are described in [48].

Figure 18 presents the Q-space analysis of the angular scattering functionality, proportional to the
phase function, for the ice crystals. The shape generalized Rayleigh scattering and internal coupling
parameters were used [32]. The optical wavelength was λ = 0.53 μm, the maximum dimensions of
the various shapes were D = 2, 6 and 20 μm and the refractive index was m = 1.31. Req is volume
equivalent radius. Corresponding ρ′s for maximum dimensions D = 2, 6, 20 μm are labeled next to
the scattering curves.

Figure 19 presents the Rayleigh normalized forward scattering for the ice crystals. In most cases
the behavior of the forward scattering for the ice crystal is very similar to that for spheres, Figure 2b.
However, Droxal shows unexplained computational problems in the range 5 ≤ ρ′ ≤ 50. 5-plate and
10-plate show variation with the smoothness with the roughest closest to the sphere behavior. Despite
these differences, the general similarity to spheres is striking and had not been previously recognized.
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Figure 18. Q-space analysis of scattering by nine different ice crystal shapes. Plotted is the Rayleigh
normalized scattering intensity, I/IRay, versus qReq. Three different values of the internal coupling
parameter ρ′ and three values of roughness, 0.0 (smooth), 0.03 (moderately rough) and 0.5 (severely
rough) are shown for each shape. Lines for various power laws are marked. Pictures of the shapes are
also included. Adapted from [10].

Figure 19. Rayleigh normalized forward scattering intensity, I(0)/IRay, multiplied by the square of the
internal coupling parameter, ρ′2, versus ρ′ for nine different ice crystal shapes with three different
values of roughness, 0.0 (smooth), 0.03 (moderately rough) and 0.5 (severely rough). Included are
pictures of the shapes. These plots were adapted from [10] with values for ρ′ > 103 deleted due to
suspected computational problems. The interested reader is referred to [10].
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Figure 20 illustrates the effects of the imaginary part of the refractive index κ and extreme
aspect ratio.

Figure 20. Comparisons between the light scattered from: (a) a droxtal ice crystal; and (b) two solid
column structures with different aspect ratios, with and without absorption and, in each case, volume
equivalent spheres. All the ice crystals and the spheres with significant absorption, as indicated by
κkR > 1, lose the hump and the glory. Note also the two Guinier regimes for the solid columns with
κkReq = 20 match qReq =

(
L/Req

)−1 and qReq =
(
2a/Req

)−1. Adapted from [10].

The Q-space analysis of Figures 18–20 shows many features in common for scattering by spheres
and the ice crystals which evolve with the internal coupling parameter ρ′ in a similar manner. These
features are:

1. The forward scattering lobe when qReq < 1 behavior is very similar to that of spheres when the
Rayleigh scattered intensity and internal coupling parameter are generalized for these shapes.

2. Both spheres and ice crystals have a Guinier regime near qReq � 1. Unlike spheres, however,
crystals with large aspect ratios can show two Guinier regimes.

3. Both spheres and ice crystals have a complex power law regime beyond the Guinier regime
when 1 ≤ qReq < 2kR. This regime includes a (qReq)−3 functionality, for non-aggregate crystals,
that starts to occur with large ρ′ very likely due to 2d diffraction from the projected crystal
shape. Similar to spheres, hump structure also appears centered near ρ′. At larger qReq, there is a

tendency to approach the spherical particle diffraction limit (RDG) of 9
(
qReq

)−4. Aggregate ice
crystals have a more uniform power law regime similar to fractal aggregates.

4. The parameter κkR, plays the same role for both shapes by removing the hump near qReq � ρ′.
5. In many cases, the ice crystals have enhanced backscattering near qReq � 2kReq, (θ = 180

◦
)

similar but not the same as for spheres.
6. The evolution of the scattering evolves away from the 3D diffraction with increasing ρ′ for all

shapes including spheres.

Surface roughness plays a minor role in these features except in the hump region where smooth
surfaces give a wavy structure to the hump.

5. Discussion

We have reviewed the light scattering properties of spheres, a great many types of dusts, fractal
aggregates, spheroids, irregular spheres, Gaussian random spheres, thickened clusters and nine types
of ice crystals. Our perspective has been the novel Q-space perspective in which the scattered intensity
is plotted versus the magnitude of the scattering wave vector q on a logarithmic scale rather than the
conventional linear plot versus the scattering angle θ. We find or infer that the scattering for all these
shapes have the following same features:

1. A forward scattering lobe of constant intensity, i.e., q and θ independent, appears when qR < 1.
This condition is equivalent to θ < λ/2πR. The magnitude of the forward scattering is that of its
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generalized Rayleigh scattering, IRay, when ρ′ ≤ 1, and IRay/ρ′2 when ρ′ ≥ 10. We remark that for
spheres approximately half of the total scattered light occurs when qR < π (θ < λ/2R) [6,13,49]
and when κkR < 0.1, and nearly all the scattered light appears in this forward lobe when κkR > 10.

2. A Guinier regime near qR � 1 (θ ≈ λ/2πR).
3. A power law regime when 1 ≤ qR ≤ 1.5kR (λ/2πR ≤ θ ≤ 90 to 100◦). This power law regime can

be very complex as for spheres, spheroids, Gaussian random spheres and ice crystals, or it can be
a single power law as for many of the dusts, fractal aggregates, irregular spheres, and thickened
clusters. In all cases the power law regime evolves with the internal coupling parameter ρ′.

Other features that often occur are:

4. A dip near qR � 3 to 4 (θ � λ/2R) immediately after the Guinier regime appears for all shapes
except the dusts and the DLCA aggregates. Recall that the dusts samples were polydisperse and
this could smooth away any dip present in a single size scattering.

5. A (qR)−3 regime at large ρ′ appears for spheres, spheroids and the non-aggregate ice crystals.
This is due to the onset of 2d Fraunhofer diffraction, thus it is expected that all non-aggregate
shapes would have this regime at ρ′.

6. A “hump” regime centered near qR � ρ′ when ρ′ ≥ 30 for spheres, spheroids and, remarkably,
ice crystals. This hump disappears when κkR ≥ 3. We expect this hump to appear as the 2D
Fraunhofer diffraction, (qR)−3 regime appears at large ρ′ for all shapes except aggregates.

7. An enhanced backscattering regime appears when qR ≥ 1.5 (θ ≥ 110◦) for all shapes except the
ice crystal aggregates, DLCA and thickened aggregates. A caveat is that the data for the DLCA
aggregate was limited to θ ≤ 120◦. The backscattering appears as ρ′ increases there being no
enhanced backscattering in the diffraction limit when ρ′ = 0. Typically it appears when ρ′ > 10.

The power law of feature 3 is quite uniform (linear) for all shapes in the diffraction, RDG, ρ′ = 0
limit, and for the dusts and aggregates at finite ρ′. It is approximately uniform for Gaussian random
and irregular spheres and small spheres at finite ρ′ but complex for spheres and non-aggregate ice
crystals. When reasonably uniform, we have observed the power law exponent magnitude decreases
with increasing ρ′. This behavior is shown in Figure 21.

Figure 21. The exponents of the power laws versus the internal coupling parameter ρ′. DLCA
fractal aggregates typically have ρ′ < 1 and an exponent equal to the fractal dimension D � 1.8.
Amsterdam-Granada data are from [14]; AZRD (Iowa) data are from [50]. Graph is from [17].
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Figure 21 shows that all the particles with a uniform power law except the DLCA fractal aggregates
follow on the same trend with the internal coupling parameter ρ′ regardless of the detail of their
structure. The implication is that ρ′ is a universal parameter for any shape much like it is for spheres
as displayed in Figure 1. The magnitude of the exponents start from 4 when ρ′ is small and decrease
until the trend levels off to 1.75 ± 0.25 when ρ′ ≥ 10.

As alluded to above, in the ρ′ → 0 , diffraction, RDG limit the power law regime in general
obeys [41]

I(q) ∼ q−(2Dm−Ds) (9)

where Dm and Ds are the mass and surface scaling dimensions of the scattering particle, respectively.
Thus, Figure 21 not only shows an interesting trend in the exponents when the exponent description is
viable but also indicates that there are two classes (at least) of non-spherical particles: fractal, with
scaling exponents not directly related to the Euclidean dimensions, and non-fractals with canonical
Euclidean scaling dimensions.

At this time, we cannot offer a complete explanation for the power laws found empirically above.
For the Amsterdam-Granada dust we are suspicious that the broad polydispersity of the samples
might have some effect with regard to smoothing the plots in Q-space. Furthermore, although we
understand and can calculate the power law exponents in the ρ′ → 0 limit, we have no explanation for
their values when ρ′ > 1 nor their behavior as a function of ρ′.

6. Conclusions

When viewed from Q-space, the scattering phase function of any particle has distinguishing
characteristics that can quantitatively describe the scattering. The major characteristics are common to
all shapes, thus providing a universal description of particulate light scattering. For all shapes, the
scattering evolves with increasing ρ′ from the diffraction limit where the internal coupling parameter
ρ′ = 0. This evolution is universal for spheres, and we present some evidence that it is universal for
other shapes as well. However, this assertion needs further testing.
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Abstract: Recent observational studies suggest that nucleation-scavenging is the principal path to
removing black carbon-containing aerosol from the atmosphere, thus affecting black carbon’s lifetime
and radiative forcing. Modeling the process of nucleation-scavenging is challenging, since black
carbon (BC) forms complex internal mixtures with other aerosol species. Here, we examined the
impacts of black carbon mixing state on nucleation scavenging using the particle-resolved aerosol
model PartMC-MOSAIC. This modeling approach has the unique advantage that complex aerosol
mixing states can be represented on a per-particle level. For a scenario library that comprised
hundreds of diverse aerosol populations, we quantified nucleation-scavenged BC mass fractions.
Consistent with measurements, these vary widely, depending on the amount of BC, the amount of
coating and coating material, as well as the environmental supersaturation. We quantified the error
in the nucleation-scavenged black carbon mass fraction introduced when assuming an internally
mixed distribution, and determined its bounds depending on environmental supersaturation and on
the aerosol mixing state index χ. For a given χ value, the error decreased at higher supersaturations.
For more externally mixed populations (χ < 20%), the nucleation-scavenged BC mass fraction could
be overestimated by more than 1000% at supersaturations of 0.1%, while for more internally mixed
populations (χ > 75%), the error was below 100% for the range of supersaturations (from 0.02% to 1%)
investigated here. Accounting for black carbon mixing state and knowledge of the supersaturation of
the environment are crucial when determining the amount of black carbon that can be incorporated
into clouds.

Keywords: black carbon; nucleation-scavenging; aerosol mixing state; cloud microphysics; particle-
resolved model

1. Introduction

Black-carbon-containing aerosol particles are emitted from the combustion of fossil fuel,
biomass, and biofuel [1–5]. As one of the most important types of absorbing aerosol, black carbon (BC)
exerts a multitude of impacts on the climate system [5], ranging from the local to the regional and
global scales. BC-containing aerosols modify the radiative budget directly by scattering and absorbing
solar radiation, and indirectly by modifying cloud microphysical properties. Owing to their ability to
absorb solar radiation, BC-containing aerosols can heat the surrounding atmosphere and desiccate
clouds when present as interstitial aerosol [6–9] or when residing inside cloud droplets after serving
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as cloud condensation nuclei [10,11]. Furthermore, they modify the snow albedo [12] after being
deposited on Arctic snow after long-range transport [13], and warm the atmosphere where they reside,
hence altering the local stability of the atmosphere [14]. This subsequently promotes accumulation of
pollutants and impacts local air quality [15].

BC is one of the short-lived climate forcers, and it has been suggested that reducing BC emissions
will mitigate global warming, at least temporarily [16–18]. According to [5], the best estimate of
BC forcing including all forcing mechanisms is +0.71 W m−2 with 90% uncertainty bounds from
+0.17 W m−2 to +2.1 W m−2 [5]. Ref. [5] attributes this substantial uncertainty range to the
lack of knowledge of cloud interactions with both black carbon and co-emitted organic carbon,
which motivates this study. The climate impacts of BC are determined by its atmospheric burden as
well as its spatial and temporal distributions. These, in turn, are governed by the amount of emissions,
the transport, and the removal from the atmosphere. Recent measurements by [19,20] indicated
that nucleation-scavenging of BC-containing aerosols is the major removal pathway of BC from the
atmosphere. Nucleation-scavenging is the process of aerosol particles acting as cloud condensation
nuclei (CCN), being thus incorporated into cloud droplets. This leads to their removal if the cloud
precipitates. It is important to note that, in general, clouds disperse several times before they indeed
precipitate, hence nucleation-scavenging does not necessarily lead directly to the removal of aerosol.

Freshly emitted BC-containing particles, which usually do not contain hygroscopic material,
require a high environmental supersaturation to activate [21]. This makes them poor CCN.
However, their CCN activity can increase during transport in the atmosphere [20]. The processes
contributing to the increase in CCN activity includes condensation of secondary aerosol outside
cloud droplets, the addition of hygroscopic mass as a result of aqueous-phase chemistry within
cloud droplets, coagulation with more hygroscopic particles, and heterogeneous oxidation reactions.
The processes included in this study are the formation of secondary aerosol (gas-to-particle conversion)
and coagulation.

Indeed, previous measurements of nucleation-scavenged BC mass fractions cover the entire range
from practically zero to 100%, and vary with the environment where the measurements were taken.
Some of these studies are compiled in Table 1, which is based on the studies by [22,23]. Note that most
of the studies listed reported scavenging fractions based on bulk mass measurements, and the particle
size ranges may differ between the studies.

Table 1. Nucleation-scavenged black carbon (BC) mass fraction measurements from previous campaigns.
This table is adapted from [22,23].

Sampling Site Citations Environment Average Scavenged BC Mass Fraction

Po Valley, Italy [24] Urban 0.06
Kleiner Feldberg, Germany [25] Rural 0.15

Puy de Dome, France [26] Mid altitude (1465 m) 0.33
Mt. Sonnblick, Austria [27] Mid altitude (3106 m) 0.45

Rax, Austria [22] Mid altitude (1644 m) 0.54
Great Dun Fell, UK [28] Rural-Coastal 0.57

Jungfraujoch, Switzerland [23] High altitude (3850 m) 0.61
Mt. Sonnblick, Austria [29] High altitude (3106 m) 0.74
Spitzbergen, Norway [30] Arctic 0.80

Mt. Soledad, La Jolla, USA [20] Marine-Coastal 0.01–0.1
Tokyo, Japan [19] Urban 0.1–1.0

Here, we investigate the question of what role aerosol mixing state plays in determining how
much black carbon is incorporated into cloud droplets. We are using the term “aerosol mixing state”
here in the sense of Winkler [31], who defined it as the distribution of chemical compounds over the
particle population.

The evolution of mixing state is challenging to represent in aerosol models that use sectional or
modal approaches. This is owing to their inherent assumption that particles within modes or size
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bins have the same composition. Here, we use a particle-resolved model to simulate the evolution of
an aging aerosol population. The unique advantage of this approach is that the composition of each
individual particle is tracked over time, and hence there are no approximating assumptions about
mixing state.

Earlier particle-resolved modeling studies by [32] showed that the CCN activity of BC-containing
aerosol can increase substantially after emission, either because hygroscopic species condense on the
BC-containing particles, or because the BC-containing particles coagulate with other, more hygroscopic
particles. Ref. [32] further concluded that the BC mixing state is an important factor for determining the
CCN activation properties of BC, and neglecting realistic mixing state information leads to significant
errors in the BC mass fraction that can undergo nucleation-scavenging [32–34]. Building on our
studies [32–34], in this work, we quantified the BC mass fraction that can be incorporated into cloud
droplets by nucleation-scavenging for a wide range of scenarios, and determined the error that is
introduced by assuming internal mixture. This approximates the assumptions made in state-of-the-art
regional and global models. Our aim was to understand how this error is related to aerosol mixing
state, expressed in terms of the mixing state index χ, and how this relationship depends on the
environmental supersaturation at which the nucleation-scavenged mass fraction was evaluated.

2. Methodology

2.1. PartMC-MOSAIC: A Particle-Resolved Approach to Simulated Aerosol Dynamics and Chemistry

In this study, we applied the particle-resolved model PartMC-MOSAIC (Particle Monte
Carlo [35]-Model for Simulating Aerosol Interactions and Chemistry, [36]), which simulates the
composition evolution of individual particles in an aerosol population within a well-mixed volume in
the atmosphere. A detailed model description of PartMC-MOSAIC is provided in [35]. Here, we give
a brief summary.

The PartMC module uses a stochastic Monte Carlo sampling model to handle Brownian
coagulation among particles, particle emission into the volume, and the mixing of particles with
background atmosphere. PartMC is coupled to the aerosol chemistry module MOSAIC [36] to
simulate gas phase chemistry (CBM-Z [37]), gas-particle partitioning, and aerosol thermodynamics.
The CBM-Z gas phase mechanism includes a total of 77 gas phase species. The aerosol species treated in
MOSAIC are sulfate, nitrate, ammonium, chloride, carbonate, methanesulfonic acid, sodium, calcium,
“other inorganic mass” (representing species such as SiO2, metal oxides, and other unmeasured
or unknown inorganic species present in aerosols), black carbon, primary organic carbon (POA),
and secondary organic carbon (SOA). The formation of SOA is simulated with the SORGAM (Secondary
Organic Aerosol Model) scheme [38], and includes 15 reaction products of aromatic precursors, higher
alkenes, α-pinene, and limonene. Aqueous-phase chemistry or the oxidation of organic aerosol and
associated changes in particle composition and CCN activity are not yet included in PartMC, but will
be the focus of future model development.

The PartMC-MOSAIC model output consists of the composition vector of each computational
particle, i.e., we store the mass of each aerosol species that is contained in each particle. Based on this
information, per-particle quantities such as the particle sizes, their critical supersaturation, and optical
properties are readily computed for assumed morphologies. Information about the particle population
such as the bulk mass concentration of any aerosol species, the aerosol number concentration, and the
aerosol size distribution can also easily be constructed.

Using the particle-resolved approach, simulating particle growth is free of numerical diffusion
in mass composition space. Importantly, we do not prescribe in any way how the chemical species
are distributed amongst the particles in the population. This means that, at any given time during
the simulation, the aerosol mixing state is the result of the evolution of particle compositions, rather
than a part of the modeling assumptions. The simulation results from PartMC-MOSAIC can therefore
serve as a benchmark for representing aerosol mixing state, and the model was used for this purpose
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in previous studies [32–34,39–42]. Assumptions are being made regarding the particle shape as
we assume spherical particles to calculate coagulation rates and mass transfer rates. It would be
interesting to expand the framework to account for non-spherical particles as this might impact the
aerosol dynamics processes, as for example shown in [43]. However, considerable further model
development is required to quantify these effects.

2.2. Setup of Idealized Urban Plume Scenarios

The basis for the analyses in this paper is a scenario library of eight urban plume scenarios
described in [33,34]. These scenarios were constructed to investigate the aging process of carbonaceous
aerosol from combustion sources in urban environments. The term “aging” refers to the transition
from CCN-inactive to CCN-active owing to coagulation with other aerosol particles or condensation
of secondary organic or inorganic aerosol material [44]. We used approximately 10,000 computational
particles for each simulation, with the exact number of particles varying over the course of the
simulated period. In [32], we quantified the 95% confidence intervals for the results by performing an
ensemble of runs, and concluded that this particle number is sufficient to obtain accurate statistics.

While the input parameters varied between scenarios to represent a range of different aging
conditions, the general setup for each scenario was the same, and followed [39]. The total
simulation time was 48 h. During the first 12 h, gas and aerosol emissions entered the air parcel.
Background aerosol particles were introduced over the entire simulation time owing to dilution with
background air. Tables 2–4 specify the details of the initial and background conditions as well as the
emissions for aerosol particles and gas phase species for the base case. We assume that all particles
from a given emission source have initially the same composition, with the mass fractions listed in
Table 2. For example, particles from gasoline emissions are assumed to consist of an internal mixture
of 80% POA and 20% BC. The different sub-populations are initially externally mixed. After entering
the simulation, the particle composition evolves as described in Section 2.1.

Table 2. Size distribution and composition of aerosol emissions prescribed in simulations. BC stands
for black carbon and POA stands for primary organic carbon.

Emission
Emission Strength Mean Diameter Geometric Composition

(m−2 s−1) (μm) Standard Deviation by Mass

Meat cooking 9 × 106 0.0864 1.9 100% POA
Diesel vehicles 1.6 × 108 0.05 1.7 30% POA, 70% BC

Gasoline vehicles 5 × 107 0.05 1.7 80% POA, 20% BC

Table 3. Size distribution and composition of initial conditions and background aerosols prescribed
in simulations.

Initial / Background
Number Concentration Mean Diameter Geometric Composition

(m−3) (μm) Standard Deviation by Mass

Aitken mode 1.8 × 109 0.02 1.45
49.6% (NH4)2SO4

49.6% SOA
0.8% BC

Accumulation mode 1.5 × 109 0.116 1.65
49.6% (NH4)2SO4

49.6% SOA
0.8% BC
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Table 4. Initial conditions and background mixing ratios (second column) and twelve-hour average
emission (third column) prescribed in simulations of gaseous species for the ten environmental scenarios.

Chemical Species
Mixing Ratio Emission Flux

(ppbv) (nmol m2 s−1)

Nitrogen oxide 0.1 15.9
Nitrogen dioxide 1.0 0.84

Nitric acid 1.0 -
Ozone 50.0 -

Hydrogen peroxide 1.1 -
Carbon monoxide 80 291.3

Sulfur dioxide 0.8 2.51
Ammonia 0.5 6.11

Hydrogen chloride 0.7 -
Methane 2200 -
Ethane 1.0 -

Formaldehyde 1.2 1.68
Methanol 0.12 0.28

Methyl hydrogen peroxide 0.5 -
Acetaldehyde 1.0 0.68

Paraffin carbon 2.0 96.0
Acetone 1.0 1.23
Ethene 0.2 7.28

Terminal olefin carbons 2.3 × 10−2 2.43
Internal olefin carbons 3.1 × 10−4 2.43

Toluene 0.1 4.04
Xylene 0.1 2.41

Lumped organic nitrate 0.1 -
Peroxyacetyl nitrate 0.8 -
Higher organic acid 0.2 -

Higher organic peroxide 2.5 × 10−2 -
Isoprene 0.5 0.23
Alcohols - 3.45

The following conceptual model guided this setup, summarized by Figure 1 in [39]. After the
simulation starts at 6:00 a.m. LST (local solar time), the Lagrangian air parcel represents a volume
of air in the polluted, well-mixed boundary layer during the daytime. After sunset, the air parcel
represents the polluted air that remains in the nocturnal residual layer. This layer is decoupled from
the stable surface layer, and hence we discontinue emissions after 12 h. We continue to simulate the
aerosol aging for a second day of simulation without adding fresh emissions to capture the effects of a
longer processing time. This corresponds to an air parcel being advected over the ocean for another
day, again decoupled from the stable marine surface layer.

As shown in previous studies [44,45], the aging rate, i.e., the conversion of BC-containing particles
from hydrophopic to hygroscopic, is determined by both condensation of secondary aerosol and
coagulation with more hygroscopic particles. The relative importance of these two processes depends
on the particular environmental conditions. For our base case scenario, condensation dominated
during the daytime, while coagulation dominated during the nighttime.

To change the rate of the individual aging processes and their relative magnitudes, we obtained
the other scenarios by changing the emission rate of the particles containing BC (100%, 25% and 2.5%
of the base case), the background particle number concentrations (100% and 10% of the base case)
and the gaseous emission rate (50% and 25% of the base case). This also created a range of BC mass
concentrations, spanning a range from 0.05 to 3.6 μg m−3, consistent with observations listed in the
Environmental Protection Agency (EPA) Report to Congress on BC [46].

As in [34], we focus here on the aerosol state at different stages of aging, rather than the temporal
evolution. As the basis for our analysis of BC scavenging, we therefore used the hourly aerosol states
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from all scenarios, which comprised 48 × 8 = 384 populations covering a wide range of mixing states.
These can be seen as possible populations present at cloud base, entering the cloud.

To quantify mixing state, we used the mixing state index χ. This concept originated from
information theoric entropy measures and is detailed in [1]. In short, the mixing state index χ is
calculated based on the mass fraction of each of the aerosol species contained in each individual
particle, and the total bulk mass fractions of each of the aerosol species contained in that aerosol
population. The mixing state index χ ranges from 0% to 100%, where 0% indicates that the aerosol
population is completely externally mixed, and 100% indicates that the population is completely
internally mixed. The definition of “species” for calculating the mass fractions depends on the
application. Since we focus on aerosol activation, we grouped the aerosol model species according
to their hygroscopicity into two surrogate species; BC and POA form one surrogate species as their
hygroscopicity is very low. All other (more hygroscopic) model species form the second surrogate
species. The 384 aerosol populations that form our dataset cover a range of mixing states from χ = 7.5%
to χ = 88% (compare to Figure 2 in [34]).

Figure 1 shows four example populations where we chose the two-dimensional number density
in terms of dry diameter and BC mass fraction, n(D, wBC), for illustration purposes. The black carbon
mass fraction is defined for each individual particle i as

wBC,i =
mBC

i
mi

, (1)

where mBC
i and mi are the mass of BC contained in particle i and the total dry particle mass, respectively.

The two-dimensional number concentration distribution n(D, wBC) is then defined by

n(D, wBC) =
∂2N(D, wBC)

∂ log10 D ∂wBC
, (2)

where N(D, wBC) is the two-dimensional cumulative number distribution, which equals the number
concentration of particles with total dry diameter less than D and black carbon dry mass fraction less
than wBC.
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Figure 1. Number concentration in two-dimensional space of dry diameter and black carbon mass
fraction, n(D, wBC), for four example populations that differ in mixing state index χ.

Figure 1a shows a population that contains very fresh carbonaceous emissions. We observe three
distinct subpopulations that differed in their BC content, namely particles that originated from diesel
vehicles (wBC = 70%), particles from gasoline vehicles (wBC = 30%), and particles with zero or very
low BC content from meat cooking emissions and background aerosol (compare to Tables 2 and 3).
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Not surprisingly, this population is characterized by a low mixing state index, χ = 8.6%, indicating that
it is very externally mixed.

Figure 1b,c show populations that experienced some aging, but fresh emissions were still
introduced, which maintained the range of BC mass fractions up to 70%. The mixing state indexes for
these populations were χ = 35% and χ = 57%, respectively. Figure 1d is an example of a population
where fresh emissions had ceased to enter. The maximum BC mass fractions in this population ranged
between only 20% and 50% depending on particle size because secondary aerosol formation took place
while fresh BC-containing particles were not replenished. The mixing state index of this population
is higher than any of the other three examples (χ = 72%), meaning that the population has moved
more towards an internal mixture. The diagonal features in these graphs arise when condensation of
secondary aerosol material occurs on the particles. The BC mass fraction of small particles decreases
faster than that of larger particles. The scatter that forms in between the main sub-populations is due
to particle coagulation.

In [34], we examined the relationship between χ and the error incurred in CCN concentration
predictions when assuming internal mixture. Here, we applied the same framework to quantify the
error in predicting the BC mass fraction that can undergo nucleation-scavenging.

2.3. Framework of Error Quantification

For this study, we used a similar error quantification framework to [34], but we tailored it to
quantify the relationship between aerosol mixing state and the error in nucleation-scavenged mass
fraction of black carbon aerosols when assuming internal mixture. Figure 2 outlines the approach.
For each population, we calculated the critical supersaturations, sc, for each particle according
to [44] using the dimensionless hygroscopicity parameter κ [47]. The overall κ for a particle is the
volume-weighted average of the κ values of the constituent species. We assumed κ = 0.65 for all salts
formed from the NH+

4 − SO2−
4 − NO−

3 system. For all SOA model species, we assumed κ = 0.1, and,
for POA and BC, we assumed κ = 0.001 and κ = 0, respectively [47].

Figure 2a shows the distribution density function ∂2N(D, sc)/∂ log10 D ∂sc in terms of particle dry
diameter D and per-particle critical supersaturation sc for the same population as shown in Figure 1b.
Figure 2a illustrates that both particle size and composition determine critical supersaturation; as the
particle size increases, sc decreases, and at a given size, a range of sc values exist owing to differences
in particle composition.

Given a certain environmental supersaturation threshold senv, we can separate the population into
CCN active and CCN inactive particles. In Figure 2a, we used senv = 0.3% as an example. The CCN
number concentration can be readily determined by summing over all particle dry diameters D and
over the supersaturation range from 0 to senv.

Recall that the model tracks the BC content of the individual active/non-active particles.
Therefore, to determine the nucleation-scavenged BC mass fraction at a certain environmental
supersaturation, we summed over the black carbon mass concentrations associated with the CCN at
that particular supersaturation. This quantity is the total nucleation-scavenged BC mass concentration,
mns,BC(senv). We then calculated the ratio of nucleation-scavenged BC mass concentration to the
total BC mass concentration of the whole aerosol population, mBC. This ratio is defined as the
nucleation-scavenged BC mass fraction, and denoted as fBC(senv):

fBC(senv) =
mns,BC(senv)

mBC
. (3)

We evaluated this quantity for each aerosol population at 50 supersaturation values from 0.02%
to 1% in steps of 0.02%. Figure 2c shows the spectrum of fBC(senv) (red line) that corresponds to the
population shown in Figure 2a.
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Figure 2. Conceptual framework for error quantification; see Section 2.3 for details. (a) ∂2N(D, sc)/
∂ log10 D ∂sc for the reference case; (b) ∂2N(D, sc)/∂ log10 D ∂sc after composition averaging;
(c) resulting nucleation-scavenged black carbon mass fractions; (d) error in nucleation-scavenged
BC fraction as a function of mixing state.

Figure 2b shows the aerosol population after composition averaging. The properties of the
composition averaging operation are detailed in [32], Appendix B1. In brief, it assigns each
particle a composition equal to the average composition of the population, and preserves the bulk
aerosol mass concentrations, the number concentration, and the particle diameters, but modifies
the per-particle compositions. The mixing state index of such a population is 100%. Because all
particles were assigned the same composition (equal to the average composition), the spread in critical
supersaturations at a given size vanishes. This alters the CCN concentration and also the amount of
BC mass that is associated with those CCN. By this operation, some particles are assigned a higher
critical supersaturation, while others are assigned a lower critical supersaturation compared to the
original value.

The blue line in Figure 2c shows the spectrum f̄BC(senv) corresponding to the composition-averaged
population shown in Figure 2b. The difference in the two spectra represents the error that is incurred
in fBC by assuming internal mixture, which will depend on the supersaturation threshold at which
CCN activity is evaluated.

We define the relative error in nucleation-scavenged BC mass fraction, Δ fBC(Π, Π̄, senv),
evaluated for the particle populations Π and Π̄ before and after composition-averaging, respectively,
and for a particular environmental supersaturation senv, as

Δ fBC(Π, Π̄, senv) =
f̄BC(Π̄, senv)− fBC(Π, senv)

fBC(Π, senv)
, (4)
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where f̄BC and fBC refer to the composition-averaged and the particle-resolved populations,
respectively. We calculated the relative error in nucleation-scavenged BC mass fraction for each
of the 384 populations and will discuss the relationship between Δ fBC and χ in Section 3.2.

In Section 3.1, we will use a size-resolved version of fBC to relate our results to ambient
observations by [19,20]. This is calculated by sorting all particles into 150 logarithmically spaced size
bins from 0.1 nm to 10 μm based on their BC core diameter assuming spherical shape. The size-resolved
nucleation-scavenged BC mass fraction, f j

BC, is then defined as the ratio of nucleation-scavenged BC

mass concentration in bin j, mj
ns,BC(senv), to the total BC mass concentration in bin j, mj

BC. This gives

f j
BC(senv) =

mj
ns,BC(senv)

mj
BC

. (5)

Note that, as the number of size bins becomes large and their width small, the size-resolved
mass-based fraction f j

BC approaches the size-resolved number fraction of nucleation-scavenged
BC-containing particles, which is the quantity reported by [19,20]. We have included the derivation of
this fact in the Supplemental Material, as well as Figures S1 and S2 that confirm this fact.

3. Results

3.1. Size-Resolved Nucleation-Scavenged BC Mass Fraction

Figure 3 shows the size-resolved nucleation-scavenged BC mass fraction, f j
BC, as a function of BC

core diameter DBC at four selected supersaturations, 0.1%, 0.3%, 0.4%, and 0.6%. These supersaturation
values are representative of conditions ranging from stratus clouds to convective clouds. The solid red
lines and the shading indicate the average of f j

BC over all 384 cases and the corresponding standard
deviation. We used BC core size here as an independent variable to connect our results to observational
findings by [19,20]. The range of measurements by [19,20] are summarized by the blue and orange
rectangles, respectively. Note that these authors report different individual datasets in their studies,
which we did not replicate here, since only a qualitative comparison is possible.

For all supersaturations, the quantity f j
BC tended to increase with BC core diameter, especially

within the size ranges that were accessed by [19,20], as indicated by the shaded rectangles in Figure 3.
For any given supersaturation, the spread of f j

BC originated from mixing state differences within the
384 aerosol populations. For example, for particles of BC core diameter between 100 nm and 108 nm at
a supersaturation of 0.1%, the average nucleation-scavenged BC mass fraction for all our scenarios
is 58%, with a standard deviation of ±33%. Given a certain BC core diameter, as the environmental
supersaturation threshold increased, f j

BC also increased. Taking again the example of BC core diameters

between 100 nm and 108 nm, the average value for f j
BC increased from 57% for senv = 0.1% to 96% for

senv = 0.6%. The shape of these curves is determined by the underlying mass size distributions of the
BC-containing particles, shown in the Supplemental Material, Figure S3.

The nucleation-scavenged BC mass fraction has been determined observationally by [19,20].
Ref. [20] used a single particle soot photometer (SP2) to measure the size distribution of the
BC-containing particles activated to form stratocumulus cloud droplets at a marine boundary layer
site in California, while [19] carried out measurements of BC in ambient particles before precipitation
and in rainwater after precipitation using an SP2 in the Tokyo metropolitan area.

The PartMC-MOSAIC simulation results agree qualitatively with the two observational
studies [19,20] in that f j

BC increases with BC core diameter. The measurements of f j
BC by [20] are

significantly lower than both the measurements by [19] and our modeling results. The activated
fractions of BC-containing particles were less than 0.2 for BC core diameter ranging between 70 and
220 nm for the two cloud case studies reported in [20] (Figure 6a,f therein). In contrast, Ref. [19]
found that the nucleation-scavenged number fraction increased from 0.6 to 0.9 when BC core diameter
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increased from 200 to 350 nm (Figure 3 therein). The discrepancy between [20] and our model results
can possibly be attributed to the fact that the measurements were performed in a marine environment,
while the PartMC-MOSAIC simulations represent urban environments of different pollution levels. In
addition, Ref. [20] cautioned that the activation fractions reported should be considered as lower limits
due to imperfect instrumental detection efficiency. In contrast, due to similar urban environments in
which the simulations and the measurements by [19] took place, PartMC-MOSAIC results agree better
with the observations by [19].
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Figure 3. The size-resolved nucleation-scavenged black carbon (BC) mass fraction, f j
BC, as a function of

black carbon core diameter, DBC, at four selected supersaturation values: 0.1%, 0.3%, 0.4%, and 0.6%.
The solid line represents the average over the 384 populations, and the color shading indicates one
standard deviation. The orange and blue shaded boxes indicate the values that were obtained from
field studies by [19,20], respectively.

Figure 4 shows the same data as Figure 3, but displays fBC as a function of supersaturation
for selected BC core diameter ranges. From the combination of Figures 3 and 4, we conclude
that, for a given core size, the nucleation-scavenged BC fraction varies drastically depending on
the environmental supersaturation. Moreover, for any given BC core size and environmental
supersaturation, the nucleation-scavenged BC fraction spans a wide range, which reflects the fact
that different amounts of coating can exist for any given core size depending on the history of the
particle. This implies that the core size by itself is not a good predictor for the amount of BC that can
be incorporated into cloud droplets.

Figure 5 shows the nucleation-scavenged BC mass fraction as a function of particle dry diameter D.
As before, the solid line represents the average for the 384 populations, and the color shading
represents one standard deviation. For any given environmental supersaturation, the range of
nucleation-scavenged BC fractions is largest when the slope of the spectrum is large. For example, for a
100-nm particle at a supersaturation of 0.3%, f j

BC is on average 0.71 with a standard deviation of 0.31.
This variability is introduced by the different particle compositions for any given population. The size
range with the largest sensitivity to composition depends on the environmental supersaturation. Just as
the core size was not a good predictor by itself for the amount of BC that can be incorporated in cloud
droplets, the dry diameter alone is also not sufficient to predict f j

BC.
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Figure 4. The nucleation-scavenged BC mass fraction, f j
BC, for selected size ranges as a function of

supersaturation. The solid line represents the average over the 384 populations, and the color shading
indicates one standard deviation.
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Figure 5. The size-resolved nucleation-scavenged BC mass fraction, f j
BC, as a function of dry diameter,

D, at four selected supersaturation values: 0.1%, 0.3%, 0.4%, and 0.6%. The solid line represents the
average over the 384 populations, and the color shading indicates one standard deviation.

3.2. Nucleation-Scavenged BC Mass Fraction and Aerosol Mixing State

After presenting the range of f j
BC values and their dependence on BC core diameter, dry diameter,

and environmental supersaturation threshold, we will now turn to quantifying the importance of
mixing state in determining the nucleation-scavenged BC mass fraction fBC (not size-resolved).

Figure 6 shows the nucleation-scavenged BC mass fraction, fBC, for all 384 populations as a
function of mixing state parameter χ. As expected, one χ value can correspond to a range of fBC values.
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As the environmental supersaturation increases, low values for fBC only occur for more externally
mixed populations. For example, for senv of 0.1%, we find fBC of less than 20% for χ values up to 70%.
In contrast, for senv of 0.6%, fBC reaches as low as 20% only for the population with the lowest χ of 8%.
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Figure 6. Nucleation-scavenged BC mass fraction, fBC, for the 384 aerosol populations for selected
supersaturations as a function of mixing state index χ. The definition of mixing state index is described
in Section 2.2.

The four panels of Figure 7 show the absolute value of the error in nucleation-scavenged BC mass
fraction, Δ fBC (Equation (4)), at four selected supersaturations (0.1%, 0.3%, 0.4% and 0.6%) for all 384
aerosol populations. For the sake of clarity, we used a logarithmic scale for the ordinate, and we took
the absolute value of Δ fBC before taking its logarithmic value to avoid handling negative Δ fBC values,
which represent an underestimation of fBC after composition averaging. These cases are indicated by
red dots in Figure 7.

The maximum values for Δ fBC were on the order of several thousand percent and occurred for the
most externally mixed populations. For such populations, the corresponding value for fBC was small,
10% or less. As expected, the error decreased when the aerosol population became more internally
mixed. For more internally-mixed aerosol populations, particles have more similar compositions
than for more externally-mixed populations. Consequently, the modifications of the composition
averaging procedure are less severe. This is consistent with the previous findings regarding errors
in CCN concentrations presented in [34]. For any given χ value, a range of Δ fBC existed due to the
different extent of modifications to the per-particle composition by composition averaging [34].

As χ increased, the error decreased more quickly for larger environmental supersaturations.
For example, for a low supersaturation value such as senv = 0.1%, Δ fBC dropped below 10% only for
populations with mixing state index χ larger than 84%. In constrast, for senv = 0.6%, this was the case
already for populations with χ around 60%. It follows that the highest errors Δ fBC can be expected for
aerosol populations having small χ values at low environmental supersaturations.

We can also display these results by showing the error |Δ fBC| as a function of supersaturation as
in Figure 8. The four panels separate the populations according to their mixing state index. This figure
shows that for quite internally mixed populations (χ > 75%), the error was larger than 100% only for
supersaturations of 0.1% or lower, while for quite externally mixed populations (χ < 20%), the error
could reach above 100% even at supersaturations of 1%.
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Figure 7. The absolute value of the error in nucleation-scavenged black carbon mass fraction,
|Δ fBC|, for the 384 aerosol populations for selected supersaturations as a function of mixing state
index χ. The definition of the error in the BC nucleation-scavenging fraction is given by Equation (4).
The definition of mixing state index is described in Section 2.2. The red dots indicate cases where Δ fBC

is negative, and the blue dots represent cases where Δ fBC is positive.
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Figure 8. The absolute value of the error in nucleation-scavenged black carbon mass fraction,
|Δ fBC|, for the 384 aerosol populations for selected ranges of mixing state index, χ, as a function
of environmental supersaturation, senv.

Since we averaged the chemical composition of all the particles in the population, irrespective of
the particle-size, the Δ fBC values presented in Figure 7 represent an upper estimate of Δ fBC. Figure S4
in the Supplemental Material shows the error Δ fBC when the composition averaging is performed
within size bins, rather than for the entire population. Here, we used five size bins per decade.

For completeness, we show number-based nucleation scavenging fractions, f N
BC and associated

errors in the Supplemental Material (Figures S5 and S6). We conclude that the error in the
nucleation-scavenged BC mass fraction, fBC, exceeded the error of the nucleation-scavenged BC
number fraction, f N

BC, for more externally-mixed populations (χ < 20%), in some cases by over an order
of magnitude. For more internally-mixed populations (χ > 60%), Δ fBC was comparable to Δ f N

BC, if not
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smaller. These results are consistent to the ones shown in [34], where the error in CCN/CN ratio was
quantified, which is a similar metric to f N

BC.

4. Conclusions

This study presents an analysis of the nucleation-scavenged BC mass fraction, fBC, simulated
by the particle-resolved model PartMC-MOSAIC for a wide range of environmental conditions,
and quantifies the error that is introduced when calculating fBC and assuming internal mixture.
PartMC-MOSAIC simulates changes in particle composition due to coagulation and the formation
of inorganic and organic secondary aerosol species. Other aging processes, such as aerosol in-cloud
processing or heterogeneous reactions, were not included in this study.

The BC mass fraction that can be incorporated in cloud droplets depends on the size of the
BC cores, the amount of coating of secondary aerosol, and the environmental supersaturation.
In qualitative consistency with observational findings, our results show that fBC increases for larger
black carbon core sizes. However, the existence of coatings and the environmental supersaturation
introduces a large variability.

To determine the error in fBC when assuming internal mixture, we applied the framework
developed in [34], and related the mixing state index χ [1] to the error Δ fBC. The error Δ fBC depended
on both environmental supersaturation and χ. In general, for a given χ value, Δ fBC was smaller at
higher supersaturation. As χ increased, Δ fBC decreased more quickly for higher supersaturations.

As aerosol populations become increasingly internally mixed, Δ fBC decreases. For example,
for more externally mixed populations (χ < 20%), fBC could be overestimated by more than 1000%
at supersaturations of 0.1%, while for χ > 75%, Δ fBC is below 100% for the range of supersaturations
(from 0.02% to 1%) investigated here.

Since nucleation-scavenging is the principal process for removing BC-containing aerosols [19,20],
capturing the evolution of BC aerosol mixing state in models is essential for determining the
atmospheric lifetime, burden, vertical profile, and long-range transport of BC-containing aerosols
in the atmosphere. In this regard, recent advancements in modeling aerosol mixing state could
improve the understanding of the vertical variation of BC mixing state and the associated wet
deposition process [48]. Meanwhile, measurements of vertical profiles of BC-containing aerosols
would be valuable in evaluating regional and global models’ simulated BC spatial distributions [49].
Accounting for aerosol mixing state in evaluating the spatial and temporal distribution of
BC-containing aerosols would be a benefit, if not a strict prerequisite, to further constrain the radiative
forcing uncertainty of BC-containing aerosols in future studies.

Supplementary Materials: The following are available online at www.mdpi.com/2073-4433/9/1/17/s1,
Figure S1: Size-resolved nucleation-scavenged BC number fraction, as a function of black carbon core diameter,
at four selected supersaturation values; Figure S2: Nucleation-scavenged BC number fraction for selected
size ranges as a function of supersaturation; Figure S3: BC mass size distributions as a function of BC core
diameter for the nucleation-scavenged BC-containing particles, and for all BC-containing particles for selected
supersaturations; Figure S4: Absolute value of the error in black carbon nucleation-scavenged mass fraction,
|Δ fBC| with size-resolved composition-averaged aerosol populations and for composition-averaging of the entire
population, at four selected supersaturation values as a function of mixing state index χ; Figure S5: Total
nucleation-scavenged BC number fraction, f N

BC, as a function of aerosol mixing state index χ, at four selected
supersaturation values; Figure S6: Error in total nucleation-scavenged BC number fraction, Δ f N

BC, as a function of
aerosol mixing state index χ, at four selected supersaturation values.

Acknowledgments: Joseph Ching’s research was supported by the Environmental Research and Technology
Development Fund (5-1605) of the Environmental Restoration and Conservation Agency (ERCA), Japan. Matthew
West acknowledges an National Science Foundation Civil, Mechanical and Manufacturing Innovation (NSF
CMMI) CAREER grant 1150490 and Department of Energy, Atmospheric System Research (DOE ASR) grant
DE-SC0011771. Nicole Riemer was supported by an National Science Foundation, Atmospheric and Geospace
Sciences NSF AGS CAREER grant 1254428.

Author Contributions: J.C., M.W., and N.R. designed the experiments, analyzed the model results, and wrote the
paper. J.C. performed the model simulations.

183



Atmosphere 2018, 9, 17

Conflicts of Interest: The authors declare no conflict of interest. The funding sponsors had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the
decision to publish the results.

References

1. Riemer, N.; West, M. Quantifying aerosol mixing state with entropy and diversity measures.
Atmos. Chem. Phys. 2013, 13, 11423–11439.

2. Pöschl, U. Atmospheric Aerosols: Ccomposition, Transformation, Climate and Health Effects. Angew. Chem.
Int. Ed. 2005, 44, 7520–7540.

3. Hansen, A.D.; Bodhaine, B.A.; Dutton, E.G.; Schnell, R.C. Aerosol black carbon measurement at the South
Pole: Initial results 1986–1987. Geophys. Res. Lett. 1988, 15, 1193–1196.

4. Hansen, J.; Nazarenko, L. Soot climate forcing via snow and ice albedos. PNAS 2004, 101, 423–428.
5. Bond, T.C.; Doherty, S.J.; Fahey, D.W.; Forester, P.M.; Berntsen, T.; DeAngelo, B.J.; Flanner, M.G.; Ghan, S.;

Kärcher, B.; Koch, D.; et al. Bounding the role of black carbon in the climate system: A scientific assessment.
J. Geophys. Res. 2013, 118, 5380–5552.

6. Hansen, J.; Sato, M.; Ruedy, R. Radiative forcing and climate response. J. Geophys. Res. Atmos. 1997,
102, 6831–6864.

7. Ackerman, A.S.; Toon, O.B.; Stevens, D.E.; Heymsfield, A.J.; Ramanathan, V.; Welton, E.J. Reduction of
tropical cloudiness by soot. Science 2000, 288, 1042–1047.

8. Koch, D.; Schulz, M.; Kinne, S.; McNaughton, C.; Spackman, J.R.; Balkanski, Y.; Bauer, S.; Berntsen, T.; Bond,
T.C.; Boucher, O.; et al. Evaluation of black carbon estimations in global aerosol models. Atmos. Chem. Phys.
2009, 9, 9001–9026.

9. Koch, D.; Genio, A.D.D. Black carbon semi-direct effects on cloud cover: Review and synthesis.
Atmos. Chem. Phys. 2010, 10, 7685–7696.

10. Chylek, P.; Hallett, J. Enhanced absorption of solar radiation by cloud droplets containing soot particles in
their surface. Q. J. R. Meteorol. Soc. 1992, 118, 167–172.

11. Wendisch, M.; Mertens, S.; Ruggaber, A.; Nakajima, T. Vertical profiles of aerosol and radiation and the
influence of a temperature inversion: Measurements and radiative transfer calculations. J. Appl. Meteorol.
1996, 35, 1703–1715.

12. Flanner, M.G.; Zender, C.S.; Randerson, J.T.; Rasch, P.J. Present day climate forcing and response from
black carbon in snow. J. Geophys. Res. 2007, 112, doi:10.1029/2006JD008003.

13. Samset, B.H.; Myhre, G.; Herber, A.; Kondo, Y.; Li, S.M.; Moteki, N.; Koike, M.; Oshima, N.; Schwarz, J.P.;
Balkanski, Y.; et al. Modelled black carbon radiative forcing and atmospheric lifetime in AeroCom Phase II
constrained by aircraft observations. Atmos. Chem. Phys. 2014, 14, 12465–12477.

14. Wilcox, E.M.; Thomas, R.M.; Praveen, P.S.; Pistone, K.; Bender, F.A.M.; Ramanathan, V. Black carbon solar
absorption suppresses turbulence in the atmospheric boundary layer. Proc. Natl. Acad. Sci. USA 2015,
113, 11794 –11799.

15. Ding, A.; Huang, X.; Nie, W.; Sun, J.; Kerminen, V.M.; Petäjä, T.; Su, H.; Cheng, Y.; Yang, X.Q.;
Wang, M.; et al. Enhanced haze pollution by black carbon in megacities in China. Geophys. Res. Lett. 2016,
43, 2873–2879.

16. Chen, W.; Lee, Y.H.; Adams, P.J.; Nenes, A.; Seinfeld, J.H. Will black carbon mitigation dampen aerosol
indirect forcing? Geophys. Res. Lett. 2010, 37, L09801, doi:10.1029/2010GL042886.

17. Bond, T.C.; Sun, H. Can reducing black carbon emissions counteract global warming ? Environ. Sci. Technol.
2005, 39, 5921–5926.

18. Jacobson, M.Z. Short-term effects of controlling fossil-fuel soot, biofuel soot and gases, and methane on
climate, Arctic ice, and air pollution health. J. Geophys. Res. 2010, 115, doi:10.1029/2009JD013795.

19. Ohata, S.; Moteki, N.; Mori, T.; Koike, M.; Kondo, Y. A key process controlling the wet removal of aerosols:
New observational evidence. Sci. Rep. 2016, 6, 34113, doi:10.1038/srep34113.

20. Schroder, J.C.; Hanna, S.J.; Modini, R.L.; Corrigan, A.L.; Kreidenwies, S.M.; Macdonald, A.M.; Noone, K.J.;
Russell, L.M.; Leaitch, W.R.; Bertram, A.K. Size-resolved observations of refractory black carbon particles
in cloud droplets at a marine boundary layer site. Atmos. Chem. Phys. 2015, 15, 1367–1383.

184



Atmosphere 2018, 9, 17

21. Weingartner, E.; Burtscher, H.; Baltensperger, H. Hygroscopic properties of carbon and diesel soot particles.
Atmos. Environ. 1997, 31, 2311–2327.

22. Hitzenberger, R.; Berner, A.; Giebl, H.; Drobesch, K.; Kasper-Giebl, A.; Loeflund, M.; Urban, H.;
Puxbaum, H. Black carbon (BC) in alpine aerosols and cloud water—Concentrations and scavenging
efficiencies. Atmos. Environ. 2001, 35, 5135–5141.

23. Cozic, J.; Verheggen, B.; Mertes, S.; Connolly, P.; Bower, K.; Petzold, A.; Baltensperger, U.; Weingartner, E.
Scavenging of black carbon in mixed phase clouds at the high alpine site Jungfraujoch. Atmos. Chem. Phys.
2007, 7, 1797–1807.

24. Hallberg, A.; Ogren, J.; Noone, K.; Heintzenberg, J.; Berner, A.; Solly, I.; Kruisz, C.; Reischl, G.; Fuzzi, S.;
Facchini, M.; et al. Phase partitioning for different aerosol species in fog. Tellus B 1992, 44, 545–555.

25. Hallberg, A.; Noone, K.; Ogren, J.; Svenningsson, I.; Flossmann, A.; Wiedensohler, A.; Hansson, H.C.;
Heintzenberg, J.; Anderson, T.; Arends, B.; et al. Phase partitioning of aerosol particles in clouds at Kleiner
Feldberg. J. Atmos. Chem. 1994, 19, 107–127.

26. Sellegri, K.; Laj, P.; Dupuy, R.; Legrand, M.; Preunkert, S.; Putaud, J.P. Size-dependent scavenging
efficiencies of multicomponent atmospheric aerosols in clouds. J. Geophys. Res. Atmos. 2003, 108,
doi:10.1029/2002JD002749.

27. Kasper-Giebl, A.; Koch, A.; Hitzenberger, R.; Puxbaum, H. Scavenging efficiency of ‘aerosol carbon’ and
sulfate in supercooled clouds at Mt. Sonnblick (3106 m asl, Austria). J. Atmos. Chem. 2000, 35, 33–46.

28. Gieray, R.; Wieser, P.; Engelhardt, T.; Swietlicki, E.; Hansson, H.C.; Mentes, B.; Orsini, D.; Martinsson, B.;
Svenningsson, B.; Noone, K.; et al. Phase partitioning of aerosol constituents in cloud based on
single-particle and bulk analysis. Atmos. Environ. 1997, 31, 2491–2502.

29. Hitzenberger, R.; Berner, A.; Kromp, R.; Kasper-Giebl, A.; Limbeck, A.; Tscherwenka, W.; Puxbaum, H.
Black carbon and other species at a high-elevation European site (Mount Sonnblick, 3106 m, Austria):
Concentrations and scavenging efficiencies. J. Geophys. Res. Atmos. 2000, 105, 24637–24645.

30. Heintzenberg, J.; Leck, C. Seasonal variation of the atmospheric aerosol near the top of the marine boundary
layer over Spitsbergen related to the Arctic sulphur cycle. Tellus B Chem. Phys. Meteorol. 1994, 46, 52–67.

31. Winkler, P. The growth of atmosphierc aerosol particles as a function of the relative humidity—II. an
improved concept of mixed nuclei. Aerosol Sci. 1973, 4, 373–387.

32. Ching, J.; Riemer, N.; West, M. Impacts of black carbon mixing state on black carbon nucleation scavenging:
Insights from a particle-resolved model. J. Geophys. Res. Atmos. 2012, 117, doi:10.1029/2012JD018269.

33. Ching, J.; Riemer, N.; West, M. Impacts of black carbon particles mixing state on cloud microphysical
properties: Sensitivity to environmental conditions. J. Geophys. Res. Atmos. 2016, 121, 5990–6013.

34. Ching, J.; Fast, J.; West, M.; Riemer, N. Metrics to quantify the importance of mixing state for CCN activity.
Atmos. Chem. Phys. 2017, 17, 7445–7458.

35. Riemer, N.; West, M.; Zaveri, R.; Easter, R. Simulating the evolution of soot mixing state with a
particle-resolved aerosol model. J. Geophys. Res. Atmos. 2009, 114, D09202, doi:10.1029/2008JD011073.

36. Zaveri, R.A.; Easter, R.C.; Fast, J.D.; Peters, L.K. Model for Simulating Aerosol Interactions and Chemistry
(MOSAIC). J. Geophys. Res. Atmos. 2008, 113, D13204, doi:10.1029/2007JD008782.

37. Zaveri, R.A.; Peters, L.K. A new lumped structure photochemical mechanism for large-scale applications.
J. Geophys. Res. Atmos. 1999, 104, 30387–30415.

38. Schell, B.; Ackermann, I.J.; Binkowski, F.S.; Ebel, A. Modeling the formation of secondary organic aerosol
within a comprehensive air quality model system. J. Geophys. Res. 2001, 106, 28275–28293.

39. Zaveri, R.; Barnard, J.; Easter, R.; Riemer, N.; West, M. Particle-resolved simulation of aerosol size,
composition, mixing state, and the associated optical and cloud condensation nuclei activation properties
in an evolving urban plume. J. Geophys. Res. Atmos. 2010, 115, D17210, doi:10.1029/2009JD013616.

40. Kaiser, J.; Hendricks, J.; Righi, M.; Riemer, N.; Zaveri, R.A.; Metzger, S.; Aquila, V. The MESSy aerosol
submodel MADE3 (v2. 0b): Description and a box model test. Geosci. Model Dev. 2014, 7, 1137–1157.

41. Fierce, L.; Bond, T.C.; Bauer, S.E.; Mena, F.; Riemer, N. Black carbon absorption at the global scale is affected
by particle-scale diversity in composition. Nat. Commun. 2016, 7, 12361, doi:10.1038/ncomms12361.

42. Fierce, L.; Riemer, N.; Bond, T.C. Toward reduced representation of mixing state for simulating aerosol
effects on climate. Bull. Am. Meteorol. Soc. 2017, 98, 971–980.

43. Tian, J.; Brem, B.; West, M.; Bond, T.; Rood, M.; Riemer, N. Simulating aerosol chamber experiments with
the particle-resolved aerosol model PartMC. Aerosol Sci. Technol. 2017, 51, 856–867.

185



Atmosphere 2018, 9, 17

44. Riemer, N.; West, M.; Zaveri, R.; Easter, R. Estimating black carbon aging time-scales with a
particle-resolved aerosol model. J. Aerosol Sci. 2010, 41, 143–158.

45. Fierce, L.; Riemer, N.; Bond, T.C. Explaining variance in black carbon’s aging timescale. Atmos. Chem. Phys.
2015, 15, 3173–3191.

46. United States Environmental Protection Agency. Report to Congress on Black Carbon; Technical Report
EPA-450/R-12-001; United States Environmental Protection Agency: Washington, DC, USA, 2012.

47. Petters, M.D.; Kreidenweis, S.M. A single parameter representation of hygroscopic growth and cloud
condensation nucleus activity. Atmos. Chem. Phys. 2007, 7, 1961–1971.

48. Curtis, J.H.; Riemer, N.; West, M. A single-column particle-resolved model for simulating the vertical
distribution of aerosol mixing state: WRF-PartMC-MOSAIC-SCM v1.0. Geosci. Model Dev. 2017, 10,
4057–4079.

49. Oshima, N.; Kondo, Y.; Moteki, N.; Takegawa, N.; Koike, M.; Kita, K.; Matsui, H.; Kajino, M.; Nakamura, H.;
Jung, J.; et al. Wet removal of black carbon in Asian outflow: Aerosol Radiative Forcing in East Asia
(A-FORCE) aircraft campaign. J. Geophys. Res. 2012, 117, doi:10.1029/2011JD016552.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

186



atmosphere

Article

Machine Learning to Predict the Global Distribution
of Aerosol Mixing State Metrics

Michael Hughes 1, John K. Kodros 2, Jeffrey R. Pierce 2, Matthew West 3 and Nicole Riemer 1,*

1 Department of Atmospheric Sciences, University of Illinois at Urbana-Champaign, Urbana, IL 61801, USA;
hughes18@illinois.edu

2 Department of Atmospheric Sciences, Colorado State University, Fort Collins, CO 80523, USA;
jkodros@atmos.colostate.edu (J.K.K.); jeffrey.pierce@colostate.edu (J.R.P.)

3 Department of Mechanical Science and Engineering, University of Illinois at Urbana-Champaign, Urbana,
IL 61801, USA; mwest@illinois.edu

* Correspondence: nriemer@illinois.edu

Received: 20 November 2017; Accepted: 5 January 2018; Published: 9 January 2018

Abstract: Atmospheric aerosols are evolving mixtures of chemical species. In global climate models
(GCMs), this “aerosol mixing state” is represented in a highly simplified manner. This can introduce
errors in the estimates of climate-relevant aerosol properties, such as the concentration of cloud
condensation nuclei. The goal for this study is to determine a global spatial distribution of aerosol
mixing state with respect to hygroscopicity, as quantified by the mixing state metric χ. In this way,
areas can be identified where the external or internal mixture assumption is more appropriate.
We used the output of a large ensemble of particle-resolved box model simulations in conjunction
with machine learning techniques to train a model of the mixing state metric χ. This lower-order
model for χ uses as inputs only variables known to GCMs, enabling us to create a global map of χ

based on GCM data. We found that χ varied between 20% and nearly 100%, and we quantified how
this depended on particle diameter, location, and time of the year. This framework demonstrates
how machine learning can be applied to bridge the gap between detailed process modeling and
a large-scale climate model.

Keywords: aerosol modeling; mixing state; machine learning

1. Introduction

Field measurements show that individual aerosol particles are a complex mixture of a wide
variety of species, such as soluble inorganic salts and acids, insoluble crustal materials, trace metals,
and carbonaceous materials [1,2]. To characterize this mixture, the term “aerosol mixing state” is
frequently used. This, in general, comprises both the distribution of chemical compounds across the
aerosol population (“population mixing state”) and the distribution of chemical compounds within
and on the surface of each particle (“morphological mixing state”).

Both the population mixing state and the morphological mixing state are of importance for aerosol
impacts, including chemical reactivity, cloud condensation nuclei (CCN) activity, and aerosol optical
properties [3]. However, the morphological mixing state is beyond the scope of this study. We will
focus here exclusively on the population mixing state, and refer to it for brevity as “mixing state”.
In this context, the terms “internal” and “external” mixture are frequently used. An external mixture
consists of particles that each contain only one species, which may be different for different particles.
In contrast, an internal mixture describes a particle population where different species are present within
one particle. If all particles consist of the same species mixture, and the relative abundances are identical,
the term “fully internal mixture” is commonly used. Considering that aerosol populations contain
particles of many different sizes, we can define these terms for the entire populations (comprising all
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particle sizes) or for individual size ranges. An aerosol population might be approximately internally
mixed for a certain size range, but the internal mixture assumption might not be fulfilled if a large
size range is considered. While mixing state can impact both CCN properties and optical properties,
here we target CCN properties, and interprete aerosol “species” in terms of hygroscopicity.

An example of an external mixture is shown in Figure 1a, which represents a particle population
consisting of six particles, with the blue and the red color symbolizing two different aerosol species with
different hygroscopicities. A fully internal mixture is shown in Figure 1d. In reality, aerosol populations
assume mixing states that are neither fully externally nor internally mixed, as depicted by Figure 1b,c.
Note that each of the four populations in Figure 1 contains the same total amounts of the two species,
but the species distribution amongst the particles differs.

χ

Figure 1. Schematic of aerosol mixing states for four different aerosol populations that have the same
bulk composition. The blue and red color represent aerosol species with different hygroscopicity:
(a) fully external mixture; (b,c) intermediate mixing states; and (d) internal mixture. The mixing state
metric χ measures the degree of internal mixing, ranging from 0% to 100%.

Aerosol mixing state is challenging to represent in atmospheric aerosol models. The most
rigorous approach is the particle-resolved approach by Riemer et al. [4], which explicitly resolves
population mixing state. However, this method is too computationally demanding for routine use
in spatially-resolved regional or global chemical transport models. Instead of resolving the full
aerosol mixing state, regional and global models therefore use distribution-based methods, commonly
known as modal and sectional models [5–7]. An inherent assumptions of these methods is that
within one mode or within one size section, the aerosol particles are assumed to be internally
mixed. This assumption can lead to misprediction in climate-relevant aerosol properties such as
CCN concentrations and optical properties [8–12].

To illustrate this concept, Figure 2 shows the global distribution of the fraction of hygroscopic
species (sulfate, ammonium, sea-salt, and aged organics) as simulated by GEOS-Chem-TOMAS for the
month of January 2010 for particles of ∼358 nm. For areas where this fraction is close to 100% (oceans)
or close to 0% (parts of the Saharan desert), the aerosol consists essentially of only hygroscopic or only
non-hygroscopic species, respectively, so mixing state is not an issue in these areas. However, there are
many regions such as the continental US or Europe where the fraction is between the two extremes.
For these regions, the question is, given the local conditions, what degree of internal/external mixing is
most likely? Our approach seeks to answer this question for different particle sizes, different geographic
locations, and different seasons.

To quantify the degree of internal/external mixture Riemer and West [13] introduced the mixing
state index χ. This is a scalar quantity that varies between 0% for completely external mixtures and 100%
for completely internal mixtures, as indicated by Figure 1. It can be calculated from per-particle species
mass fractions (see Section 2.1), which requires either simulations with computationally expensive,
high-detail aerosol models [13,14] or observations with a sophisticated suite of instruments [15,16].
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Figure 2. Global distribution of fraction of hygroscopic species as simulated by GEOS-Chem-TOMAS
for the month of January for particles of ∼358 nm.

Ching et al. [14] quantified the relationship of mixing state index χ and the error in CCN
concentrations when neglecting mixing state information by assuming a fully internal mixture.
The study shows that for more externally mixed populations (χ below 20%) neglecting mixing state
leads to errors up to 150%, whereas for populations with χ larger than 75%, the error vanishes (Figure 3).
To establish this relationship, Ching et al. [14] used particle-resolved simulations from a 0-D box model
scenario library that represented a suite of idealized urban plume scenarios. Thus far, no studies
have calculated spatial distributions of the mixing state parameter. This, however, is important for
understanding where global models may need to take mixing state into account.
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Figure 3. Relative error in CCN concentration when neglecting aerosol mixing state as a function
of aerosol mixing state index χ. Each dot represents an aerosol population from Ching et al. [14].
CCN concentration was evaluated at a supersaturation of 0.6%.

The goal of this study is therefore to produce the first global distribution of mixing state
parameter χ. This will allow us to map out areas on the globe where low χ values can be
expected—these are the areas where we expect large errors in CCN prediction when using a simplified
aerosol model that does not or not fully resolve aerosol mixing state. Conversely, it is informative to
delineate areas where the mixing state approaches an internal mixture, as for these areas assuming an
internal mixture would be appropriate for CCN predictions.

As mentioned before, it is currently not feasible to directly run a particle-resolved aerosol model
on a global scale, which would be needed to create a global map of χ directly. We therefore propose an
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approach that combines particle-resolved modeling and output from a global chemical transport model
with machine learning techniques, as outlined in Figure 4. This involves the construction of a scenario
library of particle-resolved simulations using the PartMC-MOSAIC, which cover a wide range of
conditions that are expected to be encountered in different environments around the globe. This dataset
is then used to train a model of χ using machine learning techniques. Importantly, the features of
this model are dictated by the list of variables that are known to the global scale model, in our case
GEOS-Chem-TOMAS [17,18].

Figure 4. Schematic of the learning architecture used to train, test, and use the machine-learning model.

Many examples exist in the aerosol modeling literature where parameters for coarser models
were derived on the basis of box model simulations that capture certain microphysical processes in
detail [19]. However, the choice of the explanatory variables (features) and the fitting of the coarse
model were typically done “by hand”. This approach works well if the relevant parameter space is
low-dimensional so that a few features can be identified that govern a certain process. In our case,
there are many relevant variables that could potentially influence χ, hence machine learning methods
represent an appropriate tool.

The remainder of the paper is structured as follows: Section 2 describes the tools and methods
that are used this study, including the mixing state metric χ, the particle-resolved aerosol model
PartMC-MOSAIC, the dataset from the global model GEOS-Chem-TOMAS, the simulations that yield
the training and testing dataset, and the machine learning methods. Section 3 presents the global maps
of mixing state parameter χ as obtained from the machine learning procedure. Section 4 concludes our
results and provides a perspective for future work.

2. Methods

2.1. Mixing State Metric χ

We quantified aerosol mixing state with the framework discribed in Riemer and West [13],
specifically using the mixing state metric χ. This was inspired by diversity metrics used in other
disciplines such as ecology [20], economics [21], neuroscience [22], and genetics [23].
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Given a population of N aerosol particles, each consisting of some amounts of A distinct aerosol
species, the mixing state metrics can be determined if the masses of species a in particle i are known,
denoted by μa

i , for i = 1, . . . , N, and a = 1, . . . , A. From this quantity, all other related quantities can be
calculated, as described by Riemer and West [13] and here listed in Table 1. The diversity metrics can
then be constructed as summarized in Table 2.

Table 1. Aerosol mass and mass fraction definitions and notation, used to construct the diversity
metrics shown in Table 2. The number of particles in the population is N, and the number of species is
A. This table is taken from Riemer and West [13].

Quantity Meaning

μa
i Mass of species a in particle i

μi =
A

∑
a=1

μa
i Total mass of particle i

μa =
N

∑
i=1

μa
i Total mass of species a in population

μ =
N

∑
i=1

μi Total mass of population

pa
i =

μa
i

μi
Mass fraction of species a in particle i

pi =
μi
μ

Mass fraction of particle i in population

pa =
μa

μ
Mass fraction of species a in population

Table 2. Definitions of aerosol mixing entropies, particle diversities, and mixing state index. In these
definitions, we take 0 ln 0 = 0 and 00 = 1. This table is taken from Riemer and West [13].

Quantity Name Units Range Meaning

Hi =
A

∑
a=1

−pa
i ln pa

i Mixing entropy of
particle i

— 0 to ln A Shannon entropy of species
distribution within particle i

Hα =
N

∑
i=1

pi Hi Average particle
mixing entropy

— 0 to ln A average Shannon entropy
per particle

Hγ =
A

∑
a=1

−pa ln pa Population bulk
mixing entropy

— 0 to ln A Shannon entropy of species
distribution within
population

Di = eHi =
A

∏
a=1

(pa
i )

−pa
i Particle diversity of

particle i
Effective species 1 to A Effective number of species

in particle i

Dα = eHα =
N

∏
i=1

(Di)
pi Average particle

(alpha) species
diversity

Effective species 1 to A Average effective number of
species in each particle

Dγ = eHγ =
A

∏
a=1

(pa)−pa
Bulk population
(gamma) species
diversity

Effective species 1 to A
Effective number of species
in the bulk

χ =
Dα − 1
Dγ − 1

Mixing state index — 0% to 100%

Degree to which population
is externally mixed (χ = 0%)
versus internally mixed
(χ = 100%)

Based on the per-particle mass fractions, the particle diversity Di can be calculated, which can
be interpreted as the number of “effective species” of particle i. For a particle consisting of A species,
the particle diversity Di can be maximally A, which occurs when all A species are present in equal
mass fractions. From the Di values of all particles, we can determine the population-level quantities
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Dα and Dγ, with Dα being the average effective number of species in each particle, and Dγ being the
effective number of species in the bulk. The mixing state index χ is defined as

χ =
Dα − 1
Dγ − 1

. (1)

The mixing state index χ varies from 0% (a fully externally mixed population) to 100% (a fully
internally mixed population). Since χ has the intuitive interpretation of the “degree of internal mixing”,
it can be used as a metric for error quantification, i.e., to determine the magnitude of error that is
introduced in estimating aerosol impacts when neglecting mixing state information. This was shown
by Ching et al. [14] for the example of CCN concentration, as illustrated in Figure 3.

The definition of “species” for calculating the mass fractions depends on the application. It can
refer to individual chemical species, as in the studies by Riemer and West [13], Healy et al. [15],
O’Brien et al. [16], Giorio et al. [24], and Fraund et al. [25]. Alternatively, it can refer to species
groups, as in Dickau et al. [26] who quantified mixing state with respect to volatile and non-volatile
components. Since we are concerned with CCN properties in this paper, we will group the chemical
model species according to hygroscopicity, defining two species groups. Black carbon (BC), primary
organic aerosol (POA), and freshly emitted mineral dust are combined into one surrogate species, since
their hygroscopicities are very low. All other model species (inorganic and secondary organic aerosol
species) are combined into a second surrogate species. The mixing state index χ is calculated from
these two surrogate species. Note that calculating χ based on the two surrogate species does not bias
the value of χ in a systematic way compared to the value based on the individual chemical species.
A χ value close to 0% can be interpreted as the hygroscopic and non-hygroscopic species existing in
different particles, whereas a χ value close to 100% would correspond to an aerosol population where
all particles contain the same amount of hygroscopic and non-hygroscopic species.

2.2. Particle-Resolved Aerosol Modeling

A detailed model description of stochastic particle-resolved aerosol model PartMC-MOSAIC
is provided by Riemer et al. [4]. In summary, PartMC (Particle-resolved Monte Carlo) is a
zero-dimensional aerosol model, which explicitly tracks the composition of many individual
particles within a well-mixed computational volume. This computational volume is assumed to
be representative for a much larger air parcel within the planetary boundary layer. The processes of
emission, dilution with the background, and Brownian coagulation are simulated with a stochastic
Monte Carlo approach. To improve efficiency of the method, we use weighted particles in the sense of
DeVille et al. [27] and efficient stochastic sampling methods [28].

PartMC is coupled with the aerosol chemistry model MOSAIC (Model for Simulating Aerosol
Interactions and Chemistry) [29]. This includes the gas phase photochemical mechanism CBM-Z [30],
the Multicomponent Taylor Expansion Method (MTEM) for estimating activity coefficients of
electrolytes and ions in aqueous solutions [31], the multi-component equilibrium solver for aerosols
(MESA) for solid–liquid partitioning within particles [32] and the adaptive step time-split Euler method
(ASTEM) for dynamic gas–particle partitioning over the size- and composition-resolved aerosol [29].
To simulate secondary organic aerosol (SOA) the SORGAM scheme is used [33]. The CBM-Z gas
phase mechanism includes 77 gas species. MOSAIC treats key aerosol species including sulfate
(SO4), nitrate (NO3), ammonium (NH4), chloride (Cl), carbonate (CO3), methanesulfonic acid (MSA),
sodium (Na), calcium (Ca), other inorganic mass (OIN), BC, POA, and SOA. The model species OIN
represents species such as SiO2, metal oxides, and other unmeasured or unknown inorganic species.
Our SOA model species include reaction products of aromatic precursors, higher alkenes, α-pinene
and limonene. In this study, PartMC includes condensation/evaporation of vapors to/from particles
and coagulation between particles. It does not included nucleation in this study, and the limitations on
our results will be discussed throughout.
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PartMC-MOSAIC has been used in the past for process studies of mixing state impacts on
aerosol properties in various environments. For example, Tian et al. [34] investigated the aging of
aerosol particles in a ship plume. Ching et al. [12] quantified the response of cloud droplet number
concentration to changes in emissions of black-carbon-containing particles, and Mena et al. [35] carried
out plume-exit modeling to determine cloud condensation nuclei activity of aerosols from residential
biofuel combustion.

2.3. GEOS-Chem-TOMAS Dataset

To provide initial concentrations of gas-phase and size-resolved aerosol-phase species in a
large-scale global model, we use the Goddard Earth Observing System chemical-transport model,
GEOS-Chem, version 10.01 [36] (http://acmg.seas.harvard.edu/geos/) coupled with the TwO Moment
Aerosol Sectional (TOMAS) microphysics scheme [17]. We simulated the year 2010 with re-analysis
meteorology fields from GEOS5 (http://gmao.gsfc.nasa.gov). Simulations included a horizontal
resolution of 2◦ × 2.5◦ and 47 vertical layers. GEOS-Chem includes tracers for 52 gas-phase species.
Standard emission setup is described in the study by Kodros et al. [18]. We used the 15-bin version of
TOMAS, with size sections ranging from approximately 3 nm to 10 μm. TOMAS includes tracers for
aerosol number concentration, sulfate, organic aerosol, black carbon, sea salt, and dust. Nucleation
in the simulations follows a ternary nucleation scheme involving water, sulfuric acid, and ammonia
following the parameterization of Napari et al. [37], scaled with a global tuning factor of 10–5 [38,39].
When ammonia mixing ratios are less than 1 pptv, the model defaults to a binary nucleation scheme
(sulfuric acid and water) [40]. Detailed descriptions of aerosol microphysics included in TOMAS can
be found in Adams and Seinfeld [17], Lee et al. [41], and Lee and Adams [42]. GEOS-Chem-TOMAS
has been evaluated against observed aerosol size distributions [43,44].

2.4. Design of the Training and the Testing Scenarios

At the core of the machine learning framework is the design of a scenario library of particle-resolved
simulations to create a large number of aerosol populations with different compositions and different
mixing states. Scenario libraries that we developed in previous work [10,12,45] focused on urban
environments, and in particular on the aging process of carbonaceous aerosol by coagulation and
condensation of secondary aerosol. Here, we expanded the list of aerosol types by including sea salt
aerosol and dust emissions.

We did not include the process of particle nucleation in this set of training simulations because
there are still significant uncertainties about the treatment of particle-level post-nucleation growth
mechanisms [46]. The lack of nucleation in our training library can be expected to introduce errors
into our global mixing state predictions in the smaller size bins where particles may be influenced by
nucleation and growth. In particular, we expect that true χ values in the Aitken and accumulation
modes will generally be lower than our predicted values in areas with pre-existing non-hygroscopic
particles (e.g., from combustion) where significant nucleation occurs because freshly nucleated particles
will then create a more-externally mixed population.

All scenarios used a simulation time of 24 h, starting at 6:00 a.m. local time, with output
being saved every 10 min. We used 10,000 computational particles for each simulation. The initial
conditions for aerosol and gas phase were the same for all scenarios and are identical to Zaveri et al. [8].
Specifically, the aerosol initial condition consisted of Aitken and Accumulation mode with internally
mixed ammonium sulfate, secondary organic aerosol, and trace amounts of black carbon, as listed
in Table 3. Although the initial conditions were fixed in these scenarios, these particles generally
evolved substantially over the course of the simulations. However, we cannot rule out that this choice
influenced our results, and we will address this in future work by introducing more variability to the
design of the initial condition.
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Table 3. Number concentration, Na, of the initial aerosol population. The aerosol size distributions are
assumed to be lognormal and defined by the geometric mean diameter, Dg, and the geometric standard
deviation, σg.

Initial/Background Na/cm−3 Dg/μm σg Composition by Mass

Aitken mode 1800 0.02 1.45 49.64% (NH4)2SO4 + 49.64% SOA + 0.72% BC
Accumulation mode 1500 0.116 1.65 49.64% (NH4)2SO4 + 49.64% SOA + 0.72% BC

Twenty-five input parameters were varied between scenarios to represent a range of
environmental conditions with different levels of gas phase emissions and emissions of primary aerosol
particles to allow for large variations in the mixing state evolution. Latin hypercube sampling [47]
was used to provide an efficient sampling across this high-dimensional space. The details of our setup
are listed in Table 4. The input parameter space was sampled so that the resulting distributions of
simulated variables, such as gas phase and bulk aerosol concentrations, were similar to that of the
corresponding distribution in the output data of GEOS-Chem-TOMAS. The distributions need not be
identical, but they must be similar enough that the model that is trained from the PartMC library is
not required to extrapolate far outside the parameter range on which it was trained.

Table 4. List of input parameters and their sampling ranges and procedures to construct the scenario
library. See the main text for details.

Range Sampling Method

Environmental Variable
RH 10–100% uniform within

specified ranges (1)

Latitude 70◦ S–70◦ N uniform
Day of Year 1–365 uniform
Temperature based on latitude and day of year (2) uniform
Dilution rate 1.5 × 10−5 s−1 constant

Mixing height 400 m constant

Gas phase emissions

SO2, NOx, NH3, VOC 0–100% of emissions in Riemer et al. [4] non-uniform (3)

Carbonaceous Aerosol Emissions (one mode) (4)

Dg 25–250 nm uniform
σg 1.4–2.5 uniform

BC/OC mass ratio 0–100% non-uniform (3)

Ea 0–1.6 × 107 m−2 s−1 non-uniform (3)

Sea Salt Emissions (two modes) (5)

Dg,1 180–720 nm uniform
σg,1 1.4–2.5 uniform
Ea,1 0–1.69 × 105 m−2 s−1 non-uniform (3)

Dg,2 1–6 μm uniform
σg,2 1.4–2.5 uniform
Ea,2 0–2380 m−2 s−1 non-uniform (3)

OC fraction 0–20% uniform

Dust Emissions (two modes) (6)

Dg,1 80–320 nm uniform
σg,1 1.4–2.5 uniform
Ea,1 0–586,000 m−2 s−1 non-uniform (3)

Dg,2 1–6 μm uniform
σg,2 1.4–2.5 uniform
Ea,2 0–2380 m−2 s−1 non-uniform (3)

hygroscopicity (κ) 0.001–0.031 uniform
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Specific information about the individual variables listed in Table 4 is as follows. (1) Relative
humidity was sampled from a range of 10% to 100%, using two uniform distributions: The range
10% to 60% comprised 25% of the sampled RH values, while the range 60% to 100% made up the
remaining 75%. The 60%-to-100% range was sampled more heavily because the global average RH is
73% [48]. (2) We obtained monthly global temperatures from the NCEP/NCAR reanalysis data [48]
for the years 1981–2010. For each latitude φ and month m, we determined the mean temperature
T̄(φ, m) and the standard deviation σ(φ, m), taken over all longitudes and all 30 years in the dataset.
The temperature was then uniformly sampled from a range of T̄(φ, m) ± 3σ(φ, m), if 3σ > 8 K,
or T̄(φ, m)± 8 K otherwise. For simplicity, the sampled temperature was kept constant for the duration
of the 24-h simulation. (3) The emission fluxes of aerosol and gases were sampled from a non-uniform
distribution by multiplying the maximum emission rate with a random number between 0 and 1 raised
to the fourth power. This ensured that our sampling space was skewed towards the lower emission
rates, while still retaining some scenarios that represent highly polluted conditions. (4) The aerosol
distributions for the emitted carbonaceous particles were prescribed as log-normal, with geometric
mean diameter Dg and geometric standard deviation σg. (5) Sea salt particles were emitted wet rather
than dry. For composition, a simplified mixture of 53.89% Cl−, 38.56% Na+, and 7.55% SO2−

4 by mass
was, based on the mass ratio of Cl− to SO2−

4 of 7.15 in seawater ([49], p. 384) and adding enough Na+

to balance the charges. Additionally, because organic species are a substantial but variable component
of sea salt aerosols Vignati et al. [50], a variable amount OC is added, making up 0% to 20% of the
mass of the particles. One third of all scenarios had no sea salt emissions. (6) One third of all scenarios
had no dust emissions.

A total of 1000 scenarios were created in this fashion to make up the training library. Since we
are saving the output every 10 min of each 24-h simulations, this yields 144,000 particle populations
for our training dataset. For testing purposes, a second library of 240 scenarios (34,560 populations)
was created in the same manner to gauge the accuracy of the model, using the same distributions,
but with different combinations of parameters. This provides a check against overfitting, in which the
model that is learned has been fit to the stochastic noise in the training set, resulting in poor predictive
performance for any other data set.

2.5. Machine Learning as Applied to PartMC

Machine learning refers to a variety of algorithms that are used to identify and model patterns in
large datasets, and then use these models to make predictions. It has proven to be a diverse set of tools
in the atmospheric sciences. Past applications have included interpreting remote sensing data [51],
estimating uncertainty in aerosol optical depth data [52], prediction of aerosol-induced health
impacts [53], and forecasting solar radiation for energy generation [54].

Our model predicts χ in a single global-model grid cell, given inputs of the GEOS-Chem-TOMAS
variables in that grid cell. We present two variants of this model, one that predicts χ for the bulk
aerosol population, and one that predicts χ for each size bin of the global model. A total of 34 input
feature variables were used, including gas concentrations, aerosol mass concentrations, aerosol number
concentration, solar zenith angle, and latitude. Note that the mass concentrations of the different
aerosol species are not lumped into hygroscopic and non-hygroscopic species for this purpose, but are
used individually. MOSAIC species were mapped to TOMAS species when training the model. At each
horizontal location, we computed the average predicted χ over grid layers up to 840 mb.

We used gradient-boosted regression trees ([55], Chapter 10) as the machine-learning algorithm
for this study, because this is a well-understood algorithm that offers good predictive accuracy with
moderate computational cost and is able to perform automatic feature selection during training.
Gradient boosting methods [56,57] form a prediction model as a sequence of weak prediction models,
each of which fits the residual of the previous predictors in the sequence and thus serves to slightly
improve the overall prediction accuracy.

195



Atmosphere 2018, 9, 15

For gradient-boosted regression trees, the weak prediction models are regression trees
([55], Section 9.2.2), which predict an output value as a tree of decisions on input values. For example,
a single depth-2 regression tree for χ might have a first decision of “(latitude > 50◦)?”, and if this is
true it might have a second decision of “([SO2] < 30 ppb)?”, and if this is false then it outputs χ = 0.8.
A depth-n tree allows up to n-way interactions between feature variables.

We used the implementation of gradient-boosted regression trees from scikit-learn [58]. The model
was trained on the training data set and then its performance was evaluated on the testing data set
(see Section 2.4). We used a least-squares loss function and all of our gradient-boosted models
used 400 decision trees as submodels, as this was sufficient to obtain the best performance on
the testing data set. We tested different tree depths, as shown in Figure 5 (left). Similar to many
applications ([55], Chapter 10) we found that tree depths between 4 and 8 worked well, and we used
depth 8 for the final model used in the remainder of the paper to give good prediction accuracy with
reasonable computational speed.

The performance of our final model is shown in Figure 5 (right). In this figure, a perfect model
would be the red 1:1 line. Our model has R2 = 0.94 and a mean error of 1.67%. The maximum error
for any testing scenario is 13.02%.
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Figure 5. (Left) Mean error in the predicted χ values from the testing data set as a function of tree
depth for the gradient boosted regression tree model; and (Right) true χ values versus model-predicted
values for our final model (corresponding to depth 8 in the left panel).

3. Results

3.1. Predicting χ for the Bulk Aerosol Population

Using output from GEOS-Chem-TOMAS and the model for χ that was trained on particle-resolved
data, we can now produce global distributions of χ. Figure 6 shows examples of such distributions
using six-hourly output from GEOS-Chem-TOMAS and comparing two different dates, 06:00 UTC on
1 January 2010, and 1 June 2010. Note that χ was calculated based on the entire size range of aerosol
particles and hence if coarse-mode particles and fine-mode particles have different compositions, this
would result in a lower χ value (more externally mixed), even if the course and fine modes each had
higher χ values (more internally mixed). Because χ is a mass-weighted quantity, the χ values for all
sizes are dominated by the coarse mode mixing state.

We determined χ only for grid cells that contained between 5% and 95% hygroscopic
material, hence excluding areas where essentially only one surrogate species (either hygroscopic
or non-hygroscopic) was present. We see from Figure 6 that these excluded areas cover much of the
oceans, and much of the Sahara and other deserts. This exclusion is because it is meaningless to discuss
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the mixing state between hygroscopic and non-hygroscopic material when there is essentially only a
single type present.

30 40 50 60 70 80 90 100

Mixing state parameter χ / %

January, 0600 UTC June, 0600 UTC 

Figure 6. Global distribution of χ from the machine-learning model, at 06:00 UTC on January 1 (left),
and June 1 (right), 2010. The model used to predict χ here is trained on the PartMC output that includes
the entire particle population.

For both dates, the predicted χ varied from 30% to 97%. High χ values existed over industrial
source regions including East China, India, and the Eastern and Midwestern United States, with χ

approaching 100%. This result can be interpreted that in these regions non-hygroscopic (mainly freshly
emitted carbonaceous aerosol) and hygroscopic (mainly secondary) aerosol species are mixed together
within the same particle. This prediction is consistent with the fact that highly polluted areas have
extremely short aging timescales for carbonaceous emissions [9,59], and so—at least on the scale of the
grid resolution used here in GEOS-Chem-TOMAS—assuming an internal mixture of non-hygroscopic
and hygroscopic species is appropriate. However, we note that the nucleation is frequently observed
in many of these regions, and hence our training data that omitted nucleation may be overestimating
χ in some of these regions.

Plumes of aerosol with relatively high χ values of around 80% can also be seen to be transported
over the oceans in the outflow of continents, e.g., east of China. This was more prominent for 1 June
over the Northern Hemisphere, which is consistent with a larger availability of photochemically
produced secondary species that can condense on the originally non-hygroscopic carbonaceous
particles, thereby moving the population towards a more internal mixture.

3.2. Predicting χ for Individual Size Bins

Rather than including the entire PartMC particle populations for the machine-learning process,
we can also group the PartMC output according to particle size first, and then train a separate model
for χ for each individual size category. This altered the input feature variables for the model from bulk
aerosol mass concentrations and total number concentration to the mass aerosol mass concentrations
and number concentration within the size range.

Choosing the TOMAS size bins, we obtained results for the testing data set, as shown in Table 5.
The R2 values are generally lower than for the case without size resolution, which is expected since
for each size bin a smaller set of particles is available for learning the model. In fact, for size bins 1–6
(corresponding to dry diameters from ∼3–30 nm), the R2 value were very low, so that we only discuss
the results for size bins 7 and larger (dry diameters above ∼30 nm). In future work, we plan to refine
these results by increasing the particle samples in the smaller size bins.
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Table 5. Error statistics for prediction error in size-resolved χ.

Bin Number 7 8 9 10 11 12 13 14 15

Bin median diameter (nm) 56.3 89.4 142 225.3 357.7 567.8 901.4 2024 6424
R2 19.68% 65.31% 79.68% 87.63% 90.87% 89.45% 81.87% 70.94% 36.42%

Mean error 12.55% 9.13% 7.21% 5.99% 5.16% 5.51% 6.91% 8.64% 11.86%

Figure 7 shows the global maps of size-resolved χ, based on GEOS-Chem-TOMAS output fields
averaged for the months of January and July for size bin 8 (χ8, bin median diameter of ∼90 nm) and
size bin 14 (χ14, bin median diameter of ∼2 μm). Other months had very similar distributions and are
not shown.

January, D = 89.4 nm  January, D =  2024 nm  

30 40 50 60 70 80 90 100

Mixing state parameter χ / %

July, D = 89.4 nm  July, D = 2024 nm  

Figure 7. Global distribution of size-resolved χ values from the machine-learning model based
GEOS-Chem-TOMAS inputs for the months of: January (top); and July (bottom). (Left) χ for size bin 8,
bin median diameter is 89.4 nm. (Right) χ for size bin 14, bin median diameter is 2024 nm. The colored
boxes show the regions over which data were averaged for display in Figure 9.

The distribution for χ8 shows low values of approximately 20% in the Amazon basin,
central Africa, and Indonesia. These are areas with large contribution of carbonaceous aerosol from
biomass burning. The low χ8 value in this size range means that the carbonaceous material is externally
mixed from other (more hygroscopic) aerosol in these areas. In contrast, internally mixed aerosol is
predicted for East Asia and India. For January, plumes with internally mixed aerosol extend from
India into the Arabian Sea (winter Monsoon), while, for July, this is not the case (summer Monsoon).

Due to the setup of our scenario library, we need to be aware of some biases that we might
introduce with our choices. By using the same initial condition for all simulations, we may
underestimate χ in locations where the local emissions are relatively small but different to the
initial conditions and where the conditions are not conducive for secondary aerosol formation.
Conversely, the χ values for 90-nm particles in the polluted regions (Eastern US, India, Europe,
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and China) are likely biased high, since our scenario library does not include nucleation, as mentioned
in Section 2.4. Nucleation events and growth to 90 nm are routinely observed in these areas, along
with primary carbonaceous emissions at these sizes, which may be fresh or aged. Overall, nucleation
events are likely to decrease χ in this size range, since a more external mixture would be created. We
plan to quantify the impacts of both the initial condition choice as well as the impacts of nucleation on
the machine learning procedure in future work.

Figure 8 shows the composition of the aerosol in these two size bins as a fraction of hygroscopic
species. This figure confirms that for large areas over the oceans the aerosol consists of only hygroscopic
material, and the 2 μm bin over the desert areas contains only non-hygroscopic material, which is the
reason why χ was not determined for those areas.

July, D = 89.4 nm July, D = 2024 nm

January, D = 89.4 nm January, D = 2024 nm

0 20 40 60 80 100

Fraction of hygroscopic species / %

Figure 8. Global distribution of fraction of hygroscopic species as simulated by GEOS-Chem-TOMAS
for the months of: January (top); and July (bottom). (Left) χ for size bin 8, bin median diameter is
89.4 nm. (Right) χ for size bin 14, bin median diameter is 2024 nm.

Figure 9 shows the size-resolved χ for selected regions, which are indicated in Figure 7 as colored
boxes. This figure confirms the strong size dependence for the Amazon region while the other regions
do not show a pronounced size dependence. Differences between summer and winter are noticeable
for North East China (χ is higher in July), Sahara (χ is higher in July), and Central India (χ is lower in
July). A possible explanation for the higher χ values in summer for North East China and the Sahara is
a generally larger production of condensable gases during the Northern Hemisphere summer, which
help creating a more internal mixture. The lower χ values over India during summer might be related
to the Monsoon, which removes both condensable gases as well as aged aerosol.
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Figure 9. Size-resolved values of χ forselected regions in: January (left); and July (right). See Figure 7
for the location of these regions.

It is interesting to note that the smallest χ value is about 20%, so the classic “external mixture”
with χ approaching zero is not found anywhere in these examples. We want to emphasize again that
the χ values for smaller sizes in polluted regions such as North East China and Central India may
be overestimated because our training data set does not include the process of nucleation. Including
nucleation is generally expected to create a more external mixture, since freshly nucleated (hygroscopic)
particles would co-exist with carbonacous particles in these environments.

4. Conclusions

This paper presents the first estimate of spatial distribution of aerosol mixing state over the
globe as quantified by the mixing state metric χ. We defined this metric to estimate the degree to
which hygroscopic and non-hygroscopic species are mixed on a per-particle basis, with χ = 0% being
completely externally mixed and χ = 100% being completely internally mixed. We obtained this
global estimate by training a machine-learning model of χ on detailed particle-resolved box model
data, and then applying the model to GCM output to predict χ globally.

In some parts of the globe, the aerosol appeared to be quite externally mixed, with χ values as
low as 20%, suggesting that an external-mixing assumption is likely to be valid there. This was the
case for the size range below 150 nm in regions where biomass burning aerosol dominated, such as the
Amazon Basin, Central Africa, and Indonesia. In contrast, the mixing state index χ reached values
of 90% for polluted regions in East Asia in July, indicating that an internally-mixed assumption is
appropriate for those regions, at least for the spatial resolution of the GCM that was used here. In much
of the globe, however, the aerosol mixing state was not clearly internally or externally mixed, which
may indicate that assuming either limiting case could lead to significant errors. Previous work by
Ching et al. [14] can be used to link the global maps of χ values from this study with estimated errors
for CCN concentrations. For the χ values between 30% and 100% found in this study, assuming an
internal mixture would introduce an overestimation in CCN concentrations of up to 50%, with the
error decreasing to a few percent for χ larger than 80%. For χ values lower than 20%, errors in CCN
concentration of up to 100% can occur, but these χ values did not occur in our study. The scenarios in
the study by Ching et al. [14] were focused on the aging of carbonaceous aerosol and and therefore did
not encompass the full range of conditions that might be encountered around the globe. Nevertheless,
they provide guidance of how the predicted distribution of χ values relates to expected errors in CCN
predictions when assuming an internal mixture.

While the methodology used in this paper is effective at extrapolating high-detail simulation
output to the global scale, it is important to understand the limitations of such a method.
Roughly speaking, our model takes the GCM output variables in each grid cell and infers the
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mixing state χ value from particle-resolved box model simulations with similar corresponding state
variables. This could deliver inaccurate χ estimates if there are no similar box model scenarios,
if there are multiple box model scenarios that differ significantly in their χ predictions; if the
comparison is inexact due to differences in the microphysics/chemistry models between the GCM
and PartMC-MOSAIC; or if the matching box model scenarios had significantly different histories and
therefore have misleading mixing states. For example, the lack of nucleation in the box model scenarios
may well lead to somewhat overpredicted χ values in the sizes up to 90 nm in polluted regions.
Additionally, we assumed a composition of our pre-existing particles in our training simulations,
which may influence our results presented here.

An important issue that should be addressed in future work is the question of end-to-end
verification and validation of the χ predictions. This could be accomplished by performing
single-particle measurements in different locations, similar to what has been done in Healy et al. [15]
for a single location in Paris during the MEGAPOLIS campaign. Another possibility would be
to perform particle-resolved aerosol simulations within a 3D chemical transport model (at great
computational expense) to calculate χ directly over small regions, and to compare these explicitly
calculated χ values to χ predicted with machine learning.

It will be straightforward to adapt our model training to predict χ based on aerosol optical
properties, rather than hygroscopicity. This would answer the question of how absorbing and
non-absorbing aerosol species are mixed on a per-particle basis, which is important to capture the
absorption enhancement of black-carbon-containing aerosol [60,61]. The approach presented in
this paper could be generalized to other problems where particle-scale processes cannot directly be
simulated within the large-scale modeling framework, but for which accurate small-scale models exist.
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