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Preface to ”Sustainable Construction of Future:
Opportunities and Challenges for Green and
Buildings”

The focus of this reprint is to draw attention to the construction industry stakeholders oriented

towards green and sustainable construction innovations for the future. Green and sustainable

construction has become a necessity in today’s society, as well as for the future, wherein there are

many possibilities to investigate and encourage reform. However, its implementation and adoption

still suffer from various challenges, such as a lack of knowledge, low self-esteem, and lack of

resources. Such challenges open gateways for new opportunities to resolve these issues, for which

there is huge potential and possibility for development.

Wesam Salah Alaloul, Bassam A. Tayeh, and Muhammad Ali Musarat

Editors
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Abstract: Post-disaster reconstruction (PDR) is a dynamic, complex system that is chaotic in nature,
and represents many challenges and issues. Recently, building information modelling (BIM) has been
commonly utilized in the construction industry to solve complex and dynamic challenges. However,
BIM has not been thoroughly considered for managing PDR, and there is a lack of comprehensive
scientometric analyses that objectively examine the trends in BIM applications in PDR. A literature
search was performed considering studies published from 2010 to March 2021 using the Scopus
database. A total of 75 relevant studies were found to meet the inclusion criteria. The collected
literature was analyzed using VOSviewer through scientific journals, authors, keywords, citations,
and countries. This is the first study in its vital significance and originality that aims to investigate the
current states of research on BIM applications in PDR and provide suggestions for potential research
directions. The findings showed that “Reconstruction” and “Safety Management” have emerged
as mainstream research themes in this field and recently attracted scholars’ interest, which could
represent the directions of future research. Five major research domains associated with BIM were
identified based on the most frequently used keywords, namely “Disasters”, “Earthquakes”, “HBIM”,
“Damage Detection”, and “Life Cycle”. Moreover, a proposed conceptual framework of BIM adoption
for PDR is provided. Accordingly, the outcomes of this study will help scholars and practitioners
gain clear ideas of the present status and identify the directions of future research.

Keywords: BIM; post-disaster reconstruction; construction industry; scientometric analysis; visual-
ization; PRISMA; review

1. Introduction

Disasters can be defined as “an action that causes a threat to life, well-being, material
goods, and the environment from the extremes of natural processes or technology” [1].
Natural and human-made disasters affect the built environment. The large-scale damages
caused by infrastructures and houses are accompanied by injuries and fatalities, reversal
or stagnation of the local economy, and mislaying of livelihood sources [2]. Post-disaster
reconstruction (PDR) has been gaining more attention in the world because of frequent
natural environment disasters, such as earthquakes tsunamis, and other activities, caused
by human-made factors, such as conflicts and wars, which have raised the importance
of PDR [3,4]. Following the increasing occurrence of major disasters, stakeholders are
increasingly initiating reconstruction to reduce the effects of those disasters on the built
environment; however, reconstruction projects are considered challenging to implement in
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terms of capacity and resources [5,6]. Nevertheless, PDR is categorized as unpredictable,
chaotic, complex, and dynamic; this indicates several difficulties due to its differences
when compared to traditional construction [7]. Conventional construction has been used
in reconstruction projects, whereas some features, such as a single lifecycle of project and
inflexibility in aspects of creating a specified project duration, have proven unsatisfactory
for the complications encountered in the aftermath of the disaster [8,9]. Reconstruction
projects face immense challenges, such as time and cost overrun, and low quality, due to
several factors during the implementation [10,11].

The main target of any PDR project is to attain high levels of beneficiary satisfaction.
Nonetheless, PDR projects frequently fail in their pre-planned objectives; for example,
only 20% of building requirements are fulfilled, with most buildings being constructed
on a temporary instead of permanent basis [12]. Moreover, the efforts of reconstruction
projects have lacked any suitable coordination mechanism and monitoring framework [13].
If not properly handled, those challenges can result in ineffective PDR project delivery
and often a failure of the project [3,14]. Successful delivery of PDR projects is important to
restore essential services and return to normalcy after disasters [15,16]. Controlling the cost,
time, and delivery of the projects are the most significant factors in evaluating successful
PDR projects, which will be heightened by utilizing one of the emerging technologies or
processes that aim to enhance productivity and sustainability in PDR projects.

Building information modelling (BIM) is considered one of these technologies, and
has altered the ways of the practices of architecture, engineering, and construction indus-
tries during recent years. It brings stakeholders in construction to a single productive
platform [17]. Additionally, BIM is not only a technical facility but also an activity concept
for efficient project delivery linked to advanced technology [18]. It utilizes information and
communication technologies to enhance growth monitoring, increase performance, and
boost productivity [19]. Consequently, numerous studies have been conducted on BIM
within the construction industry from the perspective of the industry, organizations, and
users [20,21]. Other studies have focused on BIM in terms of adoption, implementation,
challenges, and benefits, as well as strategies and application [22,23].

In this regard, BIM is an intelligence tool that has a wide range of benefits, such as
collaboration among parties, visualization of project execution, enhanced productivity and
efficiency, enhanced communications, improved design quality, cost estimation, positive
return on investment, enhanced sustainability, faster development while reducing the cost
and rework, on-time delivery capabilities, clash detection, better contract documentation,
life-cycle cost data management, and competitive edge [24–26]. These and other advantages
have prompted governments, institutions, and organizations to implement BIM in their
construction industries [27–29].

With the increasing significant challenges in PDR, it is necessary to apply BIM in
reconstruction projects after disasters to overcome these challenges [30–33]. Despite some
reported evidence on the benefits of BIM within the construction industry, the adoption
of BIM for the PDR field has not received adequate attention. Moreover, there is a lack of
adoption of modern methods for managing PDR that is a cause of low boost. However, a
few studies have focused on utilizing BIM for PDR. For example, Dakhil and Alshawi [31]
explored the BIM applications that supported building disaster management, including
disaster planning, site planning, and existing condition modelling, and its advantages;
they suggested that future research should empirically study all applications of BIM dur-
ing the project life cycle and identify the advantages of those applications. Nawari and
Ravindran [32] listed the potential advantages of BIM in conjunction with blockchain for
post-disaster rebuilding. The authors presented a framework for an automated recon-
struction permitting process by using Hyperledger Fabric; however, no evidence of actual
implementation has been found. Messaoudi and Nawari [33] proposed a virtual framework
based on BIM and a generalized adaptive framework for speeding up the permitting pro-
cess of reconstruction in the aftermath of the disaster in Florida; however, this framework
was limited to the time of the permitting process for rebuilding.

2



Sustainability 2022, 14, 393

On the other hand, scientometric analysis is being used by a growing number of
scholars to address subjective problems in literature reviews [34–37]. In contrast, there
is a paucity of scientometric analysis in the current studies that explore trends of BIM
applications in the PDR projects field. It is worth noting that the PDR in question is still
in its early stages for BIM adoption. One of the challenges is determining the need to
start setting the foundations for best frameworks and guidelines for promoting the BIM
applications in PDR projects. Experience has shown that it is never too early to start
preparing for reconstruction in the aftermath of the disaster. Accordingly, it is crucial
to map the related literature in order to address this research gap. This study is unique
because it explores trends of BIM applications in PDR from an objective standpoint.

Based on the researchers’ knowledge, this is the first study that aims to investigate the
current state of research on BIM applications in PDR and provide suggestions for potential
research directions. To achieve the study aim, the present study analyzed the collected
papers through scientific journals, authors, keywords, citations, and countries. In addition,
a proposed conceptual framework was developed that underlines the relationship between
PDR and BIM adoption, which impacts BIM adoption for PDR. Therefore, the outcomes
of this study will assist scholars and practitioners in gaining clear ideas of the present
status and identifying the directions of future research. It may promote BIM awareness and
offer more opportunities for a positive perception of BIM implementation in reconstruction
projects in the aftermath of future disasters.

2. Methodology

The present study used the PRISMA guidelines in order to review the current lit-
erature [38]. We followed the PRISMA guidelines without considering meta-analysis
approaches. The scoping procedure was employed to extract the most related papers on
BIM and PDR. The collected literature was retrieved from the Scopus database. Scopus in-
cludes more journals and scientific publications than any other available literature database
(such as “Web of Science”) [39,40]. A list of keywords relevant to disaster and reconstruc-
tion was created. These keywords, along with the keyword “BIM”, were utilized for the
literature search, with the following query string: TITLE-ABS-KEY ((“BIM” OR “Building
Information Model*”) AND (“Disaster” OR “post-conflict” OR “post-war” OR “war” OR
“earthquake” OR “flood” OR “landslides” OR “Tsunami” OR “storm” OR “cyclone” OR
“tornado” OR “hurricane”) AND (“construction” OR “reconstruction” OR “recovery” OR
“rehabilitation” OR “repair” OR “rebuild*” OR “retrofitting” OR “restoration”)). In addi-
tion, the time range was set from 2010 to March 2021. Initially, a total of 185 documents
were displayed; these included research papers, reviews, book chapters, and other types of
documents. The documents were limited to research articles, review papers, conference
papers, and book chapters. As result, 150 papers were chosen in this stage as illustrated in
Figure 1. Additionally, in the second stage, the data were transferred to an Excel sheet, and
after assessing the documents and excluding irrelevant publications as well as non-English
publications, a total of 75 papers were finally considered eligible to be included for further
analysis. In the end, returned to the Scopus database to select those papers manually in
order to export an Excel sheet file that was used for the scientometric analysis. Figure 1
illustrates the framework implementation of the current review.

Moreover, a scientometric analysis was conducted after the literature sample was
obtained. With the rapid progress in technology, scientometric analysis can now be per-
formed using a range of existing software. VOSviewer was selected in this study to draw
science mappings, since it has remarkable text mining capabilities and is ideal for dealing
with larger networks [41]. Currently, VOSviewer is increasingly being used in construction
industry research to create science mappings, for example, BIM [42], system dynamics [36],
and artificial intelligence [43]. The collected papers were examined through five aspects:
scientific journals, authors, keywords, citations, and countries. In the literature review
study, according to Ren et al. [44], those five aspects are considered as the main compo-
nents of the scientometric analysis that can help researchers to grasp the current state of
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research quickly. The most critical measurements include the citations, documents, average
publication year, average citations, and average normalized citations [45], where the last
three metrics are inextricably linked to each other. The average publication year mainly
refers to the documents that are published in a certain year [42]. The average citations
were determined by dividing the total number of citations by documents. Furthermore,
average normalized citations indicate the normalized number of citations of a journal,
author, keyword, document, and country. This was calculated by dividing the total number
of citations by the average number of citations received during the given year; the higher
the score, the greater the impact [45].
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3. Results and Interpretation of Articles

This section analyzes the scientific journals, authors, keywords, citations, and countries
active in the targeted research. It will provide a clear and succinct explanation of the
experimental findings, their analysis, and the experimental conclusions that were reached.

3.1. Analysis of Published Journals

It is common for researchers to share and communicate their research findings through
various published journals. In the current study, VOSviewer was utilized to find the source
journals of the papers obtained, as shown in Figure 2. The minimum number of published
documents and citations of a source was set at two and one, respectively. According
to Jin et al. [45], there is no limit to setting the threshold value. Several attempts were
made with various threshold values until the most appropriate values for determining
the optimal range of sources were discovered. Accordingly, a total of 14 journals out of
58 met the thresholds. There was a total of 11 leading journals linked to each other, as
shown in Figure 2. It was found that the nodes of “ISPRS Archives” and “Automation
in Construction” were the largest in regard to the category of conferences and journals,
respectively, and were linked to most other journals. This indicates that these two journals
are leading journals in this research field.
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Figure 2. Mapping of published journals.

In Figure 2, the source journals are divided into different clusters in terms of colors.
Therefore, these journals were grouped: “Applied Sciences”, ‘Buildings”, and “Construction
Research Congress 2018”. The journals that appear in the same cluster have a greater level
of interconnectedness, which means that articles from these journals cite each other more
frequently. A quantitative summary of the journals can be obtained from Table 1.

Table 1. Details of published journals.

No. Source Journal Total Link
Strength Documents Total

Citations
Avg.

Citations
Avg. Norm.
Citations

1 “Advanced Engineering Informatics” 29 2 79 39.5 7.2
2 “Applied Sciences (Switzerland)” 16 4 12 3.0 2.2
3 “Automation in Construction” 36 6 111 18.5 2.3
4 “Buildings” 7 2 25 12.5 2.4
5 “Compdyn Proceedings” 15 2 1 0.5 0.1

6 “Computing in Civil and Building Engineering
(2014)” 2 2 9 4.5 0.6

7 “Construction Research Congress 2018: Safety
and Disaster Management” 16 6 19 3.2 0.6

8
“International Archives of the Photogrammetry,

Remote Sensing and Spatial Information
Sciences (ISPRS Archives)”

29 9 63 7.0 1.1

9 “IOP Conference Series: Earth and
Environmental Science” 5 10 3 0.3 0.3

10 “ISARC 2018—35th International Symposium
on Automation and Robotics in Construction” 12 3 4 1.3 0.3

11 “ISPRS Annals of the Photogrammetry, Remote
Sensing and Spatial Information Sciences” 1 2 9 4.5 0.9

The total link strength, number of documents, and total citations, which are all strongly
connected can be used to assess the productivity of a given journal’s research outputs. More-
over, the importance of a journal’s contribution to the research community can be also
evaluated through the average citation. The average normalized citation per document is
not always linked to the number of documents. As shown in Table 2, it was found that
“Advanced Engineering Informatics” is a top-ranked journal, with the greatest average cita-
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tions and average normalized citations. Moreover, in terms of total citations, “Automation
in Construction” showed incredible performance and recorded the maximum number of
total citations. Other more significant journals in terms of average normalized citations
included “Buildings”, “Automation in Construction”, and “Applied Sciences”, which also
have a strong potential influence on BIM applications for the PDR field.

3.2. Analysis of Co-Authorship

Scholars usually collaborate in academic research, which can improve productivity
and access to expertise as well as prevent scholars from being isolated [46]. The minimum
number of published articles and an author’s citations in this study were set at one and
ten, respectively. Thus, of the 219 authors, 27 met the thresholds. There was a total of
10 influential authors linked to each other, as visualized in Figure 3.
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As shown in Figure 3, the authors were explicitly divided into three groups based on
colors. Here, Previtali M., Cantini L., Della Torre S., and Barazzetti L. appeared in the same
research group. Brumana R. was in the middle of this network and was connected with
the other two groups of authors, suggesting that Brumana R. maintains strong academic
cooperation with leading researchers in the field. Banfi F. has the largest node compared
to other authors, and he collaborates closely with all authors, meaning that Banfi F. is
considered one of the top scholars in this domain. The details of these productive authors
are presented in Table 2.

Table 2 demonstrates that the most productive author is Banfi F., who published the
largest number of documents. Regarding overall research significance, Banfi F., Brumana
R., and Oreni D. ranked at the top by achieving 84 citations. In the aspects of collaboration
links, again Banfi F., Brumana R., and Oreni D. had the best network of all researchers in
this field, with a total link strength of 22. When it comes to average citations, Dellatorre S.
and Franchi A. ranked first with 26 average citations, and the authors Barazzetti L., Cantini
L., and Previtali M. ranked second with a recorded 24.7 average citations, suggesting
their active influence in this field. According to average year publications, the emerging
researchers listed in Table 2 have contributed to the research field and have recently linked
BIM application to PDR, where the average year publications started from 2017.
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Table 2. Details of co-authorship.

Author Total Link
Strength Documents Total Citations Avg. Pub. Year Avg. Citations Avg. Norm.

Citations

Banfi F. 22 5 84 2018 16.8 2.5
Barazzetti L. 19 3 74 2018 24.7 3.4
Brumana R. 22 4 84 2018 21.0 2.9
Cantini L. 19 3 74 2018 24.7 3.4

Della Torre S. 12 2 48 2018 24.0 3.3
Dellatorre S. 7 1 26 2017 26.0 3.5
Franchi A. 7 1 26 2017 26.0 3.5
Oreni D. 22 4 84 2018 21.0 2.9

Previtali M. 19 3 74 2018 24.7 3.4
Torre S.D. 3 1 10 2017 10.0 1.4

3.3. Analysis of Co-Occurring Keywords

Keywords help scholars understand mainstream topics and emphasize possible re-
search directions [47,48]. The connection of keywords demonstrates the knowledge of the
research domain in the aspects of intellectual organization, relationships, and development
trends [49]. By setting the minimum frequency of keywords to three in this study, only
73 out of 746 keywords met the thresholds. Those keywords were filtered, and a few
keywords that were not relevant to the study were removed. In consequence, a total of
38 keywords were selected and are represented in Figure 4.
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Figure 4 depicts the research directions for the applications of BIM, and it is not
surprising to see that “Building Information Model—BIM” was the most commonly listed
research keyword. The other keywords associated with BIM, such as “Disasters” and
“Earthquakes”, indicate that BIM applications were primarily utilized in this field. A
quantitative summary of keywords can be obtained from Table 1, and the frequency of
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keywords conformed to those in Figure 4. It should be noted that “Damage Assessments”,
“Disaster Prevention”, “Historical Buildings”, “Reconstruction”, “Repair”, “Restoration”,
“Retrofitting”, “Risk Management”, “Safety Management”, “Life Cycle”, and “Virtual
Reality” were included in the common research areas based on the frequency of keywords.
Hence, it can be inferred that the characteristics of BIM applications can evaluate the
impacts of different policies.

As shown in Table 3, the average citation and average normalized citation demon-
strate the impact of the keyword in the academic community. Following the keywords
“Preservation”, “Restoration”, “Historical Buildings”, “Construction Management”, and
“Repair” attracted more interest according to average citations. Interestingly, the keyword
“Preservation” was ranked at the top with 3.4 average normalized citations, suggesting its
influence in this field. Besides, the average year publication indicates the novelty of those
keywords. For instance, some articles relative to “Reconstruction” and “Safety Manage-
ment” were published recently in 2020, meaning that they emerged as mainstream research
themes in this field and spurred the interest of scholars recently, which could represent
future research directions as well.

Table 3. Details of co-occurring keywords.

Keywords Total Link
Strength Occurrence Avg. Pub. Year Avg. Citations Avg. Norm.

Citations

3D Modeling 8 3 2019 2.7 1.3
BIM 39 14 2018 3.6 1.3

Building Information Model—BIM 80 26 2017 3.7 0.9
Building Information Modeling 16 4 2018 8.5 1.2

Building Information Modeling (BIM) 7 5 2019 3.4 2.3
Building Information Modelling 22 6 2018 3.2 0.4

Construction 27 7 2018 1.6 0.4
Construction Industry 16 4 2019 6.5 0.9

Construction Management 15 4 2017 16.8 1.5
Construction Projects 14 4 2018 0.3 0.3

Cost Estimating 13 3 2015 4.3 0.8
Damage Assessments 20 4 2014 9.3 1.4

Damage Detection 34 8 2016 6.3 0.8
Disaster 15 3 2018 1.3 0.9

Disaster Prevention 32 8 2019 1.6 0.3
Disasters 42 11 2018 2.3 0.6

Earthquake 11 3 2018 5.3 0.6
Earthquake Engineering 11 3 2018 1.3 0.6

Earthquakes 55 15 2018 6.3 1.2
Emergency Services 8 3 2019 0.0 0.0

Geographic Information Systems 27 7 2018 2.6 0.5
GIS 14 4 2017 2.8 0.6

HBIM 23 9 2018 10.4 1.7
Historical Buildings 8 4 2017 17.0 1.2

Industry Foundation Classes—IFC 13 3 2017 11.3 2.0
Laser Applications 16 4 2017 7.0 0.9

Life Cycle 24 7 2018 4.6 0.9
Preservation 10 3 2018 24.7 3.4

Reconstruction 7 4 2020 1.5 0.6
Remote Sensing 9 3 2017 2.3 0.2

Repair 12 3 2018 10.7 2.3
Restoration 21 6 2017 17.8 1.7
Retrofitting 12 5 2017 2.6 0.5

Risk Management 12 4 2019 2.3 0.5
Robotics 10 3 2015 1.0 0.2

Safety Engineering 9 3 2019 6.3 1.4
Safety Management 3 3 2020 2.0 2.7

Virtual Reality 15 5 2019 2.0 0.6
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3.4. Analysis of Article Citations

Researchers need to find publications that have significant contributions to the aca-
demic community. By setting the minimum number of document citations to four, only
26 out of 75 documents met the thresholds. There was a total of 14 crucial articles linked to
each other, as presented in Figure 5.

As shown in Figure 5, the node of Biagini C. (2016) [50] was the largest, indicating the
most cited papers. However, the node of Newari N.O. (2019b) [32] was small and in the
middle of the network, which has strong connections with other most cited papers. The
influence of each document was evaluated through the number of links, total citations, and
normalized citations as detailed in Table 4.

It is interesting to find that the insightful research results were primarily published
in the domain of applications of BIM, especially in the phases of disasters, from pre- to
post-disaster. Hence, it can be inferred that the properties of BIM applications are capable
of solving challenges related to PDR. It is expected that applications of BIM will be used
more frequently in future studies within PDR.
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Table 4. Details of article citations.

No. Article Title Number
of Links Citations Norm.

Citations

1 Messaoudi M. (2020)
[33]

“BIM-Based Virtual Permitting Framework (VPF) For
Post-Disaster Recovery and Rebuilding in the State of

Florida”
1 4 5.4

2 Noor S. (2019) [51]
“Modeling and Representation of Built Cultural

Heritage Data Using Semantic Web Technologies and
Building Information Model”

1 7 1.4

3 Nawari N.O. (2019a) [52] “BIM Data Exchange Standard for Hydro-Supported
Structures” 3 4 0.8

4 Xu Z. (2019) [53] “A Prediction Method of Building Seismic Loss Based
on BIM and Fema P-58” 1 9 1.9

5 Nawari N.O. [32]
“Blockchain and Building Information Modeling
(BIM): Review and Applications in Post-Disaster

Recovery”
3 16 3.3

6 Brumana R. (2018a) [54]
“Generative HBIM Modelling to Embody Complexity

(Lod, Log, Loa, Loi): Surveying, Preservation, Site
Intervention—the Basilica Di Collemaggio (L’aquila)”

5 42 5.8

9



Sustainability 2022, 14, 393

Table 4. Cont.

No. Article Title Number
of Links Citations Norm.

Citations

7 Sani M.J. (2018) [55] “GIS And BIM Integration At Data Level: A Review” 5 7 1.0

8 Brumana R. (2018b) [56]
“Scan to HBIM-Post Earthquake Preservation:

Informative Model as Sentinel at the Crossroads of
Present, Past, And Future”

5 6 0.8

9 Brumana R. (2017) [57]
“HBIM Challenge Among the Paradigm of

Complexity, Tools and Preservation: the Basilica Di
Collemaggio 8 Years After The Earthquake (L’aquila)”

5 26 3.5

10 Oreni D. (2017) [58] “Survey, HBIM and Conservation Plan of a
Monumental Building Damaged by Earthquake” 3 10 1.4

11 Biagini C. (2016) [50] “Towards the BIM Implementation for Historical
Building Restoration Sites” 5 63 4.2

12 Ma L. (2016) [59] “Preparation of Synthetic As-Damaged Models for
Post-Earthquake BIM Reconstruction Research” 1 11 0.7

13 Ma L. (2015) [60] “Information Modeling of Earthquake-Damaged
Reinforced Concrete Structures” 3 23 4.1

14 Dossick C.S. (2015) [61] “Learning in Global Teams: BIM Planning and
Coordination” 1 6 1.1

Besides research topics, the number of links mentioned in Table 4 demonstrates an
article’s influence within the academic community. The articles by Brumana R. (2018a) [54],
Sani M.J. (2018) [55], Brumana R. (2018b) [56], Brumana R. (2017) [57], and Biagini C.
(2016) [50] had the strongest number of links. Moreover, two articles from Biagini C.
(2016) [50] and Brumana R. (2018a) [54] earned the highest citations and had the greatest
normalized citations, respectively, in highly cited articles. Brumana R. had three out of the
fourteen most cited papers regarding the number of citations; hence, this indicates that
the author Brumana R. has led an important series of studies on BIM applications for PDR
compared to other authors. Additionally, other researchers, including but not limited to
Messaoudi M., Xu Z., Ma L., and Dossick C.S., have conducted the most influential research.

3.5. Analysis of Countries

The availability of information on outstanding countries in a research field can help
scholars collaborate between them on projects, get grants, and share their findings [46].
In this study, diligent countries were also recognized according to their research contri-
butions. VOSviewer was used to identify, evaluate, and visualize the source countries of
researchers [41]. The minimum number of published articles and citations of a country was
set at two and ten, respectively. Accordingly, out of 32 countries, 11 met the thresholds.
There was a total of nine important countries linked to each other, as presented in Figure 6.

It can be observed in Figure 6 that the countries were classified explicitly into three
groups based on colors, where the first group included Canada, South Korea, and the
United States. It is interesting to note that Italy had the largest node, implying that Italian
academics were the primary contributors to research on the applications of BIM to solve
PDR problems. The details of these productive countries are provided in Table 5.

As can be seen in Table 5, Italy, China, and the United States were ranked higher in
terms of total documents. Academics from Italy earned the highest total citations compared
to the countries active in BIM applications for PDR research, showing that the utilization
of BIM applications by Italy’s academics was extremely enlightening and aided in the
research area of PDR. Based on the average citation, which shows the importance of the
study conducted in the country, Canada ranked first with 19.5 average citations, and Israel
ranked second with 11.7 average citations recorded. Interestingly, academics from Canada,
South Korea, Greece, and Cyprus recorded higher average normalized citations, indicating
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that they are strongly competitive and provide important contributions to BIM applications
for PDR research.
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Table 5. Details of countries.

Country Total Link
Strength Documents Total Citations Avg. Pub. Year Avg. Citations Avg. Norm.

Citations

Canada 196 4 78 2018 19.5 2.9
China 23 14 24 2019 1.7 0.7

Cyprus 40 3 21 2013 7.0 1.6
Germany 5 2 11 2016 5.5 1.1

Greece 37 2 11 2015 5.5 1.9
Israel 11 3 35 2015 11.7 1.7
Italy 114 17 168 2018 9.9 1.3

South Korea 30 4 12 2019 3.0 2.3
United States 126 10 30 2018 3.0 1.3

4. Discussion

Following the bibliometric analysis, this section summarizes the present status of the
research and offers directions for future research.

4.1. Post-Disaster Reconstruction

The present study found various expectations for research regarding PDR, with the
majority focusing mainly on short-term recovery and ignoring long-term reconstruction.
Lyons [62] reported that PDR is primarily unsuccessful in achieving its pre-planned goals,
where the failure rate of the reconstruction project is beyond 50% [63]. Delays in the process
of reconstruction projects might reduce the effectiveness of the reconstruction and make
achieving the goals more challenging [64,65]. Based on the work that needs to be carried
out post-disaster, several other challenges can influence the timeframe of the work [8].
PDR mainly relies on economic, cultural, social, environmental, and political elements [66].
Various problems emanate because of inadequate supports from poor governance, local
government, poor infrastructure, and insufficient knowledge and preparedness. Moreover,
other elements that positively influence the reconstruction processes include addressing
technical problems, integrated information, short and long-term approaches, and public
participation in dealing with technical problems [67]. PDR is influenced by the locations of
the destroyed areas because this influences the assigned funds, technical resources, and
labors [5]. Despite the value of community contribution in PDR, it is important to ascertain
timely information during the reconstruction period [68]. Moreover, although PDR offers
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chances to lower vulnerability and enhance sustainability in disaster-affected communities,
most reconstruction projects have failed to meet these objectives [69]. Hence, PDR is highly
demanding and complex, and needs several well-coordinated and diverse actions.

Moreover, during the past few years, several studies have been conducted in this
area to investigate various variables exerting either negative or positive impacts on a
PDR project [3–5,9,10,68,70–72]. The unsuccessful outcomes of PDR projects are due to
the following: inadequate availability of resources, delays in project implementations,
inadequate coordination amidst participation organizations, corruptions, substandard qual-
ity of the reconstructed building, inadequate community participation, inadequate road
access, inadequate government support, problems with land availability and acquisition,
ineffective design, conventional 2D documentation, manual schedule and cost estimation,
and inadequate extensive resource database. Meanwhile, available evidence shows that
PDR has a discouraging record of performance in recent decades due to ineffective recon-
struction strategies that do not consider the concept of collaboration among parties, have
coordination procedures, and adopt modern communication technology.

Some examples of good reconstruction practices include the establishment of con-
struction guidelines and permitting processes, as well as the certification of reconstructed
housing to ensure safe building construction [33]. However, these practices have taken a
long time to obtain approval. Since acting quickly is the priority in a post-disaster situation,
the traditional manual cost estimation methods are not feasible. Based on previous studies,
there is a need for a tool to calculate the construction cost of the proposed alternatives
quickly and automatically [73]. Reconstruction requires avoiding disintegration between
stakeholders, such as governments, emergency agencies, builders, relief organizations,
designers, and disaster victims [7], and also demands the enhancement of delivery prac-
tices in order to provide higher value to stakeholders [6,16]. Moreover, non-participatory
reconstruction practices by donors have caused conflicts and resentment among the local
people [13]. This study found that the existing practices of reconstruction projects must
be compiled and evaluated to determine whether the proposed conceptual designs satisfy
construction codes. Accordingly, it is susceptible to personal mistakes, and any updates
need to be performed manually, which causes budget overruns and schedule delays in
reconstruction projects.

The current status of managing PDR mostly seeks to avert factors causing failures in the
PDR projects. However, information about post-disaster management is ongoing, and most
desire to learn from past failures. To overcome these challenges, PDR must integrate short
and long-term reconstruction to guarantee that housing and infrastructure requirements
are fulfilled throughout the short-term recovery phase, while lowering vulnerability and
enhancing sustainability and resilience in the long-term reconstruction phase. As a result,
the goal of efficient PDR may be attained by integrating the requirements of stakeholders
with modern management practices and information technology. Therefore, to accomplish
the PDR project on schedule, within the allocated cost and with a high standard of quality,
there is a need for more objective studies to boost productivity and sustainability in PDR
projects. Besides, it is necessary to adopt new developments in modern management
practices and information technologies, such as building information modelling, that can
enhance the competitive environment of PDR projects based on the improvement of product
quality, on-time project delivery, and cost reduction.

4.2. Building Information Modelling (BIM)

BIM is a powerful tool adopted in construction projects to control project information
and building design in digital form throughout the life cycle of buildings. This approach
allows for information interchange and interoperability between parties [74]. BIM has
been widely promoted as an nD modelling platform to improve collaboration and commu-
nication, and its scope has expanded from “geometric models (3D) to include time (4D),
costs (5D), sustainability of the environment (6D), and facility management (7D)” [75]. Its
significant advantages in terms of cost and time savings, as well as increased performance
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and boosting of productivity, have compelled construction players to adopt and rapidly
implement it within several fields [76]. A 3D building model that identifies the clash
detection, improves the schedules of construction, and prepares construction site activities
was shown to be useful in everyday operations [77]. Additionally, the utilization of BIM has
provided significant benefits to the construction industry over the project’s life cycle, from
conceptualization to demolition [78]. Significant advantages found in the design phase of
the project include improved visualization, efficiency, and productivity, whereas, during
the construction phase, BIM can consist of cost analysis and auto-scheduling, allowing for
improved project coordination and on-time delivery capabilities [79]. Accordingly, BIM
encourages all professionals and stakeholders to contribute and collaborate to produce a
high-quality output throughout the project.

Diffusion and implementation are two steps in the BIM adoption process. With effec-
tive BIM adoption and implementation, complexities and challenges in project management
will be greatly minimized as and partnerships between stakeholders will be enhanced over
the project life cycle [28,48,80,81]. The implementation of BIM is expanding rapidly in the
international context [80]. The implementation of BIM has reached a significant level in
several developed world countries, such as the UK, USA, Australia, and Canada [23,82].
However, there is a low rate of BIM adoption not only in developing nations but also in
certain developed world nations. While BIM implementation in developing nations has
fulfilled the criteria during the design stage, it is substandard during the construction
stage, as highlighted by Memon et al. [83]. Due to the fragmentation in implementation,
BIM applications are delayed, and the construction industry remains at a low level of BIM
adoption. Numerous factors contribute to this fragmented activity, including a lack of
understanding about BIM implementation activity, a lack of coordination and collaboration
between different disciplines, a lack of practice standards and guidelines, resistance to
changing current working practices, and a lack of skill in preparing BIM plans and the abil-
ity to use them with stakeholders effectively [84]. It can be noted that the studies centering
on BIM in developing world nations have highlighted the dynamics of BIM adoption and
are working to improve BIM maturity in these countries. The barriers to BIM adoption must
be addressed, and the benefits must be explained adequately to achieve comprehensive
adoption of BIM and avail its benefits. Thus, future studies concentrating on this research
field should perform case studies in which real-life adoption of BIM is validated.

Moreover, the utilization of BIM applications has progressively appeared as an essen-
tial topic in the PDR field [31,33]. Despite some reported evidence on its benefits within the
construction industry, the adoption of BIM for PDR has been limited, and stakeholders and
decision-makers in the aftermath of the disasters are not excited to adopt and implement
BIM into its reconstruction practices. Therefore, there is a need to transfer from traditional
reconstruction practices to BIM-based practices. Using BIM applications in reconstruction
projects for planning, design, and construction will create and manage support key data and
reports. The application of BIM in reconstruction projects will result in more cost-effective
design and enhance communications and collaboration among parties.

It can be concluded that several studies address BIM adoption in general; however,
few researchers concentrate on BIM adoption challenges and factors that influence adoption
without providing a comprehensive perspective and an in-depth understanding of issues
for the adoption of BIM. Nevertheless, there is a lack of studies on factors influencing BIM
adoption in various dimensions of BIM research.

4.3. Disaster Management and Building Information Modelling

The role of BIM applications in disaster management is evident through all phases,
from pre- to post-disaster. For instance, Drogemuller [85] conducted a study on the benefits
of BIM in disaster response. This study looked at a variety of scenarios in which BIM
was used during several disaster stages, including prevention, preparation, reaction, and
recovery. By employing augmented reality to simulate multiple disaster scenarios and the
best method to cope with them, the BIM can aid disaster preparation. Facility managers can
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utilize BIM to track key building data to undertake maintenance and prevent the failure of
the building in the event of a disaster. Additionally, BIM can create 3D visualizations to
assist stakeholders and decision-makers in comprehending the larger picture of a disaster’s
effect and speed up assessments of building damage. This could result in more effective
planning and cooperation between stakeholders [85]. Dakhil and Alshawi [31] explored the
BIM applications that support building disaster management, including disaster planning,
site planning, and existing condition modelling, and their advantages; they suggested
that future research should empirically study all applications of BIM during the project
life cycle and identify the advantages of those applications. Based on the study by Kim
and Hong [86], BIM information is a helpful tool for the response of disaster management.
They presented a “BIM-based disaster integration information system” that allowed first
responders to locate the event occurrence rapidly. In addition, Wang et al., [87] debated
using a BIM-based virtual environment to assist the residents’ building management during
disasters. This suggested system employed BIM data and the game engine to design a
real-time evacuation path for building occupants via a mobile device [87]. Moreover,
Boguslawski et al., [88] proposed an algorithm for calculating evacuation routes during
disasters. This method used a combination of BIM and geographic information system (GIS)
to display the fastest egress route. According to Lyu et al. [89], BIM and GIS integration
might be a valuable tool for city managers to identify flooding disasters.

Additionally, Sertyesilisik [90] emphasized the contribution of BIM to the resiliency of
disaster from the pre- to the post-disaster stage, particularly by impacting the performance
of the rescue operations, rebuild activity, and supply chain. Academic researchers and
decision-makers play a vital role in encouraging and educating the public regarding the
significance of BIM as a tool for improving the robustness of built environments throughout
the disaster management process [90]. Moreover, Kermanshachi and Rouhanizadeh [73]
developed a BIM-based automatic cost estimation methodology to aid in reconstruction
by providing a precise estimate of the required budget. This tool is limited in that it can
only estimate the cost of repairing a damaged structure. The tool has had one upgrade
that allows it to reflect changes in estimated costs, although it still has limitations [73].
Furthermore, it was shown that very few studies on BIM integration with blockchain have
been undertaken for PDR permits [32]. Nawari and Ravindran [32] listed the potential
advantages of BIM in conjunction with blockchain for post-disaster rebuilding. The authors
presented a framework for automated reconstruction permitting in any transaction by
using Hyperledger Fabric. As a result, paperwork, additional processing fees, and the
time it takes to obtain building permits, can all be reduced; however, no evidence of actual
implementation has been found. Hence, more time is required to investigate blockchain in
PDR. Thus, greater research into BIM and PDR combined with blockchain will provide a
major boost in the PDR field.

Furthermore, Biagini et al. [50] recommended using BIM for historic building rehabili-
tation. The fundamental concern for historical building repair is on-site management. A
detailed information plan for executing the restoration plan should be provided in order to
provide effective on-site management. While conventional restoration techniques produce
2D maps with inadequate data, BIM allows users to create a 3D model of historic buildings
and link it to a range of data. In the case of “Basilica di Collemaggio”, which was harshly
damaged because of a seismic event, BIM was used for a variety of purposes, including
various scenario simulations for making decisions regarding the collapsed dome, structural
analyses, and construction site management through various stages of the rebuild [57].
Xu et al. [53] established a BIM-based seismic damage evaluation based on FEMA P-58.
Stakeholders can proceed through a virtual walkthrough to see how damage and loss are
distributed, given that FEMA P-58 necessitates thorough information in order to forecast
building damage. Furthermore, the BIM model for building components may be at various
levels of development. Messaoudi and Nawari [33] proposed a virtual framework accord-
ing to BIM and a generalized adaptive framework for speeding up the permitting process
of reconstruction in the aftermath of the disaster in Florida. The fundamental procedure
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of the framework was to determine the type of construction permission, apply the newly
established permitting framework, and decide on the permit result. The framework was
able to save around 18 h for each permit, though this framework only considered the time
of the permitting process of reconstruction. Finally, Rad et al. [91] provided an integration
of BIM and life cycle cost (LCC) to assess building resiliency following an earthquake all
through the building service life. The proposed BIM-LCC approach mainly was employed
during the conceptual stage. The suggested BIM-LCC approach has limitations in that
it only addresses earthquakes as one of the potential events that can occur through a
building’s life cycle. Nevertheless, in order to completely assess the building resiliency,
numerous events of a disaster may need to be examined, and the consequences of each on
the structure explored, which might be a topic for future research.

According to the literature, the available evidence shows that utilizing BIM for PDR is
still nascent. Even though BIM has a great deal of potential within the construction industry,
the challenges of adopting BIM in PDR have not been extensively studied. Moreover, BIM
applications in PDR, such as scheduling, communication and collaboration, project delivery,
demolition process, and deconstruction have been neglected in past studies. The majority
of previous studies on BIM for PDR have been conducted using a qualitative approach. As a
result, further primary investigations should be undertaken to adopt BIM for PDR projects
fully. We recommend setting the foundations for a better framework and guidelines for BIM
adoption through the planning, design, and construction phases of PDR projects. We also
suggest that the barriers to adopting BIM for PDR projects within the construction industry
be identified. In addition, studies concentrating on this research field in the future should
perform quantitative research approaches in which real-life adoption of BIM is validated,
which will be helpful for decision-makers. Finally, we recommend the integration of BIM
for PDR with blockchain and/or other technology, such as the Internet of Things (IoT),
which will provide a significant boost in the PDR field.

5. Conceptual Framework

Based on the above discussions, this study developed the proposed conceptual frame-
work of BIM adoption for PDR, as illustrated in Figure 7. The proposed conceptual frame-
work comprises a variety of key elements, such as the current practices of PDR projects,
benefits of BIM adoption, and barriers to BIM adoption. While the previous frameworks
focused only on the adoption of BIM for conventional construction [20,21,92–94], and others
focused on the management of PDR projects separately [3,12,14,68], our proposed frame-
work is the first attempt to integrate BIM adoption for PDR projects. This framework also
incorporates main stakeholders, such as governments, NGOs and donors, disaster victims,
and construction players. Those components serve as the foundation for developing the
conceptual framework of BIM adoption for PDR.

In contrast, the proposed conceptual framework is not static or complete; instead, it
reflects the current knowledge on BIM for PDR. Therefore, it serves as a leading strategy
from which future researchers can conduct more comprehensive studies to identify the
advantages and disadvantages of the current practices of the PDR, as well as the role and
responsibilities of each stakeholder participating in the reconstruction projects. Moreover,
we suggest that the most important benefits of BIM adoption and its barriers within
the construction industry be identified. Accordingly, the benefits of BIM will mainly be
determined to overcome the disadvantages of the current practices of PDR. There is a
relationship between PDR and BIM adoption, which impacts BIM adoption for PDR.

Furthermore, the proposed conceptual framework shows how the current practices of
PDR and the benefits and barriers of BIM adoption, considering the relationships among
the stakeholders, will affect the adoption of BIM for PDR, and how it can be led to success.
It also demonstrates that the adoption of BIM in PDR projects occurs through the interactive
relationships between stakeholders. As a result, the success of the PDR project is heavily
reliant on stakeholder relationships, leadership, decision-makers, and decisions made
individually by each stakeholder, who is influenced by the decisions of other stakeholders,
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in conjunction with the mandatory adoption of BIM. Therefore, for a better understanding
of this scenario, the proposed conceptual framework summarizes that the full adoption of
BIM through the planning, design, and construction phases of PDR will lead to the success
of reconstruction projects based on the success of their components, which is a part of the
process of PDR. The proposed conceptual framework can assist to improve collaboration
among reconstruction project stakeholders and offer more opportunities for a positive
perception of BIM adoption in PDR in the future.
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6. Conclusions

Post-disaster reconstruction has been considered as a dynamic, complex system,
and represents many challenges and issues. Recently, building information modelling
has been extensively utilized in the construction industry due to its efficiency in solving
complex and dynamic challenges. To provide a holistic overview of the present status,
the current study used VOSviewer to visualize related papers published from 2010 to
March 2021. The findings showed that “Automation in Construction” had an outstanding
performance in BIM applications for the PDR field, and recorded the highest number of total
citations. The analysis of keyword frequency showed that “Reconstruction” and “Safety
Management” emerged as mainstream research themes in this field and recently attracted
scholars’ interest, which could represent the directions of future research. Five major
research domains associated with BIM were identified, namely “Disasters”, “Earthquakes”,
“HBIM”, “Damage Detection”, and “Life Cycle”. Finally, a proposed conceptual framework
was provided, highlighting the relationship between post-disaster reconstruction and BIM
adoption, which impacts BIM adoption for PDR.

The outcomes of this study will assist scholars and practitioners in gaining clear
ideas of the present status and identifying the directions of future research in this area. It
will develop and open a new research area of BIM in the life cycle phases of PDR projects.
Furthermore, while using BIM for reconstruction projects in the aftermath of disasters is still
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nascent, further primary investigations should be conducted to adopt BIM for post-disaster
reconstruction projects fully. We recommend setting foundations for a better framework
and guidelines for BIM adoption through the planning, design, and construction phases
of PDR projects. We also suggest that the barriers to adopting BIM for PDR within the
construction industry be identified. In addition, we recommend the integration of BIM for
PDR with blockchain and/or other technology, such as the IoT, which will significantly
boost the PDR field. However, there are a few limitations to this research. For instance, this
study followed the PRISMA guidelines, without paying attention to meta-analyses. Thus,
future studies should be undertaken considering meta-analyses to support the analysis of
this study. Moreover, the collected papers were only sourced from the Scopus database,
meaning that other related papers may be missing. Thus, prospective studies could include
articles from another database. In addition, only English papers were included; however,
there could be related papers in other languages that should be considered in future studies
to overwhelm these limitations.
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Influence on the BIM Implementation in Malaysia. Ain Shams Eng. J. 2020, 11, 1013–1019. [CrossRef]

23. Georgiadou, M.C. An Overview of Benefits and Challenges of Building Information Modelling (BIM) Adoption in UK Residential
Projects. Constr. Innov. 2019, 19, 298–320. [CrossRef]

24. Wong, J.; Wang, X.; Li, H.; Chan, G. A Review of Cloud-Based BIM Technology in the Construction Sector. J. Inf. Technol. Constr.
2014, 19, 281–291.

25. Shehzad, H.M.F.; Ibrahim, R.B.; Yusof, A.F.; Khaidzir, K.A.M. Building Information Modeling: Factors Affecting the Adoption in
the AEC Industry. In Proceedings of the 2019 6th International Conference on Research and Innovation in Information Systems
(ICRIIS), Johor Bahru, Malaysia, 2–3 December 2019; pp. 1–6.

26. Haruna, A.; Shafiq, N.; Montasir, O.A. Building Information Modelling Application for Developing Sustainable Building (Multi
Criteria Decision Making Approach). Ain Shams Eng. J. 2021, 12, 293–302. [CrossRef]

27. Chan, D.W.M.; Olawumi, T.O.; Ho, A.M.L. Perceived Benefits of and Barriers to Building Information Modelling (BIM) Imple-
mentation in Construction: The Case of Hong Kong. J. Build. Eng. 2019, 25, 100764. [CrossRef]

28. Gamil, Y.; Rahman, I.A.R. Awareness and Challenges of Building Information Modelling (BIM) Implementation in the Yemen
Construction Industry. J. Eng. Des. Technol. 2019, 17, 1077–1084. [CrossRef]

29. Saka; Chan A Scientometric Review and Metasynthesis of Building Information Modelling (BIM) Research in Africa. Buildings
2019, 9, 85. [CrossRef]

30. Gan, L.; Wang, Y.; Lin, Z.; Lev, B. A Loss-Recovery Evaluation Tool for Debris Flow. Int. J. Disaster Risk Reduct. 2019, 37, 101165.
[CrossRef]

31. Dakhil, A.; Alshawi, M. Client’s Role in Building Disaster Management through Building Information Modelling.
Procedia Econ. Financ. 2014, 18, 47–54. [CrossRef]

32. Nawari, N.O.; Ravindran, S. Blockchain and Building Information Modeling (BIM): Review and Applications in Post-Disaster
Recovery. Buildings 2019, 9, 149. [CrossRef]

33. Messaoudi, M.; Nawari, N.O. BIM-Based Virtual Permitting Framework (VPF) for Post-Disaster Recovery and Rebuilding in the
State of Florida. Int. J. Disaster Risk Reduct. 2020, 42, 101349. [CrossRef]

34. Sepasgozar, S.M.E.; Hui, F.K.P.; Shirowzhan, S.; Foroozanfar, M.; Yang, L.; Aye, L. Lean Practices Using Building Information
Modeling (BIM) and Digital Twinning for Sustainable Construction. Sustainability 2020, 13, 161. [CrossRef]

35. Adegoriola, M.I.; Lai, J.H.K.; Chan, E.H.; Amos, D. Heritage Building Maintenance Management (HBMM): A Bibliometric-
Qualitative Analysis of Literature. J. Build. Eng. 2021, 42, 102416. [CrossRef]

36. Wu, Z.; Yang, K.; Lai, X.; Antwi-Afari, M.F. A Scientometric Review of System Dynamics Applications in Construction Manage-
ment Research. Sustainability 2020, 12, 7474. [CrossRef]

37. Qureshi, M.I.; Khan, N.; Qayyum, S.; Malik, S.; Hishan, S.S.; Ramayah, T. Classifications of Sustainable Manufacturing Practices
in ASEAN Region: A Systematic Review and Bibliometric Analysis of the Past Decade of Research. Sustainability 2020, 12, 8950.
[CrossRef]

38. Liberati, A.; Altman, D.G.; Tetzlaff, J.; Mulrow, C.; Gøtzsche, P.C.; Ioannidis, J.P.A.; Clarke, M.; Devereaux, P.J.; Kleijnen, J.;
Moher, D. The PRISMA Statement for Reporting Systematic Reviews and Meta-Analyses of Studies That Evaluate Health Care
Interventions: Explanation and Elaboration. J. Clin. Epidemiol. 2009, 62, e1–e34. [CrossRef] [PubMed]

39. Zhao, X.; Zuo, J.; Wu, G.; Huang, C. A Bibliometric Review of Green Building Research 2000–2016. Archit. Sci. Rev. 2019, 62,
74–88. [CrossRef]

18



Sustainability 2022, 14, 393

40. Aghaei Chadegani, A.; Salehi, H.; Yunus, M.; Farhadi, H.; Fooladi, M.; Farhadi, M.; Ale Ebrahim, N. A Comparison between Two
Main Academic Literature Collections: Web of Science and Scopus Databases. Asian Soc. Sci. 2013, 9, 18–26. [CrossRef]

41. van Eck, N.J.; Waltman, L. Software Survey: VOSviewer, a Computer Program for Bibliometric Mapping. Scientometrics 2010, 84,
523–538. [CrossRef] [PubMed]

42. Wu, Z.; Chen, C.; Cai, Y.; Lu, C.; Wang, H.; Yu, T. BIM-Based Visualization Research in the Construction Industry: A Network
Analysis. Int. J. Environ. Res. Public Health 2019, 16, 3473. [CrossRef]

43. Darko, A.; Chan, A.P.C.; Adabre, M.A.; Edwards, D.J.; Hosseini, M.R.; Ameyaw, E.E. Artificial Intelligence in the AEC Industry:
Scientometric Analysis and Visualization of Research Activities. Autom. Constr. 2020, 112, 103081. [CrossRef]

44. Ren, R.; Hu, W.; Dong, J.; Sun, B.; Chen, Y.; Chen, Z. A Systematic Literature Review of Green and Sustainable Logistics:
Bibliometric Analysis, Research Trend and Knowledge Taxonomy. Int. J. Environ. Res. Public Health 2019, 17, 261. [CrossRef]

45. Jin, R.; Gao, S.; Cheshmehzangi, A.; Aboagye-Nimo, E. A Holistic Review of Off-Site Construction Literature Published between
2008 and 2018. J. Clean. Prod. 2018, 202, 1202–1219. [CrossRef]

46. Hosseini, M.R.; Martek, I.; Zavadskas, E.K.; Aibinu, A.A.; Arashpour, M.; Chileshe, N. Critical Evaluation of Off-Site Construction
Research: A Scientometric Analysis. Autom. Constr. 2018, 87, 235–247. [CrossRef]

47. Su, H.-N.; Lee, P.-C. Mapping Knowledge Structure by Keyword Co-Occurrence: A First Look at Journal Papers in Technology
Foresight. Scientometrics 2010, 85, 65–79. [CrossRef]

48. He, Q.; Wang, G.; Luo, L.; Shi, Q.; Xie, J.; Meng, X. Mapping the Managerial Areas of Building Information Modeling (BIM) Using
Scientometric Analysis. Int. J. Proj. Manag. 2017, 35, 670–685. [CrossRef]

49. van Eck, N.J.; Waltman, L. Visualizing Bibliometric Networks. In Measuring Scholarly Impact; Springer International Publishing:
Cham, Germany, 2014; pp. 285–320.

50. Biagini, C.; Capone, P.; Donato, V.; Facchini, N. Towards the BIM Implementation for Historical Building Restoration Sites.
Autom. Constr. 2016, 71, 74–86. [CrossRef]

51. Noor, S.; Shah, L.; Adil, M.; Gohar, N.; Saman, G.E.; Jamil, S.; Qayum, F. Modeling and Representation of Built Cultural Heritage
Data Using Semantic Web Technologies and Building Information Model. Comput. Math. Organ. Theory 2019, 25, 247–270.
[CrossRef]

52. Nawari, N.O. BIM Data Exchange Standard for Hydro-Supported Structures. J. Archit. Eng. 2019, 25, 04019015. [CrossRef]
53. Xu, Z.; Zhang, H.; Lu, X.; Xu, Y.; Zhang, Z.; Li, Y. A Prediction Method of Building Seismic Loss Based on BIM and FEMA P-58.

Autom. Constr. 2019, 102, 245–257. [CrossRef]
54. Brumana, R.; Della Torre, S.; Previtali, M.; Barazzetti, L.; Cantini, L.; Oreni, D.; Banfi, F. Generative HBIM Modelling to

Embody Complexity (LOD, LOG, LOA, LOI): Surveying, Preservation, Site Intervention—The Basilica Di Collemaggio (L’Aquila).
Appl. Geomatics 2018, 10, 545–567. [CrossRef]

55. Sani, M.J.; Abdul Rahman, A. GIS and BIM Integration at Data Level: A Review. ISPRS Int. Arch. Photogramm. Remote Sens. Spat.
Inf. Sci. 2018, 42, 299–306. [CrossRef]

56. Brumana, R.; Della Torre, S.; Oreni, D.; Cantini, L.; Previtali, M.; Barazzetti, L.; Banfi, F. SCAN to HBIM-Post Earthquake
Preservation: Informative Model as Sentinel at the Crossroads of Present, Past, and Future. In Lecture Notes in Computer Science
(Including Subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics); Springer International Publishing:
Cham, Germany, 2018; Volume 11196 LNCS, pp. 39–51. ISBN 9783030017613.

57. Brumana, R.; Della Torre, S.; Oreni, D.; Previtali, M.; Cantini, L.; Barazzetti, L.; Franchi, A.; Banfi, F. HBIM Challenge among the
Paradigm of Complexity, Tools and Preservation: The Basilica Di Collemaggio 8 Years after the Earthquake (L’Aquila). ISPRS Int.
Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2017, 42, 97–104. [CrossRef]

58. Oreni, D.; Brumana, R.; Della Torre, S.; Banfi, F. Survey, HBIM and Conservation Plan of a Monumental Building Damaged by
Earthquake. ISPRS Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2017, XLII-5/W1, 337–342. [CrossRef]

59. Ma, L.; Sacks, R.; Zeibak-Shini, R.; Aryal, A.; Filin, S. Preparation of Synthetic As-Damaged Models for Post-Earthquake BIM
Reconstruction Research. J. Comput. Civ. Eng. 2016, 30, 04015032. [CrossRef]

60. Ma, L.; Sacks, R.; Zeibak-Shini, R. Information Modeling of Earthquake-Damaged Reinforced Concrete Structures.
Adv. Eng. Inform. 2015, 29, 396–407. [CrossRef]

61. Carrie Sturts, D. Learning in Global Teams: BIM Planning and Coordination. Int. J. Autom. Smart Technol. 2015, 5, 119–135.
[CrossRef]

62. Lyons, M. Building Back Better: The Large-Scale Impact of Small-Scale Approaches to Reconstruction. World Dev. 2009, 37,
385–398. [CrossRef]

63. Ika, L.A.; Diallo, A.; Thuillier, D. Critical Success Factors for World Bank Projects: An Empirical Investigation. Int. J. Proj. Manag.
2012, 30, 105–116. [CrossRef]

64. Tagliacozzo, S. Government Agency Communication during Postdisaster Reconstruction: Insights from the Christchurch
Earthquakes Recovery. Nat. Hazards Rev. 2018, 19, 04018001. [CrossRef]

65. Rouhanizadeh, B.; Kermanshachi, S.; Dhamangaonkar, V.S. Identification and Categorization of Policy and Legal Barriers to
Long-Term Timely Postdisaster Reconstruction. J. Leg. Aff. Disput. Resolut. Eng. Constr. 2019, 11, 1–10. [CrossRef]

66. Chang, Y.; Wilkinson, S.; Potangaroa, R.; Seville, E. Identifying Factors Affecting Resource Availability for Post-disaster Recon-
struction: A Case Study in China. Constr. Manag. Econ. 2011, 29, 37–48. [CrossRef]

19



Sustainability 2022, 14, 393

67. Sharma, K.; KC, A.; Subedi, M.; Pokharel, B. Post Disaster Reconstruction after 2015 Gorkha Earthquake: Challenges and
Influencing Factors. J. Inst. Eng. 2018, 14, 52–63. [CrossRef]

68. Sadiqi, Z.; Trigunarsyah, B.; Coffey, V. A Framework for Community Participation in Post-Disaster Housing Reconstruction
Projects: A Case of Afghanistan. Int. J. Proj. Manag. 2017, 35, 900–912. [CrossRef]

69. Shi, M.; Cao, Q.; Ran, B.; Wei, L. A Conceptual Framework Integrating “Building Back Better” and Post-Earthquake Needs for
Recovery and Reconstruction. Sustainability 2021, 13, 5608. [CrossRef]

70. Rouhanizadeh, B.; Kermanshachi, S.; Nipa, T.J. Exploratory Analysis of Barriers to Effective Post-Disaster Recovery. Int. J. Disaster
Risk Reduct. 2020, 50, 101735. [CrossRef]

71. Rouhanizadeh, B.; Kermanshachi, S. Barriers to an Effective Post-Recovery Process: A Comparative Analysis of the Public’s and
Experts’ Perspectives. Int. J. Disaster Risk Reduct. 2021, 57, 102181. [CrossRef]

72. Baarimah, A.O.; Alaloul, W.S.; Liew, M.S. Post-Disaster Reconstruction Projects in Developing Countries: An Overview.
Lect. Notes Electr. Eng. 2022, 758. [CrossRef]

73. Kermanshachi, S.; Rouhanizadeh, B. Feasibility Analysis of Post Disaster Reconstruction Alternatives Using Automated BIM-
Based Construction Cost Estimation Tool. In Proceedings of the CSCE 6th International Disaster Mitigation Specialty Conference,
Montreal: Canadian Society of Civil Engineering, Fredericton, NB, Canada, 13–16 June 2018; pp. 13–16.

74. Ilhan, B.; Yaman, H. Meta-Analysis of Building Information Modeling Literature in Construction. Int. J. Eng. Innov. Technol. 2013,
3, 373–379.

75. Montiel-Santiago, F.J.; Hermoso-Orzáez, M.J.; Terrados-Cepeda, J. Sustainability and Energy Efficiency: BIM 6D. Study of the
BIM Methodology Applied to Hospital Buildings. Value of Interior Lighting and Daylight in Energy Simulation. Sustainability
2020, 12, 5731. [CrossRef]

76. Bui, N.; Merschbrock, C.; Munkvold, B.E. A Review of Building Information Modelling for Construction in Developing Countries.
Procedia Eng. 2016, 164, 487–494. [CrossRef]

77. Kim, K.P.; Freda, R.; Nguyen, T.H.D. Building Information Modelling Feasibility Study for Building Surveying. Sustainability
2020, 12, 4791. [CrossRef]

78. Obi, L.; Awuzie, B.; Obi, C.; Omotayo, T.S.; Oke, A.; Osobajo, O. BIM for Deconstruction: An Interpretive Structural Model of
Factors Influencing Implementation. Buildings 2021, 11, 227. [CrossRef]

79. Ghaffarianhoseini, A.; Tookey, J.; Ghaffarianhoseini, A.; Naismith, N.; Azhar, S.; Efimova, O.; Raahemifar, K. Building Information
Modelling (BIM) Uptake: Clear Benefits, Understanding Its Implementation, Risks and Challenges. Renew. Sustain. Energy Rev.
2017, 75, 1046–1053. [CrossRef]

80. Adekunle, S.A.; Ejohwomu, O.; Aigbavboa, C.O. Building Information Modelling Diffusion Research in Developing Countries: A
User Meta-Model Approach. Buildings 2021, 11, 264. [CrossRef]

81. The Business Value of BIM for Construction in Major Global Markets; SmartMarket Report; McGraw Hill Construction: New York,
NY, USA, 2014; pp. 1–60.

82. Doan, D.T.; GhaffarianHoseini, A.; Naismith, N.; Ghaffarianhoseini, A.; Zhang, T.; Tookey, J. Examining Critical Perspectives on
Building Information Modelling (BIM) Adoption in New Zealand. Smart Sustain. Built Environ. 2020. [CrossRef]

83. Hameed Memon, A.; Abdul Rahman, I.; Memon, I.; Iffah Aqilah Azman, N. BIM in Malaysian Construction Industry: Status,
Advantages, Barriers and Strategies to Enhance the Implementation Level. Res. J. Appl. Sci. Eng. Technol. 2014, 8, 606–614.
[CrossRef]

84. Construction Industry Transformation Programme 2016–2020. CIDB Kuala Lumpur Malays. 2016, 184, 1–71.
85. Drogemuller, R. BIM Support for Disaster Response. In Risk-Informed Disaster Management: Planning for Response, Recovery and

Resilience; 2015; pp. 391–405. Available online: https://eprints.qut.edu.au/76145/1/E3.2.pdf (accessed on 5 December 2021).
86. Kim, J.-E.; Hong, C.-H. A Study on the Application Service of 3D BIM-Based Disaster Integrated Information System Management

for Effective Disaster Response. J. Korea Acad. Coop. Soc. 2018, 19, 143–150.
87. Wang, B.; Li, H.; Rezgui, Y.; Bradley, A.; Ong, H.N. BIM Based Virtual Environment for Fire Emergency Evacuation. Sci. World J.

2014, 2014, 589016. [CrossRef] [PubMed]
88. Boguslawski, P.; Mahdjoubi, L.; Zverovich, V.; Fadli, F.; Barki, H. BIM-GIS Modelling in Support of Emergency Response

Applications. Build. Inf. Model. Des. Constr. Oper. 2015, 149, 381. [CrossRef]
89. Lyu, H.-M.; Wang, G.-F.; Shen, J.; Lu, L.-H.; Wang, G.-Q. Analysis and GIS Mapping of Flooding Hazards on 10 May 2016,

Guangzhou, China. Water 2016, 8, 447. [CrossRef]
90. Sertyesilisik, B. Building Information Modeling as a Tool for Enhancing Disaster Resilience of the Construction Industry.

Trans. VŠB Tech. Univ. Ostrava Saf. Eng. Ser. 2017, 12, 9–18. [CrossRef]
91. Rad, M.A.H.; Jalaei, F.; Golpour, A.; Varzande, S.S.H.; Guest, G. BIM-Based Approach to Conduct Life Cycle Cost Analysis of

Resilient Buildings at the Conceptual Stage. Autom. Constr. 2021, 123, 103480. [CrossRef]
92. Ahuja, R.; Jain, M.; Sawhney, A.; Arif, M. Adoption of BIM by Architectural Firms in India: Technology–Organization–

Environment Perspective. Archit. Eng. Des. Manag. 2016, 12, 311–330. [CrossRef]
93. Chen, Y.; Yin, Y.; Browne, G.J.; Li, D. Adoption of Building Information Modeling in Chinese Construction Industry.

Eng. Constr. Archit. Manag. 2019, 26, 1878–1898. [CrossRef]
94. Ahmed, S.H.A.; Suliman, S.M.A. A Structure Equation Model of Indicators Driving BIM Adoption in the Bahraini Construction

Industry. Constr. Innov. 2020, 20, 61–78. [CrossRef]

20



Citation: Vijayan, D.S.; Devarajan, P.;

Sivasuriyan, A.; Stefańska, A.; Koda,
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Abstract: Green building is a way to reduce the impact of the building stock on the environment,
society, and economy. Despite the significance of a systematic review for the upcoming project, few
studies have been conducted. Studies within the eco-friendly construction scope have been boosted
in the past few decades. The present review study intends to critically analyse the available literature
on green buildings by identifying the prevalent research approaches and themes. Among these
recurring issues are the definition and scope of green buildings, the quantification of green buildings’
advantages over conventional ones, and several green building production strategies. The study
concludes that the available research focuses mainly on the environmental side of green buildings.
In contrast, other crucial points of green building sustainability, such as social impacts, are often
neglected. Future research objectives include the effects of climate on the effectiveness of green
building assessment methods; verification of the actual performance of green buildings; specific
demographic requirements; and future-proofing.

Keywords: economy; eco-materials; energy; environmental impact; lean construction; pollution;
sustainability

1. Introduction

In this modern era, it is necessary to protect the environment. The demand for
housing and its development plan has increased daily since the population growth rate
is higher than ever. It becomes a challenge for engineers and architects to find a way to
preserve resources while also incorporating environmentally friendly technologies into
the building [1]. The Earth’s resources are classified into renewable and non-renewable
materials. With the advancement of modern technology, the construction industry has
surpassed all other sectors in exploiting non-renewable natural resources, consuming
approximately 3000 metric tonnes per year [2]. Continuing to extract raw materials for
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construction activities ultimately deprives them in the long run, resulting in a significant
environmental burden. Among the several environmental impact agents, the construction
sector was identified as one with the greatest failures and shortcomings related to the
sustainability issue.

The extraction of raw materials for construction depletes the environment and has
emerged as a significant source of pollution. It was long believed that construction activity
harmed our environment through adverse impacts such as biodiversity loss. Such a result
is mainly due to raw material extraction, landfill problems, worker inefficiency, resource
depletion, acid rain, global warming, poor air quality, and smog production during the
manufacture and transportation of building products [3]. Due to rapid availability and low
cost, concrete and mortar are modern construction’s most employed building resources. As
the daily demand for cement increased, it led to a corresponding boost in production [4].
Each year, it is estimated that cement manufacturing alone causes 7% of global CO2
emissions and other harmful greenhouse gases (GHG) to the atmosphere.

The current quantity of CO2 in the atmosphere is 550 ppm (Parts Per million), with
an annual increase of 2.5 ppm. As a result, the mean air temperature is rising alarmingly.
Construction impacts are categorised by their effects on the ecology, natural resources, and
human health. Activities like quarrying and river sand mining can harm the ecosystem and
human health. Fine contaminants are created in a dust form during large-scale development
and exploration. Workers and tenants still confront health hazards despite building bylaws
and environmental controls. Toxic compounds and particles in the materials may alter
indoor air quality, increasing the risk of early death and long-term respiratory disorders
such as asthma and silicosis. Inhaling “respirable crystalline silica” in limestone and
aggregates might cause health problems. To address this issue, sustainable and green
construction display a set of practices that focus on raising environmental awareness and
promoting eco-friendly labelling to battle pollution [5].

To fulfil sustainable guidelines, the Architecture, Engineering, and Construction sector
(AEC) must operate within the planet’s capacity to absorb the waste and pollutants gen-
erated by its activities and continuously develop stricter requirements for raw materials
extraction and transformation. The created environment presents us with a tremendous
obstacle [6]. The construction, operation, and eventual demolition of buildings have signifi-
cant environmental impacts through material and energy consumption. These processes
result in pollution and waste, which often strain inadequate infrastructure. Additionally,
the built environment substantially impacts individuals, communities, and organisations’
both physically and financially. A high standard and an aesthetic structure enhance the
surroundings and teach designers how to manufacture more sustainable facilities. On the
contrary, a substandard building will have the opposite effect. Buildings and physical
environments are undesirable and unsustainable when they degrade the community, con-
tributing to poor health and social isolation and generating excessive financial obligation.

Numerous corporations, industries, and local, national, and international governmen-
tal entities have chosen sustainable development as their official policy. After more than
three decades since the establishment of World Environment Day by the United Nations
General Assembly in 1972, the environmental movement appears to be progressing in
reversing unsustainable development tendencies. To meet the challenge, designers must
enhance the quality of life for everybody by developing wholesome structures and en-
vironments that fit individuals and communities of the present and future. To fulfil the
responsibility to protect other species and ecosystems, we must minimise resource use,
waste, and pollution. Consequently, buildings and the built environment will be subject
to increasing criteria, such as energy efficiency. The need for multi-criteria analysis for
buildings and housing is necessary to assess the quality of housing, which requires consid-
eration of several factors. Identifying and categorising quality factors is one of the most
challenging tasks [7].

A wealth of materials is available to all professions to create sustainable structures.
Still, the current practice barely applies to the basic sustainability concepts in most existing
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buildings. This results in less efficient, more expensive, and less environmentally friendly
structures. Improving the sectors that supply building designers with materials, services,
and knowledge might significantly influence the environment and quality of life [8]. The
present review study intends to present the most accessible and accurate source of infor-
mation on how to design and develop sustainable buildings and built environments. It
provides a comprehensive review concerning the recent changes in sustainable and green
construction, particularly in reducing the use of non-renewable materials and mitigating
the environmental impact of construction and building operations. Additionally, it aims to
answer how to make well-informed, universal judgments on a building design that benefits
people’s health and the environment in a sustainable way.

The goal of the green building movement is to lessen the destruction of natural
habitats during the building process. Waste decreases, and eco-friendly materials and
methods are utilized [9]. A more sustainable future can be achieved by implementing
resources and sustainability principles in green construction. One of the most crucial parts
of an eco-friendly building is using appropriate materials. Since bamboo and recycled
plastic are used in construction, they require less power and display less carbon impact
than conventional alternatives like cement and steel. The success of green construction
approaches in mitigating environmental damage depends on careful monitoring of resource
consumption at every stage of the project. The time it takes for materials to disintegrate
after being removed from a site, the amount of energy needed during manufacture, and the
volume of trash created during installation and maintenance are all factors to be considered.

Building priorities show a clear diversity of goals, which comes from putting emphasis
on different environmental issues. One looks at things from an environmental point of view,
and the other from a humanistic point of view. The evolving ecological goals in architecture
bring with them potential dangers if there is a limited understanding of associated issues.
Defining ecological goals consciously and correctly lays the groundwork for designing
sustainable architecture. Modern examples of ecologically sound architecture should be
based on a balance between human and environmental concerns [10].

The implementation of sustainable practices in buildings can contribute to a variety
of goals and causes. Firstly, it seeks to lessen the negative effect that buildings have on
the surrounding environment by reducing the number of non-renewable resources and
materials that are utilized. Secondly, it has the potential to reduce energy consumption both
during the construction and operation phases throughout the structure’s lifetime. Thirdly,
it can improve the health and well-being of building inhabitants by producing a healthier
interior atmosphere. This, in turn, has the potential to increase productivity and decrease
absenteeism. Last but not least, it can help to create a constructed environment that is more
sustainable and resilient, capable to endure the effects of climate change. In general, the use
of sustainable building practices can help to lessen the negative effects that buildings have
on the surrounding environment, improve the health and well-being of building occupants,
and contribute to a more sustainable and resilient built environment.

The paper is divided as follows:
Section 1 describes and provides an overview of the current state of research in the

field. It can be useful for both researchers and students who are looking to gain a better
understanding of the latest developments in a specific area.

Section 2 describes different methods for writing review articles, such as literature
search, selection criteria, data extraction and analysis. We will also discuss how these
methods can be used effectively to produce meaningful results.

Section 3 describes the idea of green building, which emphasizes the use of energy-
efficient materials and technologies to reduce energy consumption and waste production.
Additionally, modern construction projects often consider factors such as water conserva-
tion, air quality, and noise pollution when designing buildings.

Section 4 describes the components used in sustainable construction that play an
important role in reducing the environmental footprint of a building. These components
include green building materials such as recycled steel, bamboo, and timber; energy efficient
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insulation; renewable energy sources; water management systems; and air quality systems.
Each component contributes to the overall sustainability of a structure by reducing its
environmental impact.

Section 5 discusses the various phases of sustainability practice in modern construction,
including resource management, energy efficiency strategies, green building materials, and
waste management. It will also explore how these practices can create a more sustainable
built environment.

Section 6 discusses how conventional construction techniques can significantly impact
the environment. The effects of traditional construction can be far-reaching, from the use of
energy-intensive materials to the release of pollutants.

Section 7 examines the current economic growth status in sustainable construction
and potential scenarios where it can be applied. It also provides insights into how this type
of construction can benefit both businesses and consumers alike.

Section 8 explores the life cycle analysis (LCA) of sustainable construction, looking at
how it can be used to assess the sustainability of different materials and processes used in
construction projects. It will also discuss potential scenarios for LCA and how it can help
enhance sustainable practices in the industry.

2. Methodology

The construction of environmentally friendly buildings is gaining significance as
people become more conscious of their impact on the surrounding environment. As a
result, it is of the utmost importance to devise a stringent and comprehensive technique for
evaluating green building construction projects. During this review process, consideration
should be given to several issues, including energy efficiency, water conservation, choice of
materials, indoor air quality, and noise control. Plus, the review procedure should consider
the use of sustainable design techniques in addition to renewable energy sources. If a
targeted and thorough evaluation plan is developed, we can assume that green building
construction projects are designed and built with environmental stewardship in mind,
addressing all requirements for health and safety.

The present study aims to cover peer-reviewed articles published primarily within the
last ten years. 42.1% of the papers were published within the previous five years, 38.6%
within the last ten years, and 19.3% more than ten years ago. The latter were thoroughly ex-
amined and discussed among all authors concerning their relevance to the topic and content
quality. We resorted to the Web of Science, SCOPUS, MDPI and ProQuest search engines,
complimented with unformatted searches to fill specific issues. Following this approach,
we conducted searches using isolated keywords or keyword combinations related to each
chapter. The keyword terms were: Brick, Building Energy Efficiency, Cement and Concrete,
Demolition and Construction Waste, Eco-friendly Materials, Environmental Impact, Green
Construction, Hempcrete, Lean Construction, Life Cycle Analysis, Natural Materials, Reuse,
Recycle, Reduce, Sustainable Construction, Water Efficiency Strategies. Any uncertainties
regarding the content and publications’ relevancy were discussed between the authors
until reaching a consensus.

3. Concept of Sustainability in Modern Construction

All living beings are connected and reliant on one another following the law of nature.
According to the ecological principle, supervision of a healthy environment is based on
effectively and efficiently handling its resources [11]. The term “sustainability” denotes
the ability of an ecosystem, a society, or any framed community to function while limiting
the use of available resources without harming the environment. The concept of green
sustainable development is realized by honing the ability to live in harmony with the
environment; thus, the green-sustainable idea in the AEC field has aided in achieving a
stable, economically viable environment. While an engineer must design a building with
the concept of green sustainable construction in mind, it is critical to understand the goal
of sustainability, its history, and its economic implication [12,13]. The theory of “Ecological
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Development” was followed by many countries from 1987 onwards due to the growth of in-
dustrialization, economics, and environmental sustainability. It is a concept that emphasizes
the conservation of biodiversity and ecosystems, the responsible use of natural resources,
and the advancement of environmental sustainability. All activities must be carried out in
a way that protects the environment and provides enough resources to meet human needs.
Given this, it demands meticulous planning and execution to accomplish this. Developing
beneficial strategies requires incorporating stakeholders from various sectors, including
governmental and non-governmental organizations, corporations, and communities. To
ensure the long-term sustainability of our environment also entails monitoring efforts for
any alterations or advancements made towards achieving ecological balance.

Green buildings are typically defined as structures that protect the environment and
resources efficiently throughout a building’s life cycle by carefully considering aspects such
as design, construction, maintenance, operation, repair, and rehabilitation. The concept of
“green building” has gained popularity and spread worldwide in recent decades, focusing
on issues such as global warming, unpredictably changing monsoons, and controlling
emissions from the construction industry [14]. The traditional construction method as-
sumed that GHG were only emitted when fossil fuels were used directly for heating and
electricity. However, construction materials emit GHG in most cases during manufacturing,
transportation, construction, operation, and demolition [15]. In sustainable buildings,
indoor air quality was naturally better, and occupants showed higher levels of comfort and
satisfaction, positively affecting their happiness and health.

Generally, a green and sustainable building positively impacts human well-being
over its lifetime. This building provides increased durability, reduced maintenance, and
a pleasant indoor environment for the owner and users. Green sustainable construction
is not the same in all countries because of regional features that differentiate based on
their culture, climate, tradition, building types, economic status, social condition, and
environmental priorities [16]. Green sustainable construction has several design, operation,
assembly, and maintenance strategies. Choosing and utilizing appropriate materials is
crucial during the design of such buildings. According to a recent report, implementing the
Green Sustainable Concept in developing countries like India can save up to 8500 MW of
power annually. Additionally, new green sustainable buildings enhance the local ecosystem
by using locally sourced materials [17].

When creating green buildings, it is necessary to remember that we are generating
a new ecosystem, the basis of which is plants. Green roofs are a typical anthropogenic
ecosystem where human civilization determines the composition of the soil profile (sub-
strate) and vegetation as well as the water regime. These factors interact and are confronted
with the surrounding ecosystems. The results of the interactions and confrontations shape
the further development of the green roof ecosystem [18]. In particular, the composi-
tion of the substrate layers and the water regime must comply with the requirements
of the planned vegetation. The environmental requirements of individual plant species
and the possible effects of the urban environment on vegetation have been studied by
numerous authors [19,20].

Most engineers prioritize aesthetic, social, economic, and ecological features over
designing green sustainable construction to achieve the best possible building standard.
It was believed that through this construction method, chance would displace human
dominance over nature and establish a fulfilled connection with the natural world. To
ensure the successful implementation of green sustainable construction, several guidelines
must be followed to eliminate the issues connected to impeding performance [21]. A sepa-
rate chapter for green futures and green infrastructure is urban agriculture which aims to
promote ecological sustainability, social justice, and local food security [22]. Implementing
urban agriculture has architectural and urban planning potential for using green zones and
vacant parts of the land, revitalizing post-industrial areas, and developing aesthetic and
social possibilities. Nonetheless, it requires access to specific needs (soil, water, nutrients,
human energy) and avoiding contact with environmentally hazardous substances [23,24].
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While implementing this concept, it is crucial to incorporate renewable energy sources
into buildings to maximize energy conservation and promote environmental protection.
Throughout implementation, it is necessary to deliberate on green sustainable technologies,
products, systems, and equipment utilization that preserve natural resources and the
environment. The cost of a green sustainable building may appear higher during the design
stage. However, during the construction phase, the output demonstrated the possibilities
of savings through energy conservation, reduced maintenance, and effective utilization of
waste materials [25]. It has been shown that incorporating green sustainable technologies
into construction results in high building performance and productivity.

In 2022, the global market for green construction materials was valued at an estimated
USD 200 billion, and this figure is projected to rise at a CAGR of 11.2% over the next
few years. Increasing construction activity and government efforts to enact green and
energy-efficient building rules are expected to drive market growth over the forecast
period. As a stimulus against the recent global crisis, governments have emphasized
energy efficiency and green construction, which may impact the demand for sustainable
construction products. The availability of high-performance green building products and
the rising energy cost are the primary factors propelling the market. Yet, expansion could
be stunted by consumers who are too focused on price and erratic energy Policymaking.

The following statistics reveal the global green building materials market revenue
until 2022. Due to their low carbon footprint and long service life at a reasonable price,
structural products are predicted to expand at 11.9% throughout the projection period.
Developing the construction market, especially in emerging economies, is anticipated to
boost the market overall. The second largest market is expected to be interior materials,
thanks to increasing consumer awareness of the environmental benefits of these products,
such as increased aesthetics, lighting, and air quality. The ability to regulate humidity and
improve air quality using these materials is also anticipated to contribute to the industry’s
expansion during the next few years. Due to its ability to conserve energy, insulation is
predicted to be the largest application segment, with a value of USD 92 billion by 2025. This
market is expected to expand throughout the projected period thanks to rising demand
from the residential and commercial construction industries. Roofing finishing was the
subsequent most common use. Rubber, slag, sludge, stone granules, and corrugated mixed
paper are some of the recyclables that go into making these items. Non-toxic recycled
rubber roofing is predicted to see rising demand from the roofing industry because of its
resistance to weather and long lifespan.

North America is anticipated to represent more than 40% of the global market. Build-
ing rules and supportive laws governing the use of green building materials in the construc-
tion industry and rising rehabilitation efforts are projected to keep this pattern going for
the foreseeable future. As a result of the expanding residential construction industry in the
region, Asia Pacific is projected to grow at the quickest rate during the forecast period, with
a CAGR of 15.0%. Product demand in the area is anticipated to be stimulated by the Paris
climate accord signed by India and China to combat climate change and the expanding
infrastructure development in both nations. The business increase in the application of
green building is expected to rise by various governments across the area. Green building
materials are expected to see increased demand in Europe over the projected period as
efforts to cut maintenance and operational costs of structures gain prominence.

Raw material suppliers increasingly integrate forward in response to the market’s
rising demand and limitless expansion potential. The rising demand for imports will
likely lead to a decline in the regional dominance of industry participants. During the
following years, this pattern should persist, which will drive market expansion. Raw
material suppliers increasingly integrate forward to address the rising demand and limitless
expansion potential. The increasing demand for imports leads to a decline in the regional
dominance of industry participants. During the next few years, this pattern should persist,
which should help drive market expansion. The following Figure 1 shows the global green
building material application area’s annual revenue for 2022.
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4. Major Components in a Sustainable Construction

The planet Earth serves as a shelter for human beings, continuously protecting us
from natural disasters while providing life-sustaining resources. However, life on earth is
on the verge of extinction, and our actions as a species have been identified as the primary
cause. Daily activities and common objects we use in our daily lives are among the primary
contributors to the rate of carbon footprint and are considered a substantial contributor
to climate change [26]. Our buildings’ unmetered consumption of resources, energy, and
water contributes significantly to environmental problems.

The green building concept can be a solution since it has the fewest negative conse-
quences at every level, from the built and natural ecosystems of its immediate surroundings
to broader regional and global contexts [27]. Using natural resources judiciously and effec-
tively managing the building stock will save scarce resources, reduce energy consumption,
and improve the overall environmental quality. Although this definition is straightforward,
it is still too widely used in this context [28]. Therefore, it is essential to have quantifiable
criteria for determining whether or not a building is “green”. Understanding how a sus-
tainable building is classified will allow us to recognize its qualities and the requirements
that designate it as “green construction”. Sustainable construction is a method of reducing
the environmental impact of construction projects. It entails the use of environmentally
friendly, energy-efficient, and cost-effective materials [29]. As illustrated in Figure 2, specific
components must be considered to ensure sustainable construction. These include using
renewable energy, water conservation techniques, and waste management strategies. It is
also necessary to understand how to design buildings in such a way that they reduce their
carbon footprint and use natural resources wisely. By incorporating these essential compo-
nents into construction projects, we can create more sustainable buildings that benefit both
people and the environment. Throughout the building’s life cycle, including the predesign,
design, construction, and operation phases, this should be executed with diligence, rigor,
and thorough evaluation and judgement [30].

The performance indicators for buildings under design and operation/retrofit must
be employed in green buildings. These relate the efficient use of energy and water, waste
reduction, sustainable materials, structure durability, and indoor air quality improvement
under the green construction design as a path to decrease the building’s CO2 emissions
and environmental footprint shown in Figure 2.
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5. Varied Phases of Sustainability Practice in Modern Construction

There are several approaches to modify and regulate the current nature of construction
to make it less damaging to the environment without diminishing the positive outcomes
of building activities. Potocnik’s study suggests adopting a multidisciplinary strategy
spanning a variety of components to construct a sustainable future in the building sec-
tor [31]. Other authors refer that to acquire an advantage from environmentally friendly
construction techniques, they should be conducted in the context of the whole life cycle of
a building [32]. Sustainable construction is becoming increasingly important as we strive to
reduce our environmental impact. It entails using more environmentally friendly materials,
processes, and methods than traditional building techniques. A construction project must
go through several stages to attain sustainability, as shown in Figure 3. Planning, design,
construction, and maintenance are examples of these. Each phase presents challenges that
must be carefully considered to ensure the project meets all goals. The natural environment
must be considered in planning, and energy efficiency and resource conservation must be
considered in the design. During construction, materials should be chosen with an eye
towards durability and recyclability while maintenance should focus on reducing waste
and pollution. Understanding the stages of sustainable construction is the first step to
designing eco-friendly projects.

Wise material and construction process decisions might help lower a building’s energy
consumption through reduced solar heat gain or loss, which reduces air-conditioning loads.
The energy needed for extraction, processing, manufacturing, and transportation can be
reduced by selecting materials with low embodied energy [33]. Due to the fragmentation
of natural areas and ecosystems brought on by construction activities, the extraction and
consumption of natural resources such as building materials, raw materials for producing
building materials, and building materials themselves directly impact natural biodiversity.
The built environment consumes a significant quantity of mineral resources, primarily
non-renewable. Therefore, it is crucial to use fewer non-renewable resources. This approach
should be considered during the design phase when selecting and prescribing materials
and should account for and assess their environmental footprint, mainly their embodied
carbon and energy.
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On the other hand, recycling positively impacts the environment by reducing waste
output and resource usage. Reusing and recycling construction materials and components
as alternatives to reintroducing them into the production chain has previously been estab-
lished in the literature [34]. In this way, reusing materials such as bricks, glass, and tiles
while repairing and dismantling buildings is an alternative for reducing Construction and
Demolition Waste (CDW).

5.1. Sustainable Practice during Procurement of Construction Materials

Material procurement has caused problems for domestic economies and the envi-
ronment affecting the construction sector. Hence it is necessary to highlight material
procurement following sustainability requirements, and as a result, the construction indus-
try’s performance in material management, which right now is far from ideal [35]. When
implementing a sustainable management strategy, the environmental, economic, and social
impacts during the supply and flow of materials at various stages of a structure’s life cycle
should be considered [36]. Sustainable materials request a paradigm shift beginning with
procuring raw materials and continuing throughout the journey of a constructed facility
to reduce their environmental impact [37]. By affecting the amount of embodied energy
and carbon released into the environment and diminishing natural resources upstream,
the facility’s positive effects can last well beyond its life cycle if the process starts with
suitable materials [38].

In general, purchasing goods and services in a way that considers the economic, en-
vironmental and social impact of the purchase on people and communities is known as
sustainable procurement [39]. It is also necessary for these purchases to increase the effi-
ciency and value of the resources that are under use. Traditionally, procurement decisions
were made exclusively based on price, quality, and time [40]. These factors still matter;
however, in today’s construction markets, emerging and established sustainable initiatives
are combined with these well-established elements [41]. Environmentally friendly procure-
ment should reduce material waste, CO2 emissions and energy and water consumption,
promoting biodiversity and equitable and sustainable economic development. Lastly, the
sustainable way of acquiring construction materials must result in social benefits.

The issue of sustainability raises the question of energy and CO2 consumption as
well as landfill waste disposal. In the European Union, 38 million tonnes of glass waste
are produced annually, and new goals for more sustainable waste handling were set for
2020. In particular, soda-lime, borosilicate, and lead-crystal glass are the glass families that
may be combined in this experimental effort to be recycled as cast glass components. The
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kiln-cast technique prepared several mixes for melting at 970 ◦C, 1120 ◦C, and 1200 ◦C.
An experimental splitting test was used for each sample to determine the force trend and
fracture behaviour. Soda-lime-silica glass was discovered to be the most compliant glass
recipe with the necessary physical and mechanical qualities [42].

5.2. Sustainable Water Conservation in Construction

Groundwater is one of the most common water sources for construction, as it is
pumped from aquifers and used for various purposes. In remote areas, due to some natural
and artificial obstacles, such as mountainous terrain, and groundwater for mining and
construction activities, water supply is not always accessible and available [43]. Pumping
groundwater is required for its use, requiring energy that contributes to GHG emissions [44].
It is essential to continuously supply water to ensure the community’s needs for drinking,
washing, waste disposal and sewages, swimming, and acclimatization in buildings. Also,
stormwater that runoff from a driveway that connects roadways and roofs pollutes the
waterways and causes flooding [45]. Direct and indirect water consumption is linked
to water usage in a typical building. Generally, its immediate use can be calculated by
the water consumed by construction workers during several activities, such as washing
aggregates, preparing and curing concrete, suppressing dust, washing equipment, and
cleaning hard surfaces [46].

The “indirect use” refers to using embodied water to make construction materials. The
water conservation index assesses the average consumption of a building and compares
it to overall water use, resulting in a “water savings rate”. This rate indicates how much
water is being conserved [47]. It is essential to evaluate the water-saving efficiency of
kitchens and bathroom taps, including and considering the recycling of rain and second-
hand intermediate water. At the design stage, it is essential to implement control systems
for water resources and select more sustainable planning options [48]. As a result, it is
necessary to align the building design and construction method to optimize water usage.
During the project planning stage, we should consider water preservation measures such
as using water-saving plumbing fixtures, rainwater harvesting systems, and a greywater
system instalment [43]. Also, reducing water consumption during material production
should be prioritized. Water reuse and recycling can help reduce embodied water usage in
building materials manufacturing. Water pollution control on construction sites is another
feature that should be evaluated.

Environmental assessment tools for construction must consider water pollution to
minimize ecological impacts. The water consumed in buildings is determined mainly
by the usage method and the sector type. Introducing environmentally friendly devices
can improve water efficiency and decrease consumption through recycling or harvesting
systems, one of the most important features to consider in new construction [49] under the
“green” label. In the AEC sector, water sustainability differs from water conservation in that
it reduces “waste” water while not interfering with daily needs or customer satisfaction.
Rainwater and greywater harvesting, water-wise landscaping, and high-efficiency flow and
flush fittings enhance building water sustainability [50]. Installing water-efficient fittings is
now recommended to ensure that potable water is conserved in buildings rather than the
traditional high-flow ones. These are measures that need some additional up-front capital
investment. Nonetheless, studies have shown that this investment paid off in most cases,
mainly in building with frequently used fixtures [51].

Water is required for both direct construction and embodied water production. Due to
this, recycling water usage in construction is critical. To save water in the long run, it is
imperative to calculate water usage throughout the infrastructure’s life during the planning
phase [52]. In many cases, such as collecting rainwater and heating it for domestic use,
water usage is linked with GHG emissions. As a result, zero-energy and green buildings
have gained popularity among the population [53,54]. It is also advisable to optimize the
system by preventing water loss due to leaking pipes and faucets [55]. With increased
awareness from an environmental view, favourable government policies, and ongoing
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lectures on the subject, efficiency related to water consumption in construction is expected
to improve in the future.

5.3. Sustainability during the Usage of Alternative Construction Materials

The concrete industry has begun incorporating alternative industrial waste materials
and CDW into structural concrete applications (Table 1). Its application has been more
frequent in recent years due to the availability of waste from demolitions and the reduction
in aggregate acquisition costs [56]. Those new applications will help the concrete industry
reduce its carbon footprint and pursue sustainability.

Table 1. List of Environmental reutilized waste in construction.

Category of Waste Type of Waste Countries Acquire A Large
Quantity of Waste Citation

Industrial waste

Fly Ash produced from the coal power plant as a by-product China, Canada, India
and Vietnam [11]

Salvage steel fibre as a by-product of steel manufacturing USA and Cameron [25]

Granulated blast furnace slag
By-product of iron and steel-making India and Great Britain [28]

Polyethylene terephthalate derived from Shredded waste
plastic bottles Nigeria and USA [35]

Calcium carbide residues from industrial gas Burkina Faso [36]

Magnesium oxide derivative as
By-product of mining & industrial company USA & Spain [37]

Crumb rubber from recycled industry of
transportation waste

India, China, Australia,
and Spain [38]

Glass fibre reinforced polymer waste from water boxes
manufacturing company India and Brazil [40]

Waterworks sludge waste from water treatment plants India and China [41]

Alumina filler and coal ash from an Aluminium
foundry plant USA and Spain [45]

Eucalyptus pulp microfibre from paper manufacturing China, India, and Brazil [46]

Agricultural waste

Straw bales from wheat, rice and barley
China, India, Egypt, Italy,

Germany, Japan, France, Peru,
Spain, Turkey, and Morocco

[49]

Oil palm fruit bunch fibre after the extraction of palm oil Indonesia and Malaysia [50]

Sugarcane bagasse left extracted after the juice in the
sugar industry

India, Brazil, Ghana, Portugal,
and Sri Lanka [51]

Cassava peels Kenya and Colombia [52]

Henequen fibre (leaf) Great Britain [53]

Sisal fibre Brazil and Kenya [46]

Spent coffee ground and processed tea waste China, India, and Turkey [57]

Bio briquettes India and China [58]

Tobacco residue from tobacco industry by-product Cuba and Turkey [59]

Olive waste fibre Italy and Morocco [60]

Seaweeds fibre extraction from alginate Italy and Great Britain [61]

Corn husk ash USA & Nigeria [62]

Saw dust from wood-based industries India, Brazil, and Mexico [63]
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The construction industry is ranked as the most environmentally impactful as it
consumes vast energy and natural resources and generates massive waste [64]. In addition,
conventional construction also incorporates a set of materials and substances that are
harmful to living beings in the short and long term, leading to a series of health and
environmental consequences (Table 2).

Table 2. Summary of non-eco-friendly conventional construction materials and their effects.

Conventional Constructional Material Environmental and Health Impacts Reference

Acrylonitrile Irritates mucous membranes of the lung walls
Affect habitants of aquatic organisms [65]

Ammonia Make water more acidic
Increasing corrosive nature [66]

Arsenic and its compounds May damage the growth of the foetus
Lead to cancer [67]

Bitumen Lung cancer
Block percolation of groundwater [68]

Borax and its substances Poison to all kinds of living organisms [69]

Cadmium Damage to the function of the kidney, liver, and lungs [70]

Copper and its substances Affect habitants of aquatic organisms
A Bio accumulative material [71]

Epoxy May trigger a strong allergy reaction [72]

Fluorides Decay the growth of the plant and aquatic organisms
May reduce the strength of bones [73]

Lead and its compounds Related to kidney and brain damages [74]

Nonyl phenol React as environment oestrogen
Increase the water acidity declining the growth of aquatic organisms [75]

Styrene Affect the lungs’ function
Cause damage to the reproductive system [76]

Vinyl acetate Increasing corrosive nature
Affect habitants of aquatic organisms [77]

Wood dust Lung cancer
May trigger robust allergy [78]

Demolition Dust Create eye irritation and breathing problem
Reduce plant photosynthesis ability [79]

Concrete is a commonly consumed product in the entire construction industry mainly
due to its versatility and ability to be easily altered. Decreasing the concrete environmental
burden can pave the way towards a more sustainable construction industry [80]. Most of
this resource consumption occurs in developing countries such as China, India, and Brazil.
From an environmental perspective, China and India appear to be struggling regarding
this matter as the requirement for concrete rises, and natural resource depletion becomes
an alarming problem. As a result, in the early twenty-first century, the work on green and
sustainable technologies has taken center stage.

Due to the rapid urbanization of industrial areas, old buildings are being demolished
and replaced with new ones with higher standards. In traditional construction, the CDW
would have been disposed of in landfills or repurposed for the construction of pavements.
The mining, processing, and transportation operations required to acquire and haul large
amounts of aggregate consume significant amounts of energy, emit substantial amounts
of carbon dioxide and harm the ecology of forested areas and riverbeds. Thus, finding a
substitute for virgin aggregate has been a long-standing concern [81]. Recently, extensive
research has been done on recycling demolition waste to determine whether it can be
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used instead of natural aggregates. In general, the recycled aggregates are extracted from
discarded waste, generated by the demolition of concrete buildings, the use of unfinished
concrete, the failure of precast concrete members, the expiration of concrete pavements,
and the testing of samples in several laboratories [82]. Recycled aggregates include tiles,
brick aggregates, concrete, marbles, bitumen, and asphalt. The term “recycled concrete
aggregate” (RCA) replacement stands for typically processed aggregates made by crushing
old or parent concrete like demolished concrete wastes [83]. Still, there has only been
limited research on the partial usage of concrete wastes as a replacement for cement in
concrete, which requires further investigation. Repurposing and reincorporating this kind
of debris in construction will be a step forward to improve environmental safety [84].

Natural fibers have a major role in developing environmentally friendly composites.
Their main advantages are low density, renewability, cost-effectiveness, flexibility, and
recyclability. Several kinds of natural fibers are used to construct building materials; these
include bamboo, palmyra, crushed coconut shell, peel of banana skin, sisal and jute fibers,
bagasse, and fabric [85]. Using natural fibers as construction materials added the benefits
of being eco-friendly and improving their properties. The rice husk is a highly efficient
and widely used fuel in many countries in energy generation units [46]. Rice husk ash
is a pozzolanic material formed due to this burning process. It has over 75% silica and
retains rice husk at about 20%. Typically, this process dumps ash into nearby waterways,
contaminating the water and causing environmental pollution [57]. Due to incomplete
ignition and unburned carbon, ash made from rice husk has a lower pozzolanic effect
at temperatures below 500 ◦C. Due to the transformation of silica to a non-crystalline or
amorphous form, the temperature of 550–700 ◦C results in ash having improved pozzolanic
characters. Numerous studies have been conducted on using rice husk ash in partially
replacing cement with or without replacing fine aggregates in cementitious composites.

Another example is in Sakhare and Ralegaonkar’s study, which investigated the possi-
bility of combining cotton waste and lime powder to create an innovative lightweight and
low-cost composite material for construction. The mechanical and physical characteristics
of concrete composites containing a large concentration of cotton waste and Lime powder
were analyzed. Results indicate that replacing the lime with the cotton waste does not
result in immediate brittle fracture, even moving beyond the failure loads. Moreover, it
demonstrates an energy absorption capacity of excellent levels, significantly reducing unit
weights and introducing a smoother surface compared to currently available bricks of
concrete [58]. Demir, aiming to promote environmental stewardship and sustainability in
the long-term use of ferrocement, discussed the implications of previous research on using
industrial waste materials in ferrocement works. The authors examined how different
industrial waste materials affected mortar and mesh reinforcement behaviour [59]. Lam-
rani et al. have studied the viability of a novel method for making lightweight composite
elements in a sandwich arrangement by encasing an aerated lightweight concrete core in a
high-performance ferrocement box. The results are analyzed using control mixtures made
entirely of aerated-type concrete. Results marked a significant increase in flexural and
compressive strength and reduced water absorption to fractions of the specimens used as
controls for the control specimens [60]. Salleh et al. study present agricultural, industrial
and food wastes as agents forming pores in producing porous ceramics. Identifying waste
material and clay confirms that processing conditions like sintering temperature, com-
paction pressure and material composition affect pore formation [86]. Zero waste in food,
agriculture, and industry can alleviate environmental concerns and ease production in a
closed loop. Porous ceramics of waste origin can help create more sustainable environments
while expanding the economy, particularly in alternative building materials.

5.4. Sustainability in Masonry Materials

Brick masonry is a construction and building material widely used not only in the past
in Egyptian, Mesopotamian, and Roman constructions but still today at a worldwide scale.
Bricks are traditionally made by combining earth-based raw materials, then moulded, dried
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and fired until they reach a specified strength parameter or by using ordinary Portland
cement (OPC) for concrete bricks [87]. Dove developed a variety of bricks from several
waste and by-product materials to reduce pollution, waste generation, and raw materials
depletion, thus contributing to a more sustainable and environmental practice. As a result
of the limitations of the traditional brick-making method, over the last two decades, the
brick-making process has shifted toward the use of waste materials [61]. To exemplify,
Goel and Kalamdhad showed the feasibility of using municipal solid wastes in degraded
form as input material in manufacturing bricks burnt at a concentration of 5 to 20 weight
% and then burning the product at temperatures between 850 and 900 ◦C [88]. Another
study by SP Raut et al. examined that different waste materials of varying compositions
were combined with the raw material at several levels to create waste-origin bricks. Other
waste materials have been used in brick production, including paper processing residues,
cigarette butts, textile effluent sludges from the treatment plant, polystyrene foam, plastic
fiber, fly ash, polystyrene and straw fabric [89]. Batagarawa et al. modified lightweight
and porous bricks with adequate compressive strength and low thermal conductivity by
adding paper processing residues to an earthen brick. Chemical analysis was done for raw
material and paper waste. The mixtures of paper waste and brick raw materials were made
in several proportions, up to 30% by weight [62]. Ayodele et al. probed the possibility of
reusing sludge from textile effluent treatment plants in building materials. The engineering
and physicochemical properties of this composite sludge specimen from South India were
investigated to determine the sludge’s suitability for both non-structural and structural
applications with cement replacement [63]. Juel et al. investigated the possibility of using
tannery sludge for manufacturing clay bricks. Various quantities of tannery sludge in
10%, 20%, 30%, and 40% were used to replace the clay. It was determined that 10% of
tannery sludge by weight is the optimal constituent for it -amended tannery sludge. Raising
the tannery sludge proportions and firing temperature caused a decrease in shrinkage,
weight, and bulk density during the firing process. Additionally, it was demonstrated
that incorporating a 10–40% tannery sludge content can save up to 15–47% of the firing
energy. The findings show that combining tannery sludge allows to the production of
bricks that meet the quality standards of the American Society for Testing and Materials
(ASTM) [90]. Adazabra et al. inspected the use of spent shea waste replaced at a rate of
5–20% of weight while manufacturing clay bricks that are moulded, compacted, and ablaze
for more than an hour at 900–1200 ◦C. Increasing the amount of used shea waste in clay
material increased water absorption values in every tested scenario. As the produced brick
showed lower strength by incorporating shea waste it was classified as a non-load-bearing
part of structural construction [91]. Sutcu et al. analyzed the physiomechanical and thermal
performance of porous clay bricks tested after adding an olive mill waste concentration
of 0–10% of the weight to the mixture. With a 10% waste from olive mills, the samples’
bulk density was reduced by up to 1450 kg/m3. The porosity of the modified samples
raised from 30.8 to 47.0% as the olive mill waste was taken from 0% to 10%. At 950 ◦C, the
compressive strength fell from 36.9 MPa to just 10.26 MPa. The study demonstrated that
olive mill waste effectively creates pores in bricks [92]. Ornam et al. studied the impact
of waste sago husk on manufacturing bricks made of fly ash. Samples were moulded and
dried in the sun before being burned at 550 ◦C for two hours with a zinc stove plate and
aluminium foil. As the amount of sago husk in the bricks was higher, the bricks’ strength
gradually decreased. On the other hand, the specimen’s density may decrease as the sago
husk content increases, down to 1810 kg/m3. The developed fly ash brick had the lowest
initial absorption rate while adhering to ASTM C67 specifications and requirements. While
waste-derived bricks have a few commercial applications and fabrication, a literature review
reveals their potential and versatility as a partial or complete substitute for traditional raw
materials as produced bricks meet a wide range of quality standards. Researchers can scale
up promising findings by including all necessary data and methodologies and planning
and designing experiments according to industrial manufacturing procedures [93].
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6. Strategies for Reducing the Impact of Conventional Construction

Based on the previous scenario, building materials and construction processes should
be targeted to reduce environmental impact. Several strategies were developed to assist
sustainable forms of construction, aiming at building material manufacture and construc-
tion methods [65] (Figure 4). The advanced material manufacturing process has resulted
in waste reduction. Resource conservation efforts are visible through reduced primary
level production and increased recycling, development and use of partial and complete
substitutes in case of using novel construction methods, materials of high impact, high-
performance materials development coupled with eco-friendly materials [94]. Conventional
construction has contributed significantly to global carbon emissions and climate change.
To conserve the environment, we must limit the impact of the traditional construction
industry. As depicted in Figure 4, many tactics can be applied to accomplish this objective.
They include using environmentally friendly building materials, enhanced energy effi-
ciency, and waste management strategies [95]. In addition, breakthrough technologies, such
as AI-assisted design tools, can lessen the environmental effect of construction projects by
increasing their efficiency and precision. By implementing these strategies, we are ensuring
that the conventional construction industry will decrease its environmental footprint and
no longer be a global warming and climate change protagonist.
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6.1. Impact Control through Improved Materials Production Processes

Implementing improved manufacturing processes reduces the amount of carbon
emitted and energy consumed during the production of the materials. According to
LCA studies, ferrous, cement and nonferrous metals are the materials with the highest
environmental impact. Energy and carbon emission savings can be achieved by updating
or optimizing existing manufacturing technology, including reutilized residual or waste
heat in the furnace to generate electricity. The cement industry is an excellent example of
this, as it uses waste heat recovery in manufacturing [66,96].

Only six of the eleven emerging economies with a significant cement production
capacity have heat recovery systems, with India leading in total installed capacity and
designed systems. An alternative to mitigate the harms of cement manufacturing on
the environment is to reduce the clinker quantity in the final product [97]. This can be
accomplished by replacing a certain amount of the clinker with materials that display a
low impact and significant pozzolanic characteristics, as described above when the LCA of
Portland cement production was conducted. To exemplify, cement made from pulverized
fly ash and clinker has less environmental impact than traditional cement [98]. Furthermore,
according to Garcia-Segura et al. blended cement not only produces fewer GHG emissions
than conventional cement manufacturing, but it [97] is proven to have higher durability.
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Edmundson and Horsfall and Rajdev et al. have described how blended combinations can
significantly decrease the impact of cement production on the environment by substituting
low-impact supplementary cementitious materials for a portion of the clinker [67,99].
Upgrading and improving cement manufacturing machinery continuously is a way to
mitigate environmental damage progressively.

6.2. Impact Control by the Materials Recycling

The process by which used materials are transformed into new products that would
otherwise be discarded is known as recycling. It’s a powerful tool for increasing the effi-
ciency of energy usage and lowering CO2 emissions caused by the material industry [68,99].
The demand for raw materials is reduced by recycling, which saves energy and reduces
carbon emissions. According to the World Steel Association recycling is crucial to pro-
duce metals like steel and iron and nonferrous ones like copper and aluminium because it
reduces the reliance on natural resources [100].

Additionally, energy costs in steel production are almost 20% to 40% of the total
price, according to the source of energy [100]. On the other hand, steel is 100% recyclable,
and recycling this material can save up to 25% of energy. Steel, as one of the carbon-
intensive building materials, emits 1.9 tonnes of CO2 as a by-product of one tonne of raw
steel manufactured [101].

Given this, recycling contributes to reducing the carbon footprint of steel production.
Recycled steel has a carbon intensity of approximately 16% of virgin steel, according
to the Inventory of Carbon and Energy (ICE), a database for building materials’ carbon
coefficients and embodied energy [102]. Another industry that employs recycling for
reducing carbon footprint and energy is the aluminium industry. In their LCA study,
Grimaud et al. discovered significant environmental advantages in recycling aluminium
shredder cables [103]. Furthermore, Rajadesingu and Arunachalam described that the
recycling of aluminium has benefited both the environment and the economy. Energy
savings and a reduction in bauxite mining are two of the advantages. It also helps countries
where secondary aluminium production is the primary metal source [69].

6.3. Impact Control through Material Substitution

Cement production is an energy-demanding and carbon-emitting process. Carbon
emissions are also produced by the chemical processes involved. Most construction indus-
try stakeholders may not have control over minimizing the impact of cement production on
the environment through the option of renewable energy coupled with waste heat recovery
processes. The construction industry’s contribution to reducing the environmental impact
of cement production by selecting suitable substitutes minimises the need for OPC. To
reach low-impact alternative materials, the following additions can be used: rice husk ash,
calcinated shale, volcanic ash, and calcinated clay. Incorporating supplementary cementi-
tious material (SCM) into OPC has improved the material’s durability, long-term strength,
and workability [70]. Additionally, SCM improves cement-based structures’ corrosion
resistance and decreases their permeability and absorption [71]. As a result, incorporating
SCMs as an OPC blend in structures reduces the use of OPC, thereby avoiding carbon
emissions and saving energy associated with its production.

6.4. Innovative Construction Techniques for Impact Mitigation

The construction industry now has a predominance of materials harming the envi-
ronment using energy consumption and emissions. Additionally, inefficient construction
processes generate significant waste, accounting for 10% and 30% of total landfill waste [72]
urging innovation in this field. Along with the search in finding durable and low-impact
materials, novel building techniques that promote sustainability by resource efficiency
are being evaluated. Both carbon- and energy-intensive construction materials, like steel
reinforcement bars and cement, will always play a significant role in the AEC sector. The
strategy is to discover new ways to use these materials to mitigate their total impact on
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the environment. Sustainable construction methods like offsite manufacturing, prefabrica-
tion and lean construction are recommended to minimize the waste produced due to in
situ construction.

The concept of lean or lean thinking was created and implemented in the automotive
industry to help maximize value by reducing waste [104]. Lean manufacturing and assem-
bly processes have been dubbed revolutionary due to their application of lean thinking.
The use of these lean manufacturing principles in the construction industry is termed
lean construction, aiming to increase productivity while decreasing waste. Ismail and
AbdelKareem have demonstrated that construction was the first industry to adopt the
lean philosophy, which perceives construction as a process of transformation, flow, and
value creation. Lean construction’s primary goal is to boost productivity while lowering
waste. Integrated project delivery is frequently related to lean construction. It is a process
for delivering projects that jointly leverage all stakeholders’ knowledge, insights, and
abilities to increase product value, maximize efficiency and reduce waste. As a result, the
term “Lean” has come to mean “Sustainability” and “any innovative way to improve the
efficiency of building design and construction” [73].

6.5. Impact Reduction Using Eco-Friendly Renewable Materials

Sustainable materials may not necessarily satisfy the demand of a less technologi-
cally advanced society. When available, renewable products present a great opportunity.
Studies show that using locally sourced materials efficiently reduces carbon emissions and
energy during the embodied phase of construction [105]. Myers et al. conducted a study
which discovered that by substituting renewable components for some traditional building
components and materials, embodied energy could be reduced by almost 28%, i.e., 7.5 to
5.4 GJ/m2 [106].

Hemp is being accepted as a renewable building component, particularly in the
United States and Europe, as hemp cultivation is now legally encouraged [29]. For non-
load-bearing walls, hemp concrete is more environmentally friendly than conventional
concrete panels [107]. Pretot et al. conducted an LCA of a wall made of hemp concrete.
They concluded that natural fibers of plant origin, like kenaf, showed promising results to
be considered an eco-friendly construction product. According to this author, hemp house
buildings in South Africa appear to be Africa’s most sustainable structure [107].

Batouli and Zhu found that insulation materials made from kenaf fibers have less
environmental impact than synthetic insulation components [108]. Bahranifard et al. study
compared earthen and conventional plaster and discovered that earthen plaster made of
clay has a significantly lower environmental impact than conventional plaster made of
hydraulic lime or Portland cement [76]. Melià et al. concluded that although the production
phase was found to have the most significant environmental impact, hemp concrete has a
lesser effect on the environment than conventional construction materials. Additionally,
the hemp plant’s capacity for carbon sequestration via photosynthesis aids in mitigating
climate change [109].

7. Status of Economy Growth in Sustainable Construction

Numerous studies indicate that green construction leads to significant economic
savings through high employee productivity, enhancing health and safety benefits, and
cutting down maintenance, operational and energy costs [77]. Mounting proofs show
sustainable buildings economically benefit occupants, operators and building owners.
Such buildings mark lower yearly operating costs due to insufficient water, energy, and
repair/maintenance churn with operating expenses. Cost savings in this form do not have
to be offset by higher initial costs. The initial cost for such a building would be similar to
or lower than a typical traditional building through integrated design and innovative use
of sustainable materials and equipment [78]. The economy of most nations relies heavily
on sustainable building practices (Figure 5) as they have the potential to create jobs, lower
energy prices, and enhance the environment. Nations adopt sustainable building methods,

37



Sustainability 2023, 15, 6751

knowing how this affects their economies. This chapter will examine the economic impact
of sustainable construction in several countries worldwide. Future economic growth
could be aided by adopting sustainable building materials and techniques, which we will
also consider.
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Along with direct cost savings, sustainable buildings can provide dwelling owners
with indirect economic perks just as features of a sustainable building can improve occu-
pants’ comfort, health and well-being, lower absenteeism, and increase productivity [79].
Building owners can benefit financially from various advantages, such as lower risks and
longer-lasting structures. New chances to attract new employees, decreased costs related to
complaint handling, reduced project permitting time and expenses, and community accep-
tance and support, will generate a consistent valuation of assets. Sustainable buildings also
benefit society economically through smaller fees associated with damages related to air
pollution and reduced infrastructure costs. Generally, investment is minimal, and the cost
of life-cycle time is typically less than traditional buildings [110].

8. Life Cycle Assessment of Sustainable Construction

Life Cycle Assessment (LCA) is a technique for assessing the environmental impli-
cations of a product or service over its entire life cycle. It is used to detect and quantify
the environmental implications of sustainable construction projects, such as energy usage,
water consumption, and waste production. With LCA, we can evaluate the viability of
construction projects before their construction. This ensures materials are responsibly
obtained, and buildings are constructed to be as energy efficient as feasible. In addition,
it enables us to discover areas with the potential to reduce the environmental impact of
construction projects. There is a wide range of tools to assess the built environment, energy
labelling, material selection, and indoor air quality [111]. In this section, we will examine
how LCA may be used to evaluate the sustainability of building projects, as seen in Fig-
ure 6, and highlight some of the most important factors to consider when conducting an
LCA analysis.
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LCA was first used for product comparison in the United States and Europe, but it is
now widely used in product design, strategic planning, and government policy. Apart from
the environmental assessment provided by LCA, it also delivers a method for reducing
environmental impacts using trade-off analysis [112]. LCA is a complex concept focusing
on energy, pollutants, and material flow at the inner and outer levels from a life cycle
perspective to support better decision-making [113]. The effects in the construction industry
occur at various life cycle stages, including manufacturing, processing, functional, and
disposal of building materials. Recently, LCA was introduced to assess GHG emissions
and embodied energy consumption during the initial stage of construction when using
steel, concrete, and wood structural members in any form of building [114,115].

9. Future Study of Sustainable Practice in Construction

Sustainable and environmentally friendly building practices are becoming increasingly
important as the global population rises. The challenge is meeting user needs while
minimizing construction’s negative environmental effects. The present study discusses
how future buildings could be made more environmentally friendly, mainly through green
construction practices. We also examined some real-world applications of green buildings
and discussed how they might be implemented to improve the planet’s long-term viability.
“Green construction” refers to any technique used to construct a building that minimizes
its negative effects on the natural environment. Despite the definition, there is no single
approach to a green building; instead, it combines sustainable practices that consider
local cultural norms to create a more sustainable future for our planet. These kinds of
practices are rising in today’s world. Green buildings can be made even more productive
and economical with the help of digital transformation techniques like 3D printing and
optimization strategies for design. This method of building has the potential to alter
the construction industry pushing for higher qualitative and environmental standards.
Architects can save time, energy and cut costs using 3D printing technology to create
buildings bioclimatic suited to each location. These digital transformation methods pave
the way toward environmentally responsible building practices as they become widely
available worldwide.

10. Conclusions

After examining several studies, the following findings were developed. Nowadays,
there is a massive disparity in sustainable design and construction research. A more
comprehensive strategy must be devised to appreciate the interaction between urban
design, buildings, building systems, and materials. Along with being spread throughout
the building delivery process, from planning and design, to construction, operation and
maintenance, this understanding is critical. The main objectives of this study were to
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comprehend sustainable building and its benefits. According to the study’s findings,
utilizing environmentally friendly materials and technologies can reduce the environmental
impact that traditional buildings have on the environment, the economy, and people. New
buildings should use resources like energy, water, and locally sourced materials more
efficiently than in the past. Sustainable structures can acquire larger amounts of natural
light and improve ventilation resulting in healthier indoor spaces. Plus, they incorporate
high-performance systems, efficient rainwater collection equipment and harness renewable
energy sources. The holistic approach creates a building with a reduced carbon footprint
and lower energy consumption. Tools and rating systems like life cycle assessment, must be
used during the process as they are key to understanding and implementing a sustainable
approach to the construction industry.
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J.W., N.D.C. and C.C.D.; writing—review and editing, A.S. (Anna Stefańska) and C.C.D.; visualisation,
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Abstract: The construction sector plays a significant role in contributing to uplifts in economic
stability by generating employment and providing standardized social development. Economic
sustainability in the construction sector has been less addressed despite its wide applicability in the
economy. This study aimed to perform a comparative analysis to determine the application of a
circular economy in the construction sector toward economic sustainability, along with its long-term
forecasting. A time series analysis was used on the construction sector of the United States of America
(USA), China, and the United Kingdom (UK) from 1970 to 2020, by taking into account individual
effects to propose a framework with global validity. Statistical analysis was performed to analyze
the dependence of the construction sector and determine its short- and long-term contributions. The
results revealed that the construction sectors in these countries tend to bounce back to equilibrium
in the case of short-term effects; however, the construction sector behaves differently with respect
to each sector after experiencing long-term effects. The results show that the explanatory power of
the forecasting model (R2) was found to be 0.997, 0.992, and 0.996 for the USA, China, and the UK.
Based on the concept of the circular economy, it was concluded that the USA will become a leader
in attaining sustainability in construction owing to its ability to recover quickly from shocks, and
that the USA will become the largest construction sector in terms of GDP, with a USD 0.3 trillion
higher GDP than that of the Chinese sector. Meanwhile, there will be no significant change in the
construction GDP of the UK up to the end of 2050. Moreover, the speeds of the construction sector
toward equilibrium in the long run in the USA, China, and the UK, and regaining of their original
positions, is 0.267%, 1.04%, and 0.41% of their original positions, respectively. This study has a
significance in acting as a guideline for introducing economic and environmental sustainability in
construction policies, because of the potential of the construction sectors to recover from possible
recessions in their respective countries.

Keywords: econometric analysis; construction sector; sustainable construction; circular economy;
forecasting

1. Introduction

The activities of each economic sector in a country contribute in many ways to the
national gross domestic product (GDP). One of these sectors is construction, which has
a deciding role in socioeconomic development by providing infrastructures, transport,
employment opportunities, energy demand, telecommunications, and investments [1].
The construction sector is one of the most complex and dynamic sectors of the economy.
It contributes to the sustainable objectives of the country, including revenue generation,
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employment opportunities, and social needs; therefore, an analysis of the construction
sector’s effect on the GPD is necessary [2]. The role of the construction sector in cumulative
GDP was analyzed, and it was found that the sector is greatly affected by a lack of privati-
zation, skilled labor, inaccessible immigration rules, and the influences of bureaucrats [3].
In the early support of the economy, construction has an influential role in its capability to
uplift the GDP of the country and is responsible for its modernization because of its role in
improving infrastructure [4]. This sector is regarded as the backbone of the country because
it influences every level of the economy [5]. It also has the potential to uplift the economy
because it does not only include construction projects but also technological and social
change, client demands, and the increasing use of every sector in its execution [6]. With
the construction sector making use of resources from all other sectors of the economy, it is
therefore considered a driving factor toward prosperity in every country [7]. Owing to the
importance of the construction sector, its influences have forward and backward linkages
with other sectors. Any negative change in its performance will produce a recession in
the economy [8].

For example, in 2018, construction activities in Turkey decreased by 4.8% due to
high-interest rates on construction activities and, as a result, the country suffered major
losses in the construction sector [9]. Table 1 presents the values of construction and
percentage change in various developed countries in 2018–2019 and the corresponding
employment levels.

Table 1. Construction output of developed countries for 2018–2019.

Country

Value Added in
Construction (Current

Price, Trillion USD)

Percent Change in
Construction (Current

Price, Trillion USD)

People
Employed in
Construction

(Millions)

Reference

2018 2019 2018 2019

Japan 0.281 0.284 1.33% 1.31% 2.93 [10]
Canada 0.126 0.126 3.78% 0.34% 1.20 [11]

Germany 0.175 0.186 12.27% 6.59% 2.13 [12]
France 0.138 0.139 8.55% 0.46% 1.51 [13]
Italy 0.079 0.076 6.15% −3.38% 1.33 [14]

Australia 0.144 0.142 1.62% −1.41% 1.10 [15]
Finland 0.017 0.017 11.87% −1.75% 1.83 [16]

UK 0.123 0.129 3.05% 5.28% 2.30 [17]
USA 0.848 0.892 6.32% 5.25% 9.08 [18]

1.1. Construction Sector in the USA, China, and the UK

The construction sector of the United States of America (USA) is regarded as one of
the largest marketplaces all over the world [19]. Through its linkages, the US construction
sector supports investments, transportation, manufacturing, growth, output, and other
related building material industries; moreover, it provides jobs to plenty of workers, which
generate income opportunities and reduce poverty [20]. The job losses in workers of all
classes in the sector increased toward the end of the first quarter of 2020, and then decreased
toward the end of all the remaining quarters of 2020 [21].

In the United Kingdom (UK), the construction sector likewise contributes considerably
to the national economy. The UK construction sector has a diverse range of sectors, such
as manufacturing, mining, and services. Considered one of the largest sectors of the UK,
construction employed over 9% of the workforce in 2019 [22]. The construction sector
contributes an estimated 15.3% to the national GDP of the UK and has an economic
generation of 6% [23]. Furthermore, it employs 2.3 million people, which is 7.1% of
the entire UK workforce, because the average wages of construction sector workers are
5% higher than those of workers in other sectors [24]. With the UK construction sector
immensely affected by the COVID-19 crisis, its construction output contracted 19.5% in the
first half of 2020 [25].
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Figure 1 illustrates the effects of the unseen event on construction sector output in the
UK. The growth of construction output was highest in pre-COVID-19 times. However, after
COVID-19, the level of construction output decreased up to the end of March 2020 [26].

Figure 1. Construction output of the UK.

China is regarded as one of the largest construction output sectors globally with
a construction growth of USD 1.04 trillion in 2020 [27]. The sector accounts for a 6.9%
contribution to the national GDP of China [28]. In China, the construction industry is fully
dependent on materials and services from other sectors that make up the construction
workflow in its 30 provinces [29]. Construction activities stopped due to the COVID-19
crisis, which greatly affected the output in the first quarter of 2020 [30]. According to
the National Bureau of Statistics, in the Chinese construction industry, there was also
a 3.5% growth in the sector in Q4 of 2020, with a growth of 6.6% year on year in the
same quarter [31].

Based on construction development trends, it is evident that the construction industry
causes the country’s economy to thrive but, on the other hand, it is also the main source
of adverse effects to the environment and human existence because of carbon emissions.
For example, the current use of resources in the construction sector is problematic, as
energy-related CO2 emissions soared by 9.95 gigatons in 2019, a figure that comprises
approximately 38% of global greenhouse gas (GHG) emissions [32]. Therefore, there is
a need for a concept that could incorporate the fundamentals of sustainability by mini-
mizing waste products and increasing the efficiency of materials. One such concept is the
circular economy.

1.2. Circular Economy

The concept of the circular economy is not new. It was first introduced by Kenneth. E.
Boulding in the book The Economics of Natural Resources [33]. The concept is a type of
economic development that takes into account the scarcity of materials and its effects on
the environment and social aspects [34]. The circular economy addresses three main points,
namely, reducing the use of raw materials, recycling demolished materials, and generating
less waste debris, thereby reducing environmental pollution and achieving cleaner produc-
tion [35]. It has been shown that sustainability and the circular economy are related to at
least eight relationships [36]. Hence, the innovative aspects of sustainable development
need to be introduced into the circular economy in every sector [37]. Circular construction
framework techniques will lead to the minimal use of locally available resources, water
and energy, less waste generation, and guarantee the reuse and recycling of demolished
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materials. By reducing the negative impacts on the environment, such a circular framework
will pave the way for cleaner construction practices [38]. This study introduces the cleaner
circular model for construction practices that can drive countries toward a sustainable
construction sector.

This study shows how circularity could be embedded in the construction sector across
the globe. The construction sector is the most daunting as it the most unresolved sector
with regard to circularity, with a potential for sustainability in terms of the economy and the
environment. Meanwhile, investing in the construction sector will ensure its adoption and
the invention of sustainable techniques that will ensure sustainability in the economy and
construction practices [39]. First, the sector has many kinds of problematic effects on health,
the resilience of our communities, and equality. Second, the current rate of change—or
even the direction of change—in the construction sector is inadequate, owing to several
issues, which have increasingly negative effects on social barriers and social resistance [40].
As an example, carbon emissions were tracked using time series data and carbon indicators
were identified to set targets to reach the carbon reduction targets [41], which shows the
potential of using time series in achieving sustainability. Hence, the increasing popularity
of the circular economy concept means it is starting to be accepted as a coherent strategy to
respond to the resource-related and environmental challenges in front of us.

Based on the importance of the influence of the construction (CONST) sector on the
national GDP and its role in the road to sustainability, the following research questions,
shown in Table 2, were established.

Table 2. Research questions and their hypothesis.

Research
Objective Research Question Research Hypothesis

1

How would the cumulative economy of
developed countries, such as the USA, China,
and the UK, react when an external shock is
experienced in the CONST sector?

A shock to the CONST sector
does not affect the
cumulative economy.

2 In which direction must the CONST sector
move to ensure economic sustainability?

Sustainability in the CONST
sector is impossible after
recovering from the shock.

3

What steps should investors and policy
makers take to impose sustainability in the
shock-absorbed sector and ensure the
sustainable progress of the sector after
recovering from the shock?

It is the responsibility of the
government rather than the
investors and policy makers to
drive the sector toward a
sustainable economy.

4
What concrete actions should be followed for
the application of statistical circularity in the
CONST sector?

Time series cannot be used for
data analysis in sustainability.

The objective of this study is to assess the direction of the construction sector after a
shock (e.g., recession or pandemic) has been received in three different countries, namely,
the USA, the UK, and China, and how much time the sector will require to move toward
economic sustainability. The criteria to determine economic sustainability include environ-
mentally friendly processes, profitability, and social inclusion [42]. The significance of this
study is that it will enable policy makers to comprehend the underlying concepts behind the
short- and long-term effects of the construction sector and the need for collaboration among
investors, to work in closer partnership with innovators to create sustainable economies
and generate employment opportunities.

2. Literature Review

The Turkish construction industry has a positive influence on GDP growth. The net
GDP of the country increased to 7.3% in 1987 and 11.1% from 2002–2012; this increase
was twice the national GDP of the country, which also increased due to the exponential
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growth in the construction sector [43]. A very important question was analyzed: “Does
construction output contribute to economic growth?” It was found that bidirectional link-
ages exist between the construction sector and the economy of the country, and a positive
relationship exists between the short- and long-run effects [44]. The Malaysian construc-
tion industry experienced a considerable rise in the construction sector due to the use of
highly mechanized modern equipment, which increased construction growth. Residential
and non-residential growth increased by 30% and 17.8%, respectively. The productivity
indicators showed a rise in the GDP of the economy [45]. Time-series data from 1990
to 2009 were collected in Nigeria. The results revealed that GDP and the construction
sector have bidirectional Granger causality, meaning that any change in one sector will
affect the performance of other sectors. Hence, the construction sector plays a vital role in
contributing to the national economy [46]. Based on the time series of Hong Kong data
from 1983 to 2013, a bidirectional correlation in the long-run effect was found between GDP
and the construction sector. The long-term linkages suggest that policies, industrial devel-
opment, and innovation must be introduced in the construction sector to ensure consistent
growth [47]. A similar study was conducted in Ghana using data collected from 1968 to
2004. The results revealed that construction growth was linked to overall GDP performance
with a three-year lag. Moreover, Ghana’s GDP showed high performance after two years
of growth in the construction sector, confirming the causality between construction and
GDP [48]. In another study, 50-year period data from 1968 to 2017 were selected to examine
an economic shock and its effects on the construction industry. The construction industry
was found to have thrived when there was political stability, optimum weather conditions,
and less energy shortage. During the military dictatorship, there was a decline of 21.6%
in the construction industry [49]. According to a survey conducted in Afghanistan, 25%
of construction projects employed 0.5% of the labor workforce and contributed 0.5% to
the national economy [50]. Turkey’s construction industry was analyzed based on a data
sample from 1998 to 2014. The industry was found to have short-term effects that lasted for
just five years on real GDP [51].

2.1. Use of Granger and VECM

In another study, the results showed that construction is a Granger cause of GDP
growth and mortgages. It was concluded that these two factors can be used as early in-
dicators for construction performance [52]. A similar study was conducted on statistical
data from Malaysia from 1970 to 2019 to study construction sector effects. An impulse
response function (IRF) and a vector error correction model (VECM) were used to study
shock behavior for short- and long-term effects on the Malaysian economy. A sustainability
framework with a global application was also proposed [53]. The need for a post-epidemic
prevention system must be integrated to make the construction sector resilient. A standard
procedure must be developed that can balance the cost of halted activities in the sector
and the probability of a disaster occurring. For this purpose, digital innovation must be
employed in the sector to satisfy the need for sustainability [54]. To define the circular econ-
omy, a mathematical approach was used that takes into account the recycling of demolition
waste for the construction sector in the UK. It was found that government policies could be
the only solution to achieving circularity in the construction built environment [55]. An
investigative study was performed in Hong Kong to answer the question of which factors
are hurdles in adopting cleaner and sustainable processes in the construction sector. From
over 140 construction site interviews, the adoption of sustainable processes was found to be
greatly related to financial profitability, managerial decisions, and regulatory bodies [56].

2.2. Sustainable Process

The factors contributing to the application of sustainable processes in construction
management were reviewed. Based on the interviews, a total of 82 indicators were selected
that could relate to the application of cleaner practices in the construction sector. These
indicators belong to the areas of social interaction, economic strategies, and environmental
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processes [57]. To reduce CO2 emissions, two approaches, namely, production-based and
consumption-based, were used to assess global construction carbon emissions. Based on
the data from 1995 to 2009, the forward linkage of global construction with CO2 emis-
sions was found to be between 16% and 20% while the backward linkage was between
37% and 46%. Based on the findings, structural optimization, low-carbon emission pro-
cesses, and mechanism for transportation were proposed to reduce CO2 production in
the high-pollution sector [58]. In evaluating the number of carbon emissions from the
conventional method of construction used in Pakistan, modular CO2 emissions were found
to be 3449.73 kg CO2-equivalent GHG while conventional building practices generated
6501.91 kg CO2 GHG emissions. It was concluded that modular construction practices
result in 46.9% of CO2 emissions and must be adopted to achieve sustainability in the
system [59]. The waste reduction behavior of construction workers was assessed using
a system dynamics approach. Reactive actions and prioritization at the construction site
were found to be effective in reducing waste generation. A model based on the policies
and measures on the construction site was also proposed to reduce construction waste [60].
An input-output method was adopted to assess the reuse of construction materials. Data
from Ontario indicated that reusing construction materials will pose fewer environmental
effects and prove beneficial to the economy. It will also increase the GDP and employment
opportunities in Canada [61]. To assess the relationship between carbon emissions and the
economic prosperity of China’s construction sector, the standard deviational ellipse method
was used on data from 2005 to 2015. The carbon emissions of 30 provinces of China were
studied, and it was found that the economic development in most provinces has a forward
linkage direction with carbon emissions, meaning that low carbon emissions indicate slow
economic development in these particular provinces. Therefore, the need for policy making
for sustainable development was proposed [62]. Statistical analysis was performed based
on a questionnaire survey in the Indian construction sector. It was found that resource
policies, eco-friendly practices, industry green technologies, and an institutional framework
for the application of sustainability in the construction sector are the driving factors toward
attaining sustainability and could prove helpful for policy makers and project managers in
the construction sector [63]. The construction sector of China and its neighboring countries
were investigated for the linkages between the economy, environment, and resources. Com-
pared to other countries, the construction sector of China generates more carbon emissions.
It uses more resources and generates more emissions compared to economic profit for
the countries in which Chinese firms utilize energy. Based on such findings, protective
measures such as energy structure, practices for sustainable development, and efficient
allocation of resources were proposed [64]. A low-carbon emission construction sector can
only be achieved by incorporating sustainable technologies, input from social sciences on
sustainable construction processes, and data exchange, as well as evaluating techniques
and decisions based on leadership, project managers, and researchers [65].

2.3. Use of Impulse Response Function (IRF)

An empirical analysis using multivariate models was conducted between the GDP
of the USA and unemployment rate. It was revealed that the IRF captures shock behavior
and the skewness of plot shows the density of the shock received [66]. The IRF analysis
suggests that structural observation is essential for revealing the results, along with proper
selection of lags. The IRF was performed to study the effect of interest rate with respect to
price hike. By selecting lag = 1, it was found that after a shock, liquidity increases but as
the money stabilizes, the interest rate touches the highest level, signifying the application
of IRF in macro-econometric dynamics [67].

This study investigates the behavior and influence of the construction sector on other
sectors using two theories. As evident from the previous work, the effects of other econo-
metric relationships can be used in research by measuring their strength of linkages using
the Granger methodology proposed by Granger and Engle. This method is used to model
relationships involving economic issues. Since this study also deals with the output of the
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construction sector, the Granger concept fully satisfies the methodology to be followed.
Another concept this study uses is the Impulse Response Function, which works on the prin-
ciple of input-output behavior of a system by keeping constraints on input and studying
the future output as a result of impulse response.

3. Methodology

This study utilizes a quantitative research approach because it estimates linkage
direction and short- and long-run relationships to estimate the vector error correction
model (VECM) between the construction sector and other key economic sectors of the USA,
China, and the UK. This study also uses a quantitative statistical method to determine
the contribution and effects of the construction sector on the aggregate economy. Finally,
forecasting from 2020 to 2050 is performed to estimate the output growth of the construction
sector of the USA, China, and the UK. The research steps that are followed for this study
are shown in Figure 2.

Figure 2. A research framework.
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The theoretical framework of this study can be explained as: the use of the cointe-
gration technique to assess how the multivariate data is dependent on each other. The
Granger technique is used to assess whether the effect of one sector affects another sector
or just the primary sector. To measure the behavior of a sector towards a shock, the impulse
response is measured to assess the behavior of construction and other sectors. Based on
these, the results from these former techniques are used in the error correction model to
create an equation for long-term forecasting of the univariate series. In the light of previous
studies, it is evident that there exists a link between CONST and other sectors, which must
be analyzed to study the behavior of the CONST sector.

3.1. Collection of Econometric Data

The data for this study were collected from the government statistical department and
Knoema from the years 1970 to 2020 [68]. The cut-off for data selection was 2020 instead of
2021 because of the unavailability of officially released statistics and the constant change
in numbers due to COVID-19. The descriptive data collected were used to understand
the general dynamics of the data. The collected data consisted of: construction (CONST);
agriculture, hunting, forestry, and fishing (AHFF); mining, manufacturing, and utilities
(MMU); services (SERV); transport, storage, and communication (TSC); and GDP. The data
collected for the USA, China, and the UK are shown in Appendices A and B, respectively.

3.2. Data Analysis

After the data collection, the Granger causality test, VECM, and IRF were performed.
The structural integrity of the time series was tested using cumulative sum control (CUSUM)
tests. The explanatory power was checked using R2. Validation of the time series was
performed using residual correlograms and heteroskedasticity and serial correlation tests.

3.2.1. Johansen Juselius (JJ) Cointegration Technique

Cointegration involves the stationary time series being tested for linear relations
among the variables. The null hypothesis for the Johansen Juselius (JJ) cointegration test is
that there exists no cointegrating equation. If the value of significance is greater than 0.05,
then we fail to reject the null hypothesis [69]. The advantage of using the JJ cointegration
test instead of other tests is that it does not need a dependent variable and it diminishes
the effects of errors that could be carried over to other steps. If there are no cointegrating
equations, then the series does not exhibit long-run relations and VECM cannot be applied.

The mathematical expression can be given in Equation (1) by [70]:

JTrace = −T
n

∑
i=r+1

ln(1 − λ̂i), (1)

where T is the time series size, and λi is the largest eigenvalue.

3.2.2. Granger Causality Using the Pairwise Function

This test was developed by Granger [71] to test for causation between two variables.
The underlying principle behind the test is that if any X can be predicted based on the past
values of Y, then X Granger causes Y. In other words, the past values of X have the power
to predict growth in the Y variable [72]. The Granger test can be expressed mathematically
by Equations (2) and (3):

Yt = β0 + ∑J
j=1 β jYt−j + ∑K

k=1 γkXt−k + µt (2)

Xt= β0 + ∑J
j=1 β jXt−j + ∑K

k=1 γkYt−k + µt, (3)

where µt is uncorrelated white noise, and γk is a measure of the influence of Xt−k on Yt. If
γk is statistically significant for both equations, then causality is bidirectional. If X does not
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cause Y while causes X, then it is regarded as unidirectional causality. However, if both
X and Y are non-significant, then they have no causal relationships. The null hypothesis
is that no causality exists among the time series. However, rejecting the null hypothesis
indicates the presence of causality.

3.2.3. Error Correction Model
The error correction model (ECM) is used when the variables have unit roots and are

cointegrated. When there is no equilibrium, ECM is used to introduce adjustments for short-
and long-term equilibriums. The ECM along with the direction of adjustments is called
VECM, which is also called a restricted vector autoregressive (VAR) system. Its mathematical
expression was given by Gujarati [73] and Granger [74] as follows in Equation (4):

∆Yt = ∏ Yt−1 + ∑m−1
i=1 Φi∆Yt−i Di + µt (4)

where ∆Yt is the independent variable, ∏ is the matrix of cointegrating vectors, and Φ
represents a matrix of independent variables. The procedure for conducting VECM is the
selection of appropriate lags using selected parameters, selection of many equations, and
finally, estimation of VECM using (p-1) lags.

VECM was used in this study for two reasons: first, if the equations are cointegrated
in the system, then there will be an accurate representation of short- and long-term interde-
pendencies of the variables; second, its wide applicability in multivariate time series [75].

3.2.4. Structural Stability Analysis

This test, which was first used by Brown et al. [76], was conducted to test for structural
stability in the developed VECM model. This analysis is an important step of this study as
it shows the presence of structural breaks in the system due to the unit root, which will
produce misleading results [77]. The mathematical form is given in Equation (5):

wm =
1
σ̂ ∑T

t=k+1 wt, m = k + 1, . . . , t, (5)

where wt is the recursive residual, and m is the sample number. The analysis is rejected if
the plot deviates from the suggested boundary by the test confidence level of 95%.

3.2.5. Shock Responses of the Construction Sector

IRF was used to introduce a shock to the sector (variable), and the behavior of the
sector was evaluated after receiving a shock of one standard deviation, as well as the
behaviour of other sectors after receiving the shock [78]. This function also stated the
amount of time required for the variables to return to their original position.

This study used the Cholesky dof (degree of freedom) as an IRF function, which is
used for intersectoral linkages [79]. As the study focused on the construction sectors of
the USA, China, and the UK, the CONST variable was thus used as an exogenous and
endogenous variable.

3.2.6. Forecasting Using the VECM Equation

Forecasting was performed using a VECM equation that took into account the short-
and long-term effects. This forecasting was preferred due to its structural integrity, ab-
sence of autoregressive conditional heteroskedasticity (ARCH), autocorrelation, and serial
correlation in the series. It was performed from the years 2020 to 2050.

The forecast predictive power can be checked using Theil statistics, which was first
developed by Theil [80]. If the forecasted values and actual values are 0, then the model
has reliable predictive power. The value of 1 suggests that both entities will move in
the opposite direction and, hence, that the model is unreliable. The model is shown in
Equations (6)–(8):

U =

√√√√∑n−1
i=1 (FPEt+1 − APEt+1)

2

∑n−1
i=1 (APEt+1)

2 (6)

53



Sustainability 2022, 14, 6326

FPEt+1 =
Ft+1 − Yt

Yt
, (7)

APEt+1 =
Yt+1 − Yt

Yt
, (8)

where FPEt+1 is the forecast percentage and APEt+1 is the actual percentage error.

3.2.7. Validation of the Estimated Model
Serial Correlation Analysis

This test is considered an alternative to Q-statistics in serial correlation and is used
for large multiplier (LM) tests. Therefore, it is regarded as the Breusch-Godfrey serial
correlation LM Test. This test is preferred when there is a possibility of autocorrelation
in errors. Hence, it is effective in determining the autocorrelation for lagged dependent
variables [81]. It is given in Equations (9) and (10):

yt = Xtβ + εt (9)

εt = Xt γ +

(
p

∑
s=1

αs εt−s

)
+ νt, (10)

where Xt is the lagged residuals, p is the order of lags, α, β, and γ are the coefficients, νt
is the white noise, and εt is the error term [82].

Heteroskedasticity Test: Breusch-Pagan-Godfrey
Among many heteroskedasticity tests, this study used the Breusch-Pagan-Godfrey

(BPG) test. The term “heteroskedasticity” means differently scattered. It is commonly used
for checking errors in regressors. The null hypothesis for this test is that error variances
are equal. Based on the value of probability chi-square value, if the value is more than
0.05, then the data have homoskedasticity and are fit for regression [83]. The BPG test is
expressed in Equation (11):

BPG = nR2
û2

i
, (11)

where n is the number of observations, and R2
û2

i
is the coefficient of determination of

the regressors [84].

4. Results
4.1. Correlation among the Sectors

The dependence and relationship of the construction sector with other sectors can be
judged from the Pearson correlation test. The reason this test was performed was to check
how much influence one sector will have on the other sectors.

The comparison of correlation values, as shown in Table 3, shows that all the sectors of
the USA, China, and the UK are highly correlated with the other sectors within each respective
country, i.e., above 80%. Hence, the behavior of other sectors (AHFF, MMU, SERV, TSC, and
GDP) can adequately be modeled based on the behavior of one sector (CONST).

Table 3. Pearson correlation test.

USA

CONST AHFF MMU SERV TSC GDP

CONST 1 - - - - -
AHFF 0.824162 1 - - - -
MMU 0.984415 0.833575 1 - - -
SERV 0.992240 0.832636 0.993558 1 - -
TSC 0.992444 0.839118 0.992722 0.998396 1 -
GDP 0.992894 0.835452 0.995092 0.999686 0.999136 1
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Table 3. Cont.

China

CONST AHFF GDP MMU SERV TSC

CONST 1 - - - - -
AHFF 0.9787043 1 - - - -
GDP 0.9983059 0.9873097 1 - - -

MMU 0.9901612 0.9939498 0.99531938 1 - -
SERV 0.9960696 0.9641160 0.99294770 0.9773136 1 -
TSC 0.9915226 0.9923408 0.99721276 0.9957675 0.985313 1

UK

CONST MMU SERV TSC AHFF GDP
CONST 1 - - - - -
MENU 0.947675196 1 - - - -
SERV 0.992610869 0.950618572 1 - - -
TSC 0.994261823 0.952857278 0.998081 1 - -

AHFF 0.857882606 0.923748829 0.864765904 0.865759 1 -
GDP 0.992974491 0.96256965 0.998552932 0.998712557 0.874481454 1

4.2. Granger Causality Using the Pairwise Function

The Granger causality test checks the data for the presence of the null hypothesis: that
CONST does not Granger cause AHFF. A probability level of less than 0.05 shows that the
null hypothesis is rejected, which means that CONST does cause Granger AHFF.

Table 4 indicates that the null hypothesis was rejected for CONST-AHFF, SERV-CONST,
TSC-CONST, and GDP-CONST, meaning that any change in these sectors will show a
change in the corresponding sectors because the value of probability is less than 0.05.
Meanwhile, the other sector values are greater than the significance level of 0.05, indicating
that any change in the sector will not affect the behavior of other sectors.

Table 4. Empirical results of Granger causality.

USA

Null Hypothesis Lag Alternate
Hypothesis F-Stat Prob. Null Hypo

Result

AHFF does not Granger cause CONST 2 - 0.9347 0.400 Accept

CONST does not Granger cause AHFF 2 CONST Granger
causes AHFF 6.5459 0.003 Reject

MMU does not Granger cause CONST 2 - 1.8112 0.175 Accept

CONST does not Granger cause MMU 2 - 0.4914 0.615 Accept

SERV does not Granger cause CONS 2 SERV Granger
causes CONST 7.7330 0.001 Reject

CONST does not Granger cause SERV 2 - 2.0743 0.138 Accept

TSC does not Granger cause CONS 2 TSC Granger
causes CONST 7.1754 0.002 Reject

CONST does not Granger cause TSC 2 - 3.0496 0.057 Accept

GDP does not Granger cause CONS 2 GDP Granger
causes CONST 6.5634 0.003 Reject

CONST does not Granger cause GDP 2 - 2.0258 0.144 Accept
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Table 4. Cont.

China

Null Hypothesis Lag Alternate
Hypothesis F-Stat Prob. Null Hypo

Result

AHFF does not Granger cause CONST 2 - 1.535 0.227 Accept

CONST does not Granger cause AHFF 2 CONST Granger
causes AHFF 8.990 0.000 Reject

MMU does not Granger cause CONST 2 MMU Granger
causes CONST 6.386 0.003 Reject

CONST does not Granger cause MMU 2 - 0.548 0.581 Accept

SERV does not Granger cause CONS 2 SERV Granger
causes CONST 9.548 0.000 Reject

CONST does not Granger cause SERV 2 CONST Granger
causes SERV 6.766 0.002 Reject

TSC does not Granger cause CONS 2 TSC Granger
causes CONST 4.511 0.016 Reject

CONST does not Granger cause TSC 2 - 1.230 0.302 Accept

GDP does not Granger cause CONS 2 GDP Granger
causes CONST 6.628 0.003 Reject

CONST does not Granger cause GDP 2 - 1.038 0.362 Accept

UK

Null Hypothesis Lag Alternate
Hypothesis F-Stat Prob. Null Hypo

Result

AHFF does not Granger cause CONST 2 AHFF Granger
causes CONST 3.0429 0.028 Reject

CONST does not Granger cause AHFF 2 - 0.8779 0.486 Accept

MMU does not Granger cause CONST 2 MMU Granger
causes CONST 4.0740 0.007 Reject

CONST does not Granger cause MMU 2 - 0.9368 0.453 Accept

SERV does not Granger cause CONS 2 - 2.3194 0.075 Accept

CONST does not Granger cause SERV 2 - 1.1108 0.366 Accept

TSC does not Granger cause CONS 2 TSC Granger
causes CONST 7.396 0.000 Reject

CONST does not Granger cause TSC 2 CONST Granger
causes TSC 5.1160 0.002 Reject

GDP does not Granger cause CONS 2 - 2.2285 0.084 Accept

CONST does not Granger cause GDP 2 - 0.6251 0.647 Accept

The comparison of results indicates that the CONST sector has considerable influence
on other sectors in China compared to that in the USA and the UK. The CONST sector
of the UK is not considerably affected by the performance of other sectors. Meanwhile,
the USA sectors have more influence on other sectors, which means that China and USA
CONST sectors are more volatile than the UK CONST sector.

4.3. JJ Cointegration Examination

The JJ test was performed to test for the null hypothesis that there exist no cointegrating
equations if the significance level is less than 0.05. The null hypothesis was rejected for four
cointegrating equations based on probability values of less than 0.05.
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The trace test and rank test results were generated. In Table 5, the trace test results
illustrate the number of selected integrating equations for the USA, China, and the UK. The
number of cointegrating equations for VECM using USA, China, and UK construction data
was selected as four, based on p-values of less than 0.05 using the rank trace test.

Table 5. Unrestricted Cointegration Rank Test (Trace).

USA

Hypothesized
No. of CE(s) Eigenvalue Trace Statistics 0.05 Critical

Value Prob (p-Value)

None * 0.619333 138.9555 95.75366 0.0000
At most 1 * 0.558057 92.59568 69.81889 0.0003
At most 2 * 0.37982 53.40008 47.85613 0.0138
At most 3 * 0.308523 30.46832 29.79707 0.0418
At most 4 0.225141 12.75991 15.49471 0.1239

China

Hypothesized
No. of CE(s) Eigenvalue Trace Statistics 0.05 Critical

Value Prob (p-Value)

None * 0.759897 197.5713 95.75366 0.0000
At most 1 * 0.686021 130.5171 69.81889 0.0000
At most 2 * 0.568508 76.07092 47.85613 0.0000
At most 3 * 0.369329 36.56708 29.79707 0.0071
At most 4 0.265984 14.90145 15.49471 0.0613

UK

Hypothesized
No. of CE(s) Eigenvalue Trace Statistics 0.05 Critical

Value Prob (p-Value)

None * 0.902859 247.6914 95.75366 0.0000
At most 1 * 0.724218 142.7696 69.81889 0.0000
At most 2 * 0.635345 84.80308 47.85613 0.0000
At most 3 * 0.415794 39.40696 29.79707 0.0029
At most 4 0.214404 15.21936 15.49471 0.0550

* Is the rejection of the hypothesis at the 0.05 level.

The absence of cointegration was performed using unrestricted VAR. However, the
presence of cointegrated equations can only be modeled using VECM (restricted VAR).
This study used VECM for analysis based on the presence of four cointegrating equations
for the USA, China, and the UK.

4.4. Identification and Analysis of Short- and Long-Run Coefficients

Validation of the VECM model equation is necessary to check for the presence of errors
in the model. This can be performed by making a system of coefficients of the produced
model. The C(1) coefficient value should always be negative and the probability level
should be less than 0.05. The negative value shows the ability to bounce back to its initial
position and the absence of any error within the VECM system.

The coefficient system and its estimation for the USA are presented in Table 6. Based
on the VECM equation, the coefficients for China were generated, as shown in Table 7.
Similarly, the system of coefficients for the UK is shown in Table 8.

Table 6. Coefficient Values and Probabilities of CONST-USA.

Coefficient Std. Error t-Statistic Prob.

C(1) −0.266972 0.083635 −3.192121 0.0017
C(2) −0.009694 0.032714 −0.296308 0.7673
C(3) −0.811232 0.248583 −3.26343 0.0013
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Table 6. Cont.

Coefficient Std. Error t-Statistic Prob.

C(4) 1.316046 0.215376 6.110451 0.000
C(5) −0.032232 0.191056 −0.168702 0.8662
C(6) 0.007221 0.026844 0.268985 0.7882
C(7) 0.024828 0.01807 1.374041 0.1711
C(8) 0.745002 0.397053 1.87633 0.0622
C(9) 0.790626 0.324114 2.439347 0.0157

C(10) 3.022295 0.833919 3.624206 0.0004
C(11) 1.837517 0.984832 1.865817 0.0636
C(12) 0.178122 0.351363 0.506945 0.6128
C(13) 0.498085 0.32868 1.515412 0.1314
C(14) −4.494491 1.635197 −2.748592 0.0066
C(15) −4.444107 1.343703 −3.307359 0.0011
C(16) 0.078439 0.042387 1.850532 0.0658

Table 7. Coefficient Values and Probabilities of CONST-China.

Coefficient Std. Error t-Statistic Prob.

C(1) −1.014322 0.289812 −3.499928 0.0006
C(2) −0.092923 0.183677 −0.505903 0.6138
C(3) 0.188934 0.126361 1.495191 0.1373
C(4) −0.218396 0.170481 −1.281056 0.2024
C(5) 0.219318 0.397163 0.552211 0.5817
C(6) 0.349016 0.368886 0.946135 0.3458
C(7) 0.532093 0.278034 1.913773 0.0578
C(8) −0.120549 0.156527 −0.770144 0.4426
C(9) −0.148638 0.110337 −1.347126 0.1802

C(10) −0.383467 0.104807 −3.658794 0.0004
C(11) −0.041635 0.107735 −0.386455 0.6998
C(12) 0.006208 0.082337 0.075394 0.9400
C(13) 0.084532 0.067312 1.255824 0.2114
C(14) 0.210847 0.160852 1.310807 0.1922
C(15) 0.079435 0.123087 0.645357 0.5198
C(16) −0.032542 0.097744 −0.332933 0.7397

Table 8. Coefficient Values and Probabilities of CONST-UK.

Coefficient Std. Error t-Statistic Prob.

C(1) −0.412881 0.208946 −1.976014 0.0501
C(2) 0.039678 0.127414 0.311412 0.7560
C(3) −0.020529 0.080231 −0.255872 0.7984
C(4) −0.47974 0.490898 −0.97727 0.3301
C(5) −0.227722 0.400833 −0.568122 0.5709
C(6) −0.099155 0.316624 −0.313163 0.7546
C(7) −0.466073 0.406674 −1.146059 0.2538
C(8) −0.122356 0.20325 −0.602 0.5482
C(9) 0.108997 0.191311 0.569736 0.5698

C(10) 0.027216 0.176419 0.154268 0.8776
C(11) 0.138414 0.14796 0.93548 0.3512
C(12) 0.217524 0.168988 1.287215 0.2002
C(13) −0.121834 0.107699 −1.131244 0.2599
C(14) 0.673255 0.550924 1.222047 0.2238
C(15) 0.663833 0.388275 1.709696 0.0896
C(16) 0.505628 0.436445 1.158514 0.2487

The comparison of these tables shows that the CONST sector of China will bounce back
1.01% quicker than those of the USA and the UK because it has less volatility and is capable of
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supporting itself when it is hit by a recession. The CONST sectors of the USA and the UK are
more volatile and will not recover as quickly, at 0.26% and 0.41%, respectively.

4.5. Tests for Assessing the Explanatory Power and Efficiency of the VECM Equation

The explanatory power and efficiency of the VECM equation were tested using the
coefficient of R2 and the F-statistic. In the case of the USA, the value of R2 indicated ex-
planatory power with the value of 0.997, which was sufficient to extract useful information
from the statistical data. The F-statistic value was less than 0.05, so the efficiency of the
model was also acceptable. The rule of thumb for autocorrelation suggests an absence of
autocorrelation in the model based on the value of the Durbin-Watson (DW) test of 1.606.

Similarly, the value of R2 for China was also satisfactory, at 0.992. The significance
was tested using the p-value of the F-statistic, which was recorded as lower than 0.05. The
presence of autocorrelation was tested using the DW test and the value was 1.88, which
signified the absence of autocorrelation in the system.

Similarly, the value of R2 for the UK model was obtained as 0.996, with an F-statistic value
less than 0.05, hence confirming its significance. The DW test with a value of 1.87 indicated
that the model does not suffer from autocorrelation. The results are shown in Table 9.

Table 9. Result of CONST equation: USA, China, and the UK.

Parameters USA China UK

Coefficient of determination (R2) 0.997 0.992 0.996
Adjusted R2 0.996 0.984 0.995

Probability of F-statistic 0.000 0.009 0.000
Durbin-Watson statistics 1.606 1.88 1.872

4.6. Validation of the Estimated Equation for the CONST Model

The VECM equation should be non-spurious and non-biased. Various checks can be
performed to validate the VECM equation. This study selected the following three tests to
check for consistency in the VECM system by performing residual diagnosis checks: Breusch-
Godfrey serial correlation LM Test; and heteroskedasticity test (Breusch-Pagan-Godfrey).

4.6.1. Serial Correlation Test

The presence of serial correlation in residuals was tested using the Breusch-Godfrey
test. The results indicated that the series was free from serial correlation based on the
chi-square value of probability being greater than 0.05. Table 10 depicts the statistical
evidence for the USA.

Table 10. Breusch-Godfrey Serial Correlation LM Test—USA.

F-Statistic 0.423895 Prob. F(2,27) 0.6588

Obs*R-squared 1.400412 Prob. Chi-Square(2) 0.4965

The same test was applied to the China series, which was found free from serial correlation
based on its chi-square probability value being greater than 0.05, as shown in Table 11.

Table 11. Breusch-Godfrey Serial Correlation LM Test—China.

F-Statistic 1.740809 Prob. F(2,41) 0.1881

Obs*R-squared 3.835276 Prob. Chi-Square(2) 0.1470

Table 12 shows the chi-square value of probability is greater than 0.5, hence showing
no sign of serial correlation. The data were also fit for forecasting.

59



Sustainability 2022, 14, 6326

Table 12. Breusch-Godfrey Serial Correlation LM Test—UK.

F-Statistic 0.050215 Prob. F(1,16) 0.8255

Obs*R-squared 0.143918 Prob. Chi-Square(1) 0.7044

4.6.2. Heteroskedasticity Test

The presence of heteroskedasticity was tested using ARCH. The null hypothesis, that
the series was homoscedastic, was tested. The chi-square probability test value is greater
than 0.05, meaning that the series is not heteroskedastic. The results for the USA, China,
and the UK are shown in Tables 13–15, respectively.

Table 13. Heteroskedasticity Test: Breusch-Pagan-Godfrey—USA.

F-statistic 1.364560 Prob. F(16,29) 0.2268

Obs*R-squared 19.75718 Prob. Chi-Square(16) 0.2314

Scaled explained SS 5.167185 Prob. Chi-Square(16) 0.9949

Table 14. Heteroskedasticity Test: Breusch-Pagan-Godfrey—China.

F-statistic 0.109815 Prob. F(19,25) 1.0000

Obs*R-squared 3.466360 Prob. Chi-Square(19) 1.0000

Scaled explained SS 12.97102 Prob. Chi-Square(19) 0.8401

Table 15. Heteroskedasticity Test: Breusch-Pagan-Godfrey—UK.

F-statistic 0.543013 Prob. F(28,17) 0.9263

Obs*R-squared 21.71758 Prob. Chi-Square(28) 0.7942

Scaled explained SS 3.437171 Prob. Chi-Square(28) 1.0000

4.7. Structural Stability Analysis

The structural stability of the VECM model was tested using CUSUM tests, which
were performed with a 5% significance level. The null hypothesis is that “there are no
structural breaks in the system”, with a significance level of 5%. The results show that there
are no structural breaks and the presence of stability is fit for IRF. Figure 3a depicts the
results of the CUSUM test.

Figure 3. Structural stability test—USA. (a): CUSUM test; (b): CUSUM square test.

The CUSUM square test indicates the lower and upper bounds of the 5% level of
significance for residuals. The results show there is no structural break in the system as
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residuals are inside the percentage level of significance, making it fit for IRF and forecasting,
as shown in Figure 3b.

Figure 4a,b The structural integrity of the China series. No structural break exists in the
system based on the CUSUM and CUSUM square lines that lie within the 5% significance level.

Figure 4. Structural stability test—China. (a): CUSUM test; (b): CUSUM square test.

The structural integrity for the UK series was also tested. The results revealed that the
CUSUM and CUSUM square lines lie inside the 5% significance level and the series is fit
for forecasting, as shown in Figure 5a,b, respectively.

Figure 5. Structural stability test—UK. (a): CUSUM test; (b): CUSUM square test.

4.8. Shock Responses of the Construction Sector

The IRF produces a shock of one time period. In this case, CONST is the endogenous
variable. A one-time period shock is given to CONST, and the behavior of other sectors
is recorded. The IRF also shows how much time is required for any sector to absorb this
shock. In this study, one positive standard deviation shock is produced in CONST, and its
behavior is measured in AHFF, MMU, SERV, CONST, and GDP.

In Figure 6a, the response of CONST is shown after a shock in AHFF in the USA. After
the second period (second year), there is a positive trend in the response of CONST. The
outcome shows that expansion in AHFF will negatively affect the output of CONST owing
to the presence of backward linkages. It will take almost 10 years for the CONST industry
to regain its original position from before the shock. Figure 6b reveals that it will take
10 years for the AHFF sector in the USA to recover from a shock produced by the CONST
sector. As the linkage is unidirectional, there is no forward linkage between AHFF and
CONST; therefore, CONST will not affect the activity of AHFF. Additionally, this sector is
not sensitive to activity in the CONST sector.

61



Sustainability 2022, 14, 6326

Figure 6. Impact on CONST-AHFF and AHFF-CONST from a shock. (a) Response of CONST to
AHFF—USA; (b) Response of AHFF to CONST—USA; (c) Response of CONST to AHFF—China;
(d) Response of AHFF to CONST—China; (e) Response of CONST to AHFF—UK; (f) Response of
AHFF to CONST—UK.

However, the Chinese construction sector will react differently to the USA construction
sector. There will be a positive behavioral shock in AHFF when CONST experiences a
shock and vice versa. This result shows that the construction industry of China is more
flexible than that of the USA and can drive the construction sector to sustainability. This is
shown in Figure 6c,d.

In the case of the UK construction sector, any shock in AHFF will first produce negative
effects in the CONST sector and will underperform until the fifth period, and will become
stable after the sixth period, as shown in Figure 6e. Meanwhile, the AHFF response will first
start with negative effects when the CONST sector experiences any change in its output.
After that, there will be a positive effect in the AHFF sector for at least 10 years, which can
be seen in Figure 6f.

Figure 7a shows the behavior of CONST when a shock is experienced by MMU in the
USA. There is no significant positive trend in the behavior of CONST, and it does not deviate
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from zero lines, indicating that CONST is less likely to be affected by any change in the MMU
sector. The CONST will have less effect on MMU and will not deviate much from the zero
lines. Figure 7b indicates the response of MMU when a shock is produced in CONST in the
USA. There will be a positive effect on MMU and it will return to its original state without
much difference. There will be a significant shoot-up in the MMU sector, which will decrease
with time and return to its original position due to the shock in CONST.

Figure 7. Impact on CONST-MMU and MMU-CONST from a shock. (a) Response of CONST to
MMU—USA; (b) Response of MMU to CONST—USA; (c) Response of CONST to MMU—China;
(d) Response of MMU to CONST—China; (e) Response of CONST to MMU—UK; (f) Response of
MMU to CONST—UK.

Figure 7c indicates the behavior of CONST after any shock is experienced by the MMU
sector in China. As evidence, the response of the CONST sector will be stable for the
next five years, and then the subsequent five years will show a positive output in CONST.
Figure 7d shows the behavior of MMU toward the shock in the CONST sector, where there
will be a positive change in the production and activities of MMU, which will stabilize as
the period approaches its 10th year.
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Figure 7e shows that the first two periods will negatively impact the CONST sector
when the MMU sector receives a shock. However, this change will dissipate with time
and there will be no major effects on the CONST sector in the UK. Figure 7f illustrates
the positive response in MMU when the CONST sector receives a shock; there will be an
increase in production for at least 10 years in the UK.

Figure 8a shows the behavior of CONST after a shock is produced in the SERV sector
in the USA. There will be a positive trend in CONST when SERV experiences a shock of
one time period. As SERV-CONST has a forward linkage, any positive shock will result in
a positive output. The shock will stabilize after the eighth period. Figure 8b reveals that the
shock produced in SERV will positively affect CONST, which will decrease with time due
to the stored services used in the construction industry, such as petrol, transportation, and
material supply.

Figure 8. Impact on CONST-SERV and SERV-CONST from a shock. (a) Response of CONST to
SERV—USA; (b) Response of SERV to CONST—USA; (c) Response of CONST to SERV—China;
(d) Response of SERV to CONST—China; (e) Response of CONST to SERV—UK; (f) Response of
SERV to CONST—UK.

Figure 8c signifies the positive behavior in the CONST sector in China when there is a
unit shock in the SERV sector during the first five years. After that, the CONST sector will lose
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its productivity because it is greatly dependent on services for the timely execution of projects.
Figure 8d shows the positive behavior in the SERV sector when there is a lack of funding or
recession in the CONST sector, positively affecting the performance of the SERV sector.

Figure 8e shows that the UK SERV sector will produce marginal positive effects in the
CONST sector until the fifth period, after which it will decrease as it approaches the tenth
period, and will stabilize after this period. Figure 8f indicates the positive behavior in the
SERV sector of the UK after the CONST sector experiences a shock. The positive effect will
continue beyond the tenth period.

Figure 9a illustrates that no significant changes will occur in the CONST sector when
a shock is received in the TSC sector of the USA. There will be a slight positive trend, but
this trend will not affect productivity and production in the CONST sector. This behavior
validates the findings of the Granger causality, in which there is no linkage of CONST-TSC.
Figure 9b shows the behavior of the TSC sector to a shock in the CONST sector, which will
positively affect the performance of the TSC sector until the first half of the fifth period
(year). After that, there will be a negative effect on the TSC sector due to the shortage of
transportation of materials and vehicles, expensive storage, and expensive communication.

Figure 9. Impact on CONST-TSC and TSC-CONST from a shock. (a) Response of CONST to TSC—USA;
(b) Response of TSC to CONST—USA; (c) Response of CONST to TSC—China; (d) Response of TSC
to CONST—China; (e) Response of CONST to TSC—UK; (f) Response of TSC to CONST—UK.
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Figure 9c shows the negative behavior of the CONST sector toward the end of the fifth
period after a shock is received in the TSC of the Chinese economy. However, a recovery
will be made in the sixth period and positive effects will start to manifest themselves.
Figure 9d shows a positive response for 10 consecutive time periods in the TSC sector when
a shock is received in the CONST sector of China.

Figure 9e indicates the negative and positive behavior of the CONST sector after the
TSC sector of the UK receives a shock. The negative effects in the CONST sector will
continue for five time periods and, after that, there will be a positive output in the CONST
sector owing to any change in the TSC sector. Figure 9f reveals that a shock in the CONST
industry will positively impact the growth of the TSC and the sector will grow efficiently.

Figure 10a shows the non-significance of CONST-GDP in the USA. As there were no
Granger cause linkages, there is only a minimum effect on the performance of CONST by
any changes in the GDP. The shock in the GDP of the country will move to negative, which
returns to its original position in the eighth year. A positive trend will also be shown toward
the end of the tenth year. Figure 10b indicates the Granger causes’ forward linkage direction
effects. Any shock to the CONST industry will greatly affect the performance of GDP.

Figure 10. Impact on CONST-GDP and CONST-GDP from a shock. (a) Response of CONST to
GDP—USA; (b) Response of GDP to CONST—USA; (c) Response of CONST to GDP—China;
(d) Response of GDP to CONST—China; (e) Response of CONST to GDP—USA—UK; (f) Response
of GDP to CONST—USA—UK.
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Similarly, the Chinese CONST sector will grow considerably after the overall GDP is
affected due to any shock. This effect will be longer because the CONST sector of China is
the largest in the country, and China will invest all the capital in CONST to boost its overall
economy, as shown in Figure 10c. Figure 10d shows the positive change in GDP after a
shock is experienced by the CONST sector, although it will be short-lived, and will stabilize
as it approaches the end of the tenth period.

Figure 10e shows the positive impact of the CONST sector after the overall GDP of the
UK is affected by any shock. There will be a slight increase in the output of the CONST
sector, which will continue beyond 10 time periods. Figure 10f illustrates that any shock in
the CONST sector will positively affect the performance of the GDP of the UK. Like China,
the UK will also support the CONST sector in the case of any shock, which will increase
the overall performance of the UK’s GDP.

4.9. VECM Forecasting

The forecasting was performed for the USA, China, and UK construction sectors from
2021 to 2050. Based on the findings, the construction sector of the USA is predicted to grow
more than twice as much in 2050 as it did in 2020.

Similarly, with China and the USA being at the same point in construction output
in 2019, this gap will grow significantly over three decades. The contribution of China’s
construction sector to the national GDP will increase a little over USD 2 trillion in 2050.
However, there will be no significant change in construction output in the UK in 2050. This
forecast was made by considering no effects to the laws, policies, and unseen events such
as COVID-19. The forecasted values will change significantly if there are pandemics in
the future, which will seriously affect the national and global trade-off. The forecasting
estimation is shown in Figure 11.

Figure 11. Forecast of the construction sectors of the USA, China, and the UK from 2020 to 2050.

5. Conceptual Framework

By studying the effects on these countries, a sustainable framework was suggested, as
shown in Figure 12 that could combine the effects on these countries and be applied on
a large scale following the practices of sustainability and economic development in the
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CONST sector. First, the directions of linkages among the various sectors are identified [85].
As this study focuses on the CONST sector, this sector is taken as a reference. After the
linkages are identified using the Granger test, a pressure point is selected in the CONST
sector (e.g., plastic). The short- and long-term effects of the pressure point (such as plastic)
are evaluated using VECM. The effects of pressure points are taken into account and
their behavior is assessed using IRF when a shock is experienced due to the change in
pressure point in the sector. This step constitutes the statistical approach of the framework.
The statistical approach and sustainability approach of the construction sector are linked
through the enablers of a new ecosystem. The novel economical ecosystem can be created
by the conglomeration of circular construction techniques that are financially viable for the
pressure points. This includes determining the short- and long-term effects of the pressure
points through industrial ecology, eco-economical techniques, outreach and collaboration
of new business models, and the eco-designs of the pressure points. Hence, the combined
support of government officials and construction bodies can make the necessary shift
required for the implementation of sustainability in the economy and the processes of the
pressure points. This shift can be regarded as a pocket of change, which can be seen in
recyclable materials, optimization of energy efficiency, and circular use of waste materials
from construction activities [86]. This will result in the economic resilience of the pressure
points, which will directly produce resilience in the design, cost, business models, processes
leadership, and government policies of the sector.

The statistical results obtained from this study could be merged with the sustainable
procedures. One similar study showing the sustainability outcomes using time series
analysis by calculating the carbon footprints was performed. It was found that the time
series analysis could provide solutions for sustainable product designs, and sustainable
procurement of raw materials [87]. The novelty of this study is that it shows how statistical
results could be used to pave a way for sustainability. The use of Granger causality to
assess the direction, and the usage of VECM to determine the long- and short-term effects
of the behavior of the sector make this framework applicable. The results obtained from the
statistical portion would show the fluctuation in the sector after receiving a shock, which
could be studied; thus, sustainability concepts could be applied to counter the shocks in
the sector. Moreover, the sustainability part of the framework is mostly theoretical, which
could be applied to drive the sector towards sustainability.

Comparison of the construction sectors of three developed countries was performed
to assess the behavior of the construction sector towards a shock. By setting a standard
of behavior for these countries, other countries could benefit by observing how much
their respective countries could sustain a shock and how the aftershocks would affect the
national GDP; in this way, a great deal of economic recession could be prevented. The
comparison was also performed to study the effects of the construction sector of each
country on the IRF with subsequent proposal of a global circular framework with suitable
application globally.

The value changes over time also entail environmental development. For example,
the use of asbestos in construction was once lauded for its fireproofing properties but is
now considered dangerous to environmental and social sustainability, as is the case with
conventional construction procedures. Hence, the concept of cleaner production, such as
social sustainability, environmental impact, and the built environment, is a continuous
process. The application of circular strategy implications intensifies the use of “a balance
of minimizing the carbon production with economic energy methods” and enables the
intensification of redesigning, reusing, and recycling resources. Selective strategies for
repairing and maintaining should likewise be applied to ensure efficient upgrading in the
construction sector. Finally, the combination of recycling and reusing renewable materials
must be made a part of circular strategies to achieve cleaner construction practices.
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6. Discussion

The quantitative analysis of this statistical analysis revealed the contribution, output
per period, and average growth of all sectors in relation to the overall GDP of the USA.
The average contribution of the CONST sector to the AHFF sector is the smallest with
regard to the overall GDP, compared to other sectors of the USA. Similarly, the CONST
and AHFF sectors of the UK had a correlation of 85.7%, which were the least correlated,
similar to the USA. All the sectors of the USA and UK had first-order integration while
China’s order of integration was two, suggesting the long-term effects on the variables in
these countries. The VECM was selected for modeling long-term relationships. A VECM
system indicated the presence of an error correction system in the variables. The long-run
coefficient C(1) shows an ability to bounce back to equilibrium. The first coefficient C(1) in
the system of variables indicates the speed of adjustment toward the long-run equilibrium
of the CONST industry as 0.267%. The negative value of coefficient C(1) implies a negative
long-run association with the CONST industry while SERV has a positive association with
the CONST sector. This finding means a positive growth or expansion in AHFF, MMU,
and TSC will have negative impacts on the growth of the CONST sector. The coefficient
C(2) is the short-term speed of adjustment, which means that a percent increase in AHFF
will result in a decline of 0.09%. Similarly, a percent increase in C(3) (MMU) will result in a
decrease of 0.8% in the CONST sector.

The analysis period selected in this study was from 1970 to 2021. After COVID-19 was
declared a pandemic by the World Health Organization (WHO) in 2020, most countries
adopted lockdowns nationwide as a preventive measure, which negatively impacted the
performance of all sectors. The inclusion of COVID-19-impacted data in this analysis
would have produced different results, but it was not made a part of this study due to
the unavailability of the officially released data for 2022. It was likewise impossible to
analyze the hidden factors that are constantly changing, which would lead to uncertainty
in the results. This study performed statistical analysis on the construction sector and other
sectors associated with it, and identified the obstacles that should be addressed to make
the sectors self-sufficient. It also identified the challenges that are hurdles in achieving
sustainability in the construction sector. Any percent change in the construction sector will
affect the overall output of the country, depending on how each country takes effective
measures to prevent the sector from slipping into recession. The analysis of the construction
sector of three countries shows that a sector without any sustainable vision will produce
satisfying growth in the short term. However, in the long term, if the rapid implementation
of legislation for reducing hydrocarbon emissions is needed, it will prove detrimental to
the sector.

6.1. USA Economy

It is expected that the construction industry environment in the USA will become
favorable in terms of decreased tariffs under Joe Biden’s presidency, given that Trump had
increased the cost of construction during his administration, though he did announce a USD
2 trillion relief package for infrastructure development [88]. Accordingly, the USA pledges
to cut the use of hydrocarbon fuel and its emissions up to 52% by 2030 [89]. The residential
construction sector plays an influential role in the development of construction. Owing
to the shock in the economy from the COVID-19 outbreak, millions of people were laid
off from construction, which forced first-time buyers to look for low-cost, large spaces for
living [90]. However, a question remains about the uncertainty of expansion of residential
construction because of COVID-19 lockdowns, which have paralyzed business in this field.
It is estimated that the global construction output will increase to USD 8 trillion by 2030,
and the top three contributors to construction will include the USA and China, which
have a combined construction output of 57% of global growth [91]. Construction in the
southern states of the USA is expected to increase, reflecting the higher population growth
and catch-up potential of the region. In the next 15 years (up to 2035) [92], the construction
industry of the USA will grow faster than in China and will become more dynamic, which
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will influence the evolution of the prosperity of the society as it will create a vast number of
jobs and will ensure wealth and a healthy living standard of the people [93]. Hence, output
growth in the construction sector will increase the overall GDP and bring socio-economic
prosperity to the country.

6.2. Chinese Economy

Similarly, it is anticipated that the Chinese construction sector will rise to become
the largest construction market in the world and will generate USD 13 trillion in revenue
by 2030. On the flip side of this marvel development in the construction sector, there
will be a draconian production of 28% of the global energy emissions in the absence of
sustainable processes [94]. The five-year plan for the sustainability of China limits the
use of fossil fuels to 20% with each subsequent passing year [95]. China plans to rely on
renewable sources for its energy demands, on-site renewable zero carbon emission energy
practices and making public and private real estate sustainable, all of which will drive the
country toward a 70% reduction in carbon emission by 2060 [96]. China plans to achieve
cleaner production in the construction sector through sustainable urbanization and human
settlement, reducing the use of fossil fuels, managing household wastes for rural and urban
areas, formulating urban air quality standards, constructing ecological corridors, restoring
wetlands, and improving energy savings for existing buildings [97]. To embark on the
cleaner environment strategy, as the primary carbon polluters of the world, China and the
USA have agreed to cooperate to tackle the climate crisis based on its urgency and reduce
fossil fuel emissions by half [98].

6.3. United Kingdom Economy

It is expected that the UK construction sector will surpass the German sector and
become the sixth-largest construction sector and the largest one in Europe by 2030 [99].
The UK has introduced the vision Construction 2025, which includes benefits such as
reducing GHG emissions by 50%, reducing construction costs by 33%, building cheaper
homes and ensuring their fast delivery by 50%, designing smart and safer buildings,
sustainable practices, and cleaner production [22]. The World Economic Forum introduced
the Infrastructure and Urban Development Industry Vision 2050, which envisions minimum
carbon and resilient construction solutions. The application of low-carbon emissions
and innovation of cleaner practices can be implemented through the collaboration of the
stakeholders, performance-based delivery of construction practices, a skilled workforce,
use of digital systems to optimize social, economic, and social benefits, reducing risks by
responding quickly to the losses, and application of a long-term lifecycle of optimized
solutions [100].

The VECM analysis of Australian construction markets shows that other sectors’ price
hikes increase construction prices, which is also evident in this study, with other sectors
such as SERV, TSC, MMU, and AHFF increasing in price [101]. In another study to forecast
construction demand in Australia, it was found that the VECM model of forecasting
construction demand was affected by GDP, population, and exports [102]. The results
of this study also indicate that the construction sector has forward linkages to GDP and
other sectors. An empirical investigation of the construction sector and economic growth
was performed in Saudi Arabia. It was found that there is a unidirectional causality and
long-run effects in the construction sector [103]. This study also revealed that there would
be short-run effects of a shock in the construction sector and long-run effects on other
sectors’ behavior along with economic growth.

Although many studies were conducted to study the behavior of the construction
sector and its contribution to the cumulative economy, there is an absence of studies that use
statistical processes such as IRF to study the behavior of the construction sector toward the
road to sustainability and cleaner production. Therefore, this study closes the literature gap
by proposing the use of statistical inferences that can be employed in a circular economy to
bring the construction sector one step closer to sustainability.
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The methodology followed by the current study suggests that IRF can adequately
be used to forecast shock behavior by creating an impulse in the multivariate vector
autoregressive function. This statement validates the methodology followed by previous
studies, indicating that a single variable can have instantaneous effects on the second to
last variables; therefore, the concept of the shock is the correct representation within the
economic system.

How, then, can the construction sector be made a sustainable sector? First, we have to
invest in work density, which is the only way to be energy-productive, resource-productive,
flow optimally, and use the stock of resources optimally. Second, we have to make sure it is
diverse in a way that can be used within the work density. Third, work density must be
reintegrated back into the city. Finally, the novel availability of renewable resources and
the accessibility of micro-mobility must be returned to construction sites.

7. Conclusions

This study used a dynamic statistical approach to determine the role of each sector in
the cumulative economy. Three countries (the USA, China, and the UK) were selected as
the scope of analysis to study the behavior of the CONST sector. Based on the results, it
was concluded that the CONST sector is volatile, can trigger a recession in the economy,
and behaves differently to other sectors due to its nature. The CONST sector has short-
and long-term effects on itself and other sectors. To achieve sustainability, the CONST
sector would have to make use of carbon processes to return to its original position after
experiencing a shock. After regaining its former position, only then could the CONST
sector move towards sustainability; hence, for this purpose, a combination of statistical
processes and the pillars of sustainability must be followed. Adopting new pressure points
and analyzing their effects in the sector, along with their quantitative role in the CONST
sector, could lead to sustainability in the sector. However, the absence of a sustainable
framework to support these sectors will lead to environmental degradation, which can be
prevented by implementing the proposed framework.

The USA is facing challenges in the CONST sector due to the hike in prices of major
materials for construction and lack of employment. Aside from other reasons, the COVID-19
pandemic has also disrupted the overall sector. Currently, the hurdle in the UK construction
sector is to enable the local skilled workforce to adopt digital mechanistic approaches while
retaining the current labor force and its traditional knowledge of construction techniques.
This scenario leads to poor productivity and insufficient innovation, which draw attention
to and emphasize sustainable novel procedures in designing and planning. The challenges
faced by the Chinese construction sector include environmental problems, such as excessive
pollution, the difference in income between Eastern and Western construction workforces,
insufficient capital funding, and strict banking loans for supporting the construction sector.

The theoretical framework selected for this study best suited and was proved adequate
to answer the research problems. The use of Granger and impulse response concepts
established that the construction sector is linked to other sectors, with dynamic output
effects on future series; hence, the variable satisfies the hypothesis of linkages and the
effects of the study of economic sectors.

In light of the above conclusion, the following research hypotheses were concluded.
Firstly, the CONST sector is greatly dependent on other sectors for its material supply;
any major change in this sector would also affect the performance of other sectors; hence,
the related hypothesis is rejected. Also, recovering from a major shock would require an
increased demand in energy, which would increase the threshold to attain sustainability
in the CONST sector. Secondly, the construction sector must move beyond sustainable
processes to achieve its former position and construction should move in the same direction
as the national economy to regain its former GDP growth. Thirdly, investors and policy
makers should pay attention to emphasizing a cleaner construction sector in terms of
policies, stakeholder trust, human resources, and capacity-building programs; hence, the
related hypothesis is rejected. Finally, the results of the IRF and VECM could be incorpo-
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rated to assess the behavior of the construction sector if sustainability is introduced in this
sector; hence, the related hypothesis is rejected. Hence, the short- and long-term effects of
the construction sector on employment, output, and circularity indicate that to regain its
original position, the construction sector would have to make excessive use of CO2 to run
its engine; therefore, in the long term, the construction sector would become unsustainable.

8. Recommendation and Future Prospects

This study recommends an in-depth examination into the identification of problems
facing the construction sector, which has the potential to generate a considerable output
and prove fruitful in helping the country recover from times of economic recession. Joint
venture programs between multinational firms and local authorities must be increased
to grow human capital, increase skilled labor for cleaner production, execute required
work in decreased time, achieve resource efficiency, and develop machine-operating skilled
workers. Knowledge sharing should be encouraged to increase the trust of local and
overseas investors, which will raise foreign direct investments in the construction sector
that could pave the way for a circular strategy. Finally, the process of tendering, sustainable
construction methods, integrated solutions for the development of methods, loans and
funding for research, contract agreement, and transparent payment procedures must
be applied to the construction sector, which will attract many stakeholders to invest in
innovative procedures in the sector.

Future research should focus on construction multipliers. This study used the GDP
of the CONST sector but data were limited. In the future, other contributing factors, such
as health, revenues, employment rates, biodiversity loss, and material consumption, must
be analyzed to reflect the accomplishment of suitable practices in the CONST sector. This
will help determine the factors for lagging in sustainable development, hence enabling the
government and private firms to make informed policies for sustainable development in
the CONST sector. Future work should focus on replicating the statistical procedure in in-
dividual geological regions (states or neighboring countries). This individual focus will not
only help identify differences at the small scale in the drivers of change and their enablers,
but also develop deeper insight into understanding corporate and stakeholder roles.
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Appendix A. USA Data

Table A1. Data description of the USA & China sectors (in USD trillion).

YEAR CONST MMU AHFF SERV TSC GDP CONST MMU AHFF SERV TSC GDP

1970 0.051 0.288 0.025 0.416 0.104 1.07 0.0084 0.010 0.08 0.083 0.026 0.22

1971 0.056 0.305 0.026 0.457 0.113 1.16 0.009 0.0108 0.083 0.093 0.039 0.245

1972 0.063 0.335 0.031 0.5004 0.127 1.27 0.009 0.012 0.083 0.100 0.0292 0.255

1973 0.07 0.374 0.045 0.552 0.141 1.42 0.01 0.013 0.091 0.108 0.0301 0.275

1974 0.074 0.401 0.044 0.604 0.155 1.54 0.01 0.0132 0.095 0.109 0.031 0.282

1975 0.076 0.432 0.0458 0.666 0.162 1.68 0.012 0.0128 0.097 0.125 0.033 0.303

1976 0.085 0.491 0.044 0.736 0.184 1.87 0.103 0.0147 0.0975 0.121 0.0351 0.298

1977 0.094 0.558 0.045 0.824 0.205 2.08 0.013 0.0165 0.095 0.138 0.37 0.325

1978 0.11 0.625 0.052 0.936 0.233 2.35 0.013 0.018 0.102 0.162 0.0421 0.367

1979 0.126 0.69 0.062 1.04 0.257 2.63 0.014 0.019 0.127 0.178 0.046 0.41

1980 0.13 0.746 0.056 1.18 0.279 2.85 0.019 0.021 0.137 0.201 0.0553 0.458

1981 0.131 0.861 0.068 1.32 0.31 3.2 0.02 0.022 0.155 0.206 0.059 0.493

1982 0.132 0.866 0.065 1.44 0.322 3.34 0.022 0.024 0.177 0.218 0.071 0.537

1983 0.14 0.903 0.052 1.58 0.353 3.63 0.027 0.027 0.197 0.239 0.082 0.602

1984 0.167 1.09 0.07 1.75 0.386 4.03 0.031 0.033 0.231 0.281 0.102 0.727

1985 0.188 1.03 0.07 1.92 0.409 4.33 0.041 0.0421 0.256 0.347 0.127 0.909

1986 0.21 1.03 0.068 2.09 0.428 4.57 0.052 0.049 0.278 0.4 0.154 1.037

1987 0.22 1.09 0.074 2.28 0.461 4.855 0.066 0.056 0.323 0.462 0.183 1.21

1988 0.238 1.19 0.074 2.49 0.491 5.23 0.081 0.068 0.386 0.581 0.227 1.51

1989 0.246 1.24 0.085 2.69 0.505 5.64 0.079 0.081 0.426 0.652 0.296 1.71

1990 0.249 1.28 0.09 2.89 0.529 5.96 0.086 0.116 0.506 0.69 0.33 1.88

1991 0.233 1.28 0.085 3.06 0.562 6.15 0.100 0.142 0.534 0.813 0.381 2.2

1992 0.235 1.32 0.093 3.27 0.591 6.52 0.14 0.168 0.586 1.03 0.489 2.71

1993 0.249 1.38 0.09 3.43 0.627 6.85 0.22 0.217 0.696 1.42 0.648 3.56

1994 0.276 1.48 0.098 3.59 0.674 7.28 0.29 0.278 0.957 1.95 0.897 4.86

1995 0.291 1.56 0.091 3.81 0.711 7.63 0.37 0.324 1.21 2.5 1.12 6.13

1996 0.317 1.6 0.108 4.03 0.742 8.07 0.43 0.378 1.4 2.95 1.31 7.18

1997 0.339 1.67 0.108 4.34 0.784 8.57 0.46 0.414 1.44 3.3 1.55 7.97

1998 0.379 1.69 0.998 4.59 0.863 9.06 0.49 0.466 1.48 3.41 1.788 8.51

1999 0.417 1.77 0.092 4.9 0.939 9.63 0.51 0.517 1.47 3.6 1.99 9.05

2000 0.461 1.86 0.098 5.27 0.956 10.25 0.55 0.616 1.49 4.02 2.307 10.02

2001 0.486 1.8 0.099 5.58 0.988 10.58 0.59 0.687 1.57 4.38 2.689 11.086

2002 0.493 1.78 0.095 5.87 1.03 10.93 0.64 0.749 1.65 4.77 3.07 12.171

2003 0.525 1.87 0.114 6.14 1.06 11.45 0.75 0.791 1.73 5.53 3.495 13.742

2004 0.594 2.005 0.142 6.48 1.16 12.21 0.87 0.93 2.14 6.57 4.05 16.184

2005 0.651 2.15 0.128 6.93 1.21 13.03 1.04 1.066 2.241 7.79 4.05 18.731

2006 0.697 2.32 0.125 7.32 1.27 13.81 1.24 1.21 2.4 9.22 5.72 21.94

2007 0.715 2.42 0.144 7.68 1.35 14.45 1.53 1.46 2.84 11.16 7.34 27.009

2008 0.648 2.47 0.147 7.89 1.41 14.71 1.88 1.63 3.34 12.172 8.611 31.92
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Table A1. Cont.

YEAR CONST MMU AHFF SERV TSC GDP CONST MMU AHFF SERV TSC GDP

2009 0.565 2.27 0.13 8.05 1.37 14.44 2.26 1.65 3.46 13.8 10.06 34.85

2010 0.525 2.42 0.146 8.3 1.44 14.99 2.72 1.87 3.96 16.51 11.771 41.21

2011 0.524 2.55 0.18 8.56 1.48 15.54 3.29 2.18 4.61 19.51 13.96 48.79

2012 0.553 2.608 0.179 8.96 1.53 16.19 3.68 2.37 5.05 20.89 15.9 53.85

2013 0.587 2.707 0.215 9.19 1.62 16.78 4.08 2.6 5.46 22.23 18.24 59.29

2014 0.636 2.81 0.201 9.63 1.67 17.52 4.54 2.85 5.47 23.31 20.45 64.35

2015 0.694 2.738 0.182 10.09 1.81 18.22 4.77 3.05 5.98 23.49 23.57 68.88

2016 0.746 2.66 0.166 10.48 1.91 18.71 5.14 3.3 6.24 24.54 26.66 74.63

2017 0.79 2.82 0.176 10.89 1.99 19.51 5.79 3.71 6.46 27.51 30.101 83.2

2018 0.84 3.02 0.718 11.47 2.12 20.58 6.54 4.03 6.75 30.108 33.93 91.92

2019 0.892 3.05 0.175 11.95 2.26 21.43 7.09 4.28 7.35 31.71 37.00 99.08

2020 0.895 2.85 0.174 11.84 2.17 20.89 6.10 4.53 7.11 30.02 40.22 101.59

Appendix B. UK Data

Table A2. Data description of the UK sectors (in USD trillion).

YEAR CONST MMU AHFF SERV TSC GDP

1970 0.0036 0.0173 0.0012 0.019 0.0053 0.054

1971 0.0042 0.019 0.0013 0.022 0.00609 0.06

1972 0.0049 0.021 0.0015 0.025 0.0069 0.068

1973 0.0059 0.0239 0.0017 0.03 0.00813 0.078

1974 0.007 0.026 0.0019 0.035 0.00939 0.088

1975 0.0089 0.0328 0.0024 0.044 0.0118 0.109

1976 0.01 0.039 0.0027 0.053 0.0134 0.129

1977 0.0115 0.0462 0.003 0.062 0.0149 0.15

1978 0.012 0.054 0.0033 0.072 0.016 0.175

1979 0.014 0.064 0.0037 0.085 0.018 0.207

1980 0.016 0.075 0.004 0.1003 0.0205 0.243

1981 0.017 0.082 0.0043 0.112 0.022 0.269

1982 0.019 0.088 0.0045 0.124 0.024 0.294

1983 0.0204 0.095 0.0047 0.138 0.026 0.323

1984 0.021 0.1002 0.0048 0.149 0.027 0.346

1985 0.023 0.107 0.005 0.165 0.029 0.381

1986 0.026 0.111 0.0055 0.177 0.033 0.41

1987 0.03 0.117 0.0062 0.194 0.038 0.455

1988 0.035 0.126 0.007 0.216 0.045 0.511

1989 0.041 0.134 0.008 0.24 0.052 0.566

1990 0.042 0.14 0.0083 0.269 0.056 0.615

1991 0.039 0.141 0.0083 0.289 0.059 0.647

1992 0.036 0.144 0.0087 0.313 0.061 0.672

1993 0.035 0.151 0.0092 0.334 0.0632 0.707
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Table A2. Cont.

YEAR CONST MMU AHFF SERV TSC GDP

2015 0.109 0.2437 0.012 0.943 0.175 1.91

2016 0.113 0.243 0.0114 0.987 0.187 1.99

2017 0.119 0.256 0.0118 1.01 0.194 2.06

2018 0.123 0.264 0.012 1.05 0.202 2.14

2019 0.129 0.265 0.013 1.08 0.213 2.21

1994 0.038 0.161 0.0093 0.355 0.067 0.745

1995 0.0407 0.169 0.0107 0.374 0.069 0.85

1996 0.043 0.182 0.0099 0.398 0.074 0.907

1994 0.038 0.161 0.0093 0.355 0.067 0.745

1995 0.0407 0.169 0.0107 0.374 0.069 0.85

1996 0.043 0.182 0.0099 0.398 0.074 0.907

1997 0.0434 0.1849 0.0092 0.415 0.081 0.951

1998 0.0491 0.184 0.0096 0.433 0.089 0.997

1999 0.055 0.1846 0.0091 0.45 0.095 1.03

2000 0.059 0.193 0.0093 0.474 0.103 1.09

2001 0.062 0.188 0.0089 0.504 0.107 1.13

2002 0.068 0.189 0.0109 0.532 0.111 1.18

2003 0.071 0.193 0.011 0.571 0.119 1.25

2004 0.072 0.194 0.0101 0.612 0.124 1.31

2005 0.0803 0.202 0.0076 0.659 0.128 1.39

2006 0.085 0.2135 0.0088 0.699 0.132 1.47

2007 0.0921 0.2133 0.0087 0.743 0.142 1.54

2008 0.094 0.223 0.018 0.766 0.147 1.58

2009 0.081 0.211 0.016 0.772 0.144 1.54

2010 0.082 0.222 0.0097 0.785 0.148 1.6

2011 0.085 0.224 0.0115 0.807 0.154 1.66

2012 0.088 0.231 0.011 0.837 0.158 1.71

2013 0.095 0.241 0.0114 0.868 0.163 1.78

2014 0.101 0.2437 0.014 0.91 0.17 1.86
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Abstract: Building information modeling (BIM) application in construction projects is considered ben-
eficial for effective decision making throughout the project lifecycle, as it maximizes benefits without
compromising practicality. The Malaysian construction industry is also keen on the adoption of BIM
culture. However, various identified and unidentified barriers are hindering its practical implementa-
tion. In light of this, this study identified and analyzed critical obstacles to using BIM in Malaysian
small construction projects. Through the use of semi-structured interviews and a pilot study using
the exploratory factor analysis (EFA) method, the critical BIM barriers (CBBs) have been identified.
Based on the findings of the EFA, CBBs were classified into five categories, i.e., technical adoption
barrier, behavioral barrier, implementation barrier, management barrier, and digital education barrier.
Following the questionnaire survey, feedback of 235 professionals was collected with vested interests
in the Malaysian construction business, and the CBBs model was created using analysis of moment
structures (AMOS). The findings revealed that although Malaysian experts with little experience in
practice were fairly educated about BIM, technical adoption barriers, behavioral barriers, manage-
ment barriers, and implementation hurdles were critical for adopting BIM. The study’s findings will
help policymakers eliminate CBBs and use BIM in Malaysia’s modest construction projects to save
costs, save time, boost productivity, and improve quality and sustainability.

Keywords: construction sector; barriers; BIM; small contractors; SEM; Malaysia

1. Introduction

Building information modeling (BIM) allows construction and design teams to max-
imize their existing technological infrastructure. By consolidating all relevant multi-
disciplinary construction and design documents into a single repository, the BIM pro-
cess facilitates the development and administration of data across the entire architecture
engineering and construction (AEC) project lifecycle [1]. Oyuga et al. [2] described the
application of BIM as reviewing and checking the daily on-site performance of work activi-
ties in comparison to the created plans and confirming the expected performance before
or throughout the project. Moreover, Durdyev et al. [3] emphasized the BIM applica-
tion in small construction projects to be essential, as it allows construction managers to
make choices quickly and accurately based on critical inputs. Successful building projects
correlate to how well BIM metrics are used. BIM has the capability to integrate with
imaging (videogrammetry, laser scanning, and photogrammetry), geospatial (geographic
information system (GIS) and global positioning system (GPS), ultra-wideband (UWB),
radio frequency identification (RFID), and barcode), and virtual and augmented reality
(VR/AR) technologies [4,5]. Hyarat et al. [6] identified that four-dimensional BIM models
are necessary to monitor and analyze the building processes. In addition, BIM has been
regarded as the first step toward digital construction and has been integrated with a wide
range of construction operations, including facility elevations, prefabricated construction
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projects, and project management activities [7]. According to Olanrewaju et al. [8], one of
BIM’s core tasks is effective progress management of construction operations, which was
not possible due to the many challenges encountered throughout its adoption. Accord-
ing to Berges-Alvarez et al. [9], there is less room for error and less time to think things
through when making sustainability-related decisions. A connection is made between the
environment and the economy using BIM. A solid proof of concept may be used to push
BIM software into the conceptual design phase. The method is only partially automated
but nevertheless allows for well-considered choices to be made during the preliminary
stages of a building’s design. In Olanrewaju et al. [10], the areas of uncertainty, omission
and misuse in BIM-based projects have been identified.

In light of the above discussion, it is clear that further research into the dimensions and
technical qualities determining the effective deployment of BIM is necessary to improve
the knowledge and trust of stakeholders in the construction sector. According to Abu-
Hamdeh et al. [11], the contemporary building business recognizes the need to enhance
building energy efficiency and use cutting-edge technology. Lin et al. [12] clarified that the
use of three-dimensional modeling has also been proven to be helpful in lowering buildings’
harmful effects on the environment. According to Chen et al. [13], the construction sector
stakeholders’ resistance to embracing technology stems mainly from a need for knowledge
of management system standards, requirements, and reference frameworks. The fourth
industrial revolution (IR4.0) has accelerated the building industry’s transition to digital
methods [14]. To realize the vision of a fully digitalized construction environment and to
advance the IR4.0 environment, it is necessary to encourage the construction industry and
other relevant stakeholders to adopt BIM systems for construction processes by addressing
the uncertainties they may have about doing so [15].

Charef et al. [16], Shirowzhan et al. [17], Ahmed and Hosque [18] and Hamid and
Embi [19] have identified the barriers to BIM implementation in construction projects with-
out categorization on the basis of the scale of the project. It is indicated by the implications
of Hamid and Embi [19] and Alwee et al. [20] that the challenges of BIM implementa-
tion are not always the same for small-scale and large-scale construction projects, even
in the international context. The aforementioned facts provide a rationale for this study,
and the scope has been narrowed down to small construction projects. No specific study,
such as Taat et al. [21], Manzoor et al. [22], Belayutham et al. [23] and Chen et al. [13],
has targeted the small construction projects from Malaysia indicating BIM barriers. For
effective identification of barriers relative to any subject variable, there is always a need
for non-parametric statistical evaluation and structural equation modeling (SEM), as indi-
cated by Ringle et al. [24] and Wang and Rhemtulla [25]. According to Arif et al. [26] and
Yaakob et al. [27], the Malaysian construction industry contributes majorly to the economy
by which small construction projects must adopt modern technologies in which BIM is on
top. Small construction projects cannot contribute generously to the Malaysian economy
without considering the restructuring of small construction projects with modern construc-
tion technologies, including BIM. Following the gap indicated by the abovementioned
studies, this research involves exploratory factor analysis (EFA) and SEM, which make it
unique in specific Malaysian small construction projects.

To effectively deploy BIM technologies, this research intends to establish the research
framework by addressing the theoretical-based technical constraints to adoption. The SEM
methodology has been adopted to develop a conceptual framework for BIM barriers for
each component and to highlight relevant BIM criteria. This research has focused on the
localized obstacles to using BIM technology on modest building projects and how those
obstacles might be overcome using different approaches. To help construction industry
experts and stakeholders develop confidence in using innovative BIM technologies, this
study has built the model taking BIM barriers for effective implementation on small
construction projects before or after evaluation activities. The power of this research lies
in its capacity to push this area of knowledge toward creating a foundational technical
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model that would facilitate the more effective use of BIM tools in Malaysia’s smaller
building projects.

2. Methodology

The technique followed a step-by-step procedure that required thorough identification
and evaluation of BIM hurdles in order to resolve the concerns discovered in the research.
Figure 1 shows the overall study workflow pipeline adopted to achieve a conceptual model
reflecting BIM barriers.
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Figure 1. Study flow chart and the successive stages.

First, critical evaluation of the scholarly literature was performed to identify the
obstacles toward BIM adoption in small construction projects considering the Malaysian
construction industry. Challenges with BIM were identified, and then, those barriers were
fine-tuned through semi-structured interviews with five BIM experts and seven experts in
small construction projects in Malaysia.

For this study on the challenges of using BIM for small construction projects, it was
required to develop a framework. Methods under consideration include multiple linear
regression (MLR), structural equation modeling (SEM), system dynamics (SD), exploratory
factor analysis (EFA), and artificial neural networks (ANN). According to Julian et el. [28],
there is a relationship between unobserved variables; hence, the MLR was not selected.
In accordance with Kiraly et al. [29], due to the nature of the research’s presented data,
SD could not be used. According to Abiodun et al. [30], ANN is a prediction tool, and
the purpose of this study is to analyze the difficulties associated with employing BIM on
small construction projects. Using the SEM method, several observable and unobservable
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variables may be defined. SEM has proven to be a beneficial technique in the face of variable
inaccuracy. In this study, the SEM approach was utilized to develop a model to identify
and find the relationship between BIM barriers and small-scale construction projects. In
the social sciences, SEM data are frequently used and acknowledged. Exploratory factor
analysis (EFA) and reliability analyses are then used on pilot survey data to see whether
any more barriers can be eliminated. At the end of the process, the primary survey with
questionnaires was conducted. The confirmatory factor analysis (CFA) technique was used
to develop a measurement model by performing convergent and discriminant validity
for determining the most significant barriers to implementing BIM in Malaysia’s small
construction projects.

2.1. Structured Literature Collection

The data-gathering process began with a thorough assessment of BIM barriers in the
available literature. The primary goal was to identify the key BIM barriers affecting small
building projects. Furthermore, the total strategy was built to find the most agreed-upon
BIM hurdles by previous researchers since the critical assessment of current studies is essen-
tial for achieving any result. Information was gathered from six different sources, including
Springer, Web of Science (WoS), American Society of Civil Engineers (ASCE), Science Di-
rect, Multidisciplinary Digital Publishing Institute (MDPI), and Scopus, while keeping
the research timeline between 2011 and 2022. Articles were searched using a number of
different keyword combinations, with the flexibility of those keywords being adjusted to fit
the overarching subject of the study. We looked for BIM barriers mentioned in previous
research publications but restricted our scope to projects of small scale. With all possible
keyword combinations, existing papers were searched from the perspective of BIM barriers.
The number of studies gathered and relevant studies discovered in the aforementioned
databases are summarized in Table 1.

Table 1. Data collection summary.

Database Keywords Combination Total Collected Studies Relevant Studies

Springer
“Small Construction Projects AND BIM OR
Challenges or Barriers in BIM Adoption in

Small Construction Projects”
827 44

WoS
“BIM Challenges AND Small Construction
Projects OR BIM Adoption Barriers in Small

Construction Projects”
230 35

ASCE
“Building Information Projects OR BIM in

Small Construction Projects OR BIM Barriers
OR BIM Challenges”

456 21

Science Direct
“BIM AND Small Construction Projects OR

BIM Problems AND Small
Construction Projects”

153 87

Scopus
“BIM Challenges OR BIM Hurdles in Small

Construction OR Building
Information Modeling”

24 6

Google Scholar
“Building Information Modeling OR BIM OR

Barriers AND Challenges OR Small
Construction Projects”

790 55

With several keyword iterations, we were able to pull in a total of 2480 items from
all databases. There were 248 papers that met the criteria for this study after examining
their titles, abstracts, and potential barriers. With the goal of identifying BIM hurdles in
small building projects, we performed a comprehensive literature study of 248 papers. The
majority of barriers identified in the articles had common ground with those that were
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omitted. There were only 34 barriers that were found to be significant while dealing with
small construction projects in Malaysia after the literature research was completed. Table 2
provides a summary of the data collected, including the various types of obstacles found
and the categories into which they fall. Barriers to BIM were classified into the following
categories, as determined by a review of the relevant literature: human resource barriers,
technology barriers, safety barriers, regulatory barriers and financial barriers.

Table 2. Identified BIM barriers and related details.

Categories Coding Parameters Sources

Human Resource Barriers
Technology Barriers

B1 Lack of digital education and training [31–35]

B3 Aside from the construction team leader, no other team members need BIM [36–40]

B5 Insufficient teamwork from upper management [41–44]

B8 Lack of awareness about the benefits of BIM [45–51]

B9 No facilitation and training center for BIM [18,20,52–58]

B16 High diversity of workforce in projects [59–64]

B22 Not enough expertise in safety management [65–68]

B34 High risk of conflicts in construction contracts [69–72]

B21 Poor BIM ability to integrate with project operations [73–78]

B23 The construction industry’s lackluster adoption of technology [79,80]

B31 Lack of flexible modeling capability in BIM tools [81–85]

B32 Existing computer-aided design (CAD) tools are appropriate for work [69–72]

Safety Barriers
B27 Inability to foresee digital technology’s positive effects on the safety

management process [8,22,86–88]

B28 The need for affordable digital tools hinders the safety management process [16,89–91]

Construction
Environment Barriers

B4 Inadequate working processes and quality control standards [26,92–95]

B6 Aversion to adopting BIM [96–102]

B7 Impractical theoretical evidence from research [23,103–107]

B10 Possibility of delays in construction [17,108,109]

B11 Absence of a structured methodology that is supportive [110–114]

B12 Neither a simple nor universal strategy for BIM Usage exists [115–117]

B13 Lack of legal regulations [118–121]

B14 In the workplace, resistance to BIM adoption remains strong [122–129]

B15 The lack of demand for or insistence on BIM from customers [21,130–133]

B17 Too many complexities in design produced by BIM [27,134–138]

B20 The integration of BIM will change present levels of efficiency [139–144]

B24 Inadequate access to decision-making resources [145–151]

B25 The decision to utilize depends on the specifics of each case [152–156]

Financial Barriers

B2 Competition is high, and profit margins are low [157–161]

B18 Impact of COVID-19 on small construction projects [3,162,163]

B19 High cost of BIM implementation [19,164–171]

B29 Inappropriate rate of return (ROR) and rate of investment (ROI) data [172–175]

B26 High ongoing investment in digital infrastructure [2,176–184]

B30 Productivity loss when adopting BIM in place of traditional construction [13,185–188]

B33 Financial uncertainty related with BIM adoption [6,189–194]

2.2. Qualitative Analysis (Interview)

For semi-structured interviews, a qualitative questionnaire was prepared involving
barriers related to BIM implementation in Malaysian small construction projects. The
qualitative questionnaire included all five categories of BIM barriers (human resource barri-
ers, technology barriers, safety barriers, construction environment barriers and financial
barriers) based on the BIM categorization from the literature. The required sample size for
a semi-structured interview was reported differently in previous studies. Because of the
descriptive nature of interviews, the purpose is always to collect as much information as
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possible. Time is also a factor that limits the number of people involved in interviews. Ac-
cording to literature, the minimum sample size for qualitative interviews must lie between
10 and 20 subjects. In contrast, Dworkin [195] suggested that the minimum number of
experts involved in interviews should be between 5 and 50. Furthermore, Hesse-Biber [196]
recommended that the minimum number of experts should be 10 with respect to sample
size. As a result, 12 experts from Malaysia’s small construction industry stakeholders were
invited for semi-structured interviews. Higher-level roles in projects, such as executives
and project managers, were decidedly interviewed because the implementation of BIM
falls under their responsibilities in any construction project. Based on the unavailability of
three interviewees, they were interviewed online via conference call, and the remaining
were interviewed via a face-to-face meeting.

From the interview, there was total disagreement among the interviewees on the BIM
barriers such as inadequate access to decision-making resources (B24), the decision to
utilize depends on the specifics of each case (B25), high ongoing investment in digital
infrastructure (B26), inability to foresee digital technology’s positive effects on the safety
management process (B27), the need for affordable digital tools hinders the safety manage-
ment process (B28), inappropriate rate of return (ROR) and rate of investment (ROI) data
(B29), productivity loss when adopting BIM in place of traditional construction (B30), lack
of flexible modeling capability in BIM tools (B31), existing computer-aided design (CAD)
tools are appropriate for work (B32), financial uncertainty related with BIM adoption (B33)
and high risk of conflicts in construction contracts (B34). Out of 34 BIM barriers investigated
in the interview, only 23 were identified by experts to be suitable for further investigation.

NVivo 12, a qualitative analysis software, was used to perform detailed content anal-
ysis and to categorize the words said by interviewees. The analysis found ten primary
categories: complexity, cost, culture, digital adoption, expertise, interest, legislation, safety,
safety management resources, and technology, as shown in Figure 2. A total of 23 parame-
ters were extracted, divided into ten prime categories, from the content analysis, which
were used to develop the final colligated framework involving all outcomes of the literature
review and interview analysis, as shown in Table 3.

Table 3. Final colligated framework for BIM barriers.

Categories Coding Parameters Sources

Complexity

B25 The decision to utilize depends on the specifics of each case Deleted

B31 Lack of flexible modeling capability in BIM tools Deleted

B32 Existing computer-aided design (CAD) tools are appropriate for work Deleted

B34 High risk of conflicts in construction contracts Deleted

B10 Possibility of delays in construction Maintained

B4 Inadequate working processes and quality control standards Maintained

Cost

B2 Competition is high, and profit margins are low Maintained

B19 High cost of BIM implementation Maintained

B7 Impractical theoretical evidence from research Maintained

B13 Lack of legal regulations Maintained

B26 High ongoing investment in digital infrastructure Deleted

B29 Inappropriate rate of return (ROR) and rate of investment (ROI) data Deleted

B30 Productivity loss when adopting BIM in place of
traditional construction Deleted

B33 Financial uncertainty related with BIM adoption Deleted
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Table 3. Cont.

Categories Coding Parameters Sources

Culture B23 The construction industry’s lackluster adoption of technology Maintained

Digital Adoption
B18 Impact of COVID-19 on small construction projects Maintained

B24 Inadequate access to decision-making resources Deleted

Expertise

B15 The lack of demand for or insistence on BIM from customers Maintained

B9 No facilitation and training center for BIM Maintained

B22 Not enough expertise in safety management Maintained

Interest
B17 Too many complexities in design produced by BIM Maintained

B21 Poor BIM ability to integrate with project operations Maintained

Legislation
B16 High diversity of workforce in projects Maintained

B20 The integration of BIM will change present levels of efficiency Maintained

Safety

B8 Lack of awareness about the benefits of BIM Maintained

B12 Neither a simple nor universal strategy for BIM Usage exists Maintained

B27 Inability to foresee digital technology’s positive effects on the safety
management process Deleted

Safety Manage-
ment Resources

B1 Lack of digital education and training Maintained

B5 Insufficient teamwork from upper management Maintained

B28 The need for affordable digital tools hinders the safety
management process Deleted

Technology

B3 Aside from the construction team leader, no other team members
need BIM Maintained

B6 Aversion to adopting BIM Maintained

B11 Absence of a structured methodology that is supportive Maintained

B14 In the workplace, resistance to BIM adoption remains strong MaintainedSustainability 2023, 15, x FOR PEER REVIEW 7 of 32 
 

 

 
Figure 2. Qualitative analysis outcomes via NVivo. 

Table 3. Final colligated framework for BIM barriers. 

Categories Coding Parameters Sources 

Complexity 

B25 The decision to utilize depends on the specifics of each case Deleted 
B31 Lack of flexible modeling capability in BIM tools Deleted 

B32 
Existing computer-aided design (CAD) tools are appropri-

ate for work Deleted 

B34 High risk of conflicts in construction contracts Deleted 
 B10 Possibility of delays in construction Maintained 

 B4 Inadequate working processes and quality control stand-
ards 

Maintained 

Cost 

B2 Competition is high, and profit margins are low Maintained 
B19 High cost of BIM implementation Maintained 
B7 Impractical theoretical evidence from research Maintained 

B13 Lack of legal regulations Maintained 
B26 High ongoing investment in digital infrastructure Deleted 

B29 Inappropriate rate of return (ROR) and rate of investment 
(ROI) data 

Deleted 

Figure 2. Qualitative analysis outcomes via NVivo.

87



Sustainability 2023, 15, 2477

2.3. Quantitative Analysis (Pilot Survey and Main Survey Questionnaire)

According to the Construction Industry Development Board (CIDB), there were a to-
tal of 39,158 registered small construction companies in Malaysia in 2021, and around
80% of them are actively operating on small construction projects. Perak was selected as
the research area in which construction companies from grades G1 to G4 were selected.
A complete random sampling method was adopted to determine the sample size. A pilot
survey was conducted on the 23 BIM barriers identified during interviews. A pilot ques-
tionnaire was constructed involving closed-ended questions based on 23 BIM barriers. The
sample size was decided to be a minimum of 100 respondents, while the distributed pilot
survey questionnaires were 200. Respondents were from small construction companies
only operating in Malaysia. Out of 200 distributed pilot questionnaires, 166 were obtained,
meeting the validity criteria of more than 50%. Exploratory factor analysis (EFA) was
conducted on the obtained dataset of the pilot survey questionnaire. Rather than putting
a predetermined structure on the data, EFA looks into whether or not the recommended
combination of variables or characteristics is acceptable, and it also looks into the probable
underlying factor structure of a collection of observed variables. EFA was a suitable test
in this case because the sample size was between the 150 and 300 range, and the BIM
barriers were found to be 23, which was in the acceptable range of 20 to 50. Furthermore,
the sample size (166) should be greater than the product of the number of responses (5) and
the number of survey questions (23). For this pilot survey questionnaire, 166 was greater
than 23 × 5 = 115, which qualified the data for EFA analysis. Data were also subjected to
the Kaiser–Mayer–Olkin (KMO) and Bartlett’s Tests to assess the representativeness and
homogeneity of the sample. The KMO test has a range of 0–1 for its index, with results
above 0.6 being considered satisfactory for revealing the character of correlations between
variables. A p value of less than 0.05 for Bartlett’s Test, which evaluates the sphericity of
data through factor analysis, is considered to be acceptable. SPSS 24.0 was used to conduct
both EFA and KMO and Bartlett’s Test.

For the main questionnaire analysis by quantitative survey, the determined sample
size is 240, while 100 is the minimum. A total of 20 BIM barriers were involved in the
main questionnaire survey resulting from EFA. Demographics data were also collected
to efficiently analyze the frequency of respondents. The questionnaire was distributed to
500 contractor companies in Malaysia working on small construction projects. SEM was
performed for analytical purposes. In order to evaluate hypotheses about the connections
between latent variables and the observed data, SEM was created in the 1980s. The first
model in SEM is the measurement model, and it employs confirmatory factor analysis (CFA)
to enrich the model by confirming the validity and reliability of the measuring variables
against pre-set criteria, consequently linking the constructs with the latent components.
The second model, a structural model, evaluates the relationships between the latent
components by computing variances, testing hypotheses, and changing the model as
necessary. By swapping out the correlation between the components for the hypothesized
causal links, the conceptual model may be fine-tuned until it can be used to test the
hypothesis. This study developed a conceptual framework for SEM evaluation using the
findings of an EFA analysis on the previously identified barriers to BIM collected from
the literature.

3. Analysis and Discussion
3.1. Background Information of Respondents

The background information of respondents is presented in Table 4. From a profes-
sional perspective, 7.23% were architects, 8.43% were quantity surveyors, 59.64% were civil
engineers, 4.22% were M&E engineers, 18.07% were project managers, and the remaining
2.41% were from other profession types. A high percentage of civil engineers were involved
in the study, which corresponds to the better judgement of BIM implementation barriers in
small construction projects. From an organization perspective, 48.19% of the respondents
worked in contractor organizations, 45.78% worked in consultant organizations, and the
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remaining 6.02% were directly working with the client. From experience in the Malaysian
construction industry perspective, 23.49% had 0–5 years, 31.33% had 10–15 years, 6.63%
had 15–20 years, and 4.82% had over 20 years of experience. More young workers involved
in the study were people dealing with the implementation of BIM. It was also found that
99.40% of the respondents were working on small construction projects, and the remaining
0.6% were not relevant to small construction projects in Malaysia.

Table 4. Background information of respondents showing category, classification, frequency and
percentage.

Category Classification Frequency %

Profession

Architect 12 7.23%

Quantity Surveyor 14 8.43%

Civil Engineer 99 59.64%

M&E Engineer 7 4.22%

Project Manager 30 18.07%

Other 4 2.41%

Organization

Contractor 80 48.19%

Consultant 76 45.78%

Client 10 6.02%

Experience in the Malaysian
Construction Industry

0–5 Years 39 23.49%

5–10 Years 56 33.73%

1–15 Years 52 31.33%

15–20 Years 11 6.63%

Over 20 Years 8 4.82%

Experience in Small
Construction Projects

Yes 165 99.40%

No 1 0.60%

3.2. Level of Frequency of BIM in Small Construction Projects

The frequency of BIM implementation in small construction projects is presented in
Figure 3. By following Halim et al. [197] and Hyarat et al. [6], the five levels were used
to measure the response. According to the results, 43% of the respondents indicated very
low implementation of BIM in small construction projects in Malaysia. Moving further,
28% of the respondents indicated low, 6% indicated average, 10% indicated high, and 13%
indicated very high implementation of BIM in small construction projects in Malaysia. If
seen from the collective perspective, the disagreement regarding the implementation of BIM
in small construction projects is 71%, while the agreement is only 23%. It can be interpreted
from the results that Malaysia does not have a significant implementation of BIM in small
construction projects. Oslanrewaju et al. [8] also indicated the lack of the latest construction
technologies in developing countries such as Malaysia. Similar findings were obtained from
a primary research perspective showing that the Malaysian small construction industry
still lacks BIM. It verifies the research gap and provides adequate comparative insights
with existing research where the BIM implementation in small construction projects was
found to be very low [20,198].
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Figure 3. Level of BIM in small construction projects.

3.3. Barriers to BIM in Small Construction Projects
3.3.1. Reliability and Normality of Data

Whole data from the questionnaire were tested for reliability by measuring Cronbach’s
Alpha value. The initial test on the reliability indicated a Cronbach’s Alpha above 0.8,
which indicated high reliability of data. Further interpretation of the reliability constant
for each of the BIM barriers indicated high reliability. The Shapiro–Wilk test was carried
out to measure the significance of each barrier from a reliability perspective, as shown in
Table 5. All the values were less than 0.05, indicating a high significance of data. With high
reliability and significance, the test statistics confirmed further use of nonparametric tests.

Table 5. Reliability (Cronbach Alpha Test) and normality (Shapiro–Wilk Test) results.

Code Cronbach’s
Alpha

Shapiro–Wilk Test

Statistic df p Value

B01 0.841 0.872 166 0.000

B02 0.815 0.864 166 0.000

B03 0.815 0.838 166 0.000

B04 0.815 0.867 166 0.000

B05 0.818 0.861 166 0.000

B06 0.817 0.849 166 0.000

B07 0.821 0.849 166 0.000

B08 0.818 0.846 166 0.000

B09 0.819 0.835 166 0.000

B10 0.825 0.847 166 0.000

B11 0.820 0.863 166 0.000

B12 0.816 0.861 166 0.000

B13 0.821 0.847 166 0.000

B14 0.822 0.850 166 0.000

B15 0.820 0.847 166 0.000

B16 0.817 0.831 166 0.000

B17 0.821 0.857 166 0.000

B18 0.824 0.840 166 0.000

B19 0.823 0.836 166 0.000

B20 0.817 0.842 166 0.000

B21 0.820 0.850 166 0.000
Note: p value of Shapiro–Wilk test is significant at the level of 0.05.
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3.3.2. Mean Score Ranking of BIM Barriers

By following the descriptive statistics, the mean score for each of the BIM barriers
was calculated. The purpose was to determine if any BIM barriers have a mean score
of less than 3. The lowest mean observed was 3.05, and the maximum was 3.49. Both
are greater than 3, which confirms that the mean of data is completely fine, and there
is no irregularity in the data. Table 6 shows the mean score ranking of barriers to BIM
in small construction projects showing mean, standard deviation (SD), rank, median
and Kruskal–Wallis test results for intergroup comparisons. Moreover, the Wilcoxon
signed-rank test was conducted to determine the significance of responses with respect
to the sample mean values. The findings were satisfactory and indicated that all the BIM
barriers are appropriately considered concerning the judgement of respondents and the
research objectives.

Table 6. Mean score ranking of barriers to BIM in small construction projects.

Code Mean SD Rank Median p Value 1 p Value 2 p Value 3 p Value 4

B01 3.23 1.452 14 3.00 0.052 0.504 0.139 0.196

B02 3.20 1.470 18 3.00 0.166 0.014 * 0.025 * 0.856

B03 3.31 1.545 5 4.00 0.004 * 0.011 * 0.000 * 0.414

B04 3.28 1.434 9 4.00 0.103 * 0.459 0.036 0.143

B05 3.19 1.493 19 3.00 0.330 0.124 * 0.086 0.189

B06 3.42 1.462 2 4.00 0.044 * 0.021 * 0.023 * 0.838

B07 3.28 1.512 9 4.00 0.376 0.453 0.020 * 0.772

B08 3.30 1.511 7 4.00 0.076 0.121 0.513 0.403

B09 3.39 1.512 4 4.00 0.040 * 0.000 * 0.460 0.143

B10 3.28 1.512 9 4.00 0.876 0.033 * 0.006 * 0.427

B11 3.21 1.476 17 3.00 0.065 0.497 0.122 0.856

B12 3.05 1.509 21 3.00 0.054 0.074 0.465 0.172

B13 3.25 1.531 13 3.00 0.101 0.192 0.093 0.148

B14 3.25 1.508 12 4.00 0.305 0.116 0.299 0.732

B15 3.16 1.545 20 3.00 0.028 * 0.064 0.002 * 0.195

B16 3.40 1.529 3 4.00 0.024 * 0.026 * 0.498 0.872

B17 3.22 1.507 15 3.50 0.006 * 0.999 0.039* 0.806

B18 3.22 1.543 15 4.00 0.409 0.474 0.175 0.472

B19 3.49 1.464 1 4.00 0.020 * 0.551 0.065 0.131

B20 3.30 1.527 7 4.00 0.128 0.091 0.040 * 0.723

B21 3.31 1.504 6 4.00 0.002 * 0.436 0.012 * 0.397
1 p value of Kruskal–Wallis test for intergroup comparison of respondents of different professions. 2 p value
of Kruskal–Wallis test for intergroup comparison of respondents of different organizations. 3 p value of
Kruskal–Wallis test for intergroup comparison of respondents of different experiences in the construction industry.
4 p value of Kruskal–Wallis test for intergroup comparison of respondents of experience in small projects. * p value
of the corresponding test is significant at the level of 0.05.

The Kruskal–Wallis test was conducted for intergroup comparison based on profes-
sion, organization, experience and level of frequency of BIM in small construction projects.
The classification of respondents was different in each group corresponding to the data
collected in the demographics section of the questionnaire [8,21]. The interdependent
groups are present in the data, which paved the way for choosing this test and determining
the significance value to validate that the data are not normally distributed [26]. Signif-
icant results were produced for 14 barriers in different intergroup comparisons. Values
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larger than 0.05 indicated that the respondents from different professions, organizations,
experience and perceived frequency of BIM in small construction were working under
similar circumstances. Values lower than 0.05 indicated variation in the perception of
BIM barriers with respect to their distribution in groups. The perceived values from the
perspective of experience indicated more significant results. This confirms that experience
influences people to understand more about the BIM barriers in small construction projects
in Malaysia. This further strengthens the concept that the BIM implementation is not
only dependent on some legislative measure, but the experienced professionals in small
construction projects of Malaysia widely accept the barriers. Similar circumstances in the
work environment pave the concept of facing similar kinds of barriers in small construction
projects, as demonstrated by Kruskal–Willis test statistics. The values were found to be
less deviated from the mean score obtained, confirming the agreement on BIM barriers
considered in analysis.

According to calculated rank from descriptive mean analysis, the five most crucial
barriers were found that are significantly affecting the implementation of BIM in small
construction in Malaysia. These were B19 “High cost of BIM implementation” (mean = 3.49,
rank = 1), B06 “Reluctance to transition to BIM” (mean = 3.402 rank = 2), B16 “High
diversity of the workforce in projects” (mean = 3.40, rank = 3), B09 “Possibility of delays
in construction” (mean = 3.39, rank = 4) and B03 “Lack of BIM experts” (mean = 3.31,
rank = 5). In reality, BIM applications involve significant work and operations that do
not always relate to the requirements of small construction projects. Durdyev et al. [3]
stated that small construction projects mostly have operations in which the integration
of BIM applications is inefficient because BIM tools are made commercially for heavy
construction projects. Construction workers face problems when integrating BIM tools
for small construction projects, where they cannot even find the BIM modules that could
solve the problem effectively in small construction projects. B06 “Reluctance to transition to
BIM” validated the ongoing trend in the construction sector of Malaysia where construction
professionals are resultant to change their construction methods. They always want to
stick with conventional methods because implementing new technologies such as BIM
requires more resources and input from construction practitioners, which may not always be
feasible [20]. This reluctant behavior contributed to putting another barrier in implementing
BIM in Malaysia’s small construction projects. B16 “High diversity of the workforce in
projects” indicated that construction professionals are not implementing BIM, as it is
a time-consuming process for small construction projects. In small construction projects,
procurement needs to be performed on a timely basis because time is short, and construction
professionals always want to start the work as soon as possible [127]. This behavior creates
a barrier to the implementation of BIM because construction professionals do not spend time
getting into difficulties associated with the time-consuming aspect of BIM. B09 “Possibility
of delays in construction” indicates that BIM implementation in small construction may
increase the possibility of delays in projects. These delays are not acceptable in any case for
small construction professionals because it places profits at stake. Any possible difficulty
while working with BIM can easily create problems in the schedule of projects. B03 “Lack
of BIM experts” indicates that experts are always needed to implement BIM in small
construction projects in Malaysia. This is because many construction workers in small
projects do not have experience working with BIM [197]. It makes it difficult and uncertain
for construction workers to adopt BIM in all construction operations. B “Neither a simple
nor universal strategy for BIM usage exists.” (mean = 3.05, rank = 21) was found to be the
barrier with the lowest impact on implementation of BIM in small construction projects of
Malaysia. It is understandable that BIM does not always require a universal method to be
implemented in small construction projects because the requirements are totally different.
A universal method can complicate the processes but can also help, depending on the
situation where BIM is implemented. It also indicates a positive attitude present among the
construction professionals because they are not demanding universal BIM methodology,
and therefore, B12 cannot be taken as a significant barrier.
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3.3.3. Factor Analysis of BIM Barriers

From the existing literature, 21 BIM implementation barriers were found, and statis-
tically obtained data after survey analysis were significant. However, the possibility of
having a similar impact on each barrier cannot be ignored. EFA can solve this problem
and perform the grouping to some subgroups of barriers that can be practically feasible to
explain concerning small construction projects in Malaysia. Suitability for EFA analysis was
determined before conducting the analysis and obtaining subgroups of barriers. According
to Al-Aidrous et al. [198] and Alwee et al. [20], the EFA should be conducted when the
sample size is greater than 150 but less than 300. Further, it is also necessary to have
a greater sample size than the number of questions multiplied by the number of responses
each question has in the quantitative survey. For this study, that number is 105, less than
166, which is the sample size. The number of variables being employed in factor analysis
must be at least 20 and greater than 50. The criteria for factor analysis are met; therefore,
the factor analysis was conducted on 21 variables corresponding to BIM barriers, excluding
the risk of inaccurate factor analysis results. The subject-to-variable ratio was found to be
7.90:1.00. Greater than 5:1 is required, and the validity of results from factor analysis is
further confirmed [26].

Kaiser–Mayer–Olkin (KMO) and Bartlett’s test were applied to the data of 21 vari-
ables to measure sampling adequacy and sphericity. The index range of the KMO test
is from 0 to 1, in which the acceptable results lie above 0.6, telling the nature of correlations
among the variables [199]. For Bartlett’s test, the required significance value should be less
than 0.05 for good factor analysis results, measuring the sphericity of data. SPSS 24.0 was
used, and the findings are presented in Table 7 for both tests. KMO index was found to be
0.853, which is greater than 0.6 and is therefore acceptable. The significance of Bartlett’s
test was found to be 0.000, which is less than 0.05, indicating that EFA can be adopted for
making a subgroup of variables considered in this study.

Table 7. KMO and Bartlett’s test results.

Kaiser–Meyer–Olkin Measure of Sampling Adequacy 0.853

Bartlett’s Test of Sphericity

Approx. Chi-Square 853.740

df 210

Sig. 0.000

Principal component analysis (PCA) was used to conduct EFA analysis, and factor
structure was obtained for the 21 variables. Varimax rotation was applied to obtain the
rotated component structure. EFA results are presented in Table 8, from which five compo-
nents have an Eigen value greater than 1. The scree plot presented in Figure 4 indicates
the same behavior of variables involved in the analysis. The first five components on
the x-axis have an Eigen value greater than one, indicating the possible division of BIM
barriers in four groups. The cumulative variance obtained for the five groups is 50.878%,
which is greater than 50% and indicates acceptable components. The minimum factor
loading cutoff limit of 0.4 was applied to obtain the results corresponding to the rotated
component structure.

After examining the component structure obtained from EFA, the five subgroups
were devised based on the number of components. They were named behavioral barriers,
technical adoption barriers, management barriers, implementation barriers and digital
education barriers. The corresponding mean of each barrier in the subgroup was used to
calculate the mean for each subgroup. Table 9 shows the mean score ranking of the BIM
barriers subgroup, indicating barriers, subgroup mean and subgroup rank of all subgroups.
The final ranking of BIM barriers was performed based on the mean subgroup score, and it
is discussed as follows.
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Table 8. Factor loadings indicating 5 components based on PCA with varimax rotation.

Barriers 1 2 3 4 5

B15 0.704

B14 0.652

B6 0.640

B3 0.571

B12 0.506

B11 0.674

B7 0.627

B2 0.588

B21 0.542

B13 0.513

B19 0.466

B4 0.406

B8 0.375

B18 0.754

B20 0.562

B16 0.471

B10 0.714

B9 0.493

B5 0.362

B17 0.336

B1 0.897

Eigen Values 5.883 1.269 1.228 1.190 1.115

% of Variance 28.015 6.041 5.847 5.665 5.311

Cumulative
Variance % 28.015 34.055 39.903 45.567 50.878
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Table 9. Mean score ranking of BIM barriers and distribution.

Subgroup Code Barriers Mean Subgroup Mean Subgroup Rank

Behavioral Barriers

B15 The lack of demand for or insistence
on BIM from customers 3.16

3.24 4

B14 In the workplace, resistance to BIM
adoption remains strong 3.25

B6 Aversion to adopting BIM 3.42

B3
Aside from the construction team

leader, no other team members
need BIM

3.31

B12 Neither a simple nor universal
strategy for BIM Usage exists 3.05

Technical
Adoption Barriers

B11 Absence of a structured methodology
that is supportive 3.21

3.29 2

B7 Impractical theoretical evidence
from research 3.28

B2 No facilitation and training center
for BIM 3.20

B21 Poor BIM ability to integrate with
project operations 3.31

B13 Lack of legal regulations 3.25

B19 High cost of BIM 3.49

B4 Inadequate working processes and
quality control standards 3.28

B8 Lack of awareness about the benefits
of BIM 3.30

Management
Barriers

B18 Impact of COVID-19 on small
construction projects 3.22

3.31 1
B20 The integration of BIM will change

present levels of efficiency. 3.30

B16 High diversity of workforce in projects 3.40

Implementation
Barriers

B10 Possibility of delays in construction 3.28

3.27 3

B9 No financial support for small
construction projects 3.39

B5 Insufficient teamwork from
upper management 3.19

B17 Too many complexities in design
produced by BIM 3.22

Digital
Education Barrier B1 Lack of digital education and training 3.23 3.23 5

Management Barriers (mean = 3.31, rank = 1,): The first-ranked subgroup consists of
barriers related to management issues that construction workers face when implementing
BIM in small construction projects in Malaysia. In total, 28.015% of the variance is explained
by this subgroup. The specific items in this subgroup are B18 “Impact of COVID-19 on
small construction projects”, B20 “The integration of BIM will change present levels of
efficiency, and B16 “High diversity of the workforce in projects”. The overall impact of
management barriers is strong from the perspective of affecting the implementation of BIM
in small construction projects in Malaysia. It is a reality that after the COVID-19 pandemic,
the situation of small construction companies was not favorable for adopting new tech-
nology, which acted as one of the management barriers to implementing BIM [128,199].
Further, Malaysia’s work environment is diverse, as most of the workers employed by
the small construction companies are from other nations such as Bangladesh and India.
The diverse workforce makes it very difficult for construction companies to manage the
new technology’s implementation, which further creates a major barrier to implementing
BIM [72,76]. Implementing BIM is also found to be very time-consuming by the latest
research. When small companies try to implement a BIM, it creates unexpected delays
in the project schedule. Similarly, leadership issues are always present from the senior
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management perspective, which contributes to decreasing the adoption rate of BIM by
small construction companies.

Technical Adoption Barriers (mean = 3.29, rank = 2): The second-ranked subgroup con-
sists of barriers related to technical issues that construction workers face implementing BIM
in small construction projects. In total, 6.041% of the variance is explained by this subgroup.
The specific items in this subgroup are: B11 “Absence of a structured methodology that
is supportive”, B7 “Impractical theoretical evidence from research”, B2 “No facilitation
and training center for BIM”, B21 “Poor BIM ability to integrate with project operations”,
B13 “Lack of legal regulations”, B19 “High cost of BIM implementation”, B4 “Inadequate
working processes and quality control standards” and B8 “Lack of awareness about the
benefits of BIM”. The technical barriers are ranked second because most difficulties with
implementing the BIM are related to ineffective management controls. Existing methodolo-
gies for implementing BIM in construction projects must fully support small construction
companies. Further, the literature must provide evidence of practically improving BIM
implementation in Malaysia’s small construction industry [122,200]. This is because the
current environment is changing rapidly after 2020, and the existing protocols in construc-
tion may only sometimes work. Similarly, the lack of awareness contributes to increasing
the technical difficulties while there is no existing mechanism for training to bridge the
gap between large and small construction projects [72,76]. The nature of the client is also
relevant to maintaining the project’s efficiency on a low budget, due to which they only
sometimes demand the implementation of BIM. The integration difficulties are also present
because of an inappropriate way of integrating BIM with project operations [200]. This will
raise the cost of implementing BIM and impose obligations on small construction firms that
need to be more technically prepared to implement it.

Implementation Barriers (mean = 3.27, rank = 3): The third-ranked subgroup consists
of barriers related to practical adoption difficulties existing on the construction sites of
small projects in Malaysia. In total, 5.847% of the variance is explained by this subgroup,
and the specific items are: B9 “No financial support for small construction projects”, B10
“Possibility of delays in construction”, B5 “Insufficient teamwork from upper management”
and B17 “Too much complexities in design produced by BIM”. In terms of implementation,
a corporation is always required by the leadership, which unfortunately only happens
in small construction companies, contributing to the implementation barrier. The risk of
delay always exists, due to which the implementation can become uncertain and can even
create ambiguity among the responsible workers in decision making [129]. Implementation
can also be difficult because there needs to be more financial support available for small
construction companies, which is relevant to government policy. The complexities in design
also act as implementation barriers because they combine with other factors, such as a lack
of awareness among the project members, which ultimately increases the problems in
implementing the BIM.

Behavioral Barriers (mean = 3.24, rank = 4): The fourth-ranked subgroup consists of
barriers related to behavioral difficulties that construction workers face when implementing
BIM in small construction projects of Malaysia. In total, 5.665% of the variance is explained
by this subgroup, and the specific items are: B15 “The lack of demand for or insistence on
BIM from customers”, B14 “In the workplace, resistance to BIM adoption remains strong”,
B6 “Aversion to adopting BIM”, B3 “Aside from the construction team leader, no other
team members need BIM.” and B12 “Neither a simple nor universal strategy for BIM usage
exists”. The subcontractor support is greatly affected when the implementation is not set
according to plan for small construction projects, and ultimately, it sets a very inappropriate
tone between the project stakeholders [122]. Workers in construction projects do not want to
change the existing environment, which has direct consequences in increasing the behavior
barrier. Most workers need to be more skilled in understanding the requirements of
implementing BIMs in construction projects, which causes problems if a universal method
is available.
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Digital Education Barriers (mean = 3.23, rank = 5): The fifth-ranked subgroup consists
of barriers relevant to poor digital education. In total, 5.311% of the variance is explained
by this subgroup, and it only has one item: B1 “Lack of digital education and training”.
Because many tools are available that have reduced the complexities of adopting BIM,
digital education may only sometimes be required to understand the requirements of
implementing BIM in small construction companies. As a result, the “digital education
barriers” subgroup harms Malaysia’s environment.

Five subgroups were found from the mean square analysis impacting the imple-
mentation of BIM in small construction projects in Malaysia. A clear understanding was
developed from the analysis regarding the rank of each subgroup in affecting the imple-
mentation of BIM.

3.4. Quantitative Survey

EFA variables having cross-loadings or loadings less than 0.4 were not included;
afterward, the main questionnaire was developed, 235 individuals completed the main
questionnaire, and new data were gathered. By using AMOS 22, CFA is used to assess the
conceptual framework’s validity and dependability (CV-DV). In the CFA, the observed
variables with loadings below 0.6 were eliminated. The measurement model’s final fit
for the BIM barrier and parameters for the effective application are shown in Figure 5.
Four constructs: “Technical Adoption Barriers (TAB),” “Behavioral Barriers (BB),” “Imple-
mentation Barriers (IB) and “Management Barriers (MB)”, were used to group the final
refined parameters/variables. Variables B1 and B19 were removed from the finished frame-
work since they had low factor loadings between the observed variable and the construct
on CFA. Figure 5 illustrates the measurement model involving four groups, BB, TAB, IB
and MB and 16 BIM implementation barriers. The value of significance for all barriers was
significant, as they are above 0.6. The intergroup correlation is moderately significant but
still above 0.3, indicating a high acceptability of outcomes.
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In the model, for the improvement, error correlations were established for the variables
B14–B15; however, correlated variables are unique parameters and have no similarity.
Table 10 shows the reliability and validity tests for the measurement model. The goodness
of fit (GOF) is shown in Tables 11 and 12 for the measurement model and structural model,
respectively. Based on the model fit of the measurement model, the structural model
(SM) was developed, as shown in Figure 6. All values of correlations were significant
between the barriers and their associated group. Further, the values were significant even
between the latent variable and all categories involved in the structural model. The most
significant group of BIM implementation barriers was BB, involving the maximum number
of variables with high significance.

Table 10. Validity and reliability of CBBs showing acceptable statistics for all constructs.

Constructs CR AVE MSV MaxR(H) BB TAB IMB MB

BB 0.877 0.589 0.230 0.879 0.767

TAB 0.838 0.500 0.228 0.841 0.478 0.681

IMB 0.715 0.557 0.230 0.715 0.480 0.448 0.746

MB 0.777 0.539 0.171 0.786 0.382 0.413 0.306 0.734

Table 11. Goodness of fit (GOF) for the measurement model.

Index Acceptance Attained

RMSEA <0.08 0.47

GFI >0.90 0.925

CFI >0.90 0.966

TLI >0.90 0.958

Cmin/df <2, 3 1.447

ChiSq p > 0.05, p > 0.01 151.12

Table 12. Goodness of fit (GOF) for the structural model.

Index Acceptance Attained

RMSEA <0.08 0.47

GFI >0.90 0.925

CFI >0.90 0.966

TLI >0.90 0.958

Cmin/df <2, 3 1.447

ChiSq p > 0.05, p > 0.01 140.350
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4. Discussion

Using a combination of a literature review, semi-structured interviews, and ques-
tionnaire surveys, the authors of this study developed knowledge-based standards and
a reference model that highlights barriers to workers’ adoption of building information
technology in Malaysia’s small construction projects. In addition, SEM was used to focus on
and eliminate the most significant obstacles for a smooth BIM rollout. This research aimed
to provide a theoretical framework that would emphasize existing challenges to imple-
menting BIM processes. A workable conceptual framework was attained by analyzing and
refining 23 SM parameters across five constructs to 16 general characteristics across four
constructs. This is especially true given that some parameters appear conceptually similar
but actually differ based on technical considerations. Figure 7 illustrates a framework
emphasizing the overarching challenges of using BIM successfully in building projects.
The framework includes all identified significant BIM barriers divided into groups by
which the small construction industry cannot adopt BIM. The framework’s parameters
and stumbling blocks are now technology agnostic. They were simplified by consolidating
similar parameters under a single construct or by eliminating them entirely. According to
the systematic literature assessment results, few researchers have only aimed to identify
even the most fundamental technological hurdles in the BIM-based construction industry.
However, performed research has focused on the primary hurdles in BIM technologies on
building processes using key performance indicators or BIM following SEM.

99



Sustainability 2023, 15, 2477Sustainability 2023, 15, x FOR PEER REVIEW 21 of 32 
 

 

 
Figure 7. BIM barrier-based framework for small construction projects in Malaysia. 

The overarching goal of this model is to demonstrate familiarity with the obstacles 
that prevent BIM technology from being used effectively. Stakeholders in BIM technology 
and its application can use this model as a general reference. Studies by Arif et al. [26] and 
Sriyolja et al. [76]. are just two examples of the many that have evaluated the effects of 
digital technologies on the efficiency of construction operations by comparing perfor-
mance- or ranking-related factors using the relative importance index (RII) technique. 
Therefore, in comparison with the aforementioned studies, this conceptual framework has 
been devised via performing a mathematical modeling technique, i.e., SEM, which under-
lines the precise variables and barriers related to the BIM process, to gain confidence in 
its application, basic operational guidelines, and to educate construction industry stake-
holders. The model is novel since it is simple to grasp by practitioners, yet it addresses the 
broad factors that are genuine roadblocks to digital construction operation (BIM) effi-
ciency. While King et al. [121], Hedayati et al. [78] and Taat et al. [21] have identified BIM 
roadblocks throughout Malaysia’s construction sector as a whole, their implications sug-
gest that future studies conducted on a more granular scale might provide quite different 
results. Because of this, the results of this research vary when applied to the setting of 
solely Malaysian small building projects. Additionally, the findings from Taat et al. [21] 
and Belayutham et al. [23] do not employ the identical methods as in this study to identify 
the BIM barriers. Given that this study was limited in scope to very small building pro-
jects, it stands to reason that the results are highly distinctive. 

  

Figure 7. BIM barrier-based framework for small construction projects in Malaysia.

The overarching goal of this model is to demonstrate familiarity with the obstacles
that prevent BIM technology from being used effectively. Stakeholders in BIM technology
and its application can use this model as a general reference. Studies by Arif et al. [26] and
Sriyolja et al. [76]. are just two examples of the many that have evaluated the effects of
digital technologies on the efficiency of construction operations by comparing performance-
or ranking-related factors using the relative importance index (RII) technique. Therefore, in
comparison with the aforementioned studies, this conceptual framework has been devised
via performing a mathematical modeling technique, i.e., SEM, which underlines the precise
variables and barriers related to the BIM process, to gain confidence in its application, basic
operational guidelines, and to educate construction industry stakeholders. The model
is novel since it is simple to grasp by practitioners, yet it addresses the broad factors
that are genuine roadblocks to digital construction operation (BIM) efficiency. While
King et al. [121], Hedayati et al. [78] and Taat et al. [21] have identified BIM roadblocks
throughout Malaysia’s construction sector as a whole, their implications suggest that future
studies conducted on a more granular scale might provide quite different results. Because
of this, the results of this research vary when applied to the setting of solely Malaysian small
building projects. Additionally, the findings from Taat et al. [21] and Belayutham et al. [23]
do not employ the identical methods as in this study to identify the BIM barriers. Given
that this study was limited in scope to very small building projects, it stands to reason that
the results are highly distinctive.

4.1. Managerial Implications

Identifying significant BIM barriers may facilitate the development of a method that
stakeholders such as project owners and contractors may use to integrate BIM into their
small construction projects better. In addition, these small construction projects in Malaysia
may make great progress by tackling the identified BIM barriers. This will replace the

100



Sustainability 2023, 15, 2477

usual method of construction in Malaysian small construction projects. Small construction
enterprises in Malaysia must apply BIM in order to have a lasting impact on the economy
since the economy is often related to the success of the small construction sector. If the
construction sector continues to expand, Malaysia may be able to enter the top 20 economies
in the world. These research findings may potentially be utilized to encourage the use of
BIM in other developing nations with comparable adoption rates for construction projects.
This is particularly relevant in adjacent countries and the global context, where smaller
construction projects will be better suited to focus on solving particular barriers. Therefore,
countries with difficulty adopting BIM for small construction projects may benefit from
employing BIM. Nonetheless, this study provides an enormous contribution that has
significant implications for small construction project businesses in the following ways:

• It offers a collection of knowledge on the BIM barriers that small construction indus-
tries are currently facing.

• It assists small construction project owners, consultants, and contractors in analyzing
and selecting the most effective BIM implementation to enhance project planning,
efficiency, and consistency.

• Presented are factual data that might benefit Malaysia and other countries in effectively
using BIM for small construction projects.

• In Malaysia, no research has been undertaken on the usage of BIM. This research is
important because it reveals a connection between BIM hurdles and Malaysia’s small
construction industry. This establishes a good platform for a discussion on how BIM
might be used to enhance the safety of low-cost construction projects and overcome
the knowledge gap.

• The findings given here are relevant only to BIM implementation in small construction
projects. Consequently, the project’s stakeholders may collaborate to overcome the
BIM-related cost, time, and efficiency concerns. Achieving a high degree of sustain-
ability in a project has positive long-term implications.

• This study also establishes a benchmark for measuring the effectiveness of BIM in the
administration of a small building project.

• Local communities will be positively affected by the outcomes of this study, as BIM will
help in increasing project efficiency and ultimately move small construction projects
toward sustainability for Malaysian society.

4.2. Theoretical Implications

Although BIM has been available for a while, its significance is growing even for
relatively small construction projects. Small construction projects, in particular, are high-
lighted by the proposed BIM barriers framework as requiring BIM adoption. This study
uses the proposed model to shed insight on the challenges that prevent the use of BIM.
These challenges actually work in favor of bringing BIM to Malaysia’s relatively small
construction industry. Thus, the findings of this study will assist in closing the gap between
theoretical and practical BIM implementation. We are not aware of any research that has
looked at the barriers to using BIM in the Malaysian construction industry. This finding
provides a starting point for researchers, particularly those in the field of construction man-
agement, to examine the difficulties of BIM in the context of the small construction industry.
Because of this, the theoretical outcomes of this study give a mathematical foundation
for precisely recognizing the barriers of BIM, which might be effectively implemented in
Malaysia and abroad. The results will be under fair principle, as the study is aimed to
improve the implementation of BIM in small construction projects. The results can be used
by future researchers in any possible way to improve the implementation of BIM in small
construction projects.

5. Conclusions

This research aims to identify and highlight the most fundamental factors or barriers
preventing the widespread adoption of building information technology in Malaysia’s

101



Sustainability 2023, 15, 2477

smaller-scale building projects. In this study, a structured literature review analysis was
used with a systematic approach to review the literature and to choose the papers that
would be included. After reviewing the data, 34 barriers were singled out as particularly
troubling for using BIM in Malaysian small building projects. After conducting semi-
structured interviews and evaluating the data using NVIVO, we narrowed our list down
to 23 barriers. Afterward, a survey was conducted, and an EFA was performed on the
collected data. Following this, the main questionnaire was developed to capture more
relevant data from the industry experts and academia. Based on the replies, a structural
equation modeling (SEM) technique was selected for statistical analysis, with a specific
emphasis on the characteristics of BIM implementation that are hindered by barriers.
After conducting SEM tests, the model was updated to reflect the factors that have led
many to conclude that BIM is not useful for less-scaled building projects. The conceptual
framework established by EFA represents the 16 aspects affecting the deployment of the
BIM and is based on a statistical study of 23 parameters. Later, applying convergent and
discriminant reliability (CFA), 16 variables were left that accurately reflected the most
pressing issues preventing the adoption of BIM in Malaysia’s small construction industry.
These variables were organized into four categories: technical adoption barriers; behavioral
barriers; management barriers; and implementation barriers.

This research uniquely contributes to the current literature by identifying obstacles
to BIM’s use in Malaysia’s smaller building projects. The results are useful for closing the
knowledge gap between the existing theoretical literature and the actual use of BIM by the
Malaysian small construction sector. Because of the specificity of the study’s methodology,
sample size, industry size, and possible stakeholders, its findings can only be applied
to the small construction sector. The stakeholders better grasp the overall barriers to
the deployment of BIM with this model, which depicts the factors that enable the proper
implementation of BIM. This study’s systematic literature evaluation revealed that few prior
investigations into the challenges of implementing BIM in Malaysia used appropriate SEM
analytic methods and procedures. Therefore, this research aimed to provide a knowledge
framework to close the information gap that contributes to stakeholders’ skepticism in the
construction sector toward technology. The completed model will persuade construction
business professionals to use BIM tools, aiding the IR 4.0 ecosystem and saving money in
the long term. This research contributes to the theory and practice for adopting BIM in
small construction projects; however, limitations and future research opportunities exist
for this study. The study included a sample population only from Perak, Malaysia; the
scope of the study can be widened by considering other states or countries, as more factors
can be identified. In addition, key factors may vary for other countries, as such factors are
dependent on the construction environment, practices, and technological culture. Future
studies can be conducted by adopting a more advanced quantitative research method, and
effective mitigation techniques can be devised for individual BIM barriers presented in
the final framework of this research. Moreover, SM can be modified in terms of project
performance control or key performance indicators (cost, time, and quality), primary or
secondary processes related to the project (safety management, project planning, supply
chain management, etc.), and external implications (CO2 emissions), considering the
barriers to BIM implementation in aforementioned processes.
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31. Bialas, F.; Wapelhorst, V.; Brokbals, S.; Čadež, I. Quantitative cross-sectional study of the BIM-application in planning
offices—Benefits and barriers of the BIM-implementation. Bautechnik 2019, 96, 229–238. [CrossRef]

32. Gledson, B.; Bleanch, P.; Henry, D. Does size matter? Experiences and perspectives of BIM implementation from large and
SME construction contractors. In Proceedings of the 1st UK Academic Conference on Building Information Management (BIM),
Newcastle upon Tyne, UK, 5–7 September 2012.

33. Hosseini, M.R.; Banihashemi, S.; Chileshe, N.; Namzadi, M.O.; Udaeja, C.; Rameezdeen, R.; McCuen, T. BIM adoption within
Australian small and medium-sized enterprises (SMEs): An innovation diffusion model. Constr. Econ. Build. 2016, 16, 71–86.
[CrossRef]

34. Al-Yami, A.; Sanni-Anibire, M.O. BIM in the Saudi Arabian construction industry: State of the art, benefit and barriers. Int. J.
Build. Pathol. Adapt. 2021, 39, 33–47. [CrossRef]

35. Babatunde, S.O.; Ekundayo, D. Barriers to the incorporation of BIM into quantity surveying undergraduate curriculum in the
Nigerian universities. J. Eng. Des. Technol. 2019, 17, 629–648. [CrossRef]

36. Waterhouse, R.; Philp, D. National BIM Report; NBS National BIM Library: Cookstown, NJ, USA, 2016.
37. NBS Enterprises Ltd. 10th Annual UK’s National Building Specification Report 2020; NBS Enterprises Ltd.: Newcastle upon Tyne,

UK, 2020.
38. Shibani, A.; Awwad, K.A.; Ghostin, M.; Siddiqui, K.; Farji, O. Adopting building information modelling in small and medium

enterprises of Iraq’s construction industry. In Proceedings of the International Conference on Industrial Engineering and
Operations Management, Dubai, United Arab Emirates, 10–12 March 2020.

39. Arayici, Y.; Coates, P.; Koskela, L.; Kagioglou, M.; Usher, C.; O’Reilly, K. Technology adoption in the BIM implementation for lean
architectural practice. Autom. Constr. 2011, 20, 189–195. [CrossRef]

40. Saka, A.B.; Chan, D.W.M.; Siu, F.M.F. Adoption of Building Information Modelling in Small and Medium-Sized Enterprises in
Developing Countries: A System Dynamics Approach. In Proceedings of the CIB World Building Congress, Hong Kong, China,
17–21 June 2019.

41. Pretti, S.M.; Vieira, D.R. Implementation of a BIM solution in a small construction company. J. Mod. Proj. Manag. 2016, 3, 164.
42. Yan, T.W.; Kah, K.S. Building Information Modelling (BIM) in Small and Medium Enterprises (SMEs) within Malaysian Con-

struction Sector: Implementation, Barriers, and Solutions. INTI J. 2018, 2. Available online: http://eprints.intimal.edu.my/1333/
(accessed on 21 December 2022).

43. Georgiadou, M.C. An overview of benefits and challenges of building information modelling (BIM) adoption in UK residential
projects. Constr. Innov. 2019, 19, 298–320. [CrossRef]

44. Vidalakis, C.; Abanda, F.H.; Oti, A.H. BIM adoption and implementation: Focusing on SMEs. Constr. Innov. 2020, 20, 128–147.
[CrossRef]

45. Al-Zwainy, F.; Mohammed, I.A.; Al-Shaikhli, K.A.K. Diagnostic and Assessment Benefits and Barriers of BIM in Construction
Project Management. Civ. Eng. J. 2017, 3, 63–77. [CrossRef]

46. Aredah, A.S.; Baraka, M.A.; Elkhafif, M. Project Scheduling Techniques Within a Building Information Modeling (BIM) Environ-
ment: A Survey Study. IEEE Eng. Manag. Rev. 2019, 47, 133–143. [CrossRef]

47. Girginkaya Akdag, S.; Maqsood, U. A roadmap for BIM adoption and implementation in developing countries: The Pakistan
case. Archnet-IJAR 2020, 14, 112–132. [CrossRef]

48. Alshdiefat Ala’a; Aziz Zeeshan Crucial barriers of building information modelling (BIM) in the Jordanian construction industry.
Glob. J. Eng. Technol. Adv. 2020, 3, 20–30. [CrossRef]

49. Abd Hamid, A.B.; Mohd Taib, M.Z.; Abdul Razak, A.H.N.; Embi, M.R. Building Information Modelling: Challenges and
Barriers in Implement of BIM for Interior Design Industry in Malaysia. In Proceedings of the IOP Conference Series: Earth and
Environmental Science, Langkawi, Malaysia, 4–5 December 2017. [CrossRef]

50. Ruthankoon, R. Barriers of BIM Implementation: Experience in Thailand. Sustainable Construction, Engineering and Infrastruc-
ture Management. 2015. Available online: https://adoc.pub/proceedings-of-narotama-international-conference-on-civil-en.html
(accessed on 21 December 2022).

51. Dalui, P.; Elghaish, F.; Brooks, T.; McIlwaine, S. Integrated project delivery with BIM: A methodical approach within the UK
consulting sector. J. Inf. Technol. Constr. 2021, 26, 922–935. [CrossRef]

52. Singh, S.; Ashuri, B. Leveraging Blockchain Technology in AEC Industry during Design Development Phase. In Proceedings of
the Computing in Civil Engineering 2019: Visualization, Information Modeling, and Simulation—Selected Papers from the ASCE
International Conference on Computing in Civil Engineering 2019, Atlanta, Georgia, 17–19 June 2019. [CrossRef]

104



Sustainability 2023, 15, 2477

53. Abanda, F.H.; Sibilla, M.; Garstecki, P.; Anteneh, B.M. A literature review on BIM for cities Distributed Renewable and Interactive
Energy Systems. Int. J. Urban Sustain. Dev. 2021, 13, 214–232. [CrossRef]

54. Zhang, Q.; Guo, B. Discussion on the Development Barriers of BIM Construction Costs in China. Am. J. Civ. Eng. 2019, 7, 133.
[CrossRef]

55. Shahid, F.; Ahmed, Z.; Hussain Ali, T.; Ali Moriyani, M.; Hussain Khahro, S. A Stepped Wise Approach and Barriers towards
Implementation of BIM Toolkits of Infrastructure Project in Pakistan. Muet 2019. Available online: https://docplayer.net/169324
891-Icsdc-th-07-th-december-2019.html (accessed on 21 December 2022).

56. Ibrahim, F.S.; Shariff, N.D.; Esa, M.; Rahman, R.A. The barriers factors and driving forces forbimimplementationin Malaysian
AEC Companies. J. Adv. Res. Dyn. Control Syst. 2019, 11, 275–284.

57. Huang, B.; Lei, J.; Ren, F.; Chen, Y.; Zhao, Q.; Li, S.; Lin, Y. Contribution and obstacle analysis of applying BIM in promoting green
buildings. J. Clean. Prod. 2021, 278, 123946. [CrossRef]

58. Elhendawi, A.; Omar, H.; Elbeltagi, E.; Smith, A. Practical approach for paving the way to motivate BIM non-users to adopt BIM.
Int. J. BIM Eng. Sci. 2019, 2, 1–22. [CrossRef]

59. Bahar, Y.N.; Pere, C.; Landrieu, J.; Nicolle, C. A thermal simulation tool for building and its interoperability through the Building
Information Modeling (BIM) platform. Buildings 2013, 3, 380–398. [CrossRef]

60. von Both, P. Potentials and Barriers for Implementing BIM in the German AEC Market. Digit. Appl. Constr. 2012. Available
online: https://www.google.com.hk/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&cad=rja&uact=8&ved=2ahUKEwiK8
bTa5r78AhXNGuwKHcRuAi0QFnoECAwQAQ&url=https%3A%2F%2Fwww.irbnet.de%2Fdaten%2Fkbf%2Fkbf_e_F_2844
.pdf&usg=AOvVaw3RiIHo-lUYFdsPFtEy8xcK (accessed on 21 December 2022).

61. Azhar, S.; Khalfan, M.; Maqsood, T. Building information modeling (BIM): Now and beyond. Australas. J. Constr. Econ. Build.
2012, 12, 15–28. [CrossRef]

62. Alreshidi, E.; Mourshed, M.; Rezgui, Y. Factors for effective BIM governance. J. Build. Eng. 2017, 10, 89–101. [CrossRef]
63. Sardroud, J.M.; Mehdizadehtavasani, M.; Khorramabadi, A.; Ranjbardar, A. Barriers analysis to effective implementation of BIM

in the construction industry. In Proceedings of the ISARC 2018—35th International Symposium on Automation and Robotics in
Construction and International AEC/FM Hackathon: The Future of Building Things, Berlin, Germany, 20–25 July 2018. Available
online: https://www.google.com.hk/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&cad=rja&uact=8&ved=2ahUKEwjy2Ifx5
r78AhXKyaQKHWvoC7kQFnoECAwQAQ&url=http%3A%2F%2Ftoc.proceedings.com%2F40759webtoc.pdf&usg=AOvVaw0
y48GvhM7FPVXZMFY0FpqV (accessed on 21 December 2022).

64. Criminale, A.; Langar, S. 53 rd ASC Annual International Conference Proceedings Challenges with BIM Implementation:
A Review of Literature. In Proceedings of the 53rd Associated School of Construction International Conference, Seattle, WA, USA,
5–8 April 2017.

65. Loveday, J.; Kouider, T.; Scott, J. The Big BIM battle: BIM adoption in the UK for large and small companies. In Proceedings of the
Conference Proceedings of the 6th International Congress of Architectural Technology, Budapest, Hungary, 6 March 2020.

66. Bain, D. UK BIM Survey 2019 Findings. Natl. BIM Rep. 2019. Available online: https://www.scribd.com/document/410774756/
BIM-Report-2019 (accessed on 21 December 2022).

67. McNamara, A.; Sepasgozar, S.M.E. Barriers and drivers of Intelligent Contract implementation in construction. In Proceedings
of the 42nd AUBEA Conference 2018: Educating Building Professionals for the Future in the Globalised World, Singapore,
5 January 2018.

68. McPartland, R. NBS National BIM Report for Manufacturers 2017; NBS National BIM Library: Cookstown, NJ, USA, 2017.
69. Zhou, Y.; Yang, Y.; Yang, J. Bin Barriers to BIM implementation strategies in China. Eng. Constr. Archit. Manag. 2019, 26, 554–574.

[CrossRef]
70. Tan, T.; Chen, K.; Xue, F.; Lu, W. Barriers to Building Information Modeling (BIM) implementation in China’s prefabricated

construction: An interpretive structural modeling (ISM) approach. J. Clean. Prod. 2019, 219, 949–959. [CrossRef]
71. Chan, D.W.M.; Olawumi, T.O.; Ho, A.M.L. Perceived benefits of and barriers to Building Information Modelling (BIM) implemen-

tation in construction: The case of Hong Kong. J. Build. Eng. 2019, 25, 100764. [CrossRef]
72. Tran-Hoang-Minh, H.; Nguyen, T.Q.; Nguyen, D.P.; Pham, Q.T. Barriers of BIM adoption in Vietnamese contractors. AIP Conf.

Proc. 2021, 2428, 020004. [CrossRef]
73. Kassem, M.; Brogden, T.; Dawood, N. BIM and 4D planning: A holistic study of the barriers and drivers to widespread adoption.

J. Constr. Eng. Proj. Manag. 2012, 2, 1–10. [CrossRef]
74. Barqawi, M.; Chong, H.Y.; Jonescu, E. A Review of Employer-Caused Delay Factors in Traditional and Building Information

Modeling (BIM)-Enabled Projects: Research Framework. Adv. Civ. Eng. 2021, 2021, 6696203. [CrossRef]
75. Bouhmoud, H.; Loudyi, D. Building information modeling (BIM) barriers in Africa versus global challenges. In Proceedings of

the Colloquium in Information Science and Technology, CIST, Agadir-Essaouira, Morocco, 5–12 June 2021.
76. Sriyolja, Z.; Harwin, N.; Yahya, K. Barriers to Implement Building Information Modeling (BIM) in Construction Industry:

A Critical Review. In Proceedings of the IOP Conference Series: Earth and Environmental Science, Chennai, India, 27 November
2021.

77. Gibbs, D.J.; Lord, W.; Emmitt, S.B.A.; Ruikar, K. BIM and construction contracts—CPC 2013’s approach. Proc. Inst. Civ. Eng.
Manag. Procure. Law 2015, 168, 285–293. [CrossRef]

105



Sustainability 2023, 15, 2477

78. Hedayati, A.; Mohandes, S.R.; Preece, C. Studying the Obstacles to Implementing BIM in Educational System and Making Some
Recommendations. J. Basic. Appl. Sci. Res 2015, 5, 29–35.

79. Babatunde, S.O.; Perera, S.; Ekundayo, D.; Adeleke, D.S. An investigation into BIM uptake among contracting firms: An empirical
study in Nigeria. J. Financ. Manag. Prop. Constr. 2020, 26, 23–48. [CrossRef]

80. Saka, A.B.; Chan, D.W.M. Profound barriers to building information modelling (BIM) adoption in construction small and
medium-sized enterprises (SMEs): An interpretive structural modelling approach. Constr. Innov. 2020, 20, 261–284. [CrossRef]

81. Nasila, M.; Cloete, C. Adoption of Building Information Modelling in the construction industry in Kenya. Acta Structilia 2018, 25,
1–38. [CrossRef]

82. Halttula, H.; Haapasalo, H.; Herva, M. Barriers to Achieving the Benefits of BIM. Int. J. 3-D Inf. Model. 2015, 4, 16–33. [CrossRef]
83. Olawumi, T.O.; Chan, D.W.M.; Wong, J.K.W.; Chan, A.P.C. Barriers to the integration of BIM and sustainability practices in

construction projects: A Delphi survey of international experts. J. Build. Eng. 2018, 20, 60–71. [CrossRef]
84. Hossain, M.A.; Yeoh, J.K.W. BIM for Existing Buildings: Potential Opportunities and Barriers. In Proceedings of the IOP

Conference Series: Materials Science and Engineering, Nha Trang, Vietnam, 23–25 February 2018.
85. Al-Hammadi, M.A.; Tian, W. Challenges and Barriers of Building Information Modeling Adoption in the Saudi Arabian

Construction Industry. Open Constr. Build. Technol. J. 2020, 14, 98–110. [CrossRef]
86. Alemayehu, S.; Nejat, A.; Ghebrab, T.; Ghosh, S. A multivariate regression approach toward prioritizing BIM adoption barriers in

the Ethiopian construction industry. Eng. Constr. Archit. Manag. 2022, 29, 2635–2664. [CrossRef]
87. Deng, Y.; Li, J.; Wu, Q.; Pei, S.; Xu, N.; Ni, G. Using network theory to explore bim application barriers for BIM sustainable

development in China. Sustainability 2020, 12, 3190. [CrossRef]
88. El Hajj, C.; Martínez Montes, G.; Jawad, D. An overview of BIM adoption barriers in the Middle East and North Africa developing

countries. Eng. Constr. Archit. Manag. 2021. [CrossRef]
89. Enshassi, A.; Ayyash, A.; Choudhry, R.M. BIM for construction safety improvement in Gaza strip: Awareness, applications and

barriers. Int. J. Constr. Manag. 2016, 16, 249–265. [CrossRef]
90. Hatem, W.A.; Abd, A.M.; Abbas, N.N. Barriers of adoption building information modeling (BIM) in construction projects of Iraq.

Eng. J. 2018, 22, 59–81. [CrossRef]
91. Doan, D.T.; GhaffarianHoseini, A.; Naismith, N.; Ghaffarianhoseini, A.; Zhang, T.; Tookey, J. Examining critical perspectives on

Building Information Modelling (BIM) adoption in New Zealand. Smart Sustain. Built Environ. 2021, 10, 594–615. [CrossRef]
92. Reza Hosseini, M.; Pärn, E.A.; Edwards, D.J.; Papadonikolaki, E.; Oraee, M. Roadmap to Mature BIM Use in Australian SMEs:

Competitive Dynamics Perspective. J. Manag. Eng. 2018, 34, 05018008. [CrossRef]
93. Saka, A.B.; Chan, D.W.M. BIM divide: An international comparative analysis of perceived barriers to implementation of BIM in

the construction industry. J. Eng. Des. Technol. 2021. [CrossRef]
94. Sodangi, M.; Salman, A.F.; Saleem, M. Building Information Modeling: Awareness Across the Subcontracting Sector of Saudi

Arabian Construction Industry. Arab. J. Sci. Eng. 2018, 43, 1807–1816. [CrossRef]
95. Zhan, Z.; Tang, Y.; Wang, C.; Yap, J.B.H.; Lim, Y.S. System Dynamics Outlook on BIM and LEAN Interaction in Construction

Quantity Surveying. Iran. J. Sci. Technol.—Trans. Civ. Eng. 2022, 46, 3947–3962. [CrossRef]
96. Ullah, K.; Lill, I.; Witt, E. An overview of BIM adoption in the construction industry: Benefits and barriers. Emerald Reach Proc. Ser.

2019, 2, 297–303. [CrossRef]
97. Marefat, A.; Toosi, H.; Mahmoudi Hasankhanlo, R. A BIM approach for construction safety: Applications, barriers and solutions.

Eng. Constr. Archit. Manag. 2019, 26, 1855–1877. [CrossRef]
98. Belay, S.; Goedert, J.; Woldesenbet, A.; Rokooei, S. Enhancing BIM implementation in the Ethiopian public construction sector:

An empirical study. Cogent Eng. 2021, 8, 1886476. [CrossRef]
99. Abu Aisheh, Y.I.; Tayeh, B.A.; Alaloul, W.S.; Jouda, A.F. Barriers of Occupational Safety Implementation in Infrastructure Projects:

Gaza Strip Case. Int. J. Environ. Res. Public Health 2021, 18, 3553. [CrossRef] [PubMed]
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Abstract: Safety on construction sites is now a top priority for the construction industry all around the
world. Construction labor is often seen as hazardous, putting employees at risk of serious accidents
and diseases. The use of Industrial Revolution (IR) 4.0 advanced technologies such as robotics
and automation, building information modelling (BIM), augmented reality and virtualization, and
wireless monitoring and sensors are seen to be an effective way to improve the health and safety
of construction workers at the job site, as well as to ensure construction safety management in
general. The main aim of this research was to analyze the IR-4.0-related technologies for improving
the health and safety problems in the construction industry of Malaysia by utilizing the analytical
hierarchy process (AHP) technique. IR-4.0-related technologies show great potential in addressing the
construction industry’s existing health and safety problems from the perspective of civil engineering
practitioners and industry experts. This research adopted the analytical hierarchy process (AHP) for
quantitative analysis of data collected through the survey questionnaire approach. The findings of
the study indicate that from matrix multiplication, the highest importance among the criteria and the
alternatives was for BIM with a score of 0.3855, followed by wireless monitoring and sensors (0.3509).
This research suggests that building information modelling (BIM) and integrated systems had the
greatest potential as advanced technology and should be prioritized when it comes to introducing it
to the construction industry to improve the current health and safety performances.

Keywords: IR 4.0; health and safety; BIM; AHP; construction industry

1. Introduction

Evolution in science and technology has always been of paramount significance
since the advent of the Industrial Revolution [1]. This hunger and appetite of humans to
evolve further have assisted mankind to go the extra mile [2]. Since the initiation of the
industrial revolution in the 1700s, each industrial revolution has played a key part in the
growth of today’s development [3]. Mechanical looms, powered by water and steam on
mechanical equipment, were first introduced in the First Industrial Revolution (IR 1.0) in
the 1700s, and they replaced agricultural sectors, further increasing the economic structure.
Furthermore, the Second Industrial Revolution (IR 2.0) between 1870 and 1914 was marked
by dense innovation based on valuable knowledge being mapped onto technology that
propelled the industry forward with low-cost, high-efficiency mass production of steel,
telegraphs, and railways [4]. Similarly, electrical energy was also introduced in the 1870s,
resulting in the formation of a large system known as mass production. The Internet,
information technology (IT), and the widespread access to personal computers in the late
1950s ushered in a new digital revolution in which mechanical and analogue procedures
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were digitized, and mass manufacturing gave way to mass customization [5]. Consequently,
with the emergence of electronics in the 1970s, the Third Industrial Revolution (IR 3.0)
began. This changed the fate of mankind in the sense that microchips and supercomputers
revolutionized almost every industry. The human hunger for evolution in science and
technology did not stop here. In the late 19th or early 20th century, large amounts of
research in science and technology gave birth to the fourth industrial revolution. Thus, the
Fourth Industrial Revolution (IR 4.0) is based on the Digital Revolution, which connects
technology and people. Research on the Fourth Industrial Revolution is relatively new and
includes robotics and automation, smart factories, augmented and virtual reality, artificial
intelligence, integrated systems, BIM, and cloud computing [6].

Significantly, in Malaysia, the Ministry of Works, in conjunction with parties with
interests in the construction industry and through Construction Industry Development
Board (CIDB) is preparing a Construction Strategy Plan 4.0 (2021–2050) to help the industry
adapt to the changes [7]. In all fields of industry, notably in the construction industry,
health and safety issues are of great concern [8]. Even though the construction industry is
constantly changing due to new methods, equipment, and machinery, it is never without
safety issues, including fatalities [9]. Over the years, most countries, including Malaysia,
have created safety and health legislation. The Occupational Safety and Health Act [10]
regulates safety and health issues in the construction industry in Malaysia [11]. The Social
Security Organization’s data, on the other hand, revealed that there had been a wave of
construction site accidents. In 2016, 7338 accidents were reported, up from 4330 in 2011,
indicating a 69.47% increase [12]. Furthermore, the construction industry continues to be
the leading cause of fatal accidents, with a fatality rate of 14.57 per 10,000 persons [13].

However, Industry 4.0 has been around for a while in the construction industry,
and the technologies are at various stages of development [14]. Industry 4.0 or IR 4.0 is
the fourth industrial revolution in which human–machine interaction is achieved. Key
technologies in IR 4.0 include: building information modelling (BIM), cloud computing,
artificial intelligence, robotics, 3D printing, and modularization, which have advanced
greatly, while other technologies such as augmented, virtual, and mixed reality are still
being improved and may have an impact on the industry’s long-term viability [15]. These
advanced technologies can make the construction site much safer and more productive for
the project teams, thus avoiding hazardous incidents on sites. Despite having access to these
technologies, the application of IR 4.0 in the construction industry is still woefully weak.
Within the construction industry, IR 4.0 methods have been applied, and the procedures
have exhibited considerable impacts across different platforms [16]. Nonetheless, all parties
involved must resolve the issues that arose to assure a successful implementation. The
social factor has been recognized as the most important factor influencing successful
implementation; nevertheless, the other contributing factors imply that these factors are
interconnected and should be addressed at the same time.

The construction industry had the greatest number of occupational fatalities examined
out of any Malaysian industry sector in 2018 [17]. In addition, the construction industry
was responsible for 118 deaths (45.4%) in total. Poor safety performance in the construction
industry is one of the leading causes of work-related injuries and death. In many nations,
including Malaysia, the construction industry continues to be one of the most dangerous
places to work when compared to other industries, with one of the highest rates of fatal
occupational accidents [18]. Because of the complicated nature of the construction site and
the activities that take place there, safety work becomes more difficult. Occupational Safety
and Health (OSH) in the construction sector has been recognized as a top priority topic
since it is the most dangerous industry with complicated and aggressive methods, resulting
in large numbers of accidents and deaths among construction employees and the general
public [19].

Furthermore, the utilization of a multidisciplinary workforce adds to the complexity,
as does the problem of controlling the borders between disciplines and the characteristics of
worker behavior, which are not as uniform as in manufacturing industries [20]. Accidents
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can occur as a result of workers’ dangerous actions, which are difficult to monitor and
manage. Therefore, safety should be prioritized throughout the design process, as well as
downstream operations such as the construction phases by utilizing IR-4.0-related methods
and tools [21]. While other economic sectors have experienced significant technological
transformations, the construction industry continues to fall behind in several areas, in-
cluding occupational health and safety [22]. However, in the view of published literature
and given the official statistics and figures on the safety performance in the Malaysian
construction industry [12,17,18], it is clear to see that a necessary upgrade in technology
is needed to replace existing and long-standing safety technologies that are outdated and
to mitigate the worrying upward trend of accidents in the recent years [8]. The published
literature justifies the urgency of the utilization of the latest tools and methods for safe
construction industry practices [23].

Therefore, to bridge this research gap, the current study was undertaken. The main
aim of this research was to analyze the IR-4.0-related technologies for improving the health
and safety problems in the construction industry of Malaysia by utilizing the analytical
hierarchy process (AHP) technique. The findings of the study will assist in examining
how the technology application in Industrial Revolution 4.0 may overcome the limitations
and unsatisfactory safety performances that are typically encountered in the construction
industry. The significant findings of the study will expand the body of knowledge by
proposing a framework through AHP, which will guide top management, all stakeholders,
and key decisionmakers to establish an effective and safe environment in the organiza-
tions and assist policymakers to strive for the incorporation of safe work practices on
construction sites.

2. Literature Review

Health and safety are a common necessity for all branches of industry, business,
and commerce including information technology businesses, traditional industries, the
National Health Service, care homes, schools, universities, leisure facilities, and offices.
Globally, many legislation acts or regulations have been crafted throughout the years to
help solidify the health and safety standards in all branches of industry. Occupational
Health and Safety (OHS) is a multidisciplinary field concerned with the prevention of
occupational risks inherent to each work activity or job. The fundamental goal is the
promotion and maintenance of the highest degree of safety and health at work, therefore
creating conditions to avoid the occurrence of work accidents and illness [8]. As a result,
OHS is more than just preventing work accidents or occupational diseases, but is also the
consequence of taking actions to identify their causes (hazards existent in the workplace)
and putting in place suitable preventive OHS control measures. According to Zid et al.
(2018) [24], Occupational Health and Safety (OHS) is concerned primarily with safeguarding
employees in the workplace against accidents, injuries, and harmful exposure [25]. While
accidents can occur at any given moment, it is the employer’s responsibility to ensure
that precautions are taken to decrease the likelihood of mishaps and to maintain a safe
working environment.

According to the writers’ scientific fields and nationalities, there are a variety of defini-
tions used in occupational health and safety literature [26]. However, in the current study
context, the definition of the accident as outlined by OSHA, i.e., an unforeseen incident
that causes property damage or personal injury is referred to as an accident [27], will be
used. The construction industry involves high risk due to its production processes, labor-
intensive characteristics, and financial losses on a large scale in the event of occupational
accidents due to risks and hazards [18]. One in five worker deaths in the private sector
occurred in construction in 2019, accounting for almost 20% (1061) of all worker fatali-
ties [28]. Moreover, construction-related illnesses and injuries cost Great Britain’s economy
approximately GBP 16.2 billion in 2018–2019. The majority of these expenses—59%, or
GBP 9.56 billion—were borne by the hurt or ill people themselves. Compared to 2018,
the overall cost of injuries in the construction industry increased by 34% in 2020, and the
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fatal injuries rate in the construction industry as compared to other sectors is four times
more [29]. Some of the most common hazards in the construction industry include falls
from height, falling objects, exposure to dangerous substances, dust inhalation, working in
confined spaces, and being hit in vehicle accidents [30–32]. Safety is a vital part of finishing
a project on or under budget. Downtime is costly for companies, as is finding replacement
workers when someone cannot do their job after an accident [20]. Worker’s compensation
claims and lawsuits can drive up a company’s insurance costs. Focusing on safety helps
keep your costs low. Safety and health should always be strictly adhered to at construction
sites because it protects the public, reduces work-related accidents, and decreases time and
money lost after an accident [33].

2.1. Health and Safety in the Construction Industry in Malaysia

The construction industry has generally met the obstacles of rapid physical expansion
and development throughout this time. According to Abdul-Aziz and Hussin (2003) [34],
even though other economic sectors have experienced significant transformations [35], the
construction industry continues to lag in many areas including occupational health and
safety. A survey conducted by Saifullah and Ismail (2012) [36] about research priorities
in occupational health and safety in Malaysia highlighted that construction is one of two
economic prospects that should be given top priority (the other being plantation). In
contrast, the Malaysian construction industry’s safety record has remained stubbornly low,
despite many efforts.

The Construction Industry Development Board (CIDB), which has been in existence
since 1995, was established to ensure that Malaysia’s construction industry develops in
a manner that is consistent with national aspirations [37]. CIDB has undertaken several
projects, including the “green card” program, which was launched in May 2000 with a
Malaysian ringgit (MYR) 16 million budget. All CIDB-registered site personnel are required
to attend a one-day safety training led by CIDB staff or CDIB-accredited independent
trainers, after which they are awarded a green registration card (as opposed to a white
registration card for those who have not). Green card holders are automatically covered
against industrial accidents through a CIDB-arranged insurance policy. Before beginning
any construction job, contractors must obtain Workmen’s Compensation Insurance (WCI)
coverage. Every worker on the job, including subcontractors, is covered by the policy.
Industrial accidents, occupational illness, and commuting accidents are covered by the
Employment Injury Insurance Scheme, whereas invalidity or death from any cause is
covered by the Invalidity Pension Scheme [38].

The construction industry is regarded as the most hazardous in terms of Occupational
Health and Safety (OHS) due to the nature of the process involved [22]. According to
the Department of Safety and Health Malaysia’s (DOSH) statistics on fatal accidents, the
Malaysian construction industry had the highest number of fatalities during the study
period, making it the most critical sector that requires effective OHS management to reduce
the significant number of fatalities on construction sites [39]. In 2018 alone, there was a
record high of 118 worker fatalities in the Malaysian construction industry.

2.2. Technological Application in Industrial Revolution 4.0

Since the days of hard helmets and safety glasses, digital technology has been used in
construction. The use of big data, technological brilliance, and construction has improved
worker safety on construction sites in recent years [40]. Several studies have highlighted
digital technologies such as BIM, VR and AR, drones, GIS, automation and robots, un-
manned equipment, sensing and warning systems, and 4D CAD as useful solutions for
accident prevention and project delivery [41–46]. The next subsections go through these
technologies in depth.
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2.2.1. Robotics and Automation

Construction is a labor-intensive sector of the economy. Being one of the least mecha-
nized businesses, the construction industry is far behind in embracing robots, automation,
and digital technology [47]. The newest innovations in the building construction sector,
including robots and artificial intelligence, are now the talk of the town. By using such tech-
nology, the building may be completed more quickly and accurately while also conserving
time, money, and other resources. Robotics technology in construction enables construction
professionals with quality-assured outputs and decreased human mistakes in a fast-paced
building process [48].

Thus, numerous studies have suggested that robots and automation can alleviate
construction-related health and safety concerns. Robotic technologies are currently being
employed to complete risky and difficult tasks [49]. Robotics and automation, according to
Zanchettin et al. (2018) [50], are most successful in operations that need speed and repetition
and are carried out in adverse settings. Construction workers are particularly vulnerable to
overexertion diseases and injuries as a result of these activities. The use of robotic devices to
speed up and automate building operations is a recent theme right now [51]. Different kinds
of robotic systems have been created to improve construction project quality, productivity,
worker health, and other safety issues [42]. Robots are used in the autonomous installation
and collection of heavy construction materials, which typically demand huge manpower,
as well as the building of structures such as skyscraper towers, which are controlled by
computers on site and rely on improved recognition and control [50]. Exoskeletons, welding
robots, and forklift robots are just a few of the new robotic technologies that have recently
been created and can be used in construction. Wearable robotics, such as exoskeletons
for decreasing lower back stress, are used while lifting and moving large things and are
often used by elderly employees. The AWN-03 Suit detects worker movement and offers
back, shoulder, and thigh support. Signals are delivered to the motors, which rotate
the gears when the hip and spine are moved, reducing the amount of energy required.
Another wearable robotics gear that improves users’ strength and endurance is the FORTIS
Exoskeleton. Robotic arms are made out of aluminum servo brackets and resemble human
arms in appearance. Its ergonomic tool arms are made up of radial distance infrared sensors
and a USB camera that records angles and gives the arms input on whether or not they can
lift an object [43]. Robotic arms have been discovered to be useful for improving worker
comfort and safety by stabilizing and bracing, reaching and transferring, and decreasing
effort in repetitive tasks.

2.2.2. Augmented Reality and Virtualization

Despite being one of the largest and oldest sectors in the world, construction struggles
frequently to adopt new tools. Nevertheless, innovation is a vital resource for the building
sector. Another innovative development in the construction sector is augmented reality,
which is a priceless tool for all facets of this sector. It makes use of cutting-edge camera
and sensor technologies that blend digital components, audio, and sensory input. They all
support the real-time presentation of the data [52].

Unlike virtual reality, which employs computer-generated images to imitate real-
life events, augmented reality uses technology to improve reality [53]. However, if such
interactions are integrated into programs and mobile devices, improvements may be
seen [54]. As people walk around building sites with mobile devices or special helmets,
augmented reality projects 3D images on their physical environment, employing GPS
and cameras to show real-time data geospatially and provide updated user feedback [46].
This technology might be used to perform safety training by allowing employees to wear
augmented reality headsets to receive virtual exercises, instructions, and safety situations
with minimum training expenses and downtime.

A virtual reality experience is a computer-generated simulation of a real-life scenario
or setting. It creates realistic visuals and sound, giving the user the impression that they
are experiencing the simulated world [55]. Virtual reality has been used by the safety team
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in construction to review safety tie-off points and coordinate major crane picks over occu-
pied facilities that cannot be disrupted, allowing for an effective means of visualizing and
communicating the impact of major construction activities in existing facilities that may be
overlooked when viewing through traditional techniques [56]. Virtual reality also offers a
realistic work environment that may be used for construction safety instruction [43]. These
advantages include the ability to conduct safety exercises in the absence of a certified safety
administrator by merely replicating the training environment on a computer. Traditional
paper-based handouts, video cassettes, or slide displays, according to [57], do not ade-
quately communicate electric dangers to trainees and do not give enough opportunities for
trainees to interact in activities. This type of interactive training incorporates a real-world
scenario into the training in the form of an “it might happen to you” scenario, allowing the
learner to link these rules and circumstances to real-life scenarios involving life and death.

2.2.3. Building Information Modelling (BIM)

Building information modeling (BIM) is a critical and sometimes required procedure
used all over the world to guarantee that the planning, design, and construction of buildings
are extremely efficient and collaborative [58]. It has clearly stated aims and objectives that
are advantageous to everyone who progresses through the stages. Undoubtedly, the
building will become much more digital and collaborative in the future. Four-dimensional,
five-dimensional, and even six-dimensional BIM will start to participate in the process as
BIM grows more complex [59].

Sun et al. (2017) [60] suggested that BIM might be used to efficiently complete con-
struction tasks to solve difficulties originating from the perplexing nature of construction
sites and projects. The BIM system is used as a supporting technology for health and safety
planning and management on construction sites [57]. BIM allows for a visual evaluation
of the construction site and the identification of possible risks [44]. Site workers may
have a better grasp of the actual site circumstances by using the BIM model to perform
visual safety training. Before carrying out construction operations, construction workers
are given enough time and knowledge to plan and manage their safety. By verifying
data-collecting procedures using sensors, the BIM can effectively minimize the risk of
site accidents (Fargnoli and Lombardi, 2020) [61]. One of the primary benefits of BIM
adoption is its ability to represent and manage visuals as well as automatically analyze
designs, create drawings, reports, design schedules, and manage facilities. Furthermore,
BIM technology is successful not only in the design phase but also in the operation phases,
notably for construction process simulation [62].

2.2.4. Wireless Monitoring and Sensors

The acceptance of new technology in the construction sector is a long process, much
like new standards and laws. In reality, the industry’s failure to stay up with technology is
one of the key reasons why adopting new standards and regulations may be so difficult.
Construction decisionmakers are reluctant to abandon conventional design, construction,
and testing techniques. The use of smart technology in the building is crucial in a world
where everything is becoming more linked and new systems are being built for every aspect
of life [63]. More precisely, the use of sensors and other tools is crucial for keeping track of
and evaluating the structural [47] and material characteristics of concrete.

Through real-time monitoring of structures or building components, sensors play an
important role in establishing construction safety [56]. By monitoring the whole environ-
ment on construction projects, sensor-based technologies have been deployed to avoid
incidents and worker–equipment collisions. Sensor-integrated location, vision-oriented
sensing, and wireless sensor networks are some of the sensor technologies used in construc-
tion safety management [45]. Wireless sensor networks improve and facilitate information
flow among design teams on building sites. Because of the complexity of the building
environment, network circulation is challenging; nevertheless, wireless networks offer

116



Sustainability 2023, 15, 201

answers to this challenge. Visual inspection methods used to monitor bridge building
projects do not offer thorough and trustworthy information [64].

2.3. Industrial Revolution 4.0 as a Solution to Overcoming Current Health and Safety Issues

IR 4.0 is a concept that aims to digitize industrial processes to create a flexible yet
vast production and service network without any employee’s safety being jeopardized.
The introduction of IR 4.0 creates an environment in which all mechanized automation
will be networked via technological advancements to function and share information with
reduced risks directed at workers, hence increasing the efficiency and safety of workers [16].
The advantages are obvious because of its introduction, since it enhances product quality,
reduces time to market, improves operational performance, and enhances health and safety.

The use of various safety technologies on construction sites, such as 3D and 4D CAD,
RFID, augmented reality, virtual reality, building information modelling, smart sensor
and wireless technology, online databases, robotics, and automation, has significantly
improved the effectiveness of health and safety management [46]. By keeping people away
from hazardous work environments, new technology can be leveraged to establish a safe
workplace [65]. For instance, it is possible to track chemical leaks or employee mishaps
in real time by using a deep-learning algorithm to detect human behavior patterns using
surveillance cameras. The appropriate system can promptly notify the operator, safety
officer, or responsible department of a potentially hazardous situation to help avoid an
accident [66].

However, collaborative robots are one of the numerous technologies that Industry
4.0 has adopted. Using them has many benefits, including the reduction of the need
for physical labor in many tasks that were previously handled by people. However, the
psychological costs of increasing worker monitoring and demands must also be thoroughly
assessed. If human factors issues are not carefully considered throughout the process,
the decision-making needs for human–robot interaction may potentially have certain
hazards [67].

3. Methodology

The defined objectives were attained using a thorough research technique that included
three qualitative stages, as indicated in Figure 1.

A thorough review of the published literature was carefully obtained from the litera-
ture that helped to identify the advanced technological applications of IR 4.0 towards safe
construction practices in the first phase, and furthermore, to replace out-of-date and long-
standing traditional health and safety technologies, tools, and procedures to improve their
health and safety performance. The study was supported by a semi-structured interview
and a feedback questionnaire to collect feedback and opinions from industry experts.

The next step involved creating an AHP and industry feedback questionnaire that
had been narrowed down for use in determining the extent of advanced technological
applications of IR 4.0 deployment in enterprises and on construction sites. In the second
phase, the developed questionnaires were circulated to the industry experts (who included
general civil engineering practitioners) to obtain their input on the adoption of advanced
technological applications of IR 4.0 for safe construction practices.

In the third and final phase, the gathered data were analyzed using the analytical
hierarchy process (AHP), followed by its application and pertinent discussions. The details
of the adopted methodology are explained further in the subsequent sections.
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3.1. Industrial Expert Feedback Analysis Questionnaire Design

The semi-structured interview and industrial feedback questionnaire approach were
utilized to achieve the study objectives. Three key respondents were interviewed in a
semi-structured interview to collect relevant feedback and comments. Lecturers with an
academic background, an engineer from a contractor company, and a consulting company’s
engineer were the three main acquired interviewees. Interviewees were chosen on the
basis of slightly different criteria than the targeted survey respondents, for instance, they
work in the construction industry and have extensive civil engineering teaching experience.
This approach was chosen to ensure that data collected from the interviews were based
on accurate information and knowledge through the company’s work in the field. Inter-
view invites were issued to the author’s networks, who were also asked to recommend
additional people for the interview. A virtual meeting was organized due to the current
COVID-19 pandemic to obtain important input from these experts, including feedback
and recommendations. These suggestions and opinions are critical to the success of this
research project. A total of 18 open-ended questions were developed and were divided into
four main sections, allowing respondents to offer comprehensive examples from their own
experiences about the poor safety performance experienced in the Malaysian construction
industry and how we can use technologies from Industrial Revolution 4.0 as a potential
solution to the problem. This would aid in the discovery of new obstacles and technological
applications in Industrial Revolution 4.0 that were not covered in the literature study and
are relevant to the Malaysian construction industry.

Moreover, the feedback questionnaire survey was conducted online through the Mi-
crosoft Forms platform whereby the survey was properly administered and distributed
personally to targeted respondents via email; current connections; and LinkedIn, a profes-
sional networking platform. Although this method consumes a large amount of time rather
than just posting the questionnaire link via a public online platform, this approach was
adopted to ensure the quality and reliability of the data collected. Of 60 private messages
sent through LinkedIn, 120 emails, and WhatsApp messages sent to connections, there
were only 15 responses, which meant a response rate of 8.33%. The lack of response was
closely related to two factors, namely, the COVID-19 pandemic and the busy schedule of
industrial experts.

The questions were designed in the view of a literature review to identify whether
the findings from those studies are still applicable and remain relevant to the industry.
Consequently, the collected data are expected to be in descriptive, continuous, and free-
form responses, whereby the descriptive data are obtained from multiple choice questions,
the continuous data are based on a 5-point Likert scale, and the free-form response was
collected from open-ended questions.

3.2. Analytical Hierarchy Process (AHP) Questionnaire Design

The analytic hierarchy process questionnaire survey technique was carried out in the
current study. The AHP method is a mathematical decision-based tool [68] for solving
complex and ambiguous issues in policy and decision making. AHP helps break down the
complex problem into a hierarchy of simple criteria and sub-criteria and makes analysis
easier with the help of a relative analysis. One of the key significance of the AHP method
is the subjective- and objective-based problem evaluation [69]. This method is primarily
composed of breaking down a multi-criteria into discrete levels of hierarchy with the top hi-
erarchy as the goal, mid-level as criteria, sub-criteria, and lower levels as an alternative [70].
Therefore, the AHP is considered the most suitable for the current study.

The analytic hierarchy process (AHP) is a math- and psychology-based approach
for organizing and evaluating complicated choices. It consists of three parts: the aim or
problem you are attempting to address, all viable solutions (referred to as alternatives), and
the criteria you will use to evaluate the alternatives. The AHP provides a solid basis for a
necessary conclusion by outlining its criteria and alternate alternatives and connecting those
elements to the larger goal. The numerical priority for each of the alternative alternatives
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is computed in the last phase of the procedure. On the basis of the values of all users,
these figures reflect the most requested solutions. When it comes to making decisions on
complicated problems with high stakes, the AHP comes in handy. It differs from previous
decision-making approaches in that it quantifies criteria and alternatives that are impossible
to quantify with concrete statistics in the past. Rather than prescribing a “right” solution,
the AHP assists decisionmakers in identifying the option that best fits their values and
understanding of the situation. The AHP differs from a traditional poll or meeting in that
it removes bias from the decision-making process. An analytic hierarchy process (AHP)
survey had been performed to obtain feedback and insights from a limited group of people.
The analytic hierarchy process (AHP) questionnaire survey is made up of 25 questions
and it was further divided into six sections. The six sections contain varying pairwise
comparisons between each alternative (advanced technologies). The alternatives were
evaluated against four main constraints or criteria to output the alternatives that show the
highest popularity in a ranked order. This was then circulated among 250 respondents. This
section is critical for any survey of this type since it helps to improve the understanding of
the overall results and provides extra important feedback and suggestions. For the analytic
hierarchy process (AHP) questionnaire survey, online questionnaire survey platforms such
as Google Form had been used to conduct the survey questions and collect feedback from
respondents. Moreover, there were no precise figures for any organization, role, gender,
etc., in the sample used for this study, which consisted of Malaysian civil engineers who
were picked at random. A total of 250 full responses were obtained from 300 invites, for an
overall response percentage of 83.3%. Because this sample size was more than the required
minimum of 96, it is considered representative and significant for further analysis.

The analytical hierarchy process (AHP) was conducted on the first questionnaire
that was targeted toward civil engineering practitioners to evaluate their responses. The
analytical hierarchy process (AHP) began by defining the alternatives that needed to be
evaluated. The alternatives in this study were represented by four types of advanced
technologies, namely, “robotics and automation”, “augmented reality and virtualization”,
“building information modelling (BIM)”, and “wireless monitoring and sensors”. These
alternatives are the different criteria that solutions must be evaluated against.

The next step taken was defining the problem and the criteria. According to the
analytical hierarchy process (AHP) methodology, a problem is a related set of sub-problems.
Therefore, dividing the problem into a hierarchy of smaller problems is the foundation of
the AHP technique. In the process of breaking down the sub-problem, criteria to evaluate
the solutions emerge. The problem, in this case, was identified to be the deteriorating
health and safety performances in the Malaysian construction industry while the criteria or
constraints that the four advanced technologies were bounded by were “cost”, “innovation”,
“ecosystem”, and “interoperability”.

The third step taken was establishing a priority amongst criteria using pairwise
comparison. This priority scale was set with a scale of numbers ranging from 1 to 10, where
1 represents the two alternatives having an equal amount of importance and 10 verifies
that the first alternative has extremely high importance when compared to the second
alternative. The priority scale used is shown in Table 1.

Table 1. Priority scale table.

Priority Level Number

Equally preferred 1
Moderately preferred 3
Strongly preferred 5
Very strongly preferred 7
Extremely preferred 9
Intermediate judgment values 2, 4, 6, 8
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The questions for the analytical hierarchy process (AHP) questionnaire directed toward
civil engineering practitioners follow an order of four questions for each of the six sections.
In this order, all alternatives will be able to be compared with each other once. The four
questions contain a criterion each for which the pairwise comparison is to be compared
concerning selected criteria. Each alternative is compared against the remaining three
alternatives only once concerning the given criteria.

3.3. Sample Selection and Data Analysis

The semi-structured interview, industrial experts’ feedback analysis, and the analytic
hierarchy process (AHP) were utilized to gather information for the study. The first method,
a semi-structured interview, was performed with 15 interviewees, who included academic
professionals, contractors, and consultants. Academicians offered input from a theoretical
standpoint, while construction industry stakeholders provided feedback from a practical
standpoint. The analytic hierarchy process (AHP), the second technique, primarily targeted
general civil engineering practitioners as respondents. A series of questionnaires was sent
to them to obtain important feedback and insight for this project.

The semi-structured interview was performed with 15 industrial experts, and the
feedback and remarks were compiled. A total of 50 completed surveys were given to civil
engineering practitioners in the industry. We utilized the analytical hierarchy process (AHP)
to analyze the information collected through the questionnaire crafted for its purpose. The
AHP is a systematic approach for organizing and analyzing complicated choices that are
based on mathematics and psychology. This method will provide detailed and thorough
conclusions on the study and other key results. Throughout this research project, the
industrial expert’s feedback questionnaire was used to analyze data and was subsequently
verified using the Cronbach’s alpha test, validity test, and AHP.

3.4. Reliability and Validity Test

The Cronbach’s alpha coefficient, which ranges from 0 to 1, was used to assess data
dependability. The higher the number, the more reliable the data. The examination of the
coefficient of internal accuracy of data used in statistics is a measure of reliability. The
presence of a “high” alpha score does not imply that the test is one-dimensional [71]. Aside
from that, rather than a statistical test using SPSS, this test is a coefficient of reliability
or consistency. If the coefficient value surpasses 0.6 throughout this examination, the
calculating procedure is considered trustworthy.

In most cases, the validity test is used to compute the degree to be assessed. The
criterion that distinguishes it from the durability test is different. As a result, when the
validity and reliability of the data measure have been validated, further analysis can be
carried out. The square root of the measure’s reliability establishes an upper bound for its
resemblance to any other example; for example, a measure with a reliability score of 0.65
will never correlate higher than 0.81 with another test.

4. Results

The industrial expert’s feedback questionnaire managed to obtain 15 responses from
a wide range of states in Malaysia, which included four in the Federal Territories, three
in Selangor, one in Perak, one in Penang, one in Pahang, one in Negeri Sembilan, one
in Kedah, and two in Johor. The designation of respondents had project engineers and
consultants as its majority, which gave this survey higher reliability in terms of input and
experience. These respondents had a minimum qualification of a BSc, which included
five of them, alongside four MScs, three Ph.D. holders, and three remaining others. The
working experience of the respondents was also beneficial to this survey as seven of them
had experience of 1–5 years, four of them had experience of 6–10 years, three of them
had experience of 11–15 years, and one of them had experience of 16–20 years. These
respondents had been involved in various project types, which included residential, non-
residential, infrastructure, industrial, commercial, and others. The key outcome from this
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section was that the experts suggested USD 25,000–60,000 to be used annually on advanced
technology to improve health and safety performances at project and construction sites
with proven results that are well above the cost of implementation for the four advanced
technologies under study.

Moreover, the majority of industrial experts suggested that accidents in the construc-
tion industry occur often and that the health and safety performances of the construction
industry have deteriorated. This feedback is significant as it portrays the alarming oc-
currence frequency of accidents in the Malaysian construction industry. Apart from that,
these experts also suggest that traditional health and safety procedures, methods, and
personal protective equipment (PPE) are not as effective. It is highly suggested that more
effort should be made in the industry to improve traditional health and safety technologies.
Moreover, most respondents disagreed with the statement, suggesting that the replace-
ment of old health and safety methods, procedures, and personal protective equipment
(PPE) is too costly or risky. These data can be highly related to the construction industry’s
incompetence in reducing the health and safety risks of workers on site.

Thus, it was verified that the respondents chosen for this survey knew the topic of
advanced technologies. It was also found that two respondents attended high-level training
courses to better understand advanced technologies. The other respondents included five
who had medium-level training, six who had basic-level training, and two who did not
attend any sort of training on advanced technologies. It is also suggested that some
forms of advanced technologies were used occasionally in projects during their tenure in
their company. A list of 12 statements portraying the capabilities of the four advanced
technologies was provided to respondents in this section. The 12 statements were divided
into four parts, and three of the statements were related to one of the types of advanced
technology which included robotics and automation, building information modelling
(BIM), augmented reality and virtualization, and wireless monitoring and sensors. All
12 questions obtained strong agreements; however, the statement designated for robotics
had a 6.7% disagreement from the respondents in terms of using it to reduce the need for
workers to lift or carry heavy objects. This feedback is strongly believed to be based on
worker employment rates with the potential emergence of robotics and automation into
the industry.

Consequently, the appropriate level of importance was selected for each criterion of
advanced technologies to be used in the construction industry. The four criteria included
cost, innovativeness, interoperability, and ecosystem. It was highlighted that cost is the
criteria that are most favored or given the most importance by industrial experts when
selecting advanced technology, which could potentially improve the health and safety
performance of the construction industry. This level of importance was followed by
innovativeness, interoperability, and ecosystem, consecutively. This outcome was highly
expected as the cost is a crucial factor in the construction industry. The industrial experts
were also asked to rank the four advanced technologies in the order which shows the
most promise in improving the health and safety performance in the construction industry.
Building information modelling obtained the highest rank, followed by wireless monitoring
and sensors, robotics and automation, and augmented reality and virtualization.

A list of 12 statements portraying the capabilities of the four advanced technologies
was provided to respondents in this section. The 12 statements were divided into four parts,
and three of the statements were related to one of the types of advanced technology, which
included robotics and automation, building information modelling (BIM), augmented
reality and virtualization, and wireless monitoring and sensors. All 12 questions obtained
strong agreements; however, two statements designated for robotics and automation picked
up disagreements by 6.7% each. The disagreements were in terms of using automated
systems to respond faster to emergencies and using exoskeletons for workers to complete
tasks. These disagreements are highly believed to be based on worker employment rates
with the potential emergence of robotics and automation into the industry.
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4.1. Reliability and Validity Test

The Cronbach’s alpha value, which assesses the internal consistency and reliability of
data, was 0.74, as shown in Table 2. For additional analysis, values between 0.7 and 0.95
are acceptable [72].

Table 2. Cronbach’s alpha value.

Variables Description Values Internal Consistency

K No. of items 32

Acceptable∑ S2y Sum of the item variance 11.93
∑ S2x The variance of the total score 41.53
α Cronbach’s alpha 0.74

The validity test, which is used to compute the degree to be assessed and will indicate
how useful it is in a certain circumstance, was 0.86. The value implies that the test, survey,
or measuring method includes all pertinent aspects of the subject it seeks to assess.

4.2. Analytical Hierarchy Process (AHP)

At the very start of pairwise comparison, criteria are compared in relation to the
main goal, followed by a sub-criteria comparison with project health and safety criteria,
consecutively. To compare the importance of one criterion to the other, each cluster is
compared in pairs with all its links or connections. The reliability of subjective input can be
evaluated by the consistency ratio in the pairwise comparison matrix. It should be less than
0.1, otherwise it should be re-evaluated [73]. The value of 0.046, as shown in Table 3, for the
comparison of criteria for reliable and consistent data is well within the acceptable range.

Table 3. Consistency ratio calculation.

Consistency
(0.046) Cost Innovation Ecosystem Interoperability Priority

Vector

Cost 1 4 1/3 3 0.29
Innovation 1/4 1 1/4 1/2 0.09
Ecosystem 3 4 1 3 0.48

Interoperability 1/3 2 1/3 1 0.14

Furthermore, in the analytical hierarchy process (AHP) survey given in Appendix A,
responders were allowed to identify which criteria are the most important when evaluating
a new technology for industrial application and which type of advanced technology should
be prioritized for use in the construction industry for the improvement of health and safety
of workers on site. Table 4 represents the calculated level of importance among each of the
four criteria.

Table 4. Level of importance among the criteria.

Criteria

Cost Innovation Ecosystem Interoperability
Cost 1.0000 8.0000 5.0000 7.0000
Innovation 0.1250 1.0000 0.3333 0.5000
Ecosystem 0.2000 3.0000 1.0000 0.3333
Interoperability 0.1429 2.0000 3.0000 1.0000
Total 1.4679 14.0000 9.3333 8.8333

The results presented in Tables 4–14 need to be read from two different perspectives
i.e., horizontally and vertically. In the horizontal direction, each variable on the leftmost
column is compared with each variable horizontally. Conversely, their vertical scores were
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totaled and are presented in the last rows. The variable with the highest total score (score
calculated after adding vertical scores of each variable) is considered more significant
as compared to other variables with lesser scores. The same sense was adopted in all
subsequent tables, and due to replication of information, it is explained at this location.

Table 5. Level of importance of alternatives for cost.

Cost

Robotics and
Automation

Augmented Reality
and Virtualisation

Building Information
Modelling (BIM)

Wireless Monitoring
and Sensors

Robotics and automation 1.0000 2.0000 0.1250 0.1250
Augmented reality and virtualisation 0.5000 1.0000 0.5000 0.1429
Building information modelling (BIM) 8.0000 2.0000 1.0000 3.0000
Wireless monitoring and sensors 8.0000 7.0000 0.3333 1.0000
Total 17.5000 12.0000 1.9583 4.2679

Table 6. Level of importance of alternatives for innovation.

Innovation

Robotics and
Automation

Augmented Reality
and Virtualisation

Building Information
Modelling (BIM)

Wireless Monitoring
and Sensors

Robotics and automation 1.0000 0.1429 2.0000 3.0000
Augmented reality and virtualisation 7.0000 1.0000 9.0000 8.0000
Building information modelling (BIM) 0.5000 0.1111 1.0000 2.0000
Wireless monitoring and sensors 0.3333 0.1250 0.5000 1.0000
Total 8.8333 1.3790 12.5000 14.0000

Table 7. Level of importance of alternatives for the ecosystem.

Ecosystem

Robotics and
Automation

Augmented Reality
and Virtualisation

Building Information
Modelling (BIM)

Wireless Monitoring
and Sensors

Robotics and automation 1.0000 1.0000 0.3333 0.3333
Augmented reality and virtualisation 7.0000 1.0000 1.0000 0.3333
Building information modelling (BIM) 3.0000 1.0000 1.0000 8.0000
Wireless monitoring and sensors 3.0000 3.0000 0.1250 1.0000
Total 14.0000 6.0000 2.4583 9.6667

Table 8. Level of importance of alternatives for interoperability.

Interoperability

Robotics and
Automation

Augmented Reality
and Virtualisation

Building Information
Modelling (BIM)

Wireless Monitoring
and Sensors

Robotics and automation 1.0000 7.0000 0.3333 0.1250
Augmented reality and virtualisation 0.1429 1.0000 0.5000 0.3333
Building information modelling (BIM) 3.0000 2.0000 1.0000 0.3333
Wireless monitoring and sensors 8.0000 3.0000 3.0000 1.0000
Total 12.1429 13.0000 4.8333 1.7917

Table 9. The average level of importance among the criteria.

Criteria Cost Innovation Ecosystem Interoperability Average

Cost 0.6813 0.5714 0.5357 0.7925 0.6452
Innovation 0.0852 0.0714 0.0357 0.0566 0.0622
Ecosystem 0.1363 0.2143 0.1071 0.0377 0.1239
Interoperability 0.0973 0.1429 0.3214 0.1132 0.1687
Total 1.0000 1.0000 1.0000 1.0000
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Table 10. The average level of importance of alternatives for cost.

Cost Robotics and
Automation

Augmented
Reality and

Virtualisation

Building
Information

Modelling (BIM)

Wireless Monitoring
and Sensors Average

Robotics and automation 0.0571 0.1667 0.0638 0.0293 0.0792
Augmented reality and virtualisation 0.0286 0.0833 0.2553 0.0335 0.1002
Building information modelling (BIM) 0.4571 0.1667 0.5106 0.7029 0.4593
Wireless monitoring and sensors 0.4571 0.5833 0.1702 0.2343 0.3612
Total 1.0000 1.0000 1.0000 1.0000

Table 11. The average level of importance of alternatives for innovation.

Innovation Robotics and
Automation

Augmented
Reality and

Virtualisation

Building
Information

Modelling (BIM)

Wireless Monitoring
and Sensors Average

Robotics and automation 0.1132 0.1036 0.1600 0.2143 0.1478
Augmented reality and virtualisation 0.7925 0.7252 0.7200 0.5714 0.7023
Building information modelling (BIM) 0.0566 0.0806 0.0800 0.1429 0.0900
Wireless monitoring and sensors 0.0377 0.0906 0.0400 0.0714 0.0600
Total 1.0000 1.0000 1.0000 1.0000

Table 12. The average level of importance of alternatives for the ecosystem.

Ecosystem Robotics and
Automation

Augmented
Reality and

Virtualisation

Building
Information

Modelling (BIM)

Wireless Monitoring
and Sensors Average

Robotics and automation 0.0714 0.1667 0.1356 0.0345 0.1020
Augmented reality and virtualisation 0.5000 0.1667 0.4068 0.0345 0.2770
Building information modelling (BIM) 0.2143 0.1667 0.4068 0.8276 0.4038
Wireless monitoring and sensors 0.2143 0.5000 0.0508 0.1034 0.2171
Total 1.0000 1.0000 1.0000 1.0000

Table 13. The average level of importance of alternatives for interoperability.

Interoperability Robotics and
Automation

Augmented
Reality and

Virtualisation

Building
Information

Modelling (BIM)

Wireless Monitoring
and Sensors Average

Robotics and automation 0.0824 0.5385 0.0690 0.0698 0.1899
Augmented reality and virtualisation 0.0118 0.0769 0.1034 0.1860 0.0945
Building information modelling (BIM) 0.2471 0.1538 0.2069 0.1860 0.1985
Wireless monitoring and sensors 0.6588 0.2308 0.6207 0.5581 0.5171
Total 1.0000 1.0000 1.0000 1.0000

Table 14. Matrix multiplication of the average level of importance among the criteria and the alternatives.

Cost Innovation Ecosystem Interoperability Criteria Analytical Hierarchy

Robotics and automation 0.0792 0.1478 0.1020 0.1899 0.6452 0.1050
Augmented reality and virtualisation 0.1002 0.7023 0.2770 0.0945 0.0622 0.1586
Building information modelling (BIM) 0.4593 0.0900 0.4038 0.1985 0.1239 0.3855
Wireless monitoring and sensors 0.3612 0.0600 0.2171 0.5171 0.1687 0.3509

The results from Table 4 indicate that the criteria of innovation had the highest total
score of 14, followed by ecosystem (9.33) and interoperability (8.83). The cost has the lowest
total value of 1.47 when compared vertically. Similarly, cost criteria showed the highest
values when compared horizontally with other criteria, i.e., innovation (8), ecosystem (5),
and interoperability (7). Moreover, Tables 5–8 represent the level of importance of each
alternative to each of the four criteria.
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As shown in Table 5, robotics and automation had the highest level of importance
of alternatives for the cost (17.5), followed by augmented reality and virtualization (12),
and then by wireless monitoring and sensors (4.27). The lowest importance was shown for
BIM (1.96).

As shown in Table 6, wireless monitoring and sensors had the highest level of impor-
tance of alternatives for innovation (14), followed by BIM (12.5), and then by robotics and
automation (8.83). The lowest importance for innovation was shown by augmented reality
and virtualization (1.38).

Virtual and augmented reality help with safety on the job site as well, as they call
attention to important features in the environment, such as temperatures or potentially
unsafe conditions. BIM allows construction managers to create better designs and spot
problems before they occur, which optimizes the workforce by helping them perform tasks
smoothly with reduced safety risks and avoiding delays.

As seen in Table 7, robotics and automation had the highest level of importance as
alternatives for the ecosystem (14). The second highest alternative was wireless monitoring
and sensors (9.67), followed by augmented reality and virtualization (6). The lowest
importance for innovation was shown by BIM (2.46). There was not much emphasis
given to having proper R&D sectors in the construction industry, resulting in the old
methods persisting, while it takes a long time to implement newer methods such as BIM.
Adopting safety sensors to monitor rigidity or structural stability can help reduce work-
related incidents that may harm the public such as in LRT construction sites. Advanced
technologies are currently underutilized in the Malaysian construction industry due to
the high cost involved to invest, and companies are unsure about the returns they will be
getting in terms of their investment in advanced technology, despite the many advantages
advanced technology holds.

As shown in Table 8, augmented reality and virtualization had the highest level of
importance of alternatives for interoperability with a value of 13. The second highest
alternative was robotics and automation (12.143), followed by BIM (4.833). The lowest
importance for innovation was shown by augmented reality and virtualization (1.792).

Table 9 represents the calculations in obtaining the average value of the level of
importance for each of the criteria. The highest average level of importance among the
criteria was for cost, with a value of 0.6452, followed by interoperability (0.169).

Conversely, Tables 10–13 represent the calculations in obtaining the average value of
the level of importance for each alternative for each of the four criteria. The final calculations
were performed by conducting matrix multiplication between the average values of the
level of importance obtained from the criteria and the subsequent alternatives.

Falls, electric shocks, being struck by an object, and being caught between objects are
the top safety risks and have remained constant for some time. However, people are now
turning to technology for new and innovative answers to make the industry safer. Despite
a large proportion of construction managers saying that more needs to be done to improve
safety levels, the adoption of technology-led initiatives has remained relatively conservative.
The argument is that new technologies have always accelerated the construction business,
and therefore it is strange that so many businesses are reluctant to accept them.

The highest average level of importance of alternatives for cost was for wireless
monitoring and sensors, with a value of 0.36, as shown in Table 10. This highlights
the significance of integrated systems during the execution of construction projects for
maintaining the safety and adoption of a safe work environment.

As is shown in Table 11, the highest average level of importance of alternatives for
innovation was for augmented reality and virtualization with a value of 0.7023. The
construction industry runs on conventional tools, methods, and practices that need to
change. Therefore, the utilization of augmented reality and virtualization can play a key
role during the inception and planning phases of the project.
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As seen in Table 12, the highest average level of importance of alternatives for the
ecosystem was for BIM, with a value of 0.4038. For establishing a sound and productive
ecosystem, it is very important to use BIM during the execution of construction projects.

Site sensors that can be deployed across a construction site to monitor things such as
temperature, noise levels, dust particulates, and volatile organic compounds to help limit
exposure to workers can be implemented. Safety training and equipment operator training
are two areas where virtual reality (VR) could have a strong impact on the construction
industry. With VR, workers could have exposure to environments such as confined spaces
or working at height in a safe, controlled environment. Wearables can be used to monitor
workers and their environment to make job sites safer. Wearable tech in construction is
embedded into apparel and personal protective equipment (PPE) and is already common
on construction sites. The apparels and personal protective equipment (PPE) that are
already being experimented on include hard hats, gloves, safety vests, and work boots.

Table 13 shows the average level of importance of alternatives for interoperability. The
highest value was obtained by wireless monitoring and sensors (0.5171), followed by BIM
(0.1985). These results indicate the significance of BIM in construction projects. With the
usage of BIM, communication between project teams can be improved, planning can be
done effectively, and execution of projects can be undertaken with minimum errors.

Moreover, the results obtained from the analytical hierarchy process (AHP) suggest
that civil engineering practitioners opted for building information modelling (BIM) as the
advanced technology that provides the most promise in improving the health and safety of
the Malaysian construction industry in terms of the four main criteria. Wireless monitoring
and sensors, augmented reality and virtualization, and robotics and automation were
ranked second, third, and fourth, respectively. The calculated results are shown in Table 14.

5. Discussion

The IR 4.0 in the construction industry system focuses on the physical-to-digital
transition and then the digital-to-physical transition to help coordinate, design, and execute
built environment infrastructure more effectively and efficiently [74]. IR 4.0 integrates
organizations, procedures, and information to effectively plan, build, and operate assets
using cyber-physical structures, the internet of things, data, and services to associate the
digital layer, comprising BIM and CDE, with the physical layer, comprising the asset,
over its entire existence in order to establish an integrated environment incorporating
organizations, processes, and information. According to Rastogi, the primary objective of
IR 4.0 in construction is to build a digital construction site that uses various techniques to
track progression during a project’s life cycle. IR 4.0 implementation in construction would
transform not only the construction process, but also the company and project frameworks,
transforming the fragmented construction industry into an integrated one [75]. Although it
is becoming one of the most profitable industries, the construction industry has among the
poorest research and development initiatives. Likewise, employment growth in the AEC
has decreased over time, although it has nearly doubled in other sectors [76]. The function
of human resources in an IR 4.0 world is shifting from machine operator to strategic decision
creator. Robots support humans in dangerous, stressful, and time-consuming tasks, for
which humans must be adequately prepared for successful human–machine interaction.
Since it is a labor-intensive sector, the construction industry has a significant opportunity
to increase productivity through technical advancement (e.g., robot use), particularly for
potentially hazardous human labor. Robots are used in restricted ways in the digital
building platform, such as 3D printing, structuring walls, placing rebar, welding, and
drones [40]. Furthermore, a discussion on IR 4.0 technologies has been presented in detail
in the subsequent sections in light of our findings.

5.1. Robotics and Automation

Robotics and automation offer huge potential to enhance productivity, efficiency, and
manufacturing flexibility throughout the construction industry, including automating the
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fabrication of modular homes and building components off site, robotic welding and mate-
rial handling on building sites, and robot 3D printing of houses and customized structures.
As well as making the industry safer and more cost effective, robots are improving sustain-
ability and reducing environmental impact by enhancing the quality and cutting waste.
With so few construction businesses using automation today, there is a huge potential for
us to transform the industry through robotics [77]. Robots on construction sites can be very
useful during high-risk-oriented activities. They can be operated from distant operating
rooms. This can significantly reduce the on-site safety incidents, and thus the health and
safety of the workers can be considerably ensured.

5.2. Augmented Reality and Virtualisation

Augmented reality (AR) and virtualization have proven their value across multiple
industries and have demonstrated that they can be leveraged beyond the realms of gaming
and entertainment. As such, the AR/VR market is expected to see a 77% compound
annual growth rate (CAGR) from 2019 to 2023. In retail, brands are adopting augmented
reality to enrich the online shopping experience, allowing shoppers to see what an item
(e.g., a piece of furniture or appliance) might look like in their environment [78]. AR
has also been making waves in the construction industry. When leveraged properly,
augmented reality can help you win more projects, collaborate with team members, and
even improve safety [79]. Taking advantage of augmented reality in construction requires a
solid understanding of the technology’s capabilities and technical requirements.

Using augmented reality, designers can place digital models in a real-world setting.
This provides a chance to visualize how a building project’s components will look from
the outside. As a result, a building or construction site that is now unoccupied might
be made to appear to be in use. Before beginning construction, project teams can iden-
tify potential problems and avoid errors by using 3D plans instead of traditional paper
ones [80]. Additionally, project teams can see exactly where ductwork, pipes, columns,
windows, and access points will be installed. It is also simpler to make changes before,
during, and after the project. Unable to physically be on the job site, virtual reality offers
an innovative alternative that places collaborating teams there. By producing an exact
depiction on a computer, virtual reality (VR) simulates an environment. Stakeholders
can study a building’s layout by stepping inside the simulation using a VR head-sets.
This makes it possible for different teams to organize and plan how to carry out the job
successfully and efficiently far in advance of the building project getting underway. Using a
realistic and immersive environment, architects may precisely measure the spacing, layout,
and materials throughout the entire project [81]. Making knowledgeable selections with
confidence is made easier when the project manager can observe a project while it is being
completed without a physical structure being there.

5.3. Building Information Modelling (BIM)

Moreover, the use of various safety technologies on construction sites, such as building
information modelling (BIM), Wireless monitoring and sensors, robotics and automation,
and augmented reality and virtualization have gained strong feedback from civil engineer-
ing practitioners and industrial experts in the field of construction and have significantly
improved the effectiveness of health and safety management [82]. It was apparent that
building information modelling (BIM) was ranked first in being the preferred advanced
technology to be introduced to the construction industry to improve health and safety
performances. Furthermore, it was discovered that combining traditional safety practices
and standards with the use of digital health and safety tools and techniques may help
site managers, supervisors, and coordinators assure the efficiency of their construction
projects. Moreover, worker fatalities and injuries would be significantly reduced. As a
result, investing in cutting-edge technologies shows great potential in improving construc-
tion site safety. Building information modelling (BIM) should be prioritized when it comes
to introducing advanced technologies into the construction industry to improve health and
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safety performances [83]. Research possibilities are discovered on the basis of an evaluation
of the research literature, an analysis of the industrial requirements, and the researcher’s
experiences in the relevant fields [82].

The building sector is still in the early stages of adopting the building information
modelling (BIM) methodology. Throughout every stage of a building’s life cycle, 2D
AutoCAD drawings are still heavily utilized. A significant drive to transfer the entire
process into 3D models is being led by architects. Many pilot programs have shown
significant time and cost reductions for construction projects [84]. Through BIM, planning
the layout of the site, visualizing and simulating construction risks and countermeasures,
making decisions quickly and effectively, taking immediate action to stop the use of
hazardous chemicals and equipment, and monitoring and controlling site safety can be
done effectively. Additionally, it has been noted that automatic safety checking has been
rated as the least advantageous feature, which reflects a lack of knowledge about the true
advantages of adopting BIM [85]. BIM is one of the most acceptable ways for safety checking
with a time- and money-saving quality, and it is applicable for automatic safety checking.

5.4. Wireless Monitoring and Sensors (Cloud Computing)

Construction cloud computing is a developing field that offers several prospects. Even
if this list is not all inclusive, some advantages gained from the deployment of cloud com-
puting technology in the construction industry include financial advantages, on-demand
scalability of computing resources, secure platforms, vast storage, and facilitation of collab-
orative practices [86]. Construction companies are starting to employ cloud computing,
and there are many prospects for them. For SMEs in the sector to use BIM-enabled soft-
ware to digitize their operations, cloud services are essential [87]. Cloud computing can
be very effective in maintaining safe work environments because of integrated systems.
The detection of emergencies and abrupt response can be established with the utilization
of cloud computing tools during the life cycle of any construction project, especially in
difficult terrains and geographic locations.

6. Conclusions

Despite being the heart of any economy, the construction sector may, like the industrial
sector, improve its performance by utilizing IR 4.0 for maintaining a safe work environment.
The goal of this study is to investigate the development of IR 4.0 and digitalization in the
construction sector for improving safety practices. IR 4.0 is being pushed forward by the
creation and adoption of additional technologies that have contributed to its success thus far.
The findings of the current study reaffirm that the construction sector is contributing more
than its fair share by developing and promoting the usage of digital methodologies such as
robotics and automation, augmented reality and virtualization, integrated systems, and
BIM. Moreover, IR 4.0 also brings about some repercussions for the construction sector. The
use of digital techniques in design and construction has evolved significantly over the last
three years and is now the norm for many businesses. The performance gap—a term used
to describe the discrepancy between how building designs are evaluated to demonstrate
conformity in the virtual world and how structures operate in the real world—has become
abundantly obvious. To address this challenge, it will be necessary to reconsider what is
needed to train the next generation for the jobs of the future.

According to the findings of the current study, building information modelling (BIM),
wireless monitoring and sensors, and robotics and automation have advanced substantially
over the recent years, while other technologies such as augmented reality and virtualization
are still being improved and may have an impact on the industry’s long-term viability.
Despite having access to these technologies, the application of IR 4.0 in the construction
industry is still woefully insufficient. Nonetheless, all parties involved must resolve the
issues that arose to assure a successful implementation. The social component has been
recognized as the most important factor influencing effective implementation; nevertheless,
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the other contributing variables show that these aspects are interconnected and should be
addressed at the same time.

The application of IR 4.0 in the construction sector would boost the industry’s perfor-
mance to equal that of its counterparts in other industries, such as the manufacturing and
automotive industries. The use of various safety technologies on construction sites, such
as building information modelling (BIM), wireless monitoring and sensors, robotics and
automation, and augmented reality and virtualization have gained strong feedback from
civil engineering practitioners and industrial experts in the field of construction and have
significantly improved the effectiveness of health and safety management. It was apparent
that building information modelling (BIM) was ranked first, and Wireless monitoring
and sensors second, followed by augmented reality and virtualization, with robotics and
automation being the preferred advanced technology to be introduced into the construction
industry to improve health and safety performances. Furthermore, it was discovered that
combining traditional safety practices and standards with the use of digital health and
safety tools and techniques may help site managers, supervisors, and coordinators assure
the efficiency of their construction projects. Moreover, worker fatalities and injuries would
be significantly reduced. As a result, investing in cutting-edge technologies improves
construction site safety.

The study was limited to the Malaysian construction industry in order to assess its
health and safety performances and identify IR 4.0 advanced technologies that can be used
to improve it. Because this study was limited to the Malaysian construction industry, a
similar study is needed in Southeast Asia to assess the suitability and compatibility of
the advanced technologies being studied. This study can be further extended globally by
having widespread dissemination of the questionnaires, which can provide an in-depth
insight into the subject in other regions that can be contrasted. The comparison will aid
in the development of a unified approach that would result in reforms in the construction
industry all around the world, on the basis of which updated guidelines can be drafted.
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Appendix A. AHP Survey Questions

Appendix A.1. Health and Safety Performances in the Construction Industry

8. How often do you hear about accidents in the construction industry lately?

# Never
# Rarely
# Sometimes
# Often
# Always
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9. How often do accidents happen at project/construction sites during your tenure?

# Never
# Rarely
# Sometimes
# Often
# Always

10. How much do you agree with the statements below?

1 = Strongly disagree
2 = Disagree
3 = Maybe
4 = Agree
5 = Strongly agree

1 2 3 4 5

The health and safety performances of the construction
industry have deteriorated.

# # # # #
Traditional health and safety procedures, methods, and

PPE are not as effective.
# # # # #

More effort should be made in the industry to improve
traditional health and safety technologies.

# # # # #
The replacement of old health and safety methods,

procedures, and PPE is too costly or risky.
# # # # #

Appendix A.2. Advanced Technology Application during the Industrial Revolution 4.0 (IR 4.0)

11. Your knowledge of advanced technologies in the construction industry

# No knowledge
# Very weak
# Weak
# Well
# Very well

12. Have you attended any training or course to better understand advanced indus-
trial technologies?

# Not attended
# Basic level
# Medium level
# High level
# Advanced level

13. Did you or your organization use advanced technologies in any project during
your tenure?

# Never
# Rarely
# Sometimes
# Often
# Always

14. How much do you agree with the statements below?

1 = Strongly disagree
2 = Disagree
3 = Maybe
4 = Agree
5 = Strongly agree
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1 2 3 4 5

VR provides the opportunity to experience situations that you wouldn’t be able to easily construct for training in a
real-life situation.

# # # # #
VR can simulate a construction site module, giving a worker first-hand experience of the job before they even start. # # # # #

With augmented training, you can also introduce the realistic sensations of heights, distractions, stress, and
environmental hazards.

# # # # #
Automation reduces the risk of injury at the operational level by removing workers from dangerous

work procedures.
# # # # #

Safety automation software makes it easy for companies to update safety protocols and create a plan of action in the
case of an emergency.

# # # # #
Robotics can also be used to reduce the need for workers to lift or carry heavy objects. # # # # #

BIM allows you to consider and think about hazards and risks earlier within the design as information is shared
and coordinated among the project team.

# # # # #
Using 4D scheduling and sequencing with site logistics planning can easily help identify traffic considerations and

potential hazards around the site before even breaking ground.
# # # # #

BIM allows doing more prefabrication of materials off site in a safe and controlled environment. # # # # #
Smart sensors can help site managers detect and make accommodations for work as it begins to shift away from

known benchmarks or tolerances.
# # # # #

A sensor embedded in a critical machine lets operators and maintenance personnel identify vibrations, sounds, and
other variables that might indicate that the machine, or even a single part within it, is about to fail.

# # # # #
Sensors can be integrated into a BIM model once a building is up to provide data about the structure. # # # # #

Appendix A.3. Potential of Advanced Technology Application during IR 4.0 to Improve Health and
Safety Performances in the Construction Industry

15. Please select the appropriate level of importance of each criterion for advanced
technologies to be used in the construction industry.

1 2 3 4 5

Cost # # # # #
Innovativeness # # # # #
Interoperability # # # # #

Ecosystem # # # # #

16. On the basis of your analysis, rank these advanced technologies in the order
of which shows the most promise in improving health and safety performances in the
construction industry.

1 = first
2 = second
3 = third
4 = fourth

1 2 3 4

Robotics and automation # # # #
Building information modelling (BIM) # # # #
Augmented reality and virtualisation # # # #

Wireless monitoring and sensors # # # #

17. How much do you agree with the statements below?

1 = Strongly disagree
2 = Disagree
3 = Maybe
4 = Agree
5 = Strongly agree
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1 2 3 4 5

AR typically respond faster to emergencies by providing real-time monitoring. # # # # #
AR can be used to overlay the digital model on the as-built structure in real time, making it possible to identify any

discrepancies that could pose a threat to worker safety.
# # # # #

AR can also provide accurate in-person measurements of physical spaces to make sure everything can fit where it is
supposed to be, and changes can be made before mistakes happen.

# # # # #
Automated systems typically respond faster to emergencies by providing real-time monitoring. Situations that had

previously been perceived as unavoidable can be taken care of before they even occur.
# # # # #

Robotics reduces workers’ exposure to mechanical hazards that pose a significant risk of injury or death. # # # # #
Exoskeleton robots can reduce the need for workers to perform repetitive motion tasks, which often lead to

musculoskeletal disorders (MSDs).
# # # # #

BIM can focus on each task so workers can better identify the risks; prepare for the work at hand; and, therefore,
complete the task more efficiently and safely.

# # # # #
The ability to communicate information visually can break down any language barriers, aid understanding, and

reduce accidents.
# # # # #

Using tracking and sensing technology, working fatalities and injuries relating to being struck by moving
construction vehicles can be dramatically reduced.

# # # # #
Smart sensors deliver tremendous value because they can wirelessly deliver real-time updates on project status; the

location of vehicles, deliveries, and assets; or the condition of various features as they’re built.
# # # # #

Smart sensors can track and monitor the condition of personnel much more easily, read their vitals, and ensure that
any emergencies are brought to the attention of all invested parties immediately.

# # # # #
Adding sensing technology could lower insurance premiums since many insurance companies provide discounts if

companies engage in activities aimed at reducing workplace injuries and accidents.
# # # # #
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Abstract: This work explores the process of predicting energy consumption in smart buildings based
on the consumption of devices and appliances. Particularly, this work studies the process of data
analysis and generation of prediction models of energy consumption in Smart Buildings. Specifically,
this article defines a feature engineering approach to analyze the energy consumption variables of
buildings. Thus, it presents a detailed analysis of the process to build prediction models based on time
series, using real energy consumption data. According to this approach, the relationships between
variables are analyzed, thanks to techniques such as Pearson and Spearman correlations and Multiple
Linear Regression models. From the results obtained with these, an extraction of characteristics
is carried out with the Principal Component Analysis (PCA) technique. On the other hand, the
relationship of each variable with itself over time is analyzed, with techniques such as autocorrelation
(simple and partial), and Autoregressive Integrated Moving Average (ARIMA) models, which help to
determine the time window to generate prediction models. Finally, prediction models are generated
using the Long Short-Term Memory (LSTM) neural network technique, taking into account that we
are working with time series. This technique is useful for generating predictive models due to its
architecture and long-term memory, which allow it to handle time series very well. The generation of
prediction models is organized into three groups, differentiated by the variables that are considered
as descriptors in each of them. Evaluation metrics, RMSE, MAPE, and R2 are used. Finally, the results
of LSTM are compared with other techniques in different datasets.

Keywords: forecasting models; energy consumption; smart buildings; machine learning; time series;
LSTM technique

1. Introduction

This section discusses the need for energy consumption forecasting models in the
context of building energy management systems. In addition, the novelty and contributions
of this research are presented.

1.1. Motivation

One of the main current challenges is the efficient consumption of energy due to
economic and environmental reasons, among others. The massive energy consumption
entails more economic expenses, impact on the environment, etc. However, thanks to
the evolution of technology, it is possible to develop smart energy management systems
(SEMSs) that efficiently save energy, without degrading user comfort. In this context, the
application of soft computing techniques is necessary.

On the other hand, the building sector consumes more energy than the industry and
transportation sectors, which is due mainly to Heating, Ventilation, and Air Conditioning
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(HVAC) systems, appliances/devices, and lighting [1,2]. Particularly, it is interesting to
analyze the appliances/devices consumption in the context of a SEMS for several reasons,
e.g., to minimize the utilization of the energy when the prices are excessive to guarantee
the comfort to the users, or to have a sustainable rate of consumption considering the
environment.

A smart building is a dynamic system where technology is used to improve its func-
tioning, considering hundreds of elements, such as its HVAC system, appliances and
devices, etc. In this context, SEMS must seek energy efficiency, implementing energy
management tasks, such as monitoring of energy supply, predicting energy consumption,
and anomaly detecting of energy use, among others.

Thus, among the possible reasons to analyze the energy consumption in smart build-
ings are the following: to determine the electrical load; to detect anomalies in consumption;
to estimate energy consumption; to define load profiles using consumption behavior; and
to classify the consumers, among others. In this way, to reach optimal management of
energy consumption in a smart building, it is necessary to study the consumption, which is
precisely the scope of this paper. Thereby, possible energy problems can be detected and
solved. At the same time, around a smart grid, the energy is intermittent, distributed, mo-
bile, and able to be stored. For example, renewable energy resources (RES) are characterized
by their variability and intermittency, which make the prediction of the generated energy
complex [1,2]. These attributes make the implementation of SEMSs more challenging,
because more flexibility and stability is needed to secure its normal operation in a building,
for which efficient energy consumption forecasting models are required. SEMSs today do
not consider these aspects for this highly complex and rapidly changing scenario.

On the other hand, Artificial Intelligence (AI) can build useful knowledge of factors
such as the prediction of energy consumption and the prediction of occupancy behavior,
among others. AI techniques are already being used in the SEMSs, such as tasks of
modeling, learning, and reasoning, among others. The motivation of this work is to analyze
the behavior of the energy consumption data of the devices and electrical appliances in a
building, in order to build models that allow prediction of their behavior.

1.2. Background

In the literature, there are some works similar to this work. For example, Rodriguez-
Mier et al. [3] proposed a knowledge model to define predictive models of energy consump-
tion for smart buildings, and a multi-step prediction model based on a hybrid genetic-fuzzy
system, which includes a feature selection method. The authors use a database that stores
two types of signals: synchronous signals that record at a constant rate of 10 s (e.g., tem-
perature, sensors, etc.) and asynchronous signals that record when a value changes (e.g.,
the indoor temperatures, error signals, etc.). In addition, they collect the humidity, solar
radiation power, and pressure. Garcia et al. [4] present a comparative study of different
forecasting strategies of the energy consumption of smart buildings. Particularly, they
determine that strategies based on Machine Learning (ML) approaches are more suitable.
Alduailij et al. [5] analyze several statistical and ML techniques to predict energy con-
sumption for five different building types. They especially predict the peak demand that
serves to achieve energy efficiency. Hernández et al. [6] present an energy consumption
forecasting strategy that allows hourly day-ahead predictions using several ML techniques.
Then, they define an ensemble model using the mean of the prediction values of the top
five models. In addition, Hernández et al. [7] present a review of energy consumption
forecasting for improving energy efficiency in smart buildings. They analyze different
forecasting methods in nonresidential and residential buildings in terms of forecasting
methods, forecasting objectives, input variables, and prediction horizon.

Moreno et al. [8] define predictive models of energy consumption and save energy for
buildings based on the Radial Basis Function (RBF) technique. Nabavi et al. [9] propose
a Deep Learning (DL) method that uses a discrete wavelet transformation and the long
short-term memory method to forecast building energy demand and energy supply. These
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methods consider several factors, such as energy consumption patterns in buildings, elec-
tricity price, availability of renewable energy sources, and uncertainty in climatic factors.
Somu et al. [10] present an energy consumption forecasting model which employs LSTM.
The hyperparameter optimization process (learning rate, number of layers, momentum, and
weight decay) of the LSTM was optimized using the sine–cosine optimization algorithm.

On the other hand, Le et al. [11] develop a framework for multiple energy consumption
forecasting of a smart building based on the use of the Transfer Learning concept. Hadri
et al. [12] implement different energy consumption forecasting approaches of appliances
by integrating the occupancy and the context-driven control information of buildings. In
addition, Gonzalez-Vidal et al. [13] defined a methodology to transform the multivariate
time-dependent series to be used by ML algorithms for energy forecasting. Then, González-
Vidal et al. [14] proposed ML and grey-box approaches to predict energy consumption
based on the physics of the building’s heat transfer. Sulo et al. [15] analyzed the ways to
improve the efficiency of the energy used by buildings using an LSTM model to predict the
energy consumption of the buildings on the campuses of the City University of New York.

In other contexts, Aliberti et al. [16] proposed a predictive model to estimate the
indoor air temperature in individual rooms with a prediction window of up to three hours,
and for the whole building with a prediction window of four hours. In addition, Lawadi
et al. [17] compared several ML algorithms to estimate the indoor temperature in a building,
which were evaluated using different metrics, such as accuracy and robustness to weather
changes. Siddiqui et al. [18] introduced a DL approach to recommend consumption patterns
for the appliances based on Term Frequency–Inverse Document Frequency (TF-IDF) to
quantify the energy tags. The aim of the work of Bhatt et al. [19] was to forecast the cost
of energy consumption in smart buildings. They proposed a balanced DL algorithm that
considers three constraints to solve the price management problem and high-level energy
consumption in HVAC systems [20]. Bourhnane et al. [21] used Artificial Neural Networks
(ANN) along with Genetic Algorithms (GA) to define an approach for energy consumption
prediction and scheduling.

The motivation of the work of Hadri et al. [22] was to determine the forecasting
quality and the computational time of the XGBOOST, LSTM, and SARIMA algorithms
in the context of forecasting energy consumption. Khan et al. [23] proposed a short-term
electric consumption forecasting model based on spatial and temporal ensemble forecasting.
The ensemble forecasting model consists of a K-means algorithm to determine energy
consumption profiles, and two deep learning models, LSTM and Gated Recurrent Unit
(GRU). The model forecasts the energy consumption at three spatial scales (apartment,
building, and floor level) for hourly, daily, and weekly forecasting horizons. The work
of Keytingan et al. [24] proposed predictive models for energy consumption based on
a Support Vector Machine, Artificial Neural Networks, and K-Nearest Neighbour using
real-life data of a commercial building from Malaysia. The goal of the work of Son et al. [25]
was to study adaptive energy consumption forecasting models in order to follow the
dynamics of buildings. They consider active and passive change detection methods, which
are integrated into the decision tree and deep learning models. The results showed that
constant retraining, in some cases, is not good in performance. Moon et al. [26] proposed an
online learning approach to enable fast learning of building energy consumption patterns
for unseen data. In addition, Pinto et al. [27] presented three ensemble learning models
(XGBOOST, random forests, and an adaptation of Adaboost) for energy consumption
forecasting an hour ahead, using real data from an office building. Finally, the work of
Somu et al. [28] described a deep learning framework based on CNN (Convolutional Neural
Networks)-LSTM to provide building energy consumption forecasts. CNN-LSTM uses
K-means to determine the energy consumption pattern/trend, CNN to extract features
about energy consumption, and LSTM to handle long-term dependencies.

In summary, the vast majority of recent works have been dedicated to carrying out
comparative studies of different building energy consumption forecasting strategies based
on statistical and ML techniques for different types of buildings (residential, office, among
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others), using specific datasets [4–8,16–19,22,24,27]. In some of these comparisons, specific
aspects have been analyzed, such as occupation [12], how to follow the dynamics of energy
consumption [25], or the use of online learning approaches to follow the consumption
pattern in real time [26]. On the other hand, some works analyzed the relationships of
temporal dependencies in the time series in order to forecast the energy demand and/or the
energy supply of the building [9,10,14,23], and in some cases, use the LSTM model [15,28]
or feature selection methods [3,28] to predict energy consumption in buildings. Other
works have studied the Transfer Learning concept in the context of forecasting the energy
consumption of intelligent buildings [11], or have combined it with other techniques to
consider the prediction and programming of energy consumption [20].

In conclusion, there are many works on the prediction of energy consumption in
smart buildings, but none of them propose a scheme to carry out an exhaustive feature
engineering process to analyze the variables, their dependencies, and their transformations,
which allows improvement of the prediction of the forecasting models. Specifically, the
great gap in the previous works is that they do not propose strategies to analyze the implicit
temporal relationships in the time series that describe the pattern of energy consumption,
which affects/degrades the ML and the statistical algorithms used to build the models of
forecasting of energy consumption.

1.3. Novelty and Our Contribution

This work studies the process of data analysis and generation of prediction models
of energy consumption in smart buildings. The focus of this paper is to estimate energy
consumption in smart buildings based on the consumption of the appliances and devices
in them. Therefore, thanks to the data collected in smart buildings, the study is carried out
on this energy consumption as a function of time, in order to obtain a model capable of
estimating total consumption, knowing the consumption of the devices and appliances
in the building. The reason for working with time series is that energy consumption can
be labeled by times of the year, days of the week, or even hours on the same day. For
example, at Christmas, there may be a greater consumption of Christmas lights, and in
holiday months, the consumption may be lower if we are traveling. The research question
is whether the prediction of energy consumption in a building depends on an exhaustive
analysis of time series that describe its behavior, which would imply carrying out a specific
feature engineering process for that context.

This work carries out an analysis of these variables and their relationships, thanks to
techniques such as the Pearson and Spearman correlations, and Multiple Linear Regression
models. With the results obtained, the fusion and extraction of characteristics are carried
out with the Principal Component Analysis (PCA) technique. On the other hand, the
relationship of each variable with itself over time is analyzed, using techniques such as
autocorrelation (simple and partial) and ARIMA models. Finally, several forecasting models
are generated with LSTM. We start from the hypothesis that LSTM is an excellent technique
for treating time series [29,30], so we have chosen this technique to analyze the results of
our feature engineering process. With these results, the generation of prediction models is
organized into three groups. The first group consists of prediction models in which only
the first Principal Component (PC1) is taken into account. The second group includes PC2.
The last group uses the original variables. These groups of models are evaluated using
the following metrics: Root Mean Square Error (RMSE), Mean Absolute Percentage Error
(MAPE), and R2. Thus, the main contribution of this article is the definition of a feature
engineering methodological approach to analyze the energy consumption variables of
buildings. Other specific contributions derived from that contribution are:

• The definition of the phases to study the time series that define energy consumption
in buildings;

• The definition of the analysis process of the dependency relations between the vari-
ables, especially the temporal ones;
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• The definition of the analysis process of the dimensions in the dataset to determine
the fusion and extraction of characteristics.

• The utilization of this approach for the definition of forecast models based on time series.

The remainder of this work is organized as follows. A preliminary theoretical frame-
work is described in Section 2. The analysis of the energy forecasting problem is reported
in Section 3 based on two aspects. It begins by defining our feature engineering approach
for energy consumption time series, then describes its detailed application in a case study,
and finally builds a forecast model using LSTM from the results obtained with it. Section 4
presents a comparison of LSTM with other machine learning techniques in different time
series on building energy consumption, using our feature engineering approach to define
the forecast model. Finally, a discussion about future directions in this domain is pointed
out in Section 5.

2. Theoretical Framework

In this section, we formalize the problem of energy consumption forecasting in smart
buildings and present the ML technique used for the forecasting task.

2.1. The Energy Consumption Forecasting Problem

Particularly, the energy consumed by the ‘n’ elements in a building (e.g., an HVAC
system, an electrical appliance) has a timestamp t, recorded by the sensors deployed in the
building, and can be described as [10]:

Xt = {x1t, x1t, . . . , x1nt }

where xit is the energy consumption captured by the ith sensor at tth timestamp, and n is
the number of sensors. Normally, the data-driven forecasting models use a window-based
approach for forecasting, defined by two variables, the input window (Iw) and the forecast
window (Fw) sizes. Thus, the total number of inputs and forecasts is defined in [10] as
k = (Sn − Iw − a)/Fw, where a is the forecast interval and Sn is the total number of samples.

Subsequently, the input (SI) of size Iw is SI = {Xt, Xt+1, . . . , Xt+k}. Similarly, the forecast
(SF) of size Fw is {SF = {̂Xt,X̂t+1, . . . , X̂t+k}.

Therefore, a non-linear approximation function (f ) can be defined as SF = f (SI). Hence,
for a given time window (Iw), the model (f ) learns to forecast their values for the time win-
dow (Fw) with minimal forecast error between the actual and forecasted energy consumption
value of the sensors at each timestamp. The input window and forecast window sizes
can be adjusted according to the forecast problem (long-term, mid-term, and short-term
memory).

2.2. Long Short-Term Memory (LSTM) Technique

Long Short-Term Memory (LSTM) technique is a type of Recurrent Neural Network
(RNN). The RNNs [30], unlike traditional neural networks, are capable of processing data
sequences, that is, data that need to be interpreted together in a specific order to have
meaning. This is possible thanks to the fact that the RNNs have an architecture that allows
them, at each instant of time, to receive the input corresponding to that instant, in addition
to the value of the activation in the previous instant. These previous instants of time
allow a certain “memory”, since they retain the information from previous steps. Thus,
they have a memory cell that preserves the state over time. In addition, the RNNs apply
backpropagation through time (BPTT).

However, the “memory” of traditional RRNs is a short-term memory, since, as the
information is transmitted through time, the effect of the state of an instant will be very
small at a very distant instant. Given this drawback, the LSTM [29,30] emerged. These
networks are capable of maintaining information both in the short and long term, thanks to
the incorporation of the cell state (c). The cell state c encodes the information of the inputs
(relevant info) that have been observed up to that step. This cell state is updated according
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to the current state of the cell, the output at time t−1, the input at time t, and a series of
gates that are responsible for processing this information. The gates are the following:

A forget gate that, receiving input x at time t and output h at time t−1, decides what
information will be discarded; that is, it will not be part of the state for that instant.

An update gate (or input gate) that determines what information in the cell state c to
update from the input x at time t and the output h at time t−1.

An output gate, which will generate the output h for the instant t from the information
in the cell state c. However, not all of the information from the cell state is dumped in
the output; instead, a selection is made of the information of the cell state that has been
considered important to use at the next time.

Figure 1 shows the architecture of an LSTM network, with each of the parts explained
above [29,30].
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In this way, the behavior of an LSTM neural network tries to replicate human learning.
To process information that requires long-term memory, we do not keep all the data, but
only the most relevant, which will be useful to understand what we are dealing with. This
ability of LSTM networks to retain information in the long term, makes this type of network
the ideal option to create the prediction models in our work. This is because the time
series of energy consumption are correlated with values in past time intervals, which can
be days, but can also be weeks, months, or years. For example, in the context of energy
consumption of devices, the following case may occur: if we want to predict the total
consumption on Mondays, the forget gate will be in charge of discarding the information
on the consumption of the devices of the last Wednesday, because it is not relevant. On the
other hand, the update gate will add data on the consumption of the devices for Mondays,
since this information is useful for predicting the total consumption of that day. In this way,
the output gate could determine the total consumption for Monday by combining the input
data with the selected data from the cell state, such as the consumption of last Monday.

3. Analysis of the Energy Consumption Forecasting Problem

This section presents a deep analysis of the Energy Consumption Forecasting Problem.
It is divided into three subsections. The first carries out a feature engineering process to
obtain the variables to be used in the predictive models. This process analyzes the variables
of the dataset to determine their quality, their correlations and autocorrelations, and the
selection and fusion of variables, among other things. The next subsection describes the gen-
eration of energy consumption prediction models using the LSTM technique. Particularly,
an initial general predictive model is generated, from which three groups of models are
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created according to the descriptive variables selected by the feature engineering process.
In the third subsection, a comparison is made between the models of each group.

3.1. Analysis of the Variables (Feature Engineering Process)

This section presents the feature engineering process proposed in this work to analyze
the energy consumption in smart buildings (see Figure 2).
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Figure 2. Feature Engineering Process for Energy Datasets of Smart Buildings.

Figure 2 shows that there are 3 major processes: (i) analysis of the correlations between
the variables; (ii) analysis of regressive models; (iii) analysis of the dimensions. In the first
case, the different types of correlations, linear or not (Pearson and Spearman, among others),
between the variables and with the target variable (in our case, the energy consumption) are
analyzed. In particular, the variables that are not correlated with the objective variable to be
estimated are eliminated, or one of the variables that has a high correlation between them
is chosen in order to avoid the collinearity problem. Regarding the second case, since it is
a forecast model, its different forms are analyzed by studying the possible combinations
between the variable of interest and all of the predictor variables (multiple regression
model), or the regression of the variable against itself (autoregression or ARIMA models,
among others). Finally, the last phase creates an analysis of the dimensions/characteristics
in the dataset to determine if they can be reduced (Principal Component Analysis) or
extract information of interest (Independent Component Analysis), among other possible
studies.

Next, in this section, we explain this feature engineering process in detail for a dataset
about the energy consumption in a building. The dataset used is Raw_Data.csv [31], which
is a time-series of the energy consumption of the Research Support Facility (RSF) building
of the United States National Renewable Energy Laboratory. It has 34 attributes, some of
which are:

• Date: represents the date each sample is taken, with the format: YYYY: MM: DD.
• Month: represents the month in which each sample is taken (integer).
• Day: represents the day of the week (Sunday–Monday) on which each sample is taken

(string).
• Time: represents the time of day at which the sample is taken, with the format hh:

mm (time).
• Hour and Minute: represent the hour and minute of the sample collection, respectively

(integer).
• Skyspark: represents the total energy consumption for each observation, in kilowatts

(kW). This will be the target or dependent variable.
• AV.Controller, Coffee.Maker, Copier, Office Computer, Lamp, Laptop, Microwave,

Monitor, Phone.Charger, Printer, Projector, Toaster.Oven, TV, Video.Conference.Camera,
Water.Boiler, Conference.Podium, Auto.Door.Opener, Treadmill, Refrigerator, Central-
Monitoring-Station, TVs, etc. represent the energy consumption of each device in each
observation (kilowatts (kW)). These will be our descriptive or independent variables.

This data set has 26,496 observations, collected every 5 min, from 1 October 2019 at
00:00 to 31 December 2019 at 23:55. Additionally, the variables Month, Day, Hour, and
Minute are not necessary to keep them, since this information is condensed in the variable
Date_Time. This variable will be set as the index (timestamp). It can also be observed that
some columns do not provide information, since all their values are 0 (e.g., the variables
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Conference.Podium, Central.Monitoring.Station, and Auto.Door.Opener, among others).
Therefore, they are eliminated.

3.1.1. Analysis Using Pearson’s Correlation

In order to analyze the existence of linear relationships, the Pearson correlation coeffi-
cients between each pair of variables are used. Figure 3 shows these results.
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According to the literature, Pearson correlations between variables less than 0.2 indi-
cate that there is little relationship between them, while correlations greater than 0.8 indicate
that there are high correlations between them [3,13,32]. In Figure 2, the Pearson correlation
coefficients between the Skyspark variable and the following descriptor variables are less
than 0.2: AV.Controller: 0.07, Coffee.Maker: 0.15, Desktop.Server: 0.07, Headset: −0.01,
Phone.Charger: 0.19, Toaster.Oven: 0.07, Video.Conference.Camera: 0.19. This means that
these variables are very poorly correlated with the target variable. They do not provide
relevant information for the generation of a predictive model of the Skyspark variable.
Therefore, they can be deleted.

On the other hand, the following pairs of variables have a coefficient greater than 0.8:
Skyspark–Laptop: 0.82, Skyspark–Monitor: 0.86 and Laptop–Monitor: 0.92. The descriptor
variables Laptop and Monitor are highly correlated with each other. Furthermore, these
same variables are, in turn, highly correlated with the target variable. This can negatively
affect the modeling, so it will be analyzed later.

3.1.2. Analysis Using Spearman’s Correlation

In addition to analyzing the linear relationships between the variables, it is necessary
to analyze the non-linear relationships. Thus, the Spearman correlation coefficients are
determined (see Figure 4).

The most significant correlations are between the following variables: Laptop–Monitor:
0.79, Coffee.Maker–Microwave: 0.67, Microwave–Water.Boiler: 0.65. In this case, it is ob-
served that there is a non-linear correlation between two pairs of variables that were not
linearly related (Coffee.Maker–Microwave and Microwave–Water.Boiler). However, a high
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coefficient is also obtained for the Laptop and Monitor variables, thus confirming that
these two variables are mutually correlated. Furthermore, the variables that had a weak
linear correlation with the target variable (Skyspark) also have a weak non-linear correla-
tion (AV.Controller, Coffee.Maker, Desktop.Server, Headset, Microwave, Phone.Charger,
Toaster.Oven, Video.Conference.Camera, and Water.Boiler). The variables that are not cor-
related with Skyspark can be eliminated. On the other hand, for the descriptive variables
that are highly correlated with each other (Laptop and Monitor), there are two options.
The first one consists of selecting one of the variables, thus eliminating the redundant
information that this correlation supposes. The second option consists of carrying out an
extraction/fusion of characteristics, so that we obtain new variables, which have informa-
tion about each of the original variables, without being correlated between them. In order
to do this, we apply a Principal Component Analysis (PCA).
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3.1.3. Analysis Using Multiple Linear Regression

Another technique used to analyze linear relationships between variables is the gen-
eration of Multiple Linear Regression models. In this case, we generate a model for each
descriptor variable in order to detect possible collinearities. That is, for each descriptor
variable, there is a model in which it is the dependent variable and the other descriptor
variables are independent variables. Table 1 shows R2 and the p-value for each model
generated.
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Table 1. Multiple Linear Regression Models.

Model R2 p-Value

AV.Controller 0.019 2.99 × 1099

Coffee.Maker 0.020 3.62 × 10106

Copier 0.230 0.00

Desktop.Server 0.031 8.48 × 10174

Headset 0.031 1.69 × 10173

Lamp 0.205 0.00

Laptop 0.848 0.00

Microwave 0.132 0.00

Monitor 0.867 0.00

Phone.Charger 0.063 0.00

Printer 0.297 0.00

Projector 0.214 0.00

Toaster.Oven 0.010 2.90 × 1050

TV 0.262 0.00

Video.Conference.Camera 0.036 8.81 × 10199

Water.Boiler 0.086 0.00

Table 1 shows that there are two models with a very high R2 (for the variables Laptop
and Monitor), with a value of 0.848 and 0.867, respectively. In addition, the p-value for
these models is less than 0.05. These results indicate that these variables have a fairly
strong linear relationship with at least one of the other descriptor variables. This coincides
with the results of Pearson’s correlation, where it was seen that a linear relationship exists
between these two variables.

3.1.4. Autocorrelation Analysis

The autocorrelation determines how many previous instants of time affect the energy
consumption of a given observation. This number, known as time delay or lag, is required
by the LSTM technique. Simple autocorrelation and partial autocorrelation of the target
variable (Skyspark) are shown in Figure 5. The x-axis represents the lags, and the y-axis
represents the autocorrelation value.
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According to the simple autocorrelation (Figure 5a), the limit of the confidence interval
of 0.05 is at lag 90. This means that the first 90 lags are statistically significant and, therefore,
directly or indirectly influence the energy consumption values for each observation. On
the other hand, the partial autocorrelation indicates that only seven lags are statistically
significant (Figure 5b). That is, only six previous instants produce a direct effect on the
values of a given observation. However, the utility of simple and partial correlations is that
they are used to obtain ARIMA models. This is because the delay obtained from the simple
autocorrelation corresponds to the parameter q of the ARIMA models, while the delay
obtained from the partial autocorrelation corresponds to the parameter p (see Section 3.1.6
where there is an introduction to ARIMA models).

In this way, from an initial model created with these values, new models can be
adjusted to find the most accurate one. With this last adjusted model, the time window
to be used in our LSTM models will be established later. For example, the ARIMA model
which starts the fit would be ARIMA (90, 0, 6). The parameter d is 0 because the time series
in the Skyspark variable is non-stationary; that is, there is a trend or seasonality. This is
shown in Figure 6, where there is a representation of the values of the Skyspark variable
over time (first Figure), and their decomposition into trend, seasonality, and residuals,
respectively.
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3.1.5. Principal Component Analysis (PCA)

This technique can reduce the dimensionality of the time-series, so that in each Princi-
pal Component (PC), we have a degree of information about each of the variables. Note
that the PCs are not correlated between them. After normalizing the values of the dataset,
PCA is applied to the selected descriptor variables (Copier, Lamp, Laptop, Monitor, Printer,
Projector, and TV). Figure 7 shows the PCs calculated from these variables.
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Figure 8 shows how much information about each variable is contained in each PC.
In addition, the sign indicates whether the relationship between the component and the
variable is direct or inverse.
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For example, this means that PC1 is calculated as:

PC1 = 0.318164 ∗ Copier + 0.298390 ∗ Lamp + 0.486168 ∗ Laptop + 0.499520 ∗Monitor + 0.350511
∗Printer + 0.309250 ∗ Projector + 0.324595 ∗ Tp

The other components are calculated analogously.
On the other hand, the PCs are arranged in descending order according to their

eigenvalues (that is, those that best explain the variability of the dataset are first). This is
shown in Table 2, where it can be seen that PC1 has an explained variability of 3.417665,
much higher than the following components.

Table 2. Explained variability of each PC.

PC1 PC2 PC3 PC4 PC5 PC6 PC7

3.4175 0.8202 0.7896 0.7264 0.6735 0.4923 0.0804
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However, to get a better idea of the proportion of explained variability of each compo-
nent, the ratios of explained variability are analyzed. This is more intuitive information
to select the PCs. Table 3 shows the accumulated explained variability ratios. One way to
choose the components is to select those that reach a certain threshold. In this case, for a
threshold of 98% of explained variability, the first 6 PCs can be selected, since they explain
98.85% of the variability.

Table 3. Cumulative Explained Variability Ratios.

PC1 PC2 PC3 PC4 PC5 PC6 PC7

0.4882 0.6053 0.7181 0.8219 0.9181 0.9885 1.0

Another option for selecting the number of PCs is to use the elbow method. In order
to do this, the variability ratios explained by each component are graphically displayed,
and the PC from which the curve flattens is identified, since the following components do
not include relevant information on the initial variables. Figure 9 shows these ratios. It can
be seen that the value drops considerably in PC2, confirming that PC1 explains much of
the total variability.
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Figure 9. Explained variability ratios by each PC.

Based on the above analysis, different numbers of PCs can be used. The former
provides the greatest amount of information according to Table 3 and Figure 9, but up to
PC6, there is an important accumulation of information. After this analysis, it is decided
that the first six PCs be considered for further analysis.

Now, it is possible to determine the time window to generate the prediction models. In
order to do this, the autocorrelations and the ARIMA models are used, both for the target
variable and for each component.

3.1.6. Analysis Using ARIMA Models

ARIMA models are an approach to time series forecasting which seeks to describe the
autocorrelations in the data. The AR in ARIMA indicates an autoregression model, i.e.,
it forecasts the variable of interest using a linear combination of past (i.e., prior) values
of the variable. The MA in ARIMA indicates a moving average model, i.e., it uses past
forecast errors in a regression model (the regression error is a linear combination of errors
in the past). Finally, the I in ARIMA indicates that the data values have been replaced with

149



Sustainability 2022, 14, 13358

the differences between consecutive observations (the difference between their values and
their previous values). Thus, an ARIMA model is defined as ARIMA (p,d,q), where p is the
order of the autoregressive model, d is the degree of differencing involved, and q is the
order of the moving average model:

y′t = c + α1y′t−1 + . . . + αpy′t−p + εt−1 + β1εt−1 + . . . + βqεt−q

where y′t is the differenced series, c is a constant, αi are the parameters of the autoregressive
model, βi are the parameters of the moving average model, and εi are error terms. Thus,
the purpose of an ARIMA model with these features is to make the model fit the data as
well as possible.

In this section, the ARIMA models for each variable are generated automatically.
Before applying this, it is guaranteed that each variable is non-stationary. In the previous
section, this has been performed visually through the trend and seasonality figures, but to
perform it systematically, we use the Dickey–Fuller test.

Starting with the target variable (Skyspark), the Dickey–Fuller test returns a p-value of
0.01. This value is below the threshold of statistical significance of 0.05, which indicates
that the series is, in effect, non-stationary. Once the non-stationarity has been verified,
the ARIMA model for Skyspark is obtained. The model obtained has a value of 5 as a
parameter p and a value of 1 as a parameter q. Similarly, this process is repeated for the
other PCs. However, it will not be applied to the six components selected, but only to
those that are more correlated with Skyspark and have a high variability ratio/explained
variability. These components are PC1 and PC2, as is shown in Figure 10 using the Pearson
correlation, Table 2, and Figure 9.
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Figure 10. Pearson’s Correlation of the PCs.

The Dickey–Fuller test indicates that the time series in both components is stationary.
After this, it is possible to obtain their respective ARIMA models. For PC1, the parameter
p has a value of 5 and q of 0, while for PC2, the parameter p has a value of 5 and q has a
value of 1. Table 4 shows the p and q values of the adjusted models for each variable.

Table 4. Parameters p and q of the ARIMA models.

Model p q

Skyspark 5 1

PC1 5 0

PC2 5 1

3.2. Generation and Evaluation of the Forecasting Models Using LSTM

For the modeling phase, it has been decided that LSTM neural networks would be
used due to their advantages. In order to accomplish this, it is necessary to determine the
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time intervals to be used for the predictions. According to the feature engineering process
results, it was decided that three groups of models be formed.

The first group consists of prediction models, in which only PC1 is used, since it is the
variable most correlated with the target variable. The second group includes, in addition
to PC1, PC2, because it is the second-most correlated variable with Skyspark. Finally, in
the third group, the Skyspark estimation is carried out from the original variables after the
feature engineering process, in order to determine if the extraction/fusion of characteristics
has provided any advantage.

Given that, for the three variables, a value of 5 was obtained as the parameter p of the
ARIMA models, this being greater than the value of the parameter q in the three cases, the
three groups of models were tested with lags of t−5. The modeling process follows the
following steps:

First, the values are normalized and the predictor variables are separated from the
target variable. LSTM neural networks require that the input dataset be a three-dimensional
array: number of observations, number of time intervals, and number of variables. In
this way, for each observation, there is an array for each time interval to take into account,
including the current instant and the established delays.

Once the dataset has been prepared according to the time window, it is necessary to
divide the total observations into training data (70%) and test data (30%).

The predictive models are generated with the training data. The number of neurons
and epochs are adjusted according to the results. As the loss function, the Least Squared
Errors metric is used.

The quality of each model is determined using RMSE, MAPE, and R2 metrics.
Before creating the three groups of models, it is decided that an initial prediction

model be generated using the variables selected by the feature engineering process before
reaching the dimension analysis process, which will serve as a starting point to adjust both
the number of neurons and epochs in the following groups of models. In order to produce
this first model, the established time window is related to the number of neurons and
training epochs of the LSTM network. Therefore, the model is generated with a network
composed of five neurons in the hidden layer and trained in five epochs. Figure 11 shows
the loss function for the training and test datasets. It can be seen that the values for the test
dataset do not reach the values of the training dataset, remaining higher at all points.
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On the other hand, the prediction quality metrics are not optimal enough. Regarding
the errors obtained, RMSE is 0.10, MAPE is 0.17, and R2 is 0.40. Given these inaccurate
results, it was decided that a greater number of neurons and training periods be tested in
each of the groups, with the aim of obtaining better prediction models.

3.2.1. Group 1: PC1 and Skyspark

After a process of hyperparameterization of the LSTM for the number of neurons and
training epochs, the best model was with 100 neurons and 100 training epochs. Figure 12
shows that the loss function for the test data reaches the loss values of the training data
before epoch 20. Thereafter, it undergoes small fluctuations, but these fluctuations gradually
disappear. The quality metrics are: RMSE is 0.07, MAPE is 0.10, and R2 is 0.74.
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3.2.2. Model Group 2: PC1, PC2 and Skyspark

In a similar way to the first group, after an hyperparameterization process for the
number of neurons and training periods, the best model was for 50 neurons and 100 training
epochs. In this case, the loss function of the test data set reaches the values of the training
data set shortly after epoch 20, as seen in Figure 13. Although small variations occur from
that point, the function tends eventually to stabilize. Regarding the quality metrics, RMSE
is 0.07, MAPE is 0.11, and R2 is 0.72.
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3.2.3. Model Group 3: Original Variables and Skyspark

Unlike the previous groups, these models are not generated with the PCs as input
data. Instead, the input data set for the models in this group corresponds to the original
variables before applying PCA, determined by our feature engineering process.

In this case, after the hyperparameterization process, the best LSTM model was with
50 neurons and 100 epochs. In this case, the loss function for the test data set appears stable,
descending until reaching the loss values of the training data set around epoch 20 (see
Figure 14). Regarding the prediction quality metrics, RMSE is 0.07, MAPE is 0.12, and R2

is 0.74.
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3.3. Comparison of the Forecasting Models of Each Group

According to [21,22], the relevant LSTM hyperparameters to be optimized are the
number of neurons and epochs (number of times each training example is passed through
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the network). In the previous subsections, we have optimized them for each different set of
input data. In this section, we compare the best LSTMs obtained for each input dataset.

Comparing the results of the groups, we can see they are very similar. In some cases,
the errors or precision are better or worse. In addition, the optimal number of neurons
and training epochs is very variable in each group. Starting from the best models obtained
in each group, summarized in Table 5, we make a comparison between them. In the first
group, better results were obtained with a model of 100 neurons and 100 training periods,
while in the second group, the best results were obtained with a model of 50 neurons and
100 training periods.

According to the results, the inclusion of PC2 as a descriptive variable does not provide
advantages to the generation of an optimal model. It can even be said that it negatively
affects the learning process, since it causes the neural network to take into account a greater
amount of input data, which does not provide relevant information, since PC2 does not
have a significant correlation with the target variable (Skyspark). Therefore, from this first
comparison, the model from the first group can be selected as the best option.

On the other hand, in the third group are obtained predictions as accurate as those of
the first group. In particular, in the third group, the variables used are the ones selected
by the initial feature engineering process, before reaching the dimensional analysis phase,
which is where PCA is used (see Figure 2). Specifically, the results indicate that the phase
of analysis of the correlations to determine the descriptive variables to use (the first phase
of our feature engineering process, see Figure 2) is quite good, since similar results are
obtained when using PC1. These variables are sufficiently correlated with Skyspark to
provide relevant information in the learning process. In addition, including a greater
number of variables requires more neurons and training cycles to achieve a model with a
performance similar to the first group. However, increasing the number of neurons and
epochs can lead to overfitting, causing less accurate predictions. This is reflected in the
cases in which the loss function for the test data set presents values below those of the loss
function for the training data set (see Figure 14) [33].

Thus, this third group model seems a viable option. However, if we review the loss
function for this model, we see that it undergoes variations for the test data set, which
means that it is not truly a stable model. That is, in certain cases, it can give good predictions,
and in other cases, it cannot. From this, we can say that, although considering the initial
variables as descriptors can give good results, it does not assure us that this happens in
all cases. Once the best models of each group have been compared, the model of the first
group is the most appropriate.

Table 5. Summary of best models of each group.

Group No. of Neurons No. of Epochs RMSE MAPE R2

1 100 100 0.07 0.10 0.74

2 50 100 0.07 0.11 0.72

3 50 100 0.07 0.12 0.74

In general, in the case of very few epochs, the network does not learn enough, pro-
ducing underfitting, as in the case of the initial model of 5 neurons and 5 training epochs,
where the values of the loss function for the test data set are very low [33]. On the contrary,
if there are many epochs, the model begins to memorize and stops learning, producing
overfitting, as observed in the cases in which the loss function for the test data set goes
below that of the training data set [33].

Finally, some possible extensions to this study concern the use of other concepts in the
feature engineering process [32,34,35], such as the evaluation of the temporal dependence
relationship of the descriptor variables using regressors combined with the autoregression
of the objective variable [34,35], the use of a descriptor variable selection algorithm that
uses different criteria in real-time for said selection [36,37], and their effects on the behavior
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of predictive models. In addition, the use of techniques that allow the construction of
explanatory predictive models for time series is important in the energy field, such as
cognitive maps [38,39], and will require analysis of variables and parameters similar to the
one proposed in this work.

4. Comparison of LSTM with Other Techniques

In order to show the feasibility of the feature engineering process proposed in this
work, several datasets are used in this section. Specifically, for each dataset, a feature
engineering process is carried out according to the steps shown in Section 3, which:

− Studies the temporal relationship between the variable to be predicted and the rest of
the variables;

− Performs a feature reduction analysis using PCA.

With the results of the feature engineering process, prediction models are built using
LSTM and other techniques in order to compare them (see Table 6). For each model used, as
for the LSTM model, an hyperparameter optimization process is performed. For example,
for the LSTM model and dataset [40], the best results were with 30 neurons and 25 epochs;
for dataset [41], 40 neurons and 40 epochs; for dataset [42], 120 neurons and 60 epochs; and
for dataset [43], 100 neurons and 40 epochs.

Table 6. Results of the predictive models in different datasets and techniques.

Dataset Technique RMSE MAPE R2

[40]

Gradient boosting 0.0249 75.7002 0.9937

Random forest 0.0244 75.4282 0.9928

LSTM 0.0101 75.3260 0.9920

L-BFGS 0.0220 76.7360 0.9939

CNN 0.0229 75.7002 0.9936

[41]

Gradient boosting 0.0331 21.6070 0.9750

Random forest 0.0351 21.5721 0.9600

LSTM 0.0310 19.4190 0.9710

L-BFGS 0.0320 19.4860 0.9570

CNN 0.0663 21.6816 0.9019

[42]

Gradient boosting 0.0395 17.1182 0.9309

Random forest 0.0457 17.4153 0.9336

LSTM 0.0417 15.0250 0.9497

L-BFGS 0.0487 15.1240 0.9393

CNN 0.0608 17.0162 0.9401

[43]

Gradient boosting 0.0645 17.5819 0.9352

Random forest 0.0914 18.0262 0.8930

LSTM 0.0625 17.3260 0.9147

L-BFGS 0.0910 22.7140 0.9126

CNN 0.1318 19.8812 0.8966

[44]

Gradient boosting 0.1415 21.7193 0.6254

Random forest 0.1177 21.9066 0.6694

LSTM 0.1351 21.0200 0.7300

L-BFGS 0.1313 21.0180 0.7430

CNN 0.0973 21.0040 0.7671
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According to the results, we see that our approach to pre-toning the LSTM with our
feature engineering process to define the backward sequence of the technique makes it a
very robust method. In particular, in the different datasets, it obtains the best result (see
colors in bold), or it is always among the best. Of the other techniques evaluated, some of
their metrics are never among the best (for example, random forest), or they are good in
some cases and not in others (for example, CNN).

Thus, we can see that our feature engineering process to establish the temporal rela-
tionships of the time series that describe energy consumption is necessary. In addition,
this indicates the need for such a process, and for techniques such as LSTM, in energy
consumption prediction tasks. Particularly, this process gives a lot of robustness to the
LSTM technique, regardless of the energy consumption dataset (time series).

5. Conclusions

This research presents an analysis of the energy consumption forecasting problem.
The paper carries out an analysis proposing a feature engineering process to obtain the
variables to be used in the predictive models. The results of this process are used to build
different energy consumption prediction models using the LSTM technique. In this context,
different groups are defined in order to build the predictive models and to experiment
with them.

The main contribution is the feature engineering methodological approach created
to analyze the energy consumption variables of buildings. This approach defines several
phases to study the time series that define energy consumption in buildings. Particularly,
it proposes an analysis phase of the dependency relations between the variables (corre-
lations), as well as the temporal ones (regressors). In addition, it proposes an analysis
phase of the dimensions in the dataset to fuse/extract characteristics. Thus, in the feature
engineering process, thanks to the correlation coefficients and linear regression models,
we analyze the relationships between the variables, and with these results, we perform
the feature extraction/fusion by applying PCA. Another aspect to be considered is the
temporal relationship of the variables with themselves. For this, we rely on the models of
autocorrelation and ARIMA, thanks to which we obtain the optimal time window to make
the predictions.

Finally, we have compared LSTM with other machine learning techniques, using our
feature engineering process to analyze the time series of various energy consumption
datasets (temporal series). Based on the results, we see that this feature engineering process
helps LSTM to obtain an excellent fit of the time sequences to be considered, in order to
build a predictive model. This quality is the best in the group of datasets tested, since their
metrics are the best, or are consistently among the best.

The next steps in our work are: (i) to analyze the impact of other feature engineering
processes that can be used with time series; (ii) to define an adaptation mechanism of the
predictive model in real-time; (iii) to analyze the effect of inclusion of new variables like
climatological variables in our dataset. Climatic factors affect energy consumption since,
depending on these values, devices such as heating or air conditioning are used to a greater
or lesser extent. In addition, these variables have a marked temporality.
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Abstract: In the globalized world, one significant challenge for organizations is minimizing risk
by building resilient supply chains (SCs). This is important to achieve a competitive advantage
in an unpredictable and ever-changing environment. However, the key enablers of such resilient
and sustainable supply chain management are less explored in construction projects. Therefore,
the present research aims to determine the causality among the crucial drivers of resilient and
sustainable supply chain management (RSSCM) in construction projects. Based on the literature
review, 12 enablers of RSSCM were shortlisted. Using the systems thinking (ST) approach, this article
portrays the interrelation between the 12 shortlisted resilience enablers crucial for sustainability in
construction projects. The causality and interrelationships among identified enablers in the developed
causal loop diagram (CLD) show their dynamic interactions and impacts within the RSSCM system.
Based on the results of this study, agility, information sharing, strategic risk planning, corporate social
responsibility, and visibility are the key enablers for the RSSCM. The findings of this research will
enable the construction managers to compare different SCs while understanding how supply chain
characteristics increase or decrease the durability and ultimately affect the exposure to risk in the
construction SCs.

Keywords: causal loop diagram; construction management; resilient supply chain; sustainable
supply chain; supply chain management; systems thinking

1. Introduction

A supply chain (SC) consists of a network of organizations involved in different
processes and activities for delivering services to users. An SC produces value through
upstream and downstream linkages in products and services delivered to the end-user [1].
Thus, an SC consists of several entities: upstream (supply), downstream (distribution), and
the final consumer [2]. In line with the global sustainability drive, academic researchers
have recently focused on designing sustainable SC (SSC) networks. Such SSCs can poten-
tially impact the efficiency of the global SCs [3,4]. A balance between economic, social,
and environmental factors has become increasingly crucial for SSCs as consumers demand
sustainable products [4–7]. However, as world businesses have become intensely com-
petitive and unpredictable, sustainability in the SC is often threatened [8]. Unforeseen
circumstances frequently disrupt businesses and their SC, questioning the continuity of
the SC [9,10]. Sustainability is hard to achieve when there are persistent SC disruptions.
Therefore, to achieve reliable SSCs, the resilience capabilities of the organizations must be
developed and improved. Thus, it is essential to investigate whether the SCs need resilience
to be sustainable [11,12].
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While the terms SC and sustainability have been explored by various researchers,
resilient and sustainable supply chain management (RSSCM) has not been explored holis-
tically. Resilience in supply chains is the ability to anticipate and withstand disruptions,
respond to them, and effectively recover from disruptions [13]. RSSCM is defined as
the management of resources toward satisfying stakeholder expectations to create high
resilience and sustainability in an organization’s supply chain [14]. The literature on sus-
tainable supply chain management (SSCM) and SC resilience highlight that no systematic
study has been performed to date that incorporates SC resilience and sustainability, partic-
ularly in developing countries [15]. This is in line with the general dearth of research in
such countries [16,17].

Nevertheless, among the relevant studies, Pettit et al. [18] mentioned that SC resilience
is a prerequisite for SC sustainability that increases system complexity. Chowdhury et al. [19]
emphasized the development of the systems thinking (ST) approach to address the in-
creasing complexity. ST is the ability to see the world as a dynamic system; everything is
related to everything else, and an individual item may not be achieved in isolation [20–22].
Accordingly, RSSCM cannot be achieved independently, and a holistic assessment of the
system is needed. This presents a gap in the existing literature that is targeted in the current
study. The elementary idea of this research is to demonstrate the relationship between SC
resilience and SC sustainability through the causal loop diagram (CLD). The developed
CLD considers the RSSCM a holistic system and comprises its key enablers and linkages.
Based on the above, this paper has the following objectives:

To identify the key resilience enablers for sustainable SCs.
To determine the causality among the identified key resilience enablers for sustainable SCs.
To achieve these objectives, this study uses the ST approach, a holistic method focused

on the interrelationship of the constituent parts of a system and addressing the inherent
complexity. ST is a conceptual problem-solving methodology that considers issues in their
entirety (at the systems level). The findings of this study will help achieve a competitive
advantage in an unpredictable construction environment where change is imperative.
Moreover, this will lower the organizational risk by enabling real-time insights into all
operations across the SC networks.

It is expected that the construction organizations would be empowered to optimize
and adjust their processes and logistics and move towards an RSSCM. Further, the results
of this study will help make SCs more resilient and sustainable, resulting in lower costs,
enhanced manufacturing efficiency and flexibility, and consequently higher profits for
construction organizations. The associated RSSCM can handle disruptive events, respond
quickly, and resume normal operations after the disruption. This study is a novel attempt
to determine the causality among the identified enablers of resilience in SCs using the ST
approach. It utilizes Vensim® for developing the CLDs of RSSCM in developing economies.

The paper is organized as follows. Firstly, the background and introduction are
presented in Section 1. Secondly, in the Section 2, SSCM and resilient SC management
are presented, followed by RSSCM and ST approaches. In this step, the key enablers of
resilience in developing countries’ sustainable construction SCs are identified. Thirdly, the
Section 3 is described, articulating the data collection and data analysis process. In the
Section 4, findings and outcomes are deliberated, and a CLD is developed. Finally, the
paper is concluded, and limitations, recommendations, and directions for further research
are presented.

2. Literature Review
2.1. Sustainable Supply Chain Management (SSCM)

An SC is a network that connects all the people, organizations, resources, and activities
involved in producing and distributing a product [2]. It encompasses everything from
delivering source materials from the supplier to the manufacturer and eventual delivery
to the end-user [1]. It is the process of managing how goods and services evolve from
concept to finished product [3]. Modern SCs are complicated systems where various
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players work together in distinct steps to deliver various products to customers [23]. In
order to decrease the uncertainties and disruption risks and increase the SCs’ resilience and
flexibility, independent businesses must collaborate [24]. SCM encompasses all aspects of
an organization’s operation integrated into one system [4].

SSCM includes all three pillars of sustainability, i.e., environmental, social, and fi-
nancial, throughout the production lifecycle. The lifecycle includes product design and
production to material sourcing, processing, packaging, shipping, warehousing, distri-
bution, consumption, return, and disposal [25,26]. The SSCM effectively and efficiently
manages interrelated environmental, social, and economic aspects in the global supply
chains [27]. In sustainable SCs, the participants must meet environmental, economic,
and social requirements [28]. The assumption is that competition would be preserved by
fulfilling consumer demands and associated economic criteria.

SSCM has gained significant recognition with a surge in scholarly publications over
the past few years. Such sustainable SCs lead to Value Management (VM) [29]. Value
engineering (VE) or VM is a systematic process to increase the value of a product. It is a
strategy that examines and optimizes the function of each item and its associated cost to
increase the value of the project or product [30]. When it comes to construction projects,
VE can be very beneficial. Using VE early in the project can save time and money in the
long run, resulting in a higher return on investment and more cost savings. VE encourages
substituting less expensive materials and technologies without affecting the product’s
functionality. VE helps improve the performance of construction SCs by cutting costs
through supply chain integration while maintaining a high quality of service, thus making
them more sustainable [31].

In the SCM, the social aspect of sustainability has been less addressed than the envi-
ronmental and economic dimensions [32]. SC sustainability aims to include environmental,
economic, and social efforts into traditional, cost-oriented SCM strategies [3,24]. A sustain-
able SC is described as an interaction among organizations in an SC that provides holistic
environmental and social benefits to all SC partners [33,34]. It encompasses businesses’ at-
tempts to address the environmental and human impact of their products’ path throughout
the SCs, i.e., from raw material sourcing to production, storage, and delivery [32,35].

2.2. Resilient Supply Chain Management

Resilience is the supply chain’s adaptive capability to plan for unanticipated events
and respond to and recover from disruptions by maintaining operational stability at the
optimal level of connectivity and control over the structure and function [36,37]. Resilience,
in simpler terms, is the ability to recover from adversity [37]. A resilient SC can withstand
or avoid the consequences of an SC disruption and recover from one quickly. Resilience is
at the core of current thinking regarding SCM [38,39].

A resilient SC can resist or prevent the consequences of an SC disruption and recover
from it in an economical and timely manner [40]. Resilience has always been a key factor
in ensuring organizational success. Supply chain resilience no longer refers solely to risk
management [37]. It is now recognized that managing risk encompasses being better
positioned than competitors to deal with disruptions in the SCs. Further resilient SCs
provide an advantage to organizations through competitive gains [39].

It is necessary to consider the measurement of resilience to build a resilient system. The
level of resilience needed by the system is context-dependent [40]. SC resilience is impacted
by the antecedents of capability, vulnerability, SC orientation, and SC design [41,42]. SC
disruptions are unexpected events interrupting the usual operation and flow between the
SC players: products, components, and materials [43]. Disruptions in SCs are characterized
by a high degree of uncertainty that may occur from several sources, such as physical haz-
ards, personal events, information disruptions, environmental disasters, acts of terrorism,
and political upheaval [44].

Organizations are more likely to experience a wide range of unforeseen vulnerabili-
ties, producing minor to large disruptions throughout their SCs [45]. Accordingly, these

161



Sustainability 2022, 14, 11815

organizations must recognize and focus on their inherent component of the SC, while
policymakers should reevaluate methods for making global SCs more resilient [46]. For
example, digital technologies have disrupted the construction industry and associated
fields [47,48]. Accordingly, construction managers have been focused on creating more
resilient SCs to mitigate the effects of disruptions [45]. A resilient SC can tackle the ad-
verse effects of disturbances and substantially reduce the recovery period necessary for
construction organizations to return to normal operation [46].

2.3. Resilient Sustainable Supply Chain Management (RSSCM)

RSSCM is the management of resources to meet the needs of stakeholders to attain
high resilience and sustainability in the SC [49,50]. Risk management is a key feature of
RSSCM. According to Kamalahmadi and Parast [46], SC resilience is a core element of SC
management that helps quicker recovery from disruptions. Various methodologies are
used to achieve RSSCM. These include Transaction Cost Analysis, Network Perspective,
Total Quality Management, and the ST approach [51,52].

At the strategic network design stage, there are linkages between SC resilience and
sustainability performance [53]. Fahimnia and Jabbarzadeh [54] elucidate how variations
in the resilience level affect the economic, environmental, and social sustainability of an
SC. Similarly, the simulation-based model suggested by Ivanov [55] shows how sustain-
ability factors can be linked to SC resilience in multiple ways. Jabbarzadeh et al. [53]
considered a situation in which the aims of sustainability and resilience are in contradic-
tion. Nevertheless, facility protection must simultaneously promote sustainability and
resilience [56].

Based on the key concepts of SCM and RSSCM in construction projects, the current
paper sheds light on the key enablers of resilience in SSCM. The focus is on RSSCM in the
construction industries of developing countries.

3. Research Methodology

Research methodology defines how research is to be carried out to achieve its objec-
tives [57]. Accordingly, this research has been divided into three stages to achieve the prede-
fined objectives, as presented in Figure 1, below. These stages are subsequently explained.
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3.1. Stage 1: Initial Study

The first stage of the method of the current study comprises the initial study. The
initial study was conducted to identify the research gap, draft the problem statement,
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and formulate the research objectives of the current study. Then, a detailed literature
review was conducted to identify the key resilience enablers for sustainable SCs. Following
recent studies, the four major databases selected for paper collection include Science Direct,
Scopus, Web of Science, and IEEE Xplore [58,59]. The inclusion and exclusion criteria
of the referred study were adopted to ensure that the literature review was exhaustive
and comprehensive.

3.2. Stage 2: Factors Shortlisting

The second stage of the current study method deals with the shortlisting of key
RSSCM factors. Due to the literature review, key resilience enablers for sustainable SCs
were identified. A total of 55 articles were scrutinized using the keywords “enablers
of resilient construction supply chain” and “enablers of sustainable construction supply
chains”. The keywords were joined using boolean operators “AND” or ”OR”, resulting in
a total of 26 relevant articles. Initially, 32 enablers were identified from 26 papers published
in the last decade that focused on SCs in developing countries. The identified enablers
include top management support, adaptability, agility, transparency, leadership, tenacity,
resource efficiency, and others, as shown in Table 1.

A quantitative number was assigned to each enabler according to its influence (high
as 5, medium as 3, and low as 1) following Rasul et al. [60]. This led to calculating the
literature score (LS) using Equation 1, where W is the product of frequency (repetition
of enablers in papers) and assigned impact score (5,3,1) following the referred study. A
is the highest possible score, and N is the total number of papers considered for enabler
identification [60]. The scores are normalized to have a uniform scale.

Normalization is the process of converting values measured on various scales to a
theoretically common scale (out of 1). It is a data-shifting and rescaling technique in which
data points are shifted and rescaled till they are in the 0 to 1 range. Normalization is
required to ensure that the data directly related to the database is considered. Further, each
data field contains only one data element, which removes redundant (unnecessary) data.
The normalized literature score (NLS) was computed by dividing each enabler’s LS by the
sum of the literature scores, as shown in Equation 2. The identified 32 enablers from the
literature, along with references and the respective NLS, are shown in Table 1.

RII = (∑ W)/(A × N) (1)

NLS = (LS)/(∑ LS) (2)

A primary survey was conducted to calculate the field scores with a response rate
of 106. The final ranking of enablers was based on the combined field and literature data
score, with a weightage of 60/40 (60 percent of the respondent’s normalized score and
40% of the literature’s normalized score). Factors having a 50% impact score were then
shortlisted [16,61].

Statistical tools are used to check the reliability of the data. The IBM® SPSS® Statistics
software platform is a robust statistical software platform. This software is one of the
most widely used statistical packages, capable of handling and analyzing large amounts of
data [4,60]. Accordingly, it was used to check the normality and reliability of the data in the
current study by applying basic statistical tests (Cronbach’s alpha). The threshold value for
Cronbach’s alpha is 0.7. Any value of the data above 0.7 shows its reliability. A Cronbach
alpha value of 0.92 was obtained in this study, showing that the data are highly reliable
for further analysis [4]. Table 1 represents the collective NLS and ranks of the 32 enablers.
Moreover, the classification categories of the papers are also elaborated in Table 1, where
“S” represents the classification of the factors into the category of “sustainability” and “R”
represents the “resilience” category.
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3.3. Stage 3: Systems Thinking Approach

The third stage of the current study method deals with the ST approach. ST is a cogni-
tive endeavor that is more systematic, abstract, and planned [80]. Although the hierarchical
thinking process is complex, not all processes and cognition are always complicated [20].
ST is a conceptual problem-solving methodology that considers issues in their entirety
rather than dealing with them individually [81]. A CLD is used to ascertain the relationship
between variables and balance and reinforce feedback loops in a complex environment [82].
Polarities are assigned to the loops to show their reinforcing or balancing impact. Polarities
within links merely anticipate what will happen if something changes and do not demon-
strate how variables behave [21,83]. The polarity of a variable is determined by tracing its
effects as they propagate around the loop [80].

The ST approach focuses on how the integral parts of a system interact and operate
over time in complex networks. Accordingly, it has been used in this research to deal with
the complexities of the RSSCM. The ST approach would make it easier for SC managers to
overcome disruptions and vulnerabilities and build an RSSCM. The global business has
become increasingly volatile, and uncertainties frequently interrupt the functions of the
SC. Accordingly, SC managers can use ST to get ideas about disruption mitigation [21].
Furthermore, managers can know the association amongst different variables in the CLD,
how the variables are linked, and the antecedents via the ST approach.

In this stage of the study, expert opinion was acquired to determine the polarity and
interrelationships among the enablers, which resulted in the development of an influence
matrix. Stella Professional, AnyLogic, Vensim ®PLE, and iThink are some of the software
packages used to design CLDs and associated system dynamics models. This research
utilized Vensim® PLE for CLD development based upon the shortlisted enabler’s interrela-
tionships. This is because Vensim® is the most powerful package in terms of computing
speed, capabilities, and flexibility [58]. In terms of capacity, performance, and functionality,
Vensim® PLE is unrivaled. The optimization possibilities are powerful and the simulation
speed is rapid. Thus, it has been used to develop the CLDs that represent the causality
among the key enablers of RSSCM. The CLD provides a snapshot of all the important
relationships in the RSSCM system [82]. In addition, it visualizes key variables and their
relationships, composed of balancing and reinforcing loops [83,84].

3.4. Data Collection and Analysis
Demographics of Primary Survey Respondents

After the content analysis, a primary survey was conducted to shortlist the key
resilience enablers. Due to the lack of research on developing economies, these coun-
tries were identified following Samans et al. [85]. The questionnaire was floated to over
2000 respondents via LinkedIn®, ResearchGate®, Facebook®, and organizational emails. A
total of 106 responses were received, including those from Pakistan (37%), South Africa
(14%), Malaysia (9%), Turkey (8%), UAE (7%), India (6%), Saudi Arabia (5%), Iran (4%), and
from other developing countries (10%), as shown in Figure 2. The respondents’ profiles are
shown in Table 2 below.

As shown in Table 2, 12% of respondents had 0–1 year of experience, 9% had 2–5, 18%
had 6–10, 10% had 11–15, 7% had 16–20, and 24% had experience of more than 20 years.
Regarding qualification, 6% of respondents were diploma holders, 52% had a graduate
degree, 36% had a post-graduate degree, and 6% were Ph.D. holders. In addition, 33% of
respondents were from the government sector, whereas 53% and 14% were from private
and semi-government sectors. To check the level of knowledge of the respondents about the
understanding of the topic, respondents were asked to rank their level of knowledge of the
topic as no understanding at all, slight, moderate, and high, respectively. Accordingly, 55%
of the respondents had a moderate level of knowledge about RSSCM, 28% of respondents
had a high level of knowledge, and 17% had slight to no knowledge of the research topic.
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Table 2. Frequency distribution of responses.

Profile Frequency Percentage

Total responses = 106
Job title

CEO 4 4%
Construction Manager 5 5%

Assistant Manager 14 13%
Site Manager 11 10%

Architect/Designer 7 7%
Planning Engineer 14 13%
Project Manager 16 15%
Project Director 10 9%

Academician 12 12%
Others 13 12%

Years of Professional Experience
0–1 13 12%
2–5 31 29%

6–10 19 18%
11–15 11 10%
16–20 7 7%
>20 25 24%

Education
Diploma Holder 6 6%

Graduation 55 52%
Post-Graduation 39 36%

PhD 6 6%

Organization type
Government 35 33%

Semi-Government 15 14%
Private 56 53%

Understanding of resilience and risk management in supply chains
No understanding at all 8 8%

Slight 10 9%
Moderate 58 55%

High 30 28%
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4. Results and Discussions
4.1. Factors Shortlisting

Table 3 represents the collective scores and ranks of the 32 enablers. The normalized
literature score (40%) and normalized field score (60%) were selected to calculate the
collective score to rank the enablers. After arranging factors in descending order with
respect to their collective score, enablers with a cumulative percentage normalized score
up to 51 percent were shortlisted for further analysis.

Table 3. Ranking via collective score.

Sr.No Enablers
Normalized
Literature

Score (40%)

Normalized
Field Score

(60%)

Collective
Score Rank

1 Top Management
Support 0.014 0.023 0.038 6

2 Adaptability 0.017 0.019 0.036 8
3 Visibility 0.042 0.019 0.061 1
4 Health 0.006 0.023 0.029 15
5 Compatibility 0.023 0.019 0.041 5
6 Quality Awareness 0.003 0.023 0.026 21
7 Responsiveness 0.006 0.023 0.029 17

8 Technological
Capability 0.008 0.019 0.027 20

9 Agility 0.037 0.023 0.060 2

10 Supply Chain
Security 0.008 0.019 0.027 19

11 Collaboration 0.037 0.019 0.055 3
12 Swift Trust 0.012 0.019 0.031 13

13 Risk and Revenue
Sharing 0.006 0.019 0.024 22

14 Information
Sharing 0.034 0.019 0.053 4

15 Flexible Structure 0.014 0.019 0.032 11

16 Risk Management
Culture 0.006 0.019 0.024 23

17 Information
Security 0.010 0.014 0.024 24

18 Strategic Risk
Planning 0.014 0.019 0.032 10

19 Corporate Social
Responsibility 0.014 0.019 0.033 9

20 Contingency
Planning 0.012 0.019 0.031 15

21 Safety Stock 0.014 0.014 0.028 18

22 Flexible
Transportation 0.012 0.019 0.031 14

23 Resource
Efficiency 0.005 0.019 0.024 25

24 Transparency 0.006 0.019 0.024 26
25 Self-Regulation 0.005 0.019 0.024 27
26 Market Sensitivity 0.008 0.014 0.023 28
27 Tenacity 0.003 0.019 0.022 29
28 Leadership 0.008 0.023 0.032 12
29 Just in Time 0.014 0.023 0.038 7
30 Proper Scheduling 0.001 0.019 0.019 30
31 Composure 0.003 0.009 0.012 31
32 Reasoning 0.001 0.009 0.011 32

A Pareto Chart was used in this study to show the cut-off point for key enablers, as
shown in Figure 3. It is a bar graph showing the variables and their ordered percentages.
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In addition, it shows the ordered frequency counts of values for the different levels of a
variable [86]. A Pareto chart aims to separate the significant aspects of a problem from the
trivial ones [4]. In this case, the cut-off point for variable selection was set at 51 percent for
cumulative normalized scores [4,86]. The total number of elements under this score was 12,
identified as the key enablers. These include visibility, agility, collaboration, information
sharing, compatibility, top management support, just in time, adaptability, corporate
social responsibility, flexible structure, strategic risk planning, and leadership. The x-
axis of Figure 3 represents the variables, and the y-axis displays the combined score and
cumulative percentages of the enablers obtained from Table 3.
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4.2. Influence Matrix

The Influence Matrix (IM) for the CLD was developed based on expert opinion. The
IM shows interrelationships and polarities of influence (positive or negative) among the
variables. In this case, IM shows 16 relationships among 12 enablers where a value of
+1 indicates a direct relationship and −1 indicates an indirect relationship, as shown in
Figure 4.
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4.3. Causal Loop Diagram (CLD)

The CLD was constructed to show the loops, polarities, and images of variables.
Vensim® was used for the construction of the CLD. A total of 16 substantial interrelation-
ships were addressed by the CLD, of which one was indirect and the other 15 were direct
in terms of polarity. The CLD was developed based on the opinions of 15 construction
personnel with over 20 years of experience in developing countries. In addition, a wider
experience of the respondents helped confirm the CLDs’ significance and applicability to
the construction industry. Figure 5 is a consolidated CLD developed in the current study. It
comprises five loops, i.e., four reinforcing and one balancing loop. The explanation of each
loop is given below.
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4.3.1. Reinforcing Loop R1

Reinforcing loop R1 demonstrates that an increase in visibility increases compatibility,
leading to increased information sharing. Furthermore, an increase in information sharing
promotes collaboration, which increases agility. This further increases visibility, as shown
in Figure 6. Hence, this loop clarifies that if there is a visible SC, there would be a more
amicable relationship among SC partners, leading to information sharing and cooperation,
and ultimately the SC would be faster and more resilient.

Sustainability 2022, 14, x FOR PEER REVIEW 12 of 20 
 

 
Figure 5. Causal loop diagram. 

4.3.1. Reinforcing Loop R1 
Reinforcing loop R1 demonstrates that an increase in visibility increases compatibil-

ity, leading to increased information sharing. Furthermore, an increase in information 
sharing promotes collaboration, which increases agility. This further increases visibility, 
as shown in Figure 6. Hence, this loop clarifies that if there is a visible SC, there would be 
a more amicable relationship among SC partners, leading to information sharing and co-
operation, and ultimately the SC would be faster and more resilient. 

 
Figure 6. Reinforcing loop R1. 

4.3.2. Reinforcing Loop R2 
R2, as presented in Figure 7, illustrates that an increase in visibility leads to an in-

crease in SC compatibility. Furthermore, this increase leads to increased information shar-
ing that promotes visibility. This loop elucidates that a more visible SC will lead to an 
amicable relationship among the partners and more information sharing. 

Figure 6. Reinforcing loop R1.

169



Sustainability 2022, 14, 11815

4.3.2. Reinforcing Loop R2

R2, as presented in Figure 7, illustrates that an increase in visibility leads to an increase
in SC compatibility. Furthermore, this increase leads to increased information sharing that
promotes visibility. This loop elucidates that a more visible SC will lead to an amicable
relationship among the partners and more information sharing.
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4.3.3. Reinforcing Loop R3

Reinforcing loop R3 shows that increased visibility promotes leadership, leading
to increased corporate social responsibility. This, in turn, promotes top management
support, leading to increased information sharing, which again leads to increased visibility,
as displayed in Figure 8. This loop explains how leadership reinforces corporate social
responsibility and top management support and leads to a more visible SC with increased
information sharing among the SC partners.
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4.3.4. Reinforcing Loop R4

Reinforcing loop R4 illustrates that increased visibility promotes leadership, increasing
corporate social responsibility and strategic risk planning. An increase in strategic risk
planning promotes a flexible structure that leads to a just-in-time approach. This, in turn,
promotes agility, which will increase visibility, as shown in Figure 9. This loop clarifies
that when leadership reinforces corporate social responsibility, there would be a flexible SC
structure leading to a just-in-time approach that will make the SC faster and more visible.
This is due to the strategic risk planning process.
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4.3.5. Balancing Loop B1

Balancing loop B1 depicts that an increase in strategic risk planning leads to decreased
adaptability, leading to a decrease in agility. A decrease in agility leads to a decrease in
visibility which decreases leadership. A decrease in leadership will decrease corporate
social responsibility, leading to a decrease in strategic risk planning, as shown in Figure 10.
This loop explains the balancing effect of strategic risk planning on adaptability.
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4.4. Loop Analysis

The magnitude and speed of influence on system outputs serves as a thorough criterion
for loop classification [14,71]. Table 4 summarizes the results for each feedback loop. It
predicts the speed, strength, and nature of the influence of the loop [87]. The four reinforcing
loops, R1, R2, R3, and R4, have a strong influence with a low speed. This indicates that
these loops hold great potential but will take time and be long-lasting.
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Table 4. Overall loop analysis results.

Loop Speed of Influence Strength of Influence Nature of Influence

R1 Slow Strong Reinforcing
R2 Slow Strong Reinforcing
R3 Slow Strong Reinforcing
R4 Slow Strong Reinforcing
B1 Fast Strong Balancing

On the contrary, B1 is fast, having a balancing effect. Reinforcing loops have a resonant
effect that lasts for a long period, whereas balancing loops have a fading impact that lasts
for a short time. The CLD’s validity was qualitatively assured and verified through expert
opinion [88]. All four reinforcing loops have a strong influence with a slow speed. On
the contrary, the balancing loop has a fast speed and strong influence [88]. The results of
this study can enable organizations to acclimate to disruptions by sourcing their inputs
from a versatile or redundant supply base that allows a business to move suppliers when
production is at risk.

4.5. Discussion

In this study, 32 resilience enablers were selected based on a literature review, as shown
in Table 1. These enablers were reduced to 12 key enablers of RSSCM. The shortlisting was
achieved through a field survey where the 12 enablers with cumulative normalized scores
of up to 51% were selected. These key enablers include visibility, agility, collaboration,
information sharing, compatibility, top management support, just in time, adaptability,
corporate social responsibility, flexible structure, strategic risk planning, and leadership.
The IM, as presented in Figure 4, was developed based on these key enablers. The IM has
16 interrelationships between the 12 key enablers. Finally, the CLD was developed based
on the IM, as shown in Figure 5.

The CLD developed in this study comprises five loops: four reinforcing and one
balancing loop. Figure 6 clarifies that a more visible and established SC would create a
more amicable relationship among SC partners. Such a relationship leads to information
sharing and cooperation; ultimately, the SC would be faster and more resilient. Figure 7
shows that if an organization’s SC is agile, visible, and has a compatible infrastructure,
with proper collaboration and information sharing, it will ultimately make it more resilient
to avoid disruptions. This finding is in line with [87].

Moreover, top management support, corporate social responsibility, and strong strate-
gic risk planning can reinforce the resilience of any SC, as shown in Figure 8. The same has
been concluded by [14]. Figure 9 highlights that through information sharing, exchange,
and integration among SC partners, the RSSCM will increase. This is in line with [89]
and clarifies that when leadership reinforces corporate social responsibility, then, due to
strategic risk planning, there would be a flexible SC structure, leading to a just-in-time
approach. Such an approach will make the SC both faster and more visible. Figure 10
explains the balancing effect of strategic risk planning on adaptability. Overall, adaptability
and a just-in-time approach play a key role in enabling RSSCM as they promote the use of
minimal raw materials, leading to enhanced sustainability [88].

Table 4 shows the loop analysis of the study. Accordingly, the four reinforcing loops,
R1, R2, R3, and R4, strongly influence at lower speeds. This indicates that these loops
hold great potential but take some time to materialize. This is in line with [48]. On the
contrary, B1 is fast, having a balancing effect. Therefore, the impacts of B1, which may not
be that significant, have more chances and speed of occurrence. This encourages the SCM
managers to be proactive and take timely measures. Furthermore, reinforcing loops have a
resonant effect that lasts for a long period, whereas balancing loops have a fading impact
that lasts for a short time. Finally, the CLD’s validity was qualitatively assured through
expert opinion for verification [88].
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The outcomes of the study will help firms acclimatize to disturbances in their SCs. It is
the first study of the complexity of resilient and sustainable construction SCs. This study has
added to the existing body of knowledge by identifying the enablers that aid in developing
a more resilient SC network, bridging the research gap identified by Chowdhury et al. [19],
Nguyen and Bosch [20], and Sapiri et al. [21]. These authors emphasized demonstrating
the relationship between SC resilience and SC sustainability for developing an RSSCM.

5. Conclusions

Resilience is a key organizational capability for achieving sustainability in the current
tempestuous global situation. To develop more resilient and sustainable SC networks, this
paper illustrates the crucial enablers of resilience for RSSCM. A total of 32 enablers were
extracted from the body of knowledge using a literature review. Data were later collected
from the respondents in the construction industry of developing countries. Two types of
normalized scoring were used to shortlist the key enablers: industry and the literature.
After combining the industry and literature scores, the 32 enablers were reduced to 12.
Finally, the top 12 enablers were added to the IM, involved in creating a CLD that showed
the relationships between the identified enablers. The CLD show four reinforcing and one
balancing loop.

Based on the results of this study, agility, information sharing, strategic risk planning,
corporate social responsibility, and visibility are the key resilience enablers for RSSCM
in developing countries. These enablers serve as significant tools for organizations to
plan for and adapt to disruptions in SCs in construction projects. The causality and
interrelationships among these enablers in the developed CLD show their dynamicity and
impact within the construction SC system.

The findings of the study will assist organizations in adapting to SC disruptions
by acquiring inputs from a flexible supply base that allows them to switch providers
when production is threatened. There has not been any published work utilizing the ST
methodology for similar purposes. As a result, this study’s methodology is innovative, and
it is the first to address complexity in the construction sector of developing countries for
moving towards an RSSCM.

The limitation of this study consists of the inclusion of respondents only from devel-
oping countries. In addition, this study utilized an ST approach for constructing CLDs and
did not perform system dynamics modeling. Moreover, this study only considered limited
enablers based on the literature review, which may not be exhaustive in the future.

A further study involving participants from developed countries would be more
beneficial. Future research can explore the application of the developed CLD to real-time
projects. A follow-up study could focus on developing a system dynamics model to explore
the constructs of sustainability and resilience in the RSSCM.
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Abstract: Drawing on the JD-R model, this study examines the influence of error management climate
(EMC) on the job stress of frontline aeronautical employees. It also analyzes the moderating role
of psychological capital (PsyCap) dimensions (i.e., hope, optimism, self-efficacy, and resilience) for
the relationship between error management climate and job stress. The data was collected from
208 individuals through a questionnaire survey and was analyzed using a partial least squares
structural equation modeling (PLS-SEM) approach. The results revealed that employees’ perceptions
of error management climate have a significant negative impact on job stress. PsyCap optimism
and PsyCap self-efficacy were found to have a negative moderating influence on the relationship
between EMC and job stress. The other two dimensions of hope and resilience were found to have a
moderating influence in the same direction as expected, but not at statistically significant levels. The
findings of this study provide a unique perspective in realizing the part national and organizational
cultures could play in either enhancing or attenuating the influence of an individual’s psychological
resources such as psychological capital.

Keywords: error management climate; psychological capital; job stress; aeronautical industry; struc-
tural equation modeling

1. Introduction

Occupational accidents are a tremendous burden on organizations and result in sub-
stantial pain and suffering [1]. Understanding that organizational environment impinges
on workers’ performance and safety, researchers have been increasingly interested in iden-
tifying variables that are fundamental in creating havoc for individuals and organizations.
A number of studies have found that occupational stress has negative consequences and
has rapidly affected organizational members’ productivity, particularly within complex
systems such as aeronautical organizations, construction firms, and the hospital indus-
try [2–4]. Further, job stress is a cause of turnover intention and a poor level of employee
well-being [5]. In a recent study conducted by Wang et al. [6], safety-related stress was
found to have a negative effect on safety participation, thereby compromising the overall
safety performance of individuals. Job stress and its link with safety is further established
by the fact that Dupont’s [7] Human Performance Model considers stress as one of the
twelve precursors to accidents. Project-based organizations operate in an extremely compet-
itive environment, where projects are designed, executed, and are required to be delivered
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within the stipulated time and cost. Working in these organizations is emotionally and
psychologically challenging and stressful [8]. In project-based organizations, job stress
mainly depends on a demanding work environment characterized by peak work loads,
complex tasks, and high uncertainty [9,10], and on interpersonal and role conflict [11].

The aeronautical industry has a complex organizational structure and the technology
used in this industry has changed remarkably over the past few years [12]. In the aero-
nautical industry, the human factor is very important in handling these complexities and
advancements. In human activity, errors and mistakes are natural consequences, partic-
ularly in complex systems which lead to job stress [13]. Total elimination of errors is a
difficult task as it is nearly impossible to fully eliminate errors from an organization. Where
one stream of organizational and management literature connotes error with a negative
event that can be life-threatening, inefficient, and costly in some cases [14], the other stream
considers errors to be helpful in learning, decision making, and system improvement [15].
Within the latter stream of error management, error management climate refers to shared
perceptions of individuals about organizational procedures and practices related to support
that individuals provide others in error situations, communicating about errors, sharing
error knowledge, and quick detection and handling of errors [15]. A strong error manage-
ment climate in an organization encourages employees to communicate about errors openly
and in a well-coordinated manner. Owing to the error management climate, individuals
are more likely to communicate about error occurrence as they feel confident that they will
not be blamed, leading to mutual trust and respect [16]. Organizational members who
have psychological strengths or personal resources such as psychological capital are more
confident in handling negative events [17].

Although previous research has identified that error management climate is negatively
related to stress, there is scant work explaining the relationship between error management
climate (EMC) and job stress [16] as a function of individuals’ predisposition to manage
challenges and adversities. Personal resources are theorized to have positive behavioral
outcomes such as dedication, job commitment, and work engagement [18]. According to
Luthans, Youssef and Avolio [17], psychological capital is a positive psychological state
that is reflective of: (1) an individual’s confidence in his/her abilities in relation to the
successful execution of a task at hand (self-efficacy); (2) the individual’s ability to set
goals and strategize alternative pathways to surmount challenges in a bid to achieve goals
successfully (hope); (3) the individual’s tendency to realistically appreciate one’s control
of life events in order to succeed now and in future (optimism); and (4) the individual’s
capacity to keep one’s mission alive despite challenges and to remain steadfast in the face
of adversities (resilience). Therefore, psychological capital is a psychological resource that
provides a basis for individuals to succeed at work as they find themselves better equipped
to manage daily stressors of work-life. Psychological capital as a psychological resource
invokes positive emotions which in turn play their role in influencing positive attitudes
such as work engagement [19]. Conversely, empirical studies in the general management
literature suggest that psychological resources such as self-efficacy can negatively moderate
the relationship between organizational-level variables and individual-level outcomes.
For example, Kacmar et al. [20] found that the negative relationship between perceived
organizational politics and an individual’s job performance is exacerbated by core self-
evaluations such as self-efficacy. In another study conducted by Bozeman et al. [21], self-
efficacy was found to intensify the negative effects of perceived politics on job satisfaction.
Therefore, besides investigating the relationship between EMC and job stress, this study
also aims to contribute to psychological capital theory by determining the role PsyCap
dimensions play in moderating the relationship between EMC and job stress.

In the extant research, there is ample empirical evidence which suggests that the
non-implementation of work-related policies or plans provides the breeding ground for
job-related stress [22]. Another stream of research indicates that error also leads to the
development of stress in large projects [23]. It is, therefore, important not only to have a
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climate that promotes the implementation of safety practices but also an environment or
climate that provides the basis for error to be managed productively.

Using the job demands-resource (JD-R) model, the present study investigates the
impact of error management climate on job stress. It further investigates the moderating
role of psychological capital dimensions (hope, optimism, self-efficacy, resilience) for
the relationship between error management climate and job stress. Based on the JD-R
theory [18], error management climate (EMC) is conceptualized as a potential job resource
and psychological capital (PsyCap) as a potential personal resource for the mitigation of
employees’ job stress.

2. Literature Review
2.1. Theoretical Foundation of Variables
2.1.1. Job Stress

In the past few decades, stress has been a critical problem for organizations [4]. Stress
can be categorized as either a stimulus or a response [24]. Job stress refers to psychological
strain that leads to tension, anxiety, frustration, job-related hardness, and worry that
have roots in one’s work [25]. Stress literature points out a lot of key factors, such as
workload, management support, psychological support, and work environment, that can
affect employees’ mental health and psychological emotions [26]. The notion of job stress
has gained traction in industrial and organizational management as stress has been found
to have a negative influence on the health of working people [11] and to have a role in the
impairment of their work performance [27,28].

In organizations, when stress is a result of occupational factors such as required
expectations mismatching employees’ capabilities, resources, needs, and job demands, it is
known as occupational or job stress [23]. Stress exists in every organization either small or
big and the place of work becomes complex due to the presence of stress [29].

2.1.2. Error Management Climate

Organizations that follow the “learning from errors” approach have more productive
and innovative opportunities [15] and improved safety behavior [30]. Van Dyck, Frese, Baer
and Sonnentag [15] argue that error management is comparatively a suitable and supportive
approach for an organization as it allows quick error detection, damage control, and
learning. Capitalizing on the concept of climate, error management climate is a concept that
refers to the shared perception of individuals with regard to error management practices
and procedures such as quick error detection and handling of errors, communicating about
errors, sharing error knowledge, and helping others in error situations [15].

Error management climate deals with stress and reduces it through reporting, com-
municating, and sharing with management and other colleagues [16]. A strong error
management climate is based on organizational resources such as error communication,
error analysis, error competency, and learning from errors [15]. Such resources not only
allow employees to improve on their tasks but also provide a basis for handling problems
effectively and rendering help when needed. Therefore, the mentioned outcomes of error
management climate reduce the employee’s turnover intention and job stress [16].

2.1.3. Psychological Capital (PsyCap)

Psychological capital (PsyCap) as a positive psychological state comprises personal
resources of hope, efficacy, resilience, and optimism [31]. According to Luthans, Youssef and
Avolio [17], Psychological capital is an individual’s positive psychological state reflective
of the individual’s ability to: (1) bounce back from adversity (resilience); (2) strategize
alternative pathways with the aim of achieving goals (hope); (3) attribute the reasons for
success in a just manner (optimism); and (4) to execute tasks with confidence (self-efficacy).

Psychological capital recognizes the individual’s capital and refers to an individual’s
psychological character development, measurement, and effective management [31,32].
PsyCap has recently received more attention from organizational scholars due to its role
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in fostering positive behavior and its beneficial effects for an organization [33]. There is
a wide range of research in which the relationship between some desirable variables and
PsyCap has been examined [6,19,32,34]. The results gathered from the surveys and panel
data describe the direct relationship between employees’ well-being and psychological
capital [35]. Combining the results of different studies into a single study, the coherent
analysis showed that there is a strong and direct relationship between PsyCap and workers’
behavior, including a worker’s psychological well-being, organizational commitment, and
job satisfaction [34].

2.2. Research Model and Development of Hypothesis

In this section, the research framework and theoretical basis for hypotheses develop-
ment are presented. This section presents the relationship between research variables. The
current study argues that error management climate (EMC) reduces job stress and that
psychological capital (PsyCap) plays a moderating role in the relationship between EMC
and job stress.

2.2.1. Job Demands-Resource (JD-R) Model

The job demands-resource (JD-R) model [36] posits that the additive effect of job
demands and job resources drives individuals toward either positive or negative behav-
ioral outcomes. Schaufeli and Taris [37] argue that the JD-R model assumes that em-
ployee wellbeing and stress are based on the balance between demands (negative) and
resources (positive).

Based on the JD-R model, Demerouti et al. [38] argue that every job includes demands
as well as resources. Job demands are reflective of elements of a working environment that
can lead to stress whereas job resources facilitate work, growth, and learning, and decrease
stress levels and stressors of the job [36,39]. Job demands refer to “those physical, social, or
organizational aspects of the job that require sustained physical or mental effort and are
therefore associated with certain physiological and psychological costs (e.g., exhaustion)”
(p. 501). Generally these are energy-consuming efforts at work such as job insecurity, work
overload, conflicts, a tense environment, and error-free work requirements. Job resources
refer to “those physical, psychological, social, or organizational aspects of the job that may
do any of the following: (a) be functional in achieving work goals; (b) reduce job demands
at the associated physiological and psychological costs; (c) stimulate personal growth and
development”(p. 501) [38]. Job resources are the helping factors in achieving work goals
and meeting job demands positively such as social support, performance feedback (which
may enhance learning), and job control (which might reduce job demands). Hence, by
increasing resources such as job autonomy, job control, social support, climate, a positive
workplace, and coworker support, two birds are killed with one stone: stress and negative
events are decreased or prevented and positive events are increased [40]. These resources
are helpful and stimulate personal growth, development, and learning [38]. The research
model is presented in Figure 1.

2.2.2. Error Management Climate and Job Stress

According to Demerouti, Bakker, Nachreiner and Schaufeli [38], resources are helpful
in work engagement and decreasing negative events such as stress, burnout, and turnover
intentions. Error management climate provides an environment and resources and policies
to members so that they can handle and deal with errors more effectively. An error
management climate can provide job resources for organizational employees to work in an
environment in which they share errors willingly with coworkers and others and seek help
and advice from coworkers. At organizations in which strong error management is applied,
employees feel more confident and manage errors effectively [15,41]. Error management
climate provides a positive organizational environment in which employees help others,
gain knowledge about causes of errors, and openly communicate and share their experience
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about errors. This error-related behavior is helpful for safety compliance [42] and safety
citizenship behavior [43].
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Guchait, Paşamehmetoğlu and Madera [16] studied the service industry and noted
that strong error management may reduce employees’ stress and turnover intention. In
a similar vein, Hodges and Gardner [44] have shown that error management climate
is negatively related to stress. Error management climate does not remove the errors
but instead focuses on changing employees’ responses to errors and dealing with an
error after its occurrence [16]. When an individual perceives that job demands are high
and beyond his perceived ability and resources are not available to achieve goals then
the individual b stressed [45]. According to the JD-R model, when job resources are
available then organizational members experience less job stress [46]. Thus, a supportive
environment enables organizational members to cope with stress. Empirical evidence found
that a supportive environment is negatively related to exhaustion, burnout, anxiety, and
stress [47]. Given the theoretical reasoning and empirical evidence, it is hypothesized that:

Hypothesis 1. Error management climate is negatively related to job stress.

2.2.3. Psychological Capital Dimensions (Hope, Optimism, Efficacy, Resilience)
as Moderators

Credible empirical evidence points out that PsyCap as a higher-order construct plays
a significant role in suppressing stress and anxiety. For example, Avey et al.’s [34] meta-
analysis and other studies indicate that PsyCap as a personal psychological resource plays
an important role in suppressing stress and anxiety and that it is negatively related to
undesirable attitudes such as cynicism, turnover intentions, stress, and anxiety. However,
there is emerging evidence that suggests that PsyCap’s influence as a potential psycho-
logical resource becomes diluted under different aspects of organizational and national
cultures. For example, in their seminal study, Kacmar, Collins, Harris and Judge [20] found
that when perceived organizational politics are combined with core self-evaluations (CSE)
such as self-efficacy and locus of control, the deleterious effects of perceived politics on
job performance are intensified. Similarly, Rego et al.’s [48] study points out numerous
aspects of national culture as potential neutralizers of PsyCap as a resource. They note that
organizational cultural aspects such as the absence of performance feedback and lack of
clarity on goals could neutralize the positive influence of PsyCap as a resource. Similarly,
Rego, Marques, Leal, Sousa and Pina e Cunha [48] note that national cultures characterized
by high power distance do not promote proactive and assertive individuals and thus highly
self-efficacious individuals find it suitable to be obedient and less assertive.

Referring to Hofstede’s [49] insights on national cultures, developing countries such
as Pakistan score high on the dimensions of power distance, uncertainty avoidance, and
collectivism. People from these cultures are likely to find politics to be high in organizations
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owing to unequal distribution of power, ambiguity, and chaos, and strong in-groups [50–52].
Hofstede’s (2001) insights on the culture of developing countries provide reasonable ground
to consider organizational politics to be an inevitable part of organizations working in these
countries. This context, therefore, holds a fundamental importance for hypothesizing the
moderating role of PsyCap dimensions for the relationship between EMC and job stress.

The concept of locus of control provides a meaningful theoretical distinction between
the two similar yet different constructs of hope and optimism [53]. Hope is theorized to be
driven by an internal locus of control as opposed to the outer locus of control that feeds
optimism. Individuals with an internal locus of control (agency and pathway approach)
expect the turn of events as a function of their agency and pathway approach [54]; and
hence, they are less susceptible to forces emanating from organizational contexts. It is
therefore expected that individuals with high PsyCap hope and PsyCap optimism will
yield to negative organizational contexts differently. Hope signifying an individual’s ability
to strategize alternative pathways in the face of adversities [55,56] and its connection with
an internal locus of control [53] is expected to allow individuals to fare better even when
the organizational politics impede their expectations to achieve goals and achievements.
Therefore, hopeful individuals are expected to take advantage of the prevailing error
management climate, resulting in effective management of job stress. In contrast, PsyCap
optimism as a function of external locus of control [53] may not be of value to individuals
as expectations attached to significant others are compromised in an environment rife
with organizational politics [57]. Therefore, optimistic individuals are expected to remain
insulated from the theorized benefits of EMC, resulting in poor management of job stress.

Self-efficacy is reflective of an individual’s confidence in him/herself to succeed at
work [17]. Organizational politics interfering with an individual’s chances of succeeding at
work is likely to lead an individual to find alternative opportunities where one could em-
ploy skills and abilities in the advancement of professional goals. For example, Allen and
Griffeth [58] note that high performing individuals are more likely to quit when they find
salaries not commensurate with the promotion policies and practices; with this line of rea-
soning, it is plausible to argue that self-efficacious individuals find organizational politics a
hindrance for the advancement of professional goals and so are not expected to capitalize
on the benefits of EMC, resulting in the poor management of job stress. Lastly, PsyCap
resilience reflective of an individual’s capacity to bounce back from adversity [59,60] is
expected to provide the basis for individuals to carry on even in a politicized organizational
environment. Furthermore, because that resilience plays an important role in replenishing
the energy levels of employees and rendering them able to find solutions in difficult orga-
nizational circumstances [60], the odds that resilient individuals perceive organizational
politics as an obstacle to their work are less [40]. It is therefore expected that individuals
with high PsyCap resilience are expected to fare better in cultures characterized by high
power distance, uncertainty avoidance, and collectivism. With this line of reasoning, Psy-
Cap resilience is argued to provide the basis for individuals to harness the benefits EMC
offers, resulting in the effective management of job stress.

Based on the above theoretical reasoning and empirical evidence it is hypothesized that:

Hypothesis 2a. Hope positively moderates the relationship between error management
climate and job stress.

Hypothesis 2b. Optimism negatively moderates the relationship between error manage-
ment climate and job stress.

Hypothesis 2c. Self-efficacy negatively moderates the relationship between error manage-
ment climate and job stress.

Hypothesis 2d. Resilience positively moderates the relationship between error manage-
ment climate and job stress.
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3. Research Methodology
3.1. Research Participants

This study analyzes the effect of error management climate on the job-related stress of
employees employed in industries related to the development of aerospace and avionics en-
gineering works. The respondents of the current study work in all departments of aerospace
and avionics, such as manufacturing, production, support, and light aircraft group.

3.2. Sample and Data Collection Procedure

In this study, the sample is drawn from the employees of the Pakistan aeronautical
complex. A sample size of 260 respondents was drawn. The questionnaire was developed
with the help of past literatures and empirical studies. Items of the questionnaire were
adapted from already developed scales used in the previous researches. The questionnaire
was translated into Urdu using the standard translation-back translation procedure [61], as
the respondents included frontline workers.

A cross-sectional survey method has been used for data collection in the current
study. A total of 250 questionnaires were floated among aeronautical employees, out
of which 208 were returned that reflects an 84.8% response rate. Out of 208 responses,
141 respondents were workers (67.8%), 52 respondents were supervisors (25%), and only
14 engineers participated in responding to the questionnaire survey. The demographic
characteristics of the sample are summarized in Table 1. After the data was collected from
these employees, it was coded into numeric form.

Table 1. Demographic characteristics.

Demographics Category Frequency Percentage Demographics Category Frequency Percentage

Age 4 1.9 Designation
Less than 20 years 54 26.0 Worker 141 67.8

20–30 years 82 39.4 Supervisor 52 25.0
31–40 years 28 13.5 Engineer/Manager 15 7.2
41–50 years 40 19.2 Total Job Experience

Above 50 years Less than 1 year 18 8.7
Education 41 19.7 1–5 years 51 24.5

Matric 51 24.5 6–10 years 50 24.0
Intermediate 54 26.0 11–15 years 50 24.0

Bachelor 61 29.3 Above 15 years 39 18.8

Master 1 0.5 Tenure in
Current Department

MS/M.Phil. Less than 1 year 34 16.3
Employment Status 182 87.5 1–5 years 62 29.8

Permanent 20 9.6 6–10 years 51 24.5
Contractual 6 2.9 11–15 years 44 21.2
Temporary Above 15 years 17 8.2

Sample size (N) = 208.

3.3. Measures

The questionnaire developed for this study was divided into four parts. The first part
included the demographic factors of respondents. It included age, education, total job expe-
rience, tenure in the current department, employment status, and designation. The second
part included elements of error management climate (EMC), which is the independent
variable of this study. The third part included questions related to psychological capital
(PsyCap) which is the moderator. The last part included items of job-related stress, which is
the dependent variable of this study. All the questions except those of part one were based
on a 5-point Likert scale ranging from 1 to 5, where 1 represented “strongly disagree” and
5 represented “strongly agree”. Items are scaled because they help the respondent to give
an appropriate response by consuming less time [62]. Questionnaires in English as well as
in Urdu are reported as Appendices A and B respectively.
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3.4. Error Management Climate

In this study, error management climate (EMC), being the independent variable of the
study, was measured by sixteen items adapted from the previous study [15,30]. In this scale,
one item–“For us, errors are very useful for improving the work process”—was omitted
due to a lower internal consistency threshold value (0.6). The Cronbach alpha was 0.976 for
15 items-based EMC in this study (Table 2).

Table 2. Results Summary of measurement model.

Latent Variable Indicator Codes Outer Loadings Cronbach’s
Alpha (CA)

Composite
Reliability (CR)

Average Variance
Extracted (AVE)

Error Management
Climate

EMC2 0.932

0.976 0.979 0.755

EMC3 0.922
EMC4 0.872
EMC5 0.933
EMC6 0.857
EMC7 0.861
EMC8 0.813
EMC9 0.664

EMC10 0.828
EMC11 0.895
EMC12 0.927
EMC13 0.89
EMC14 0.898
EMC15 0.854
EMC16 0.849

Efficacy
EFF1 0.879

0.844 0.906 0.764EFF2 0.911
EFF3 0.83

Hope
HOP1 0.93

0.937 0.96 0.888HOP2 0.961
HOP3 0.936

Optimism OPT1 0.97
0.937 0.965 0.933OPT2 0.962

Resilience
RES1 0.89

0.87 0.919 0.79RES2 0.864
RES3 0.913

Job Stress

JS1 0.767

0.835 0.95 0.596

JS2 0.807
JS4 0.748
JS5 0.681
JS6 0.691
JS7 0.787
JS8 0.772
JS9 0.756

JS11 0.728
JS12 0.829
JS13 0.845
JS14 0.771
JS15 0.835

3.5. Job Stress

In this study, job stress, being the dependent variable, was measured by sixteen items
adapted from the study by Parker and DeCotiis [63]. This variable measured the short-term
psychological state of job stress. This job stress measure has been used in various previous
studies, e.g., [64]. Two items—“My job gets to me more than it should” and “I feel relaxed
when I take time off from my job”—were omitted due to a lower internal consistency
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threshold value (0.6). The Cronbach alpha was 0.944 for 13 items-based job stress measure
employed in this study.

3.6. Psychological Capital

Psychological capital (PsyCap), playing the moderating role in the current study,
consists of four subscales (i.e., optimism, hope, resilience, and self-efficacy). The PsyCap
was measured with the shortened version of the psychological capital questionnaire PCQ-
12 developed and validated by Luthans, Avolio, Avey and Norman [31]. In this study
hope (4 items), optimism (2 items), self-efficacy (3 items), and resilience (3 items) found
Cronbach’s alpha value of 0.937, 0.929, 0.844, and 0.870 respectively. The four subscales of
PsyCap were measured separately in this study model.

3.7. Data Analysis Technique

Partial Least Squares Structural Equation Modeling (PLS-SEM) was adopted, using the
Smart PLS 3.0 software package. PLS-SEM has been used successfully in various researches
of a similar kind for assessing the interrelationships among the latent variables [65].

The results of PLS-SEM are based on two sets of models. The first is the measurement
model that deals with interrelationships between measurement items and latent constructs.
The second is the structural model that shows the relationship results among the latent
constructs. The measurement model was assessed by internal consistency reliability con-
vergent validity and discriminant validity [66]. For the assessment of the structural model,
path coefficients’ t-values and p-values were used. Path coefficients were assessed by
adopting bootstrapping. Bootstrapping is a resampling procedure in which the original
sample serves as the population.

4. Results
4.1. Measurement Model Evaluation

The measurement model is primarily concerned with the assessment of convergent
validity, discriminant validity, and the internal consistency reliability of the constructs
of the research model. It is to be noted that the two parameters of loadings of indicator
variables and the average variance extracted (AVE) are used to evaluate convergent valid-
ity [66]. For convergent validity, the average variance extracted (AVE) threshold should be
>0.50. Similarly, the two parameters of Fornell and Larcker and cross-loadings of indicator
variables are used to evaluate the discriminant validity.

Table 2 shows the summary of the measurement model. The result shows the Cron-
bach’s alpha and composite reliability of this study to be >0.7 threshold value, which
shows the high level of internal consistency and reliability of reflective constructs [67].
Additionally, all outer loadings were greater than 0.50 with the t-values greater than 2.3.

Only four reflective measures are omitted, i.e., EMC1, HOP4, JS3, and JS10. Omitting
these reflective measures resulted in an increase in AVE and composite reliability (CR)
above the suggested threshold value [68]. Most of the items’ outer loading in this study
is >0.708 whereas the minimum outer loading of measurement items is equal to 0.664.
Three items (EMC9, JS5, JS6) were retained because deletion did not increase AVE and CR
above the suggested threshold values. Further, the value of AVE is greater than 0.5 for all
constructs that indicate the maximum convergent validity of all constructs (Table 2).

For discriminant validity evaluation, values of cross-loadings and Fornell and Larcker
criterion correlation were assessed. Table 3 shows that all the diagonal values are high as
compared to the off-diagonal elements in the corresponding rows and columns, indicating
that Fornell and Larcker criterion is met and the constructs demonstrate discriminant
validity [69]. Table 4 shows that all indicators load on their respective constructs, thereby
establishing discriminant validity at the indicator variable level.
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Table 3. Correlation Matrix and Square Root of AVE Fornell and Larcker Criterion.

Latent Variables EMC Efficacy Hope Job Stress Optimism Resilience

EMC 0.869
Efficacy 0.520 0.874

Hope 0.649 0.821 0.943
Job Stress −0.539 −0.477 −0.526 0.772
Optimism 0.581 0.519 0.524 −0.497 0.966
Resilience 0.507 0.432 0.460 −0.381 0.826 0.889

Table 4. Cross loadings analysis.

EMC Efficacy Hope Optimism Resilience Job Stress

EMC2 0.664 0.516 0.651 0.571 0.483 −0.526
EMC3 0.828 0.526 0.654 0.591 0.472 −0.562
EMC4 0.895 0.411 0.541 0.513 0.473 −0.461
EMC5 0.927 0.514 0.643 0.539 0.420 −0.488
EMC6 0.890 0.464 0.565 0.539 0.471 −0.442
EMC7 0.898 0.389 0.546 0.452 0.405 −0.438
EMC8 0.854 0.451 0.517 0.445 0.402 −0.421
EMC9 0.849 0.308 0.349 0.274 0.314 −0.289
EMC10 0.932 0.409 0.517 0.455 0.422 −0.460
EMC11 0.922 0.446 0.573 0.515 0.464 −0.441
EMC12 0.872 0.486 0.602 0.543 0.476 −0.544
EMC13 0.933 0.442 0.556 0.562 0.511 −0.520
EMC14 0.857 0.482 0.590 0.457 0.414 −0.422
EMC15 0.861 0.428 0.550 0.519 0.444 −0.432
EMC16 0.813 0.460 0.529 0.500 0.405 −0.489

Eff1 0.376 0.879 0.698 0.453 0.367 −0.401
Eff2 0.470 0.911 0.719 0.430 0.355 −0.440
Eff3 0.515 0.830 0.736 0.481 0.412 −0.409

Hop1 0.609 0.796 0.930 0.501 0.427 −0.486
Hop2 0.593 0.768 0.961 0.477 0.431 −0.511
Hop3 0.634 0.758 0.936 0.506 0.444 −0.489
Opt1 0.601 0.527 0.543 0.970 0.835 −0.503
Opt2 0.517 0.473 0.467 0.962 0.757 −0.454
Res1 0.378 0.309 0.313 0.659 0.890 −0.310
Res2 0.374 0.331 0.380 0.668 0.864 −0.264
Res3 0.560 0.478 0.505 0.840 0.913 −0.411
JS1 −0.551 −0.521 −0.518 −0.565 −0.443 0.767
JS2 −0.481 −0.366 −0.396 −0.404 −0.303 0.807
JS4 −0.444 −0.430 −0.477 −0.493 −0.376 0.748
JS5 −0.314 −0.246 −0.278 −0.268 −0.169 0.681
JS6 −0.324 −0.247 −0.279 −0.183 −0.200 0.691
JS7 −0.494 −0.417 −0.473 −0.362 −0.294 0.787
JS8 −0.339 −0.305 −0.340 −0.289 −0.186 0.772
JS9 −0.279 −0.321 −0.326 −0.301 −0.223 0.756

JS11 −0.323 −0.278 −0.351 −0.304 −0.259 0.728
JS12 −0.413 −0.435 −0.441 −0.431 −0.365 0.829
JS13 −0.405 −0.355 −0.395 −0.400 −0.259 0.845
JS14 −0.454 −0.349 −0.420 −0.347 −0.306 0.771
JS15 −0.426 −0.354 −0.431 −0.419 −0.279 0.835

4.2. Structural Model Evaluation

The structural model was assessed by examining the path coefficients. The R2 value
was used to evaluate the model’s predictive accuracy, f2 to assess the substantial impact
of the exogenous variable on an endogenous variable, and Q2 to evaluate the model’s
predictive relevance [68].

Structural model prediction power is assessed by the value of R2 (coefficient of de-
termination). Table 5 shows that the R2 value for this study is 0.383, that is the combined
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variation of all independent or exogenous variables can cause 38.3% variance in job stress
(endogenous variable), and the Q2 is larger than zero, which shows the predictive relevance
of the model (Table 5).

Table 5. R2 and Q2 results.

Endogenous
Latent Variable R2 Adjusted R2 Q2

(=1 − SSE/SSO)
Effect Size

Job Stress 0.383 0.368 0.200 Medium

Small: 0.0 < Q2 effect size < 0.15; Medium: 0.15 < Q2 effect size < 0.35; Large: Q2 effect size > 0.35.

The path coefficient is used for structural model assessment and is checked by boot-
strapping in Smart PLS. Path coefficient explains how strong one variable influences
the other variable; its value must be higher than 0.20 [65]. It is found that three paths
(EMC→ Job Stress, Optimism→ Job Stress, and Efficacy→ Job Stress) are significant; on
the other side, two paths (Hope→ Job Stress and Resilience→ Job Stress) are insignificant.
However, path relevance is determined by the magnitude of the path coefficients. In this
study, the highest path coefficient is that of Mod eff of Optimism→ Job Stress (−0.418),
followed by EMC→ Job Stress (−0.328), and Mod eff of Efficacy→ Job Stress (−0.242).

Figure 2 shows the relationship between the studied variables (error management
climate, job stress, and psychological capital dimensions). As per the bootstrapping proce-
dure, the significance of path coefficient, p-statistics, and t-values of this study model are
shown in Table 6.
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Table 6. Structural model—Path Coefficients, T-Statistics and Significance of Hypotheses.

Hypotheses Path Coefficients (β) T-Values p-Values Decision

EMC→ Job Stress H1 −0.328 4.991 0.000 Supported
Mod effect of Hope→ Stress H2a 0.130 1.142 0.254 Not Supported

Mod effect of Optimism→ Stress H2b −0.418 3.727 0.000 Supported
Mod effect of Self-Efficacy→ Stress H2c −0.242 2.421 0.016 Supported

Notes: p < 0.05 (two tailed); p < 0.001 (two tailed).

4.3. Hypothesis Testing

After the validity of the structural model is confirmed, the next step is to assess the
paths of the proposed structural model. A total of five hypotheses were proposed in this
study. Out of these five hypotheses, one hypothesis is predictive of the direct relationship

189



Sustainability 2022, 14, 17022

of the exogenous variable (EMC) on the endogenous variable (Job stress). The other four
hypotheses reflect the moderating effect of PsyCap dimensions (hope, optimism, efficacy,
and resilience) on the relationship between EMC and the dependent variable (job stress).
The hypotheses’ results are provided in Table 6 below.

5. Discussion

The purpose of this research was to explore the relationship between error manage-
ment climate (EMC) and employees’ job-related stress. A sample of Pakistani aeronautical
employees was used to evaluate error management climate, psychological capital dimen-
sions, and job stress relationships. This study found that error management climate is
negatively related to job stress.

Referring to Table 6, the path coefficient for the relationship between EMC and job
stress is −0.328, which shows that the individual’s perceived organizational error man-
agement climate is negatively and significantly associated with job stress [38]. Consistent
with the above and in the specific case of the aeronautical employees, it has been found
that those who find the organizational climate to be supportive of error management tend
to feel low job stress [14]. This study’s findings are consistent with the previous study
results, e.g., [15,30]. In other words, it could be said that in organizations in which a strong
error management climate is provided, employees feel more confident and manage errors
effectively [41].

For the moderating role of PsyCap dimensions, Optimism (β = −0.418, p = 0.000) and
self-efficacy (β = −0.242 p = 0.016) are found to have a significant negative moderating
effect. Therefore, H2b and H2c are accepted. These findings are in line with the findings
of Abbas et al.’s [70] study which was also conducted in Pakistan’s context. The current
study is conducted in the largest and the only aircraft manufacturing facility in Pakistan.
This facility operates in the public sector and the personnel’s job nature is governed by the
Government’s policies. Jobs in the public sector at the working-staff level may not appear
lucrative owing to tough working environments, continuous pressure to meet deadlines,
and almost no incentives on achieving goals and targets. Furthermore, lack of proper
feedback and guidance, poor communication, and ambiguous policies and procedures fuel
perceived organizational politics [70]. It is possible to argue that organizational politics is a
dominant part of Pakistani public sector organizations considering Hofstede’s [49] insights
on Pakistani culture. Therefore, it could be argued that perceptions of organizational
politics when combined with employees’ psychological state of self-efficacy and optimism
have a role to play in retarding the influence of EMC on job stress.

Results indicate that hope (β = 0.130, p = 0.254) and resilience (β = 0.167 p = 0.110)
moderate the relationship between EMC and job stress as hypothesized, but not at statisti-
cally significant levels. Therefore, both H2a and H2d are rejected. Results are of significance
for understanding that hope and resilience might play a significant role in strengthening
the relationship between EMC and job stress provided that organizations are supportive
of individuals and provide systemic help in the development and maintenance of psycho-
logical resources such as hope and resilience. These results also highlight that the JD-R
model in tandem with Hofstede’s [49] insights on national cultures holds more relevance in
hypothesizing the relationships involving PsyCap dimensions and individual-level outcomes.

6. Conclusions

Current study findings demonstrated that within the context of aeronautical project
organizations, error management climate has a direct impact on job stress. This study
further suggests that core self-evaluations of individuals in the form of optimism and
self-efficacy could have a negative moderating effect on the relationship between EMC and
job stress. Thus, it is important to note that the cultivation of an error management climate
may not work in combating an individual’s stress when an individual’s psychological
resources are threatened in the wake of organizational politics.
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This study’s findings are in-line with Kacmar, Collins, Harris and Judge’s [20] and
Bozeman, Hochwarier, Perrewe and Brymer’s [21] findings whereby core self-evaluation in
the form of self-efficacy has been found to have counter-productive effects. Furthermore,
the results of the study lend support to Avey et al.’s [34] conclusion that industry type
and sample base (the US vs non-US) have a significant influence on the effects of PsyCap.
This study, nonetheless, provides an alternative perspective on psychological capital which
must be investigated further in other countries with similar profiles of power distance and
uncertainty avoidance.

The present study has important theoretical implications of error management in
several directions. First, it is one of the first studies to investigate the relationship be-
tween error management climate (EMC) and job-related stress. Although EMC and stress
have been studied independently as important organizational factors [71], their role in
the aeronautical industry has been largely neglected. Second, this study is the first to
empirically examine error management climate (EMC) in an aeronautical project-based
industry context, asserting that EMC principles are relevant to aeronautical employee job
stress and need to be applied more extensively. Third, the current study has contributed to
the literature on job-related stress by considering the combination of psychological capital
(PsyCap) and error management climate (EMC) in the conceptual model.

From a practical perspective, this study’s results suggest that interventions can be
made from the perspective of error management climate in job-related stress. Considering
the negative effect of errors on employee stress, managers should be aware of the benefits
error management provides and the effects employees may experience, allowing them to
take measures to reduce the errors. In complex organizations, managers should handle error
as an event that can provide knowledge and learning, rather than blaming or punishing
anyone. Additionally, organizations should promote an environment in which rewards for
excellent error recoveries, sharing information, and assisting situations are provided. Where
it is important to develop procedures and norms that would be fundamental in cultivating
perceptions of error management, it is equally important for management to introduce
structural changes in a system for the cultivation of a just culture. Adhering to important
elements of justice such as substantive justice, procedural justice, and restorative justice
could prove critical in aligning management’s efforts to cultivate error management climate.
For example, substantive justice underscores the importance of morality and the legitimacy
of rules’ content [72]. Rules made in isolation and neglecting the requirements of reality
may induce pressure on workers to get the job done, paving way for errors that may lead
to serious accidents. In a similar vein, procedural justice is what individuals witness and
internalize in their subconscious. This internalization later provides a guide for individuals’
actions. The cultivation of procedural justice is thought to have a significant role in the
successful cultivation of error management climate.. Individuals should be able to witness
the investigations in relation to error occurrence through impartial mechanisms. For
example, the appointment of objective judges [72] may go a long way in allowing workers
to have faith in the procedural justice of the organization, thereby allowing individuals to
develop attitudes considered optimum for error management. Lastly, an accountability
system based on restorative justice could potentially provide a strong basis for error
management climate to develop and thrive. Restorative justice deals with the idea of
healing whereby the victims of accidents and those being alleged in accident causation are
provided with the opportunity to have their voices heard. Organizations have a crucial role
in demonstrating that organizations are not focused on holding individuals responsible
for the errors or accidents, rather that their main concern is to understand the principal
practices, norms, and work routines that have led to such procedural lapses, errors or
accidents. Such an all-inclusive approach is expected to provide firm foundations for EMC
to take hold in the organization.

191



Sustainability 2022, 14, 17022

Limitations and Future Directions

The findings of this study like any other research study are not without limitations.
The hypothesized moderating influence of hope and resilience did not find support from
the data at the statistically significant levels. Although the sample size of this study was
determined following the guidelines provided by [73], the relationships must be studied
with a larger sample size. Furthermore, this study conducted in the air crafts manufacturing
industry may have been influenced by peculiar job routines which may be uncommon in
the service industry. Therefore, a similar study in the service industry is recommended to
broaden our perspective in understanding the role PsyCap plays in reducing job stress.
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Appendix A Measures Used in the Study (English Version)

Table A1. Error Management Climate.

S.# Please, Indicate How Strongly You Disagree or Agree with the Following Statements.
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1. For us, errors are very useful for improving the work process. 1 2 3 4 5

2. An error provides important information for the continuation of the work. 1 2 3 4 5

3. Our errors point us at what we can improve. 1 2 3 4 5

4. When mastering a task, people can learn a lot from their mistakes. 1 2 3 4 5

5. After an error, people think through how to correct it. 1 2 3 4 5

6. After an error has occurred, it is analyzed thoroughly. 1 2 3 4 5

7. If something went wrong, people take the time to think it through. 1 2 3 4 5

8. After making a mistake, people try to analyze what caused it. 1 2 3 4 5

9. While working with this organization, people think a lot about how an error could have
been avoided. 1 2 3 4 5

10. Although we make mistakes, we don’t let go of the final goal. 1 2 3 4 5

11. When an error is made, it is corrected right away. 1 2 3 4 5

12. When an error has occurred, we usually know how to rectify it. 1 2 3 4 5

13. When people are unable to correct an error by themselves, they turn to their co-workers. 1 2 3 4 5

14. When people make an error, they can ask others for advice on how to continue. 1 2 3 4 5

15. If people are unable to continue their work after an error, they can rely on others. 1 2 3 4 5

16. When someone makes an error, he shares it with others so they don’t make the
same mistake. 1 2 3 4 5
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Table A2. Job Stress.

S.# How Do You Feel about Your Job? Please Rate the Extent to Which You Agree with
the Following Statements by Circling a Number from 1 to 5.
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1. I have felt fidgety or nervous as a result of my job. 1 2 3 4 5

2. Working here makes it hard to spend enough time with my family. 1 2 3 4 5

3. My job gets to me more than it should. 1 2 3 4 5

4. I spend so much time at work, I can’t see the forest for the trees. 1 2 3 4 5

5. There are lots of times when my job drives me right up the wall. 1 2 3 4 5

6. Working here leaves little time for other activities. 1 2 3 4 5

7. Sometimes when I think about my job I get a tight feeling in my chest. 1 2 3 4 5

8. I frequently get the feeling I am married to the company. 1 2 3 4 5

9. I have too much work and too little time to do it in. 1 2 3 4 5

10. I feel relaxed when I take time off from job. 1 2 3 4 5

11. I sometimes dread the telephone ringing at home because the call might be job-related. 1 2 3 4 5

12. I feel like I never have a day off. 1 2 3 4 5

13. Too many people at my level in the company get burned out by job demands. 1 2 3 4 5

14. I don’t have enough time to develop my people. 1 2 3 4 5

15. People find this place of work uncomfortable. 1 2 3 4 5

Appendix B Measures Used in the Study (Urdu Version)

Table A3. Error Management Climate.
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Table A4. Job Stress.
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Abstract: Worker productivity is critical within construction projects as it is the measure of the
rate at which work is performed and, more importantly, helps to know how to motivate them to
perform at high levels. This research aimed to examine the impact of employee age and industry
experience on the intrinsic workforce diversity factors influencing construction worker productivity.
Sieving through the previous research and models and theories of analysis, the intrinsic workforce
diversity was modeled into the following set of factors, i.e., income, motivation, psychosocial factors,
and technical skills. The data were collected by means of a questionnaire survey and examined
for the employees having different ages and experiences using the Mann–Whitney U test through
SPSS. The results show that employees of varied ages do not concur over motivation-, psychosocial,
and technical skills-related workforce diversity factors, whereas employees of varied industrial
experiences are in disagreement over some income and motivation related workforce diversity
factors. In order to overcome intrinsic workforce diversity, firm support is direly needed for old and
mature employees in terms of financial incentives leading to motivation, less supervised scheduling,
opportunities for firm advancement, and reporting back every time work is completed. Furthermore,
support is required for young employees who are more susceptible due to psychosocial stresses like
unevenly distributed work, communication gaps, and technical skills like knowledge of technological
equipment and advancement in construction technology which has reduced the skills of workers.

Keywords: workforce diversity; technical skills; motivation; psychosocial; construction worker;
productivity

1. Introduction

With escalating globalization, managing diversity in organizations has turned into
a necessarily important issue [1]. There is a broad consensus among scholars about the
need to keenly deal with workforce diversity in firms and discover the advantages and
drawbacks for the various factors involved in diversity [1–3]. Diversity literature inspects
how differences among employees affect team performance [4]. The major effects of those
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differences yield mixed empirical results on different performance indicators. To make
their effects on the performance better understandable, researchers propose a combined
analysis of diversity, organizational practices, and different task characteristics.

According to Roberge and Van Dick [5], the foremost vital quality of any organization is
a heterogeneous workforce that not only helps mitigate problems, but also supplies different
and creative ideas with a competitive advantage to the organization, but diversity can also
bring negative outcomes. It has often been acknowledged that heterogeneity can reduce
intragroup coherency and lead to disagreements and misunderstandings which, in turn,
can lower employee satisfaction, citizenship behaviors, and increase turnover [6], whereas
earlier consensus showed that to have strong positive associations with the perceived group
and group satisfaction, openness to linguistic, value, and information diversity is essential.
Within a team, a homogenous workforce can improve the workflow because there are no
social or cultural barriers [7]. In order to manage the growing diversity of the workforce,
organizations need to implement systems and practices so that the potential advantages of
diversity are maximized and the potential disadvantages are minimized. The influence of
demographic differences on work performance needs to be categorized. Particularly on the
group level, positive impacts of diversity were shown by Guillaume and Dawson [8] and
by Downey and van der Werff [9]. Workforce being a dominant resource in construction,
it can be argued that productivity of the construction industry around the globe critically
relies on human performance [10,11].

Pakistan is a growing economy with construction being the second largest sector
after agriculture. With the China–Pakistan Economic Corridor (CPEC) initiative, workers
from both of these demographically diverse countries get employed to work together
with national and multinational firms [12]. According to the Planning Commission of
Pakistan, the CPEC has employed 30,000 Pakistani engineers and laborers under their Early
Harvest projects. These recent steps have led workers from different areas to work and
learn together with more interest than ever before. Moreover, teams with diverse strength
have subjugated less diverse groups as far as creativity and contentment is concerned [1].
Different perspective about the advantages and disadvantages of diversity in an organiza-
tion results in different approaches and management ways [13,14]. Therefore, construction
worker productivity is a fundamental productivity index of the assignment of manpower
to an absolutely specific task.

A few contributions were made by previous studies to the understanding of the
effect of workforce diversity factors on employee performance; however, these studies
are inconclusive in various dimensions [15–17]. Ibrahim and Brobbey [18] found out
that younger workers need more motivation to do an assigned task than older workers;
hence, motivation is the most influential factor for employee performance. Van Dalen
and Henkens [19] worked on the impact of factors that cause psychosocial stresses and
found that employees over the age of 40 face different problems, e.g., tough weather
conditions, workspace atmosphere, and long working hours in a firm. Alsuwaiyel [20]
examined the consequences of advancement in technology towards unskilled employees in
the time to come. Further, he explained the need for old and mature employees to enhance
their skill-set with this ongoing technical advancement in order to surpass young age and
inexperienced employees. A study held in Belgium proved that the majority of firms in
the developing countries have well-documented labor force, overall size, capital used, and
productivity, but there is no information on the classification of workforce characteristics
that would allow for a more refined breakdown of diversity-defining factors [21].

One of the important issues raised by the ageing society is its impact on productivity,
adaptation, and innovation [22]. Age diversity has a definitive negative dependence on
performance, but researchers have also expressed that younger and older employees must
intermingle to form a coherent and efficient corporate culture and achieve better firm
performance. There is a need for different approaches to be developed to study age-based
performance evaluation [23]. On the other hand, a meta-analysis by Quińones and Ford [24]
revealed a positive relationship between employee experience and performance [19].
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A few studies have been able to identify the behavior of experienced and inexperi-
enced employees. By far, no study has examined the association of workforce diversity
factors, i.e., income, motivation, psychosocial factors, and technical skills, with the work-
ers’ productivity with respect to varied age and experience. This study investigated the
impact of workforce diversity factors on worker productivity in the construction industry
of Pakistan. Various influencing factors related to income, motivation, psychosocial factors,
and technical skills were inspected in this study. Further, the impact of these factors in
accordance with age and experience of the employees was analyzed. The outcome of this
study will immensely contribute to the literature on labor productivity, where there is a
scarcity of literature related to the association between workforce diversity factors, age
and experience.

2. Theoretical Framework

The term “diversity” refers to the personnel attributes distributed among codependent
members of a work unit [4]. The assorted outcomes of past theories conjointly help to point
out the distinction between the theoretical background and the current research.

The job demands–resources (JD–R) model emphasizes the importance of technical
skills and psychosocial stress in a workforce. Karasek Jr. [25] proposed that although
pressures (both psychological and social) and job demands have an influence on stresses,
these demands are not the sole contributors to these stresses. Rather, the amount of stress
workers experience in their work majorly depends upon their control over the demands.
At the heart of the JD–R model is the assumption that although every occupation may have
its own causes of employee well-being, these factors can be classified into two general
categories (i.e., job demands and job resources); it thus constitutes an overarching model
that may be applied to various occupational settings irrespective of the particular demands
and resources involved. In the field of construction, employees from developing countries
seem to be losing that control over such demands in sight of comparing themselves with
employees in the developed countries who have better technical skills. Factors such as short
deadlines, high volume of work, no learning opportunities, etc. are also negative demands
that bring down the morale of employees. In this case, the JD–R model postulates job
positives/resources that are provided to workers to increase autonomy, organizational rules
that strengthen employees, coaching/mentoring, and constructive feedback to generate
knowledge/skills in their working environment. JD–R also suggests personal resources
such as self-efficacy, optimism, etc. These resources act as a buffer between team members
and the demands of their roles.

The equity theory [26] postulates a worker’s motivation is a measure of his/her input
into the job against the output received from it. The higher the reward, the greater the
worker’s motivation. Regarding the equity theory, workers who perceive getting better
output from their jobs than what they think they put into it feel job satisfaction. These
certain aspects vary with every worker’s approach toward satisfaction. Tasks that are
well-understood and clarified bring up satisfaction since a clear role helps the workforce to
be involved and committed. Further, the author identified five characteristics that impact
the psychological and motivational state of a worker, namely autonomy, identity and sig-
nificance of the task, income, and feedback. Further, workers compare their input/output
ratio with other workers and if it is found to be fair, it leads to job satisfaction, receiving
rewards and motivation. The theory argues that managers should seek to find a balanced
way between the inputs that an employee gives and the outputs received. The concep-
tual framework incorporates technical skills-related and psychosocial workforce diversity
factors using the JD–R model. The technical skills related to workforce diversity factors
as well as psychosocial factors are examined using the JD–R model, whereas income and
motivation related to workforce diversity factors are examined using the equity theory as
shown in Table 1.
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Table 1. Usage of theoretical models in the conceptual framework of the study.

Theory/Models Key Components for Diversity Usage and Framework

Job demands–resources model [25]

Good job positives, e.g.,
(a) leadership engagement,

(b) learning opportunities/skills for
advancement, and (c) autonomy,
can offset effects of extreme job

demands and encourage
motivation and engagement

Technical skills,
psychosocial factors

Equity theory [26]

Subtle and equitable input and
output factors affect each

individual’s assessment and
perception of their work.

Dimensions include: (a) personal
efforts/satisfaction, (b) rewards

(salary, bonuses), and (c) referent to
being optimistic.

Income, motivation

3. Workforce Diversity Factors Influencing Worker Productivity

In one stream, there are scholars disputing that a diverse workforce holds a possible
market advantage for an organization’s success [27–29]. On the other hand, Lauretta
McLeod and Lobel [30] stress that a diverse workforce helps in developing cohesion among
ideas, turning out to be a success in the end. There are other authors whose position lies
within the middle of those flows [31]. However, there seems to be an agreement that if
diversity is controlled well, it may enhance productivity, and if unnoticed, it may reduce
productivity. Structuring the previous theories to more refined factors, and through the
literature support, workforce diversity is classified into the following dimensions: income,
motivation, psychosocial factors, and technical skills.

Income has become a subject of serious debate about individuals’ economics in the
21st century [32]. Recent developments, such as globalization, have led to vast competition.
In order to face this stern competition, firms are continuously looking for ways to improve
productivity of their workforce which cannot be achieved without job satisfaction of the
working class. Incentives and profit distribution schemes are very common nowadays. In
order to handle the problem, a monetary motivation scheme seems to be helpful for both
young and old employees [33]. Official labor force statistics derived from administrative
data, such as business or taxation records, does not provide a complete picture of trends
in the labor market. In lower economic sectors, irregular microdata surveys could be
used to have a check upon the work demands and wage policies in that region [34].
Employees with positive attention seem to be much satisfied with the pay relative to people
with negative affectivity. Spies [35] studied the differences between the 26 factors of job
satisfaction concluding income and the treatment by the parent company of the employees
are triggering aspects of the employees’ productivity.

Coming to the second factor, motivation is delineated as a force in a person responsible
for the meticulousness of efforts spent at work [36]. According to Hofstede [37], managers
must verify that the job crew is united and motivated inside the organization through
rewards to confirm their continuous commitment. It follows from the top that employment
motivation serves two essential purposes: to ensure productivity inside the worksite and
list down employees’ unity and loyalty through rewards, in particular, for those efforts
which will result in higher productivity [38]. It has been observed that young employees
need more motivation for their performance as compared to old employees [18]. Clear
opportunities for career advancement are an especially powerful employee motivator.
Moreover, the impact of job satisfaction and organizational commitment on the performance
of employees is more in young employees as compared to old employees.

Stresses causing weak organizational commitment, job dissatisfaction, and demotiva-
tion in employees are mentioned as psychosocial stresses. Psychosocial factors include the
way work is carried out, i.e., deadlines, workload, work methods, and the context in which
work occurs, including relationships and interactions with managers, supervisors, cowork-
ers, and clients or customers [39]. Their study revealed that the impact of job satisfaction,
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motivation, and organizational commitment on the performance of employees is higher
on younger employees as compared to older employees. Another study revealed that
psychosocial factors comprising lack of training programs and career mentoring greatly
influence the performance of young employees as compared to old employees [40]. Psycho-
logical and social stresses have been found to be the most influential factors in carrying
out tasks individually and in a group so far [41]. Work discipline, health and safety con-
ditions, work satisfaction, creating competition, relationships with workmates, giving
responsibility, sharing problems and their results, social activity opportunities, cultural
differences, worker participation in decision-making, distance from home, and distance
from population centers have been found to be the key attributes towards psychosocial
effects [42–44].

There is ample research evidence suggesting technical skills as a significant factor
affecting productivity in the construction industry [45]. For example, Rojas and Aramva-
reekul [46] reported that skills management and manpower issues are areas of the greatest
potential of affecting productivity. Focused on the needs as a result of the globalized
market and advantages of workforce diversity, the application of advanced technology has
consequences for the relative labor demand [20]. It has been decreasing and will ultimately
eliminate the ones without any efficient skills in the near future. Countries with weak
economic development consequently exhibit lower levels of employee productivity [47]. A
crucial challenge faced by more developed countries is how to make sure that the skills of
both experienced and less experienced workers remain consistent throughout their careers.
Firms’ growth and workers’ employability decelerate in the presence of skill gaps [48].
The need to upgrade skills applies not solely to the young generation in schools, univer-
sities, and training centers, but also to the current generation of workers following the
opportunities to be created in the next two decades [49].

Therefore, a framework for learning the effective management of a diverse workforce
and its influence on worker productivity in construction projects is still to be developed. A
construction project may be a complicated body that may be planned as a system. However,
like Harrison and Price [50] stressed, “people issues” are rather more problematic to unravel
than technical problems within the short life of a project. Thus, for assuaging these issues,
skills in managing workers are crucial. Therefore, sieving through the previous research
and grasping theories, diversity has been carefully molded into the following intrinsic
factors: income, motivation, psychosocial factors, and technical skills. The reason why
these factors are needed to be studied for this research is that they emphasize the majority
part of the difference, enhancements, changes, and processing of the environment that a
worker experiences and goes through in their organization. As the JD–R model suggests,
increasing work-related resources (autonomy, collaboration with colleagues, mentorship,
skills advancement) and selecting staff with proactive personalities and a high level of
motivation can increase work engagement and satisfactory employee performance out-
comes [51]. The equity theory proposes that communication or status in an organization has
an influence on the perceived fairness of pay. Work stresses have an effect on psychosocial
strains, but the main pitcher to such strains is the demands that they have to contend with,
but fair inputs (income, performance satisfaction, etc.) have a major impact on motivation
and psychosocial factors [52]. They are further examined with respect to varied ages and
experiences of employees in Pakistani construction contracting firms (CCFs) as shown in
Figure 1.
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4. Methodology

The computation of the literature reviewed above was used to develop the following
research questions:

RQ1. What are the income-related workforce diversity factors that influence the
productivity of Pakistani CCFs’ workers of varied age and industry experience?

RQ2. What are the motivation-related workforce diversity factors that influence the
productivity of Pakistani CCFs’ workers of varied age and industry experience?

RQ3. What are the psychosocial workforce diversity factors that influence the produc-
tivity of Pakistani CCFs’ workers of varied age and industrial experience?

RQ4. What are the technical skills-related workforce diversity factors that influence
the productivity of Pakistani CCFs’ workers of varied age and industrial experience?

In order to examine the above research questions, a questionnaire was sent to the
firms to investigate intrinsic workforce diversity factors and their influence on worker
productivity. Pilot testing of the questionnaire was carried out by interviewing eight
construction executives. An improved questionnaire was developed by making some
essential adjustments to the local industry context based on the recommendations and
feedback received during the pilot phase. The questionnaire was divided into three sections
incorporating 42 questions in total. The first section consisted of five questions related to
the general background of the respondents and the firm. The second section consisted of
five questions related to the productivity of employees [15]. The third section consisted
of subsections related to four intrinsic factors. For this section, the scales were adapted
from well-reputed previous studies, thus ensuring their validity. The first subsection was
related to income, comprising eight questions [32], the second subsection consisted of
eight questions related to motivation [38], the third subsection consisted of eight questions
related to psychosocial stressors [41], and the last subsection related to technical skills
consisted of eight questions [45].

To ensure validity of the questionnaire content, the contemporary approach developed
by Schriesheim and Powers [53] was used. This approach was also used by Haynes and
Weiser [54] in their research regarding surgical safety intervention. The respondents were
asked to rate the intrinsic factors (income motivation, psychosocial factors, and technical
skills) using a five-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree).
To reduce the common method variance (CMV) bias, it was conveyed to the correspondents
that there were no right or wrong responses. Furthermore, they were assured of the
confidentiality of the research so they could respond honestly [55].
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Two hundred (200) questionnaires were sent to different engineers working at various
construction sites in Pakistan where the profile of the respondents is shown in Table 2. It
can be seen that most of the respondents were from firms who were involved in multiple
specializations, i.e., involved in more than one business, e.g., civil as well as mechanical,
followed by responses from civil and mechanical businesses. All the respondents were
registered with the Pakistan Engineering Council (PEC), which is the statutory body
responsible for the issuance of licenses to employees working in engineering businesses
in Pakistan. Out of the total of 200 questionnaires that were sent to different construction
engineers in Pakistan, 131 complete responses were returned, representing a response rate
of 66 percent. After receiving the responses, the sample was divided into young vs. old
and experienced vs. less experienced employee categories according to age and experience.
In order to categorize employees according to their age, various classifications are used
by different scholars in their studies, but no clear boundaries have been devised for the
criteria. For instance, old employees are considered to be between the age of more than 35
and the age of more than 40 years [56], whereas the World Health Organization classifies
old workers as those aged 45 or older. Similarly, the criteria used to distinguish experienced
employees from less experienced employees were found to be different in different studies.
Chung and Park [57] categorized employees having more than 15 years of work experience
as experienced compared to less experienced employees.

Table 2. Profile of the survey respondents.

Specializations
Total Amount of

Construction
Workers

Responses
Received (No.)

Percentage to
the Total (%)

Young
Workers

Old
Workers

Less
Experienced

Workers
Experienced

Workers

Civil 50 41 31 24 17 22 19
Petrochemical 10 5 4 3 2 2 3

Mechanical
and electrical 40 31 23 17 14 18 13

Multiple
specializations 100 54 42 31 23 28 26

Total 200 131 100 75 56 70 61

In this study, old employees according to age were considered to be those older than
40 years and experienced employees were considered to be those with an experience of
more than 10 years [56,58]. The data collected were then analyzed using the Statistical
Package for Social Sciences (SPSS), version 21.0. The Shapiro–Wilk normality test was run
to assess data normality. The data were found to be not normal, thus necessitating the
need for a nonparametric test for the comparison between the studied groups. Hence, the
nonparametric Mann–Whitney test was used to compare the scores of workers of different
age (young, old) and experience (experienced, less experienced).

5. Findings and Discussion

In this research, only those variables were taken into consideration that recorded
statistically significant differences between old vs. young workers and experienced vs. less
experienced workers. The other variables having a significant two-tailed p-value more than
0.1 indicated no evidence to reject the null hypothesis. Therefore, the variables which did
not record a statistically significant difference in the mean ranks were not documented.

The first stage of the analysis was related to the income-related diversity factors
influencing the construction worker productivity. These factors were derived from the
previous study based on wages and incremental policies of the workforce [33]. The results
obtained indicate a few significant differences in the responses given by workers of varied
ages and experiences for the income-related workforce diversity factors influencing the
construction worker productivity as shown in Table 3.
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Table 3. Income-related workforce diversity factors influencing the construction worker productivity.

Variables Old
Mean Rank

Young
Mean Rank p Experienced

Mean Rank
Less

Experienced
Mean Rank

p

Basic needs fulfillment 63.27 69.57 0.331 65.39 65.63 0.968
Work demand satisfaction 64.19 67.89 0.531 69.53 60.80 0.124

Satisfactory wage plan 63.39 69.36 0.376 64.49 66.68 0.736
Travel and daily allowances 60.67 74.33 0.043 * 60.00 71.92 0.066 **
Worrying about the living

for the next day 62.46 71.05 0.196 59.69 72.28 0.048 *

Annual increments 64.77 66.83 0.759 65.89 65.05 0.896
Wage deductions 63.59 68.99 0.413 61.32 70.38 0.152

Well-paid overtime 64.04 68.17 0.535 62.20 69.35 0.263

Note: * significant at 0.01, ** significant at 0.05.

In terms of age, one variable is regarded more important by younger workers as
compared to older workers, i.e., “travel and daily allowances” (mean rank = 74.33 for
younger employees and 60.67 for older employees with p = 0.043).

Getting extra money for food and fuel is becoming a common routine for employees
these days in the developing countries, especially Pakistan, due to high fluctuations in
economics in the past decade. Younger employees do not seem to work enthusiastically
and productively without such extra allowances compared to past decades, whereas older
employees getting decent allowances impart a thought in younger ones. One of the foremost
vital elements of running a prosperous business is keeping workers happy and providing
them with enough incentives to maximize their productivity. If workers have solid health
facilities, insurance plans in place, there is a higher probability that they are going to
have a sustainable food supply, regular checkups and take preventative medical steps that
ought to facilitate guaranteeing they do not take several sick days [59]. Providing worker
advantages might cost a little, and the semipermanent benefits will greatly outweigh those
costs and contribute to workers’ overall success. Thus, such a business is poised to amass
true professionals who are in it for a long time, facilitating a stable workforce.

In terms of experience, two variables are regarded more important by less experi-
enced workers as compared to experienced workers, i.e., “travel and daily allowances”
(mean rank = 71.92 for less experienced employees and 60 for experienced employees with
p = 0.066) and “worrying about the living for the next day” (mean rank = 72.28 for less
experienced employees and 59.69 for experienced employees with p = 0.028).

Incentives like food, fuel, transport, etc. act as a potential uplift in employees’ motiva-
tion and, in short, productivity. These incentives definitely appear minor but their impact
is quite prominent when analyzed. Experienced employees are always valued; many of
them are given attractive salary packages, numerous incentives and securities that keep
them motivated to do their work, whereas less experienced employees are not treated in
the same way, but such incentives click with their minds [60]. There should be a revision in
the policies of firms to add numerous incentives to the packages of their less experienced
employees to keep the firm’s progress high and the employees motivated.

Worrying about the living for the next day is not just a variable but a condition
of many engineers and laborers working in the Pakistani construction industry. At par,
1000–1200 Pak rupees is a wage rate a laborer gets, which is as low as $10–12. Political
or injustice strikes hit Pakistan more often, thus leading to the shutdown of businesses,
and laborers that survive only on their daily wages do not have food to feed their fami-
lies. Because of such terrible conditions, many less experienced employees related to the
construction industry, primarily laborers, leave for countries abroad, mainly the UAE and
other Gulf countries [61]. Wages and job securities of the firms there are far better than
those of many of the firms in Pakistan [62]. Wage plans should be revised, and social
security should be given to less experienced laborers to keep them motivated. It is not
just a matter of keeping them working for their country, but also of the future of their
country. If everyone keeps flying to other states like this, Pakistan will soon be deprived of
a capable workforce.

The second stage of the analysis was related to the motivation-related diversity fac-
tors influencing the construction worker productivity. These factors were derived from
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the previous study based on the motivation of the workforce [38]. The results obtained
indicate several significant differences in terms of age as well as experience of workers
for the motivation-related workforce diversity factors influencing construction worker
productivity as shown in Table 4.

Table 4. Motivation-related workforce diversity factors influencing the construction worker productivity.

Variables Old
Mean Rank

Young
Mean Rank p Experienced

Mean Rank
Less

Experienced
Mean Rank

p

Monetary satisfaction 66.42 63.82 0.673 69.80 60.48 0.116
Financial incentives vs.
nonfinancial incentives 67.80 61.29 0.310 71.11 58.95 0.048 *

Job security 65.90 64.76 0.857 68.50 62.00 0.284
Responsibility allocation 61.66 72.51 0.097 ** 61.28 70.43 0.144
Self-scheduling and less
supervised job decisions 69.77 57.70 0.067 ** 70.45 59.73 0.089 **

Career advancement 67.29 62.24 0.428 71.39 58.63 0.037 *
Hatred for nosy 72.21 53.24 0.004 * 71.31 58.73 0.047 *

Informal relationships 62.35 71.25 0.166 65.24 65.81 0.926

Note: * significant at 0.01, ** significant at 0.05.

In terms of age, one variable is regarded more important by young workers than by
old workers, i.e., “responsibility allocation” (mean rank = 72.51 for younger employees
and 61.66 for older employees with p = 0.097). On the other hand, two other variables
are regarded more important by older employees over younger employees, i.e., “self-
scheduling and less supervised job decisions” (mean rank = 69.77 for older employees and
57.7 with p = 0.067) and “hatred for nosy” (mean rank = 72.21 for older employees and
53.24 for younger employees with p = 0.004).

Responsibility gives a worker confidence over him-/herself, making them learn skills
and team-leading qualities. Being a leader and in an authoritative position is always a
desire for young employees [63]. In Pakistan, young employees have been given enough
responsibilities that the majority of them seem very satisfied and eyeing forward to become
more reliable employees. Seeking a satisfactory responsibility in a workplace is necessary
for younger employees to keep them motivated towards work more than for the older ones
who already have so many responsibilities that many of them are exhausted.

Coming to the second variable, older employees are found to prefer scheduling
their work and making job-related decisions with minimum supervision as compared to
younger employees [64]. Old workers feel pressed by excessive supervision and tight
audits [65]. Over a decade ago, older workers crammed government positions, held
places in top management, and the youngest worked on the face lines. Since then, the
character of labor is, seemingly, rubbing elbows each day with those in different age groups.
Today, Baby Boomers, several of whom have postponed their retirement, have realized
themselves working under individuals young enough to be their grandchildren. The
older worker/younger boss configuration will produce challenges. Completely different
generations have distinctive views on everything, from workplace humor to communication
vogue to figure ethics. Baby Boomers might feel awkward taking direction from younger
bosses and younger bosses might feel awkward giving directions to them [66].

It is a common fact that an elder is older regardless of whether juniors surpass that
person in the organizational race. Being an elder requires that person to be trusted and
not just being ordered. Organizations that handle human resources must promote shared
values, attitudes, and behaviors while reaching out in ways which are acceptable to every
age group. Otherwise, hatred starts building up against young employees and bosses,
resulting in an uncomfortable environment. It implies that older employees should be
given respect in terms of supervision considering their age and experience, but quality
should not be compromised no matter what [66].

In terms of experience, four variables are regarded more important by experienced
workers than by less experienced workers, i.e., “financial incentives vs. nonfinancial incen-
tives” (mean rank = 71.11 for experienced employees and 58.95 for less experienced employ-
ees with p = 0.048), “self-scheduling and less supervised job decisions” (mean rank = 70.45
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for experienced employees and 59.73 for less experienced employees with p = 0.089), “career
advancement” (mean rank = 71.39 for experienced employees and 58.73 for less experi-
enced employees with p = 0.037), and “hatred for nosy” (mean rank = 71.31 for experienced
employees and 58.73 for less experienced employees with p = 0.047).

The analysis depicts that experienced employees emphasize financial incentives over
other incentives. Living in a country of struggling economy and economic crises, monetary
incentives have always played a productive role in terms of motivation of employees,
especially when one has to work at a distant construction site. As an employee becomes
more experienced, his/her knowledge becomes more groomed and their observation and
decision-making powers become more precise and authentic. Apart from promoting them
at a larger scale, incentives should be increased for their dedication to the firm as such a
ripe experience cannot be bought with only salaries [67].

“Self-scheduling and less supervised job decisions” was the center of concern for
the experienced employees. As the second important variable, it was noted that for an
experienced employee, his/her seniority is higher than of those who have just come in the
field regardless of how qualified the newcomers are. Therefore, the sense of interference
and being supervised makes them resilient [66]. While managing employees who are more
experienced than you, it is important to understand how and why they do things their
way and only then start implementing changes. While “that is how we have always done”
should never be used as an excuse, sometimes things are always done in a certain way for
the reasons only an expert would know.

Regarding career advancement, it seems that mature employees got settled in their
respective firms and made an identity after working all their lives and moving between
different firms, and the firm they are working for now is somehow their final choice where
they can see advancements for their career. Comparing to less experienced employees who
are yet to touch the peak of their career, they are often seen unsatisfied with their jobs if
they do not see advancements coming towards them as seen in the majority of the firms
surveyed [68]. Therefore, they are in search of better jobs every day. The last variable, i.e.,
hatred for nosy, is also very commonly seen in firms with experienced employees. It will be
wrong to say that experienced employees should be given full authority to do their work
without being asked, but they should be given some authority that makes and keeps them
well aware of their place in a workplace and makes them utilize their experience in much
better ways [58].

The third stage of the analysis was related to the psychosocial stressors-related diver-
sity factors influencing the construction worker productivity. These factors were derived
from a previous study based on work-related psychosocial stressors [41]. The results ob-
tained indicate several significant differences in the responses given by workers of varied
ages; however, no significant difference was observed in the responses given by work-
ers of varied experience for the psychosocial stressors-related workforce diversity factors
influencing the construction worker productivity, as shown in Table 5.

In terms of age, two variables are regarded as more important by younger workers
than by older workers, i.e., “uneven distribution of work” (mean rank = 73.52 for younger
employees and 61.11 for older employees with p-value = 0.061) and “workplace satisfaction”
(mean rank = 73.7 for younger employees and 61.01 for older employees with p = 0.049),
whereas, one variable is regarded more important by older workers than by younger
workers, i.e., “physically exhausting job” (mean rank = 70.9 for older employees and 55.64
for young workers with p = 0.019).
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Table 5. Psychosocial workforce diversity factors influencing the construction worker productivity.

Variables Old
Mean Rank

Young
Mean Rank p Experienced

Mean Rank
Less

Experienced
Mean Rank

p

Uneven distribution of work 61.11 73.52 0.061 ** 62.64 68.83 0.330
Relationships with coworkers 63.82 68.57 0.447 67.03 63.72 0.580

Daily task completion 67.23 62.35 0.440 68.28 62.26 0.321
Career advancement 64.63 67.10 0.708 63.88 67.39 0.579
Well-defined tasks 63.32 69.49 0.346 66.74 64.05 0.669

Physically exhausting job 70.90 55.64 0.019 * 66.96 63.80 0.612
Team cooperation 63.45 69.24 0.368 65.05 66.03 0.874

Workplace satisfaction 61.01 73.70 0.049 * 65.14 65.92 0.900

Note: * significant at 0.01, ** significant at 0.05.

Uneven distribution of work is always a problem for a firm or organization where
there is a lack of management to utilize proper resources, whether in terms of human
resources or machinery; younger employees are always the ones who seem to suffer under
such circumstances [41]. Pakistan, since becoming independent, is still in a developing
phase. The results show that younger employees do need to be overloaded with work
as they are more energetic and enthusiastic, but uneven distribution is never accepted.
Creating an inventory of all the work that must be done and then assigning tasks in step
with every worker’s specific function, position, and strengths is important. This exercise
conjointly helps discover any gaps in talent.

Coming to the next variable, “workplace satisfaction”, it is a natural fact that every
person wants to do respectable work that he/she feels excited and comfortable to tell
others about [69]. In the field of construction, younger employees are given enough
responsibilities despite uneven distribution of work as discussed earlier that they feel
happy to share about their job. In the past 5–8 years, the Pakistani government and
the private sector have started many state-of-the-art projects, i.e., metro projects, Bahria
Town, and a very recent Orange Line in Lahore, which have created a large space for
employment. Numerous engagement surveys have tried to explain the behaviors regarding
the workplace that makes workers happy in their jobs. The results found that work values
also change as workers grow older [58,70]. Hence, it was concluded that provision of a
satisfactory workplace has created a positive impact aside technical abilities in terms of
productivity, including employee appreciation and recognition, organizational culture,
autonomy, variety learning, and being challenged.

The third and important variable that is highlighted by older employees over younger
employees is a “physically exhausting job”. Construction is never a white-collar job. Job
sites are not always situated in desirable locations with good weather conditions and
altitudes, and distances always vary. Due to rapid increases in construction projects in
Pakistan, the job demand for older employees has reached very high. Even if younger
employees are capable enough to cope with the responsibilities, the experience of older
employees can never be taken for granted. Such employees have and always will be in top
priority when it comes to decision-making and supervision. In the field of construction,
regardless of whether an employee is senior enough, he or she still has to visit distant
sites, which might drain off their energies at an older age [44,58]. This can only be mini-
mized by proving good packages and satisfactory job benefits so that older employees feel
enthusiastic towards their work [33].

The fourth stage of the analysis was related to the technical skills-related diversity
factors influencing the construction worker productivity. These factors were derived from
a recent study based on the impact of skills on productivity [47]. The results obtained
indicate two significant differences in terms of age and only one significant difference in
terms of experience of workers regarding the technical skills-related workforce diversity
factors’ influence on the construction worker productivity, as shown in Table 6.
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Table 6. Technical skills-related workforce diversity factors influencing the construction worker pro-
ductivity.

Variables Old
Mean Rank

Young
Mean Rank p Experienced

Mean Rank
Less

Experienced
Mean Rank

p

Technical soundness 62.40 71.16 0.126 65.52 65.48 0.993
Technical training 67.01 62.74 0.477 63.89 67.38 0.546

Importance of vocational training 64.24 67.79 0.583 63.38 67.98 0.459
Vocationally trained employees 62.30 71.34 0.169 61.99 69.60 0.227

Regular interdepartmental trainings 63.48 69.20 0.385 61.99 69.59 0.229
High-technology equipment in the

Pakistani construction sector 60.64 74.37 0.034 ** 64.16 67.07 0.640

Potential for skills, urban vs. rural 65.47 65.55 0.990 58.31 73.88 0.015 **
Impact of advancements in the
construction technology on the

skills of workers
61.23 73.30 0.064 *** 62.71 68.75 0.334

Note: ** significant at 0.05, *** significant at 0.1.

In terms of age, two variables are regarded as more important by young workers
than by old workers, i.e., “high-technology equipment in the Pakistani construction sector”
(mean rank = 74.37 for younger employees and 60.64 for older employees with p = 0.034)
and “impact of advancements in the construction technology on the skills of workers”
(mean rank = 73.3 for younger employees and 61.23 for older employees with p = 0.064).

Due to the recent growth of the construction industry of Pakistan, state-of-the-art
projects have emerged through collaboration of the government and the private sector.
Orange Line in Lahore, Centaurus Mall in Islamabad, Bahria Town, and Neelum Jhelum
hydropower are quite prominent among them. Highly advanced technological equipment
was used for excavations, pouring, concreting, paving, and in all other phases of con-
struction. This has not only given the construction rapid progress, but also high technical
experience to young Pakistani workers and employees as compared to past decades [71].

Coming to the other very important variable, the impact of advancements in the
construction technology has weakened the skills of the workers. Change is never an easy
thing to cope up with, as the younger employees emphasized, especially when it is related
to technologies and skills. Pakistan is not an advanced country in terms of construction,
though in the last decade it has seen progressive changes in this industry. The majority
of the workers in this industry come from rural areas. Following the basic techniques
of masonry, concreting, excavation and other related phases, Pakistani workers are not
sufficiently familiar with the latest technologies [71]. Lacking the basic knowledge and
skillsets for the use of such equipment, it was found that the majority of young Pakistani
workers are resistant to such changes, making them insecure in terms of their job demand.

In terms of experience, only one variable is regarded more important by less expe-
rienced workers as compared to experienced workers, i.e., “potential for skills, urban
vs. rural” (mean rank = 73.88 for less experienced employees and 58.31 for experienced
employees with p = 0.015).

Pakistan has been going through its developing phase since becoming independent
and is still far behind the world in terms of advancements in technology. There is a very
prominent disparity between rural and urban areas here with respect to everything, e.g.,
food, health, lifestyle, culture, technology, and growth [72]. Old construction techniques
are still being followed in the majority of the rural areas, including mud houses, pathways,
open sewage, etc. The majority of the less experienced Pakistani employees come from
rural areas. When these people come to urban areas for work, they are not very familiar
with much of today’s construction equipment that is in use. As they have not seen such
equipment or built structures or pavements like the ones in urban areas before, they find it
very difficult to learn how to use and operate such equipment [71].

6. Conclusions

The stream of the impact of workforce diversity has been examined from a few
perspectives by few researchers. Some crosscutting themes on the diverse workforce factors
affecting an employee’s performance have been provided by the information about the
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types and roles of diversity in firms. Instead of relying on a sole approach to examine
the phenomenon of diversity for Pakistani CCFs, an incorporated framework fetching the
key theories on workforce diversity was utilized to gain insight. This research provides a
novel insight into the worker productivity literature by showing how workforce diversity
is associated with employees’ age and experience.

The research analyzed a total of four groups of workforce diversity factors. All these
factors were analyzed on the basis of age and experience of an employee, and we conclude
that the highlighted factors have a very keen impact on the productivity of workers. The
motivation was found to be the artery of a physical workforce. The equity theory of
wages depicts that the standard driving force of the performance is motivation and passion.
Income and other incentives were found to be of vital importance for younger employees.
Job pressures do have an impact on psychosocial strains of young workers, but the main
contributor to such strains is control of the employees over the demands they have to deal
with, which reduces psychosocial stress. Moving forward, younger employees are found to
be more satisfied with the responsibilities they have as compared to older employees. Both
the young and the less experienced employees put emphasis on the scheduling of their
tasks with less interference.

Conversely, the experienced workers complained about fewer advancement options
as a demotivating factor for their careers. Furthermore, the results proposed that older
experienced construction workers disliked being asked about the given tasks again and
again. When it comes to the uneven distribution of tasks, young workers are found to be
the most affected, which results in absenteeism and a negative correlation with the job.
That in turn makes such workers reluctant to talk and share about their place of work.
Rural areas should be provided with equipment and technologies for construction so that
inexperienced rural workers could adapt to such equipment and become more resourceful
for the industry.

The verdict of the research has administrative and managerial relevance, with several
implications to be observed. The research contributes to worker productivity by showing
how employees of varied ages and diverse industry experience are associated with intrinsic
workforce diversity factors. This study will help firm owners to reduce the negative rela-
tionship of workers with their jobs. It provides insights for contractors and supervisors in
Pakistani CCFs on the critical weaknesses associated with management of a well-organized,
skillful, and diverse workforce with respect to age and experience of employees which
need to be addressed and overcome while undertaking international standards for wages,
incentives, opportunities for advancement, health, and sociocultural securities. Another
important aspect derived from this research leads to a keen concern about laborers’ demoti-
vation, especially in the case of old and experienced workers, and burnout conditions in
young workers. The Pakistani government and construction firms need to restructure their
labor policies in order to tackle diversity and increase worker productivity.
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Abstract: Palm tree waste is one of the most widespread forms of agricultural waste, particularly
in areas where oil palms are cultivated, and its management is one of the industry’s key concerns.
To deal with this palm waste, researchers are working hard to work out the ways to convert this
plentiful waste into useful material for future beneficial applications. The objective of this study was
to employ chemical activation techniques to prepare a new activated carbon (AC) using discarded oil
palm leaves (OPL) in Malaysia. Three chemical agents (H3PO4, NaOH and ZnCl2), as well as three
pyrolysis temperatures (400 ◦C, 600 ◦C and 800 ◦C) and various impregnation ratios (1:0.5–1:3) were
used to optimize the preparation process. As a result, the oil palm leaves activated carbon (OPLAC),
with prominent surface properties, was obtained by ZnCl2 activations with a 1:1 impregnation
ratio and carbonized at a pyrolysis temperature of 800 ◦C. The OPLAC-ZC had a surface area of
331.153 m2/g, pore size of 2.494 nm and carbon content of 81.2%. Results showed that the OPLAC-ZC
was able to quickly (90 min) remove the chemical oxygen demand (COD) from produced water
(PW), through chemical adsorption and an intraparticle diffusion mechanism. The material followed
pseudo-second order kinetic and Freundlich isotherm models. The maximum adsorption capacity of
organic pollutants forming COD in PW was found to be 4.62 mg/g (59.6 ± 5%). When compared
to previous studies, the OPLAC-ZC showed equivalent or better COD removal capability. It is the
first detailed study reporting the preparation of AC from OPL and applying it for organic pollutants
adsorption forming COD in PW.

Keywords: wastewater; oil palm leaves activated carbon; chemical activation; COD; adsorption;
green technology

1. Introduction

Activated carbons (ACs) have been widely used in adsorption studies due to their
chemistry, textural qualities, high surface area and, most notably, surface adsorption
properties, for a range of organic and inorganic compounds [1–6]. They have been proven
to be extremely useful materials for the adsorption of different contaminants, such as
pesticides [7], heavy metals [8,9], dyes [10,11] and hydrocarbons [12]. ACs are produced by
combining activation processes (chemical and/or physical) with the thermal decomposition
of carbonaceous raw materials [13]. There is growing interest to develop synthetic routes
for ACs with stable structures and better adsorption properties, using sustainable and
less expensive agricultural by-products. Various materials have been used in this regard,
such as tea leaves waste [14], rice husk [15], apricot stones [16], avocado peels [17], pecan
nutshell [5], banana peels [18], palm shells [19] and date palm stones [20].
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Palm tree waste is one of the most common types of agricultural waste, especially in
regions where oil palms are grown. The waste is found in deserts, tropical and semi-tropical
regions all across the world [21]. A huge amount of palm waste, including palm seeds,
leaves, leaflets, fibers, fronds, trunks, shells and fruit bunches is produced every year in
these regions. In the worldwide market, Malaysia is a leading exporter of palm oil and
generates huge amounts of waste each year [22]. The management of this waste is one of
the major issues in the industry. Open burning is the traditional method of disposing of
this waste. It creates smoke, lowers soil fertility and has long-term accumulative impacts
on the ecosystem of neighboring countries [23–25]. This method has been banned due to its
environmentally hazardous impacts. Palm waste is often littered in milling sites, resulting
in contamination of the underground water by leaching [26]. It also releases harmful
chemicals into the soil, creates insect colonies and pollutes the atmosphere. Researchers
have been determined to investigate ways to turn the plentiful oil palm waste into useful
material for future beneficial uses, in an attempt to handle the environmentally daunting
palm waste.

Over the years, oil palm waste has been investigated to be used as a precursor material
for AC because of its high carbon content. It has been used for the adsorption of various
organic and inorganic pollutants in wastewater, such as oil palm shell AC being used for
the adsorption of methylene blue (MB) [27] and phenol [28]. Oil palm frond AC was used
for adsorption of 2, 4-dichlorophenoxyacetic acid [7] and Janus green dye [29]. Palm empty
fruit bunch AC was used for the adsorption of dyes [30] and oil palm kernel shell AC was
used for the adsorption of chemical oxygen demand (COD) and color [4]. Oil palm fiber has
been reported to have been used for the adsorption of chromium (VI) [31]. However, only
a few studies have reported the preparation of AC using the abundantly available oil palm
leaves (OPL) waste [32]; no study has been found in Malaysia. Hence, this study focused
on the preparation of a novel AC using the OPL waste in Malaysia. The characteristics
of AC are dependent on the nature of the precursor material and the activating agent’s
performance [13]. Chemical activation uses chemical agents for activation, such as alkalis,
acids and oxidizing agents, whereas physical activation includes gases, such as steam or
CO2. Usually, chemically activated carbons need a lower temperature and time during
thermal decomposition, and also have higher porosity obtained in the final products, when
compared to physically activated carbons [33].

The objective of this study was to prepare an oil palm leaves AC (OPLAC) with a
comparatively higher surface area and carbon content, to be used as an adsorbent for
organic pollutants forming COD in produced water (PW). The PW is a large effluent,
generated as a result of oil extraction, accounting for around three times the amount
of extracted oil [34]. Three chemical agents, viz., H3PO4, NaOH and ZnCl2 were used
for the activation of OPLs. The OPLACs were prepared initially at 800 ◦C with a 1:1
impregnation ratio. The OPLAC with the highest surface area was further evaluated for
carbon content at three pyrolysis temperatures (400 ◦C, 600 ◦C and 800 ◦C) and chemical
agent to material ratios (1:0.5–1:3). The OPLAC with the highest surface area and carbon
content was applied for the adsorption of organic pollutants forming COD in PW. The
effects of adsorption factors, such as adsorbent dosage, initial pH and contact time on
the COD removal percentage were studied. The equilibrium isotherm and kinetic studies
were also performed. A comparative analysis with other studies was made to evaluate the
performance of the prepared OPLAC. It is the first detailed study reporting the preparation
of AC from OPL and applying it for COD removal in PW. The study will help to extend
the application of abundantly available OPL waste, to achieve the goals of sustainable
development through waste management.

2. Materials and Methods
2.1. Materials

The OPL waste was collected from FELCRA Berhad Kawasan Nasaruddin Belia, Perak
in Malaysia. The chemicals including H3PO4, NaOH and ZnCl2 were purchased from
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Avantis Laboratory Supply. PW was collected from an oil and gas company operating in
Southeast Asia.

2.2. Synthesis of OPLAC

The OPLAC was prepared in three steps. The steps included pre-processing of OPL,
processing of OPLAC synthesis and post-processing of OPLAC. In a pre-processing step,
the OPL were washed, air dried, cut into small pieces, ground and sieved to 0.5 mm
particle size.

In the processing step of OPLAC preparation, the leaf mass was activated using three
chemicals and carbonized using three impregnation ratios and temperatures. The purpose
was to prepare the OPLAC with the highest surface area and carbon content. As activation
agent plays major role in forming the well sized pores and increasing the surface area
of ACs, the surface area was considered as evaluation criteria for selection of activation
agents. The carbonization majorly depends on the pyrolysis temperature and IR of the
material. Therefore, it was considered as the evaluation criteria for the carbon content. The
processing steps are shown in Figure 1. Briefly, the leaf mass was chemically activated
by wet impregnation technique using an acidic (H3PO4), basic (NaOH) and oxidizing
agent (ZnCl2). The leaf mass was soaked overnight in chemical solutions of 0.25 M H3PO4,
0.1 M NaOH and 0.1 M ZnCl2 with impregnation ratio of 1:1 (w/w). The soaked OPL
mass was carbonized in a tube furnace (MTI Corp, Model: OTF-1200X-S) at 800 ◦C for 2 h
with a heating rate of 10 ◦C/min in the presence of N2 gas purged at 150 cm3/min. The
prepared ACs were named OPLAC-HP, OPLAC-NO and OPLAC-ZC based on activating
agents H3PO4, NaOH and ZnCl2, respectively. Among three OPLACs, the OPLAC with
the highest surface area was further tested for carbon content by varying temperatures
from 400–800 ◦C and impregnation ratio from 1:0.5–1:3. The surface areas of OPLACs
were determined using Brunauer–Emmett–Teller (BET) TriStar II 3020 V1.04. The moderate
temperature range of 400–800 ◦C was selected to avoid incomplete carbonization at low
temperatures and higher ash content at high temperatures [21]. The carbon content was
determined using a scanning electron microscope equipped with energy-dispersive X-ray
spectroscopy (SEM-EDX) technique.

In the post-processing step, the prepared OPLACs were washed repeatedly using
0.1 M HCl and dried in an oven at 105 ◦C for 12 h. The OPLACs were stored in air-tight
storage bottles for further use.

The yield of OPLACs can be calculated using the following equation [35]:

Yield of OPLAC =
g of OPLAC

g of dried OPL
× 100 (1)
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Figure 1. Schematic diagram of OPLAC preparation.

2.3. Characterization of AC and PW

The surface functional groups of OPLAC were analyzed by Fourier transformed
infrared spectroscopy (FTIR). The Nicolet Magna 550 spectrometer in KBr was used to
obtain FTIR spectra of 5 mg finely ground sample with a scan range of 400–4000 cm−1.
Elemental composition was found by Zeiss EVO LS15 SEM-EDX under high vacuum
condition and 15 kV EHT. The surface areas and pore volumes of OPLACs were determined
using BET analysis on isotherm obtained by nitrogen adsorption-desorption experiment.
The sample was first degassed at 300 ◦C for 240 min with 10 ◦C/min ramp rate under
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vacuum environment. Then nitrogen adsorption-desorption experiment was conducted
for up to 13 selected equilibrium points. The quantitative and qualitative analysis of the
chemical composition of OPLACs was conducted using X-ray photoelectron spectroscopy
(XPS) (Micromeritics, Tristar II) with Al K alpha source and background spot of 400 µm.
The crystalline properties of OPLAC were determined by X-ray diffraction (XRD) analysis
using a Panalytical X’pert3 powder diffractometer. The scanning angle (2θ) was 2–79.99◦

with a step size of 0.026 s/step.
The water quality parameters of PW are given in supplementary information in

Table S1. The PW was mainly analyzed for COD content using HACH DR spectrophotome-
ter and high range COD vials. Briefly, 2 mL of PW sample was poured to the COD vial and
kept in a heated digester at 150 ◦C for 2 h. A blank was also prepared using similar method.
The COD concentration (mg/L) was measured after 2 h using USEPA method 800 under
programme 430 [36]. The total COD content of PW was 2000 mg/L, whereas the dissolved
COD content was 1344 mg/L. Suspended COD was removed using suction filtration unit.

2.4. Adsorption Batch Experiments

To examine the dissolved COD removal capability of OPLAC, batch experiments
were conducted at various pH, dosage of AC and contact times. PW was filtered through
Whatman filter paper of 45 mm Ø, using suction filtration unit to remove the suspended
particles. The experiments were conducted using a hot plate with magnetic stirrer, tak-
ing 50 mL of PW in a beaker. Adsorption capacity was evaluated at pH range of 2–12,
contact time of 10 min–24 h and adsorbent dosage of 10–3000 mg/L. The samples were
placed for stirring at 220 rpm at 25 ± 1 ◦C. After termination of the stirring time, sam-
ples were taken out, filtered with 0.45 µm syringe filter and tested for final COD amount
using spectrophotometer.

2.5. Adsorption Isotherm Modelling

To analyze the experimental data from adsorption equilibrium investigations, the
Langmuir isotherm model (LIM) and Freundlich isotherm model (FIM) were employed.
The experiments were performed for 10–3000 mg/L OPLAC dosages at 25 ± 1 ◦C.

LIM is the simplest adsorption model and applies to ideal conditions. The model is
applicable for monolayer physical adsorption of fluids [37]. Its assumptions include; (i) the
adsorption is deemed complete when a monolayer covers all active sites, (ii) each site can
hold one molecule that has been adsorbed, the surface is homogeneous and all active sites
are identical and, (iii) the occupancy of adjacent sites has no effect on the adsorption of a
molecule at a given site [38]. Equation (2), below, represents the linear form of LIM [39]:

Ce

qe
=

1
KLqmax

+
Ce

qmax
(2)

where qe represents the mg of adsorbate adsorbed per gram of adsorbent and Ce represents
the equilibrium adsorbate concentration in solution. KL (L/mg) is the Langmuir constant,
and qmax is the maximum adsorption capacity of adsorbate (mg/g) [40].

The FIM is mostly applied to characterize the non-ideal adsorption properties of
heterogeneous surfaces [41]. It considers that there are various types of accessible sites op-
erating at the same time, each with a different sorption energy [42]. Equation (3) represents
the linear form of the FIM [43], shown here:

log qe = log K f +
1
n

log Ce (3)

where K f is FIM constant (mg/g) and n is adsorption intensity. When 1
n = 1, it shows

that partitioning between the two phases is unaffected by concentration. When 1
n < 1, the

adsorption is normal. Conversely, a value of 1
n > 1 implies cooperative adsorption [44].
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2.6. Adsorption Kinetic Modelling

Pseudo-first order (PFO), pseudo-second order (PSO) and Weber and Morris (WM)
intraparticle diffusion models were used to study the kinetics of COD removal by OPLAC.
Batch experiments were conducted from 10 min to 24 h duration. All kinetic models were
evaluated based on the R2 value to compare their performance in describing the kinetics of
COD removal by OPLAC.

PFO kinetic model explains the relationship between the rate at which adsorbent
sorption sites are occupied and the number of empty sites [45]. The model is based on
the premise that adsorption rate is governed by adsorbate diffusion. Equation (4), shown
below, is the linear form of the PFO kinetic model:

ln
(
qe − qt

)
= ln qe − K1t (4)

where K1 is rate constant of PFO adsorption (min−1), qt is adsorption capacity at time
t (mg/g) and qe is equilibrium adsorption capacity (mg/g). The model’s parameter K1 and
qe are calculated by plotting ln

(
qe − qt

)
vs. t.

The PSO kinetic model, which is represented by Equation (5), explains the dependence
of the adsorbent’s adsorption capacity on time [46]. The model assumes that the chemical
adsorption is the rate limiting step due to surface adsorption interactions. Equation (5) is
shown below:

t
qt

=
1

K2qe
2 +

t
qe

(5)

where K2 is second order rate constant of adsorption (g/mg/min). The model’s parameter
K2 and qe are calculated by plotting t

qt
vs. t.

Weber and Morris (WM) Intraparticle diffusion model is used to understand the intra-
particle diffusion process and to find out the rate controlling step [47]. Equation (6) shows
the linear form of the model. When intraparticle diffusion is the governing mechanism,
the plot of qt versus t1/2 is a straight line that passes through origin. Otherwise multiple
processes are involved to regulate the adsorption [48]. Equation (6) is shown below:

qt = Kit1/2 + C (6)

where Ki is rate constant of intraparticle diffusion (mg/g/min1/2) and C (mg/g) is intercept
of intraparticle diffusion. The model’s parameters Ki and C are calculated by plotting
qt vs. t1/2.

3. Results and Discussion
3.1. Surface Areas of OPLACS

The three ACs, viz., OPLAC-HP, OPLAC-NO and OPLAC-ZC were characterized
for their surface area, total pore volume, pore size and percentage yield (Table 1). The
results showed that OPLAC-ZC had the largest BET surface area, pore volume and pore
size, compared to the other prepared ACs. A larger surface area indicated the availability
of more adsorption sites for OPLAC-ZC, compared to OPLAC-HP and OPLAC-NO.

Table 1. Physical properties of OPLACs.

Activated Carbon BET Surface Area
(m2/g)

Total Pore Volume
(cm3/g)

Average Pore Size
(nm)

Yield
(%)

OPLAC-HP 255.840 0.166 2.5 42

OPLAC-NO 267.719 0.0521 0.8 46

OPLAC-ZC 331.153 0.206 2.5 42

3.2. Surface Functional Groups of OPLAC-ZC

OPLAC-ZC not only had dominant surface properties but also surface functional
groups, evident from the FTIR spectra. For the analysis of functional groups present at the
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surfaces, the three ACs were characterized using FTIR. The results are given in Figure 2. The
FTIR spectra of OPLAC-HP, OPLAC-NO and OPLAC-ZC showed broad peaks around 3414,
3437 and 3424 cm−1, respectively, suggesting the presence of a −OH stretching vibration in
the hydroxyl groups [49]. The peaks for OPLAC-ZC had the lowest transmittance values,
showing the presence of higher hydroxyl groups at the surface, compared to OPLAC-HP
and OPLAC-NO. An intense peak of C=O stretching compounds including esters, aliphatic
ketones and aldehydes was observed for OPLAC-ZC (1725 cm−1), compared to OPLAC-HP
(1730 cm−1) and OPLAC-NO (1733 cm−1) [50]. The other peaks, around 1078, 1089, and
below 470 cm−1 wavenumbers suggested the presence of C-O and C=O stretchings and
other complex deformations at the surface of the OPLACs [51]. The transmittance values
were lower for OPLAC-ZC, indicating the presence of a higher number of functional groups
at the surface. It indicated that OPLAC modified by ZnCl2 had superior surface properties
for the adsorption of organic pollutants forming COD, compared to the other two OPLACs.
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3.3. Elemental Composition of OPLAC-ZC

OPLAC-ZC was further characterized for its carbon content at various temperatures
and impregnation ratios. Temperature ranging from 400–800 ◦C was used for the pyrolysis
of ZnCl2 impregnated OPL biomass (1:1). The carbon content was determined using SEM-
EDX mapping. The results (Table 2) showed that increasing the temperature, from 400 ◦C to
800 ◦C, increased the carbon content of OPLAC-ZC, from 68.3% to 81.2%. The temperature
was not increased beyond 800 ◦C, to avoid higher ash content in OPLAC-ZC. Therefore,
800 ◦C was considered to be the most suitable temperature for the preparation of OPLAC-ZC.
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Table 2. Elemental composition of OPLAC-ZC at various temperatures and impregnation ratios.

Elements C O Zn Si Ca

Temperature ◦C

400 68.3 20.2 2.8 1.2 0.4
600 74.2 14.29 3.2 2.2 0.9
800 81.2 9.6 4 4.2 1.1

Impregnation ratio

1:0.5 76.4 11.3 0.8 6.6 3
1:1 81.2 9.6 4 4.2 1.1
1:2 70.9 15.9 1.7 6.1 1.9
1:3 68.3 11.6 7.4 5.4 4.3

The carbon content of OPLAC-ZC was analyzed further using various impregnation
ratios at 800 ◦C. The highest carbon content, of 81.2%, was observed at an impregnation
ratio, i.e., OPL biomass to ZnCl2 ratio of 1:1 (Table 2).

Figure 3 shows the SEM images of OPLAC-ZC at the three temperatures and impreg-
nation ratios. The images show that the porous structure was more apparent when the
temperature was increased from 400 to 800 ◦C and at an impregnation ratio of 1:1. Hence,
OPLAC-ZC modified by ZnCl2, with an impregnation ratio of 1:1 and carbonized at a
pyrolysis temperature of 800 ◦C, was considered the most suitable adsorbent prepared
from OPL.
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3.4. Chemical Composition and Crystallinity of OPLAC-ZC

Figure 4a represents the XPS analysis of OPLAC-ZC, where larger peaks of C and O
can be observed at the surface. Figure 4b represents the C1s XPS spectra of the OPLAC-
ZC, showing binding energies within a range of 284–289 eV. The peaks were assigned
to C-C (284.98 eV), C-O/C-COO (286.28 eV), C-N/C-CON (287.28) and C=O/O-C=O
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(288.58) functional groups [52]. The O1s spectra of OPLAC-ZC showed peaks at 531.18 eV,
532.18 eV, 533.18 eV and 532.28 eV (Figure 4c). The peaks were assigned to ZnO, C=O, O
and C-O functional groups, respectively. The crystallinity of OPLAC-ZC was studied by
XRD analysis, which is represented in Figure 4d. The multiple broad peaks in the range
of 20–50 ◦C represented the 0 0 2 and 1 0 0 planes, reflecting the graphitic lattice structure
of OPLAC-ZC [53]. The percentage of crystallinity is found by taking the ratio of the area
of the crystalline peaks and the area of all the peaks in the XRD graph. The percentage
of crystallinity was found to be 64.57%, using OriginPro. The broader peaks showed the
presence of amorphous carbon rings at the surface [54].
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3.5. Effect of Initial Solution pH on Removal of COD

The pH of a solution is a key parameter that affects an adsorbent’s effectiveness [55].
The adsorbate surface charge and degree of ionization of the adsorbent material are affected
by the pH value of the solution and it has a significant impact on the adsorption process [56].
The adsorbent surface will be totally saturated with H+ ions under acidic conditions and
the positively charged organic pollutants will be unable to compete for adsorption sites.
The resistance from protons decreases as pH rises, allowing the positively charged organic
pollutants to be adsorbed at the negatively charged sites on the adsorbent.
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Batch experiments were conducted to study the effect of initial pH levels on adsorptive
removal of COD in PW. The initial COD content of PW was 1344 mg/L. It was treated
with OPLAC-ZC at various initial pH values, ranging from 2–12, at a dosage of 1000 mg/L
and contact time of 60 min at 25 ± 1 ◦C. The initial pH of PW was adjusted using 0.01 M
H2SO4 and NaOH. The final COD was measured after each experiment and the impact of
pH on adsorptive removal of COD was studied. Figure 5a shows the results of the final
COD in PW, with a change in the initial pH value. The results showed that COD in PW
reduced from 1344 mg/L to 588 ± 5 mg/L (56.25 ± 5%), with an increase in pH from
2 to 7. A further increase in pH, from 8 to 12, slightly changed the COD amount. Hence,
pH 7 was considered as optimum for the adsorption of COD using OPLAC-ZC. The pH
value at which the net charge on the adsorbent’s surface is zero is called the point of zero
charge (pHZPC). The surface is positively charged below pHZPC and functional groups
are protonated. At a higher pH, the surface gets deprotonated and the negative charge
predominates [57]. The pHZPC of OPLAC-ZC was found as a pH of 9 (Figure 5b). Higher
COD adsorptive removal was observed at pH < pHZPC, when the surface of OPLAC-ZC
was positively charged. It indicated that COD was highly favorable to be removed, due to
protonated oxygenated functional groups, involving a π–π interaction between OPLAC-ZC
and organic pollutants in PW. Many studies have reported that a pH value of 7–8 is the
most suitable value for the removal of COD from wastewater [58].
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3.6. Effect of OPLAC-ZC Dosage on Removal of COD

The effect of the dosage of OPLAC-ZC on the removal of COD is shown in Figure 5c.
The dosage was varied from 10–3000 mg/L, at a pH of 3 and contact time of 60 min. A
significant decrease in the final COD amount occurred with the increase in dosage, up
to 1000 mg/L. Increasing the dose further did not result in an increase in COD removal.
Therefore, 1000 mg/L dosage of OPLAC-ZC was found to be the optimal dosage for the
removal of COD. The final COD concentration was 542 ± 5 mg/L (removal efficiency
59.6 ± 5%) at this dosage.
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3.7. Effect of Contact Time on Removal of COD

The effect of contact time on the removal of COD is shown in Figure 5d. The adsorptive
removal of COD was considerably increased when the contact time was increased from
5 to 90 min. Increasing the contact time further did not improve the adsorption capacity.
The adsorption rate was quicker at first because there were more accessible active sites on
the OPLAC-ZC surface; however, the adsorption rate gradually declined as the active sites
were gradually occupied until they became saturated. Hence, a contact time of 90 min was
the optimal time for the removal of COD. The final COD concentration was 593 ± 5 mg/L
(removal efficiency 55.8 ± 5%) at this contact time.

3.8. Adsorption Isotherm Modeling

The study of isotherm models is an important step in choosing the best model to
represent the adsorption process. Figure 6 shows the LIM and FIM for the adsorption
of COD for OPLAC-ZC. The R2 values of the linear regression lines produced from the
FIM and LIM were 0.92 and 0.707, respectively, suggesting a much better fit for the FIM.
The fitting of the adsorption data to the Freundlich model suggested that COD adsorptive
removal took place on a heterogeneous surface, and may entail a multilayer adsorption
process [59]. The FIM suggested that organic pollutants forming COD adsorbed on active
sites, with different activation energies [34]. Other investigations have found similar
findings for COD adsorptive removal in wastewaters [60]. Table 3 states the parameters
of the isotherm models. A 1/n value was observed between 0 and 1, showing a favorable
adsorption process.

Table 3. Isothermal adsorption modeling parameters for adsorption of COD onto OPLAC.

Model Parameters Units Values

LIM
qmax mg/g 4.62

KL L/mg 0.0025

R2 0.707

FIM
KF mg/g 1.67505

1/n 0.98

R2 0.92
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3.9. Adsorption Kinetic Modeling

The study of kinetics is essential in the treatment of wastewaters because it offers
significant information about the adsorption mechanism. In 90 min, the COD adsorptive
removal process reached equilibrium, and OPLAC-ZC became saturated, as shown in
Figure 5c. It shows that one of the advantages of employing OPLAC-ZC as an adsorbent
might be the ability to quickly adsorb organic pollutants, measured as COD in PW. The
kinetics of COD removal onto OPLAC-ZC were investigated using PFO, PSO and WM
intraparticle diffusion models. Figure 6 shows that the PSO model best explained the COD
adsorptive removal onto OPLAC-ZC, indicating that chemisorption controlled the process.

Table 4 shows the parameters of the three kinetic models employed in this study. The
R2 value obtained from the PSO kinetic model was higher than that obtained from the
PFO kinetic model (Table 4). The adsorption capacity of 746.27 mg/g determined through
the PSO model was also closer to the experimentally determined adsorption capacity of
802 mg/g. The model implied that chemical adsorption occurred while forming chemical
bonds between the adsorbate and OPLAC-ZC’s surface functional groups, as well as that
electron transfer between them occurred [61]. The WM intraparticle diffusion model im-
plied that the adsorption on the surface of the OPLAC-ZC was followed by a diffusion step
and intraparticle adsorption process. Figure 6e shows that multiple steps were involved in
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intraparticle diffusion of organic pollutants forming COD on to OPLAC-ZC, using the WM
model. If the intraparticle diffusion plot showed a straight line, the intraparticle diffusion
would be the single mechanism responsible for the adsorption process [62]. However, as
seen in Figure 6e, three linear portions influenced the adsorption process, implying that
three stages were involved in the adsorption process. The first, steeply sloping stage was
related to surface diffusion, in which a high quantity of COD was immediately adsorbed
through OPLAC-ZC’s surface active sites. The organic pollutants forming COD adsorbed
to the inner surface of OPLAC-ZC pores, when almost all of the surface functional groups
of the OPLAC-ZC were occupied, resulting in the second stage, which was the rate-limiting
step [43]. The equilibrium state was achieved last, i.e., the third stage. In conclusion,
according to the kinetic models, both chemisorption and intraparticle diffusion between
the active sites of OPLAC-ZC and organic pollutants forming COD had an influence on the
adsorption process.

Table 4. Adsorption kinetic modeling parameters for adsorption of COD.

Model Parameters Units Values

PFO model

qe, exp mg/g 802

qe mg/g 160.737

K1 min−1 0.0008

R2 0.653

PSO model

qe mg/g 746.26

K2 g/mg/min 0.000107

R2 0.999

W&M model
Ki mg/g/min1/2 119.41

R2 0.98

4. COD Adsorption Efficiency of Various Materials

Table 5 summaries the COD removal effectiveness and surface areas of several adsor-
bents, as reported in earlier research. The findings are compared to OPLAC-ZC’s adsorption
efficiency and surface area. When compared to other adsorbents, OPLAC-ZC was more
effective than many in reducing COD. A substantial surface area of AC was also observed
using oil palm leaves. As a result, it can be concluded that OPLAC-ZC can be effectively
utilized to remove COD and perhaps other contaminants in PW.

Table 5. Comparison of COD adsorption capacity of various materials.

Adsorbent Surface Area (m2/g) Adsorption Capacity References

Eucalyptus bark 6.1178 [63]
Palm bark powder biochar 1.80 59% [60]

Zeolite Carbon 60.94 3.23 mg/g [64]
Palm waste 272 [65]

Oil palm leaves carbon 122 [66]
Activated carbon from red

algae 0.8950 [67]

Coal AC
Magnetic Coal AC

29.7
53.4 [68]

Amygdalus scoparia AC 209.3 [69]
OPLAC 331.153 4.62 mg/g, 59.6 ± 5% This study

Sludge magnetic biochar 47% [70]
Sugarcane Bagasse AC 58.73% [71]

Commercial walnut shell 3.93 mg/g [72]
Commercial activated

carbon 99.02% [17]

5. Conclusions

The chemical activation technique was used to produce a novel activated carbon (AC),
using oil palm leaves (OPL), with various chemical agents to alter its surface properties.
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The OPL were chemically activated using three chemical agents, viz., H3PO4, NaOH and
ZnCl2. The higher surface area (331.153 m2/g), pore size (2.494 nm) and the chemical
structure of OPLAC (C-O and C=O) showed that the synthesis of OPLAC using ZnCl2 was
superior in terms of surface properties compared to the others. OPLAC-ZC was synthesized
at three pyrolysis temperatures (400 ◦C, 600 ◦C and 800 ◦C) and various OPL to ZnCl2
ratios (1:0.5–1:3). The OPLAC-ZC had a higher carbon content, of 81.2% at 800 ◦C and 1:1
impregnation ratio. The OPLAC-ZC was used for the removal of COD in PW. The results
showed that OPLAC-ZC had good removal efficiency, 4.62 mg/g (59.6 ± 5%), for organic
pollutants forming COD in PW. Kinetics showed that the material was able to quickly
remove COD (90 min) from PW, following the PSO and WM intraparticle diffusion kinetics.
The Freundlich isotherm model best fitted the adsorption data, showing the heterogenous
adsorption behavior. Oxygenated functional groups at the surface of OPLAC-ZC were
considered responsible for the chemical adsorption of organic pollutants forming COD,
through the electron exchange mechanism in PW.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/su14041986/s1, Table S1: The water quality parameters of PW.
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Abstract: All over the world, increasing anthropogenic activities, industrialization, and urbanization
have intensified the emissions of various pollutants that cause air pollution. Marble quarries in
Pakistan are abundant and there is a plethora of small- and large-scale industries, including min-
ing and marble-based industries. The air pollution caused by the dust generated in the process of
crushing and extracting marble can cause serious problems to the general physiological functions of
plants and it affects human life as well. Therefore, the objectives of this study were to assess the air
quality of areas with marble factories and areas without marble factories, where the concentration
of particulate matter in terms of total suspended particles (TSP) was determined. For this purpose,
EPAM-5000 equipment was used to measure the particulate levels. Besides this, a spectrophotome-
ter was used to analyze the presence of PM2.5 and PM10 in the chemical composition of marble
dust. It was observed that the TSP concentrations in Darmangi and Malagori areas of Peshawar,
Pakistan—having marble factories—were 626 µg/m3 and 5321 µg/m3 respectively. The (PM2.5,
PM10) concentration in Darmangi was (189 µg/m3, 520 µg/m3) and in Malagori, it was recorded
as (195 µg/m3, 631 µg/m3), which was significantly higher than the non-marble dust areas and
also exceeded WHO recommended standards. It was concluded that the areas with the marble
factories were more susceptible to air pollution as the concentration of TSP was significantly higher
than the recommended TSP levels. It is recommended that marble factories should be shifted away
from residential areas along with strict enforcement. People should be instructed to use protective
equipment and waste management should be ensured along with control mechanisms to monitor
particulate levels.

Keywords: marble dust; air pollution; health hazards; environmental pollution

1. Introduction

Due to extensive urbanization, more than 90% of the world’s population is at risk
of being affected by air pollution [1,2]. Air pollution occurs when gas, dust particles,
and smoke mix with the atmosphere in a harmful way that is toxic to every living or-
ganism [3]. The combination of suspended organic and inorganic particles emit various
precursors—such as nitrogen oxides (NOx), sulphur dioxide (SO2), ozone (O3), carbon
monoxide (CO), lead, and volatile organic chemical compounds—which is a serious prob-
lem faced by developing as well as developed countries [2,4]. According to the World
Health Organization (WHO), it is estimated that the presence of the most dangerous par-
ticulate matter (PM)—that is particles having a 2.5-micrometre diameter (PM)2.5—in the
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air causes approximately 800,000 premature deaths each year and ranks it as the 13th
leading cause of death in the world [5]. In the absence of strict controlling measures for air
pollution, the number of deaths due to air pollution is expected to rise to 6–9 million deaths
per year by 2060 [6]. The number of deaths from air pollution along with a comparison to
other reasons for deaths is shown in Table 1.

Table 1. Number of deaths due to various reasons in 2015.

S. No Reason of Deaths Number of Deaths (Million) Source

1 Polluted air 6.4

[7,8]2 Household air pollution 2.8

3 Ambient air pollution 4.2

4 Tobacco 7.0

[9]5 Acute immunity deficiency
syndrome (AIDS) 1.2

6 Tuberculosis 1.1

7 Malaria 0.7

The unwanted gift of the industrial revolution, population explosion, and the rapid
expansion of metropolitan areas is air pollution, which is a problem being faced glob-
ally, especially in developing countries [10]. Air pollution produces smog and acid rain,
which depletes the ozone layer of the atmosphere causes global warming [11]. Polluted
air is a perpetual threat and its mitigation is a colossal challenge in terms of achieving
sustainability [12]. Moreover, air pollutants have harmful effects on plant life—such as
stomata movement, foliar geometry, photosynthesis, membrane permeability, and nutrient
transport—which leads to plant growth retardation, low yield, and premature senescence
in highly susceptible plants [13]. In a study to evaluate the effect of marble dust on plants,
the chlorophyll content of different species of trees was measured. It was found that chloro-
phyll content was reduced significantly in trees near marble industries [14]. Similarly, poor
air quality harms human health [15]. Evidence suggests that these suspended particles are
generated by the burning of biomass for energy conversion and fossil fuel combustion,
which enter the human body and affect the alveoli of the lungs [16]. Other epidemiological
studies revealed that poor air quality is a leading factor in the increase in mortality and
causes various cardiovascular and respiratory diseases [17]. The assessment of the diseases
caused by air pollution illustrates that more than 2 million premature deaths occur each
year that could be attributed to the effects of urban outdoor and indoor air pollution [18].
Medical expenditures are increased significantly due to air-pollution related-diseases, as in
2015, the global economy suffered a loss of USD 21 billion due to air-borne diseases [19].

Dust is regarded as an omnipresent air pollutant [20]. Dust can exist in natural and
artificial forms. The natural sources of dust are food and chemical industries, animal debris,
the earth’s surface, and volcanic eruption, while anthropogenic sources are fossil fuel,
factories, mining and quarrying, and stone-working [21]. Besides PM2.5, PM10 is another
highly significant air-pollutant that is generated in the form of dust from road construction
activities, mining dust, and manufacturing plants [22]. Dust is produced as a result of a
variety of processes such as handling and manufacturing of materials, which consists of
transferring, dropping, weighing, and conveying [23].

The marble industry is also one form of construction activity, and it consists of pro-
cesses and operations—namely cutting, buffing, and polishing—which generate a consid-
erable amount of dust particles [24]. The particulate matter produced in the process of
crushing and cutting marble used to make statues is usually larger. Large-scale mining
processes also produce many particulate emissions [14]. During marble manufacturing,
40% of the marble waste is equal to consists of the manufactured volume, which is gener-
ated when the rock debris is dumped in nearby fields, agricultural lands, and river beds,
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which produces environmental hazards [25]. The resulting dust particles from marble
factories have high levels of toxic PM particles and its exposure is a root cause of many
fatal respiratory and carcinogenic diseases—such as nasal cancer, bronchitis, asthma, and
lung infection—in marble workers [14]. A similar study was conducted in the Hayatabad
residential area in Peshawar, Pakistan that performed the air pollution analysis and its
air quality assessment. Based on the results, it was found that the air near the residential
area had higher TSP, PM2.5, and PM10 levels than the WHO recommended guidelines [26].
Iran, a neighboring country of Pakistan, also faces mining and quarrying health hazards.
A methodology was developed to rank the mines according to safety and sustainable
production. A “Multi-Attribute Decision Making” could be used to rank the quarrying
and mining factories per safety and environmental standards [27]. Since Iran is one of
the main producers of marble all over the globe, the mining industry is in abundance
and faces health and occupational issues. To study the environmental and safety of the
mining industry, a risk breakdown structure was applied in Fars province due to the high
production of marble. Based on the methodology of the analytical hierarchical process, it
was found that the employer is at higher risk of health followed by the financial risk in the
quarrying sector [28].

Urbanization has increased the demand for construction, which has led to a manifold
increase in mineral extraction in many countries [29]. Urban air pollution is associated with
inflammation, oxidative stress, blood coagulation, and autonomic dysfunction simultane-
ously in healthy young humans, with sulfate and O3 as two major traffic-related pollutants
contributing to such effects [30]. According to Environmental Protection Agency (EPA),
particles can be carried over long distances by wind and then settle on ground or water [31].
The chemical composition of marble dust is shown in Table 2 [32].

Table 2. Chemical composition of marble dust by percentage.

S. No Chemical Compounds Percentage of Marble Dust

1 Calcium carbonate 94.30

2 Lime 50.10

3 Alumina 1.38

4 Silica 1.28

5 Magnesia 1.72

6 Iron oxide 0.54

7 Sulphur trioxide 0.21

8 Alkaline 0.29

9 Loss of ignition 0.39

The marble reserves in Pakistan are estimated to be above 297 billion tons [33]. There
are more than 100 different types of marbles available [34]. Marble deposits are present
in large quantities in the Khyber Pakhtunkhwa region, Baluchistan region, and Azad
Kashmir region [35]. Due to such an abundance of natural deposits of marbles, there is
an innumerable number of marble factories in Pakistan and currently, there is no law for
proper license and dumping of marble waste [36]. People living nearby marble factories
are suffering from polluted water [37], kidney stones [38], radioactive diseases [39], occupa-
tional health hazards [40,41], sediment deposition in rivers [42], and polluted landfills [36]
due to the marble dust. Besides this, the air quality has worsened due to anthropogenic
emissions from these factories [43]. All industrial processes ultimately lead to a decline in
air quality standards, which poses health risks in most developing countries such as Pak-
istan [44]. Table 3 shows the list of most polluted countries based on a dataset containing
over 80,000 data points [45].
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Table 3. World’s most polluted countries 2020 (PM2.5) [45].

Rank Country 2020 Emission (µg/m3) 2019 Emission (µg/m3) Population (2020)

1 Bangladesh 77.10 83.30 164,689,383

2 Pakistan 59.00 65.80 220,892,331

3 India 51.90 58.10 1,380,004,385

4 Mongolia 46.60 62.00 3,278,292

5 Afghanistan 46.50 58.80 38,928,341

Currently, Pakistan is one of the most air-polluted countries in the world [45].
The WHO standard of PM2.5 and PM10 concentrations are 25 µg/m3 and 50 µg/m3

respectively [46]. According to various studies, PM10 for Peshawar was calculated as
219 µg/m3 [47], 540 µg/m3 for PM10, and 160 µg/m3 for PM2.5. The high concentra-
tion of PM2.5 and PM10 in the Peshawar region is due to the dust particles that reach
from Afghanistan, which adds air pollution to the local region [48]. The prevalence
of air pollution levels surpassing the WHO guidelines beyond the acceptable levels
of PM concentration accounts for environmental degradation and health deterioration
of people.

In Pakistan, a large number of marble processing units dump their marble waste
directly into streams, rivers, and fertile lowlands, which cover the soil pores because
there is an absence of awareness and no law about the disposal of waste material [49].
Consequently, soil permeability is reduced, which increases the alkalinity of the soil. Since
Pakistan is an agricultural country and most people are dependent on agriculture for
their livelihood, losing fertile soil would be disastrous for the people and the national
economy. The objectives of the study were to environmentally evaluate the air quality
and to investigate the concentration of marble dust in the air of the Peshawar area in the
Khyber Pakhtunkhwa region of Pakistan. The outcomes of the study would enable the
local communities and the government to know the current levels of harmful particulate
matter in the air. This study also proposes mitigation strategies for local decision-makers
that could improve the air quality to ensure clean air for living organisms.

2. Methodology

Based on the objectives, various areas of Marble Dust (MD) and Non-Marble Dust
(NMD) were selected to measure the air quality using PM concentrations. The air quality
was investigated in the Peshawar area of Mattani and Jalozai for marble factories for NMD
areas and Warsak road, and Alazizi road for MD having marble factories. For this study,
the data were collected for 6 months, from March 2021 to September 2021. The reason
for selecting this time for analysis was because the wind speed is dominant at this time;
hence, adding the wind factor was considered, which is a crucial parameter for counting
the particulate matter. During this time, a fresh supply of marble raw material got supplied
to the respective factories; thus, most of the marble factories were operational. By selecting
this time for analysis, the highest possible concentration of air particles was captured.
The weather condition during this time ranged from a sunny day to broken clouds, wind
speed from 10 km/h to 30 km/h, and temperature ranging from 29 ◦C to 42 ◦C. The black
arrow in Figure 1 indicates the analysis location.
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Figure 1. Marble factories in the Darmangi region (Google Earth).

At normal capacity, the marble factories operate from 9 a.m. to 7 p.m. with 40–50 workers.
However, due to COVID-19, the operation was being performed below the normal capacity
with the restriction of 15 workers with variable shifts. Secondly, the power outages in this
study area were also the main factor that was taken into consideration. The power outage
was scheduled for three times a day by the electric supply company. Considering this factor,
the analysis was stopped when the factories cease to operate.

The dust concentration in the air was measured with HAZ-DUST EPAM-5000 as shown
in Figure 2. This apparatus has a size selectable impactor for particulate matter, PM1.0,
and total suspended particles (TSP). In this research, PM10, PM2.5, and TSP were used to
analyze the suspended marble particles in areas having marble factories and non-marble
factories. A detailed overview of this device is shown in Figure 2.
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This device works on the principle of light scattering of infrared radiation using
the near forward technique to detect the concentration in mg/m3. The infrared light is
measured in a photodetector at a 90◦ angle. The light is dispersed when the dust is entered
into an infrared beam. The amount of aerosol concentration depends on the amount of
light detected by the photodetector. As a result, the noise and drift of the light are removed
using signal processing, which allows for high stability and accuracy of the baseline results.
The schematic principle is shown in Figure 3.
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This device overcomes the limitation of other methods and combines the filter tech-
niques of traditional methods along with real-time monitoring. The advantages of using
this unit are that it provides immediate readings, 24 h continuous determination of con-
centration, and an alarm sound when approaching the hazardous range. Therefore, it is
a considerably cheaper and time-saving device as compared to the traditional method of
measuring dust particles [50]. EPAM-5000 is calibrated based on the standard protocols
of the National Institute for Occupational Safety and Health (NIOSH) for Arizona road
dust (ARD) that measures the quality of respiratory air (PM2.5) with ±10% accuracy [51].
The readings obtained from this unit are converted using DustComm Pro software that
could provide mathematical readings, create graphs, and correct statistical differences
between aerosol and calibrated models.

Spectrophotometer

As it uses the combination of concepts of spectrometry and photometry, it is therefore
called a spectrophotometer. This instrument measures the optical density of suspension
material. Where optical density is defined as the ratio of light-receiving by the material (Io)
to the light transmitted across the material (It). Mathematically, it is expressed as Io/It. If the
value of this ratio is high, it means that a higher concentration of particles is present in the
material and lower values indicate the weak concentration of the particles.

This instrument works on the principle of Beer-Lambert Law, which states that the
amount of light absorbed is directly proportional to the concentration and thickness of the
solution. The Beer-Lambert law can be expressed as

A = εbc (1)
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where “A” means absorbance, “ε” stands for molar absorptivity, which is the strength of a
compound that absorbs the light at a given wavelength, “b” shows the path length, and “c”
is the concentration of the sample. Hence, Equation (1) becomes

− log
It

Io
= εbc (2)

It = Ioe−εbc (3)

The advantage of this technique is that the rate of reaction could be measured directly
by measuring the light interacting with the components of the solution rather than stopping
the reaction and measuring its rate.

3. Results and Discussion

For investigating air quality, marble dust, and non-marble dust areas were visited and
measured the concentration of marble dust in the air by using EPAM-5000. The areas of non-
marble dust (NMD) and marble dust (MD) areas are mentioned in Figures 4 and 5 respectively.

Figure 4a,b shows that the area is in its natural soil color because of the absence of any
marble factory in the vicinity. However, Figure 5a,b clearly shows that a white residue is
left untreated near the marble factories. This means that the lighter marble dust particles
such as PM2.5 and PM10 were transported along with the wind, thereby polluting the air
and leaving behind the hardened marble sludge.

The details of the results of different areas with coordinates are mentioned in Table 4.
The result shows that areas having marble factories have greater marble dust (MD) levels in
the air as compared to non-marble dust (NMD) areas. As per the authors’ study, there are
26 marbles factories in the Malagori area, and it is the heart of marble production. While
Darmangi area is the neighboring area with adequate plantations and there are less than
10 factories in this area, due to which, the Darmangi area has less concentration than the
Malagori area.

Similarly, the PM2.5 concentration for marble dust areas (Darmangi and Malagori)
are 189 µg/m and 195 µg/m3, which exceeds the WHO standard limits of 25 µg/m3.
Additionally, the PM10 concentration values for the same marble dust areas were calculated
as 620 µg/m3 and 730 µg/m3 as compared to 50 µg/m3 recommended values of PM10.
While the NMD areas (Mattani and Jalozai) were not quite so affected. Hence, it is evident
that the residential areas located near marble factories are at higher risk of exposing people
to breathing polluted air. The results are shown in Table 5.

The marble industry is one of the most important industrial sectors that contributes
to the socio-economic development of Peshawar residents. This sector adds yields its fair
share to the national economy because of the diverse processes of marble factories. Despite
having such a crucial role, the dust generated from this sector has had adverse effects on
plants, humans, and the environment and poses a potential risk to the living organisms
because of polluted water quality and air quality.

The analysis of suspension material of marble dust particles indicates higher ab-
sorbance and less transmission of the light, which means that the solution has higher
optical density. The lower values of absorbance indicate that there was little concentration
of mentioned particles. The concentration of the dust sample is changing over time due to
a variety of particulate matters as shown in Table 6.
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Table 4. Results of marble dust (MD) in air.

S. No Location Concentration of TSP
(µg/m3) Coordinates MD/NMD WHO Guidelines

1 Mattani Kohat Road 2 N: 33.832953◦

E:71.565458◦ NMD

120 µg/m3
2 Jalozai 26 N: 33.914888◦

E: 71.815810◦ NMD

3 Darmangi Warsak Road 626 N: 34.0484206◦

E: 71.5205146◦
MD

4 Malagori 5321 N 34.135703◦

E71.403719◦ MD

Table 5. Results of PM2.5 and PM10 in the selected areas of Peshawar.

Description Mattani µg/m3

(NMD)
Jalozai µg/m3

(NMD)
Darmangi µg/m3

(MD)
Malagori µg/m3

(MD)
WHO

Guidelines µg/m3

Concentration of
PM2.5 (µg/m3) 33 42 189 195 25

Concentration of
PM10 (µg/m3) 109 214 620 730 50

Table 6. Spectrophotometry results.

PM2.5/PM10 Absorbance Transmittance Wavelength (nm)

NO 0.230 14.2 380

Cu 0.365 7.4 405

Zn 0.415 5.0 430

SO2 1.130 6.8 530

Mg 1.320 10.7 580

Al 1.590 5.4 630

Fe 1.800 2.7 655

Ca 2.130 19.6 680

The medical records from the last two-year period, indicating 1543 patients with
breathing problems, were analyzed. It was found that the highest cases originated from
the Malagori area and its neighboring areas. The recorded patient history showed that the
breathing problems were not genetic and only male members with ages from 18–57 years
of the family were suffering. These people were either worker in the marble factory or were
living in the vicinity of these factories. The wages of these factory workers were below
USD 100, and they could not afford to pursue other professions and were unable to pay
medical bills, which indicates that these people were doing jobs in these factories due to
the absence of other skills and were forced to pursue physical jobs.

The water polluted with toxic elements contaminates the pH of water, which in turn
affects the turbidity in the water [52]. The turbidity is changed by suspended matter
such as silts and organic chemical compounds from these factories. This turbid water
enters into the river which makes the water translucent; which consequently blocks the
sunlight penetration in bodies of water; hence, the survival of aquatic organisms and
algae is compromised [53]. Sodium is another waste generated by marble dust. The excess
addition of sodium affects plants and would disrupt the chemical balance in the water,
animals, and humans affecting plant life, animal survival, and heart disease among humans
respectively [54]. Magnesium is also an important constituent of seafood and vegeta-
bles. Magnesium intake is often blocked by the accumulation of marble dust in the soil,
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which reduced the required magnesium concentration; this lack of magnesium can cause
hypomagnesemia, leading to diabetes, low blood pressure, and cardiac arrests [55].

Similarly, the marble dust alters the air quality such as calcium carbonate upon heating
releases carbon dioxide from the marble powder, which is released into the atmosphere,
thus making the air unfit for the environment. This process is regarded as an important
factor in increasing carbon emissions each year [56]. Copper is also released in marble dust
and its high concentration in water is dangerous to both humans and crops, which can harm
kidneys and can cause cancer in people living and working in marble factories [57]. Zinc is
another necessary element, which prevents hearts diseases, acts as an anti-inflammatory
agent, and helps in connective tissue formation. Traces of a high amount of zinc were
found in marble workers’ blood, any amount higher than the necessary intake is harm-
ful [58]. Manganese is also released in dust emanating from steel, marble, and fossil fuel
combustion [59]. Higher exposure to manganese especially in marble workers generates
strong signals in the human body, triggering liver diseases. Arsenic is a major constituent of
dust particles [60]. The emission of CaCO3 produces white dust that reduces visibility and
produces asthma problems in people in the vicinity of marble dust [61]. Arsenic pollution
is a global dust problem—especially in South Asian countries such as Pakistan, India, and
Bangladesh—which can cause hyperkeratosis as well as kidney, liver, cardiovascular, and
neurological disorders [62]. Areas with increased concentration of PM2.5 also recorded
higher rates of casualties due to COVID-19 [63].

This study shows that the areas in the vicinity of the marble factories have reduced
air quality due to the presence of a high concentration of particulate matter. However, the
absence of marble factories has little to no effect on improving the air quality as the dust
from marble factories traveled to NMD areas. To elaborate, PM2.5 and PM10 concentration
levels are higher even in NMD areas due to the abundance of marble activities in the
MD areas.

The problem of polluted air is widespread. With industrialization, air pollution has
become a global issue. It is estimated that 1 m3 of marble, when cut into 2 cm thick slabs,
produces 25% marble dust [64]. In the United States of America, there was a 173% increase
in gross domestic product, 85% vehicle emissions, energy consumption soared by 19% from
1980 to 2020 along with the addition of 68 million tons of pollutants [65]. In India, marble
and mining dust have adverse effects on plants and vegetation near marble industries. Due
to the reduced amount of chlorophyll, the trees and plants suffered biochemical, physiolog-
ical, and morphological changes resulting in 20% reduced growth [66]. The extraction and
energy emissions of the marble industry in Italy produce large amounts of marble mining
dust during quarrying. The pollution is increased with the number of processes associated
with marble production [67]. Turkey’s marble production generates dust of 40–60% of the
overall manufacturing volume. The mining and quarrying processes involved in marble
processing in the Afyon region generate 340,000 tonnes of marble waste [68]. Egypt, being
the fifth largest producer of marble, generated 3.5 million tonnes of marble. The Shaq
El-Thouban region is suffering from soil alkalinity, airborne diseases, and reduced plant
productivity due to the presence of 400 marble factories [69]. The Skikda region in Algeria
has cement factories and aggregate manufacturing industries that utilized various processes
for marble stone production, which generates harmful particles in the atmosphere. The use
of marble in cement preparation is damaging to the air quality; therefore, marble dust
recycling is performed at low temperature and reduced humidity [70].

The problem of polluted air can be reduced globally when each country introduces
interventions to deal with the pollution of their respective countries. In this regard, sus-
tainable processes, waste treatment, and strict legislation for collective recycling could
be utilized. Moreover, awareness campaigns, relocation of marble factories, treatment of
wastewater, disposal of effluents away from residential areas, filtering dust and smoke
generated, pre-defined schedule of factory operation, using marble dust as admixtures,
controlled expansion of factories, action against illegal marble factories, limiting socio-
economic activities in a polluted area, and use of personal protective equipment are some of
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the preventive measures that could prove helpful to make the air, water, and environment
suitable for human existence concerning marble quarrying.

4. Conclusions

This study was conducted in the Peshawar region of Pakistan with marble dust
(MD) and non-marble dust (NMD) areas to analyze the air quality based on the readings
of PM2.5, PM10, and TSP. For the determination of air pollution, the areas near marble
factories and non-marble factories were compared and it was found that people living
near marble factories are more prone to diseases associated with dust inhalation. Based
on the results of the air pollution test, the Peshawar area air is unfit to breathe, and it
would worsen with time due to the unlicensed and haphazard location of factories because
of the absence of regulation. There is a strong need for legislation of establishment of
factories in the industrial zone only. Therefore, it is recommended that awareness must
be ensured for marble workers and owners about the hazardous results of marble dust.
Local communities and stakeholders should be educated about the presence of factories in
residential areas. Preventive measures such as using wet processes, dust collection, use of
safety gear, avoiding direct skin contact, ventilation systems, using of marble dust as an
admixture, and city planning should be implemented.

5. Limitations

The results are limited based on the tenure of the data collected. As monitoring points
are random—having diverse localities—it may be possible that the readings of one area
differ from the other area. Moreover, the readings can be affected by various factors in
settings, such as unpaved roads dust and residential dust, that can interfere with the actual
marble dust concentration.
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Abstract: Reservoir water level (RWL) prediction has become a challenging task due to spatio-
temporal changes in climatic conditions and complicated physical process. The Red Hills Reservoir
(RHR) is an important source of drinking and irrigation water supply in Thiruvallur district, Tamil
Nadu, India, also expected to be converted into the other productive services in the future. However,
climate change in the region is expected to have consequences over the RHR’s future prospects.
As a result, accurate and reliable prediction of the RWL is crucial to develop an appropriate water
release mechanism of RHR to satisfy the population’s water demand. In the current study, time series
modelling technique was adopted for the RWL prediction in RHR using Box–Jenkins autoregressive
seasonal autoregressive integrated moving average (SARIMA) and artificial neural network (ANN)
hybrid models. In this research, the SARIMA model was obtained as SARIMA (0, 0, 1) (0, 3, 2)12 but
the residual of the SARIMA model could not meet the autocorrelation requirement of the modelling
approach. In order to overcome this weakness of the SARIMA model, a new SARIMA–ANN hybrid
time series model was developed and demonstrated in this study. The average monthly RWL data
from January 2004 to November 2020 was used for developing and testing the models. Several model
assessment criteria were used to evaluate the performance of each model. The findings showed that
the SARIMA–ANN hybrid model outperformed the remaining models considering all performance
criteria for reservoir RWL prediction. Thus, this study conclusively proves that the SARIMA–ANN
hybrid model could be a viable option for the accurate prediction of reservoir water level.

Keywords: RWL; time series; RHR; seasonality; prediction; ANN; SARIMA

1. Introduction

Each region has its own set of water quality and quantity concerns, depending on the
climatic, geographic, geologic, social, and economic characteristics. The rainfall pattern is
likely to shift all over the planet as a result of global warming and climate change. Modelling
studies until the year 2050 have anticipated that the world’s freshwater distribution is
expected to undergo a paradigm shift [1,2]. Therefore, a reliable water management system
is necessary, which is a key for the sustainable development of a region or a country.

The management of river water is often critical due to erratic and unexplained flows.
Such flows are usually controlled by structural or non-structural measures. Reservoirs are
one of the most essential and effective structural measures for regulating both the spatial
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and temporal distribution of water. They not only offer water supply, hydroelectric energy,
and irrigation, but also help to prevent floods and droughts by smoothing out the excessive
inflows [1]. However, the efficient operation of reservoirs is undoubtedly very difficult and
involves a series of decisions that govern the amount of water that is stored and released
over time [2].

Developing and densely populated cities in the Asian region are at high risk of
emergency due to uncontrolled river flows and poorly managed reservoir systems. For
example, heavy monsoon rains and floods afflicted nearly 40 million people in India, Nepal,
and Bangladesh in mid-2017, resulting in over 1200 deaths [3]. Floods are one of India’s
most serious climate-related disasters, accounting for more than half of all natural disasters
since the 1990s [4]. The problem becomes more critical when some regions in the country
are hit by both droughts and floods. An example of such a problem is the flooding in cities
of South India. Thus, the area has faced numerous challenges in meeting the expanding
water demand while dealing with occasional drought and flooding [5].

Chennai is the capital city of Tamil Nadu state in South India. The city has become
the third most urbanized city in the country and largely depends on its water resources
for the water supply. However, uncontrolled urbanization, increasing population density,
and climate change have caused various water resources management problems in the
city [5]. The area faced floods in the 2004–2005 period [6] followed by water scarcity and
drought during the years from 2006 to 2014 [7]. The 2015 Chennai floods were the worst
natural disaster in Tamil Nadu’s history [8]. It happened when the Chennai was preparing
for another year of drought, the area was hit by its most disastrous floods since 1918 [9].
Thiruvallur, Chennai, Kancheepuram, Villupuram, and Cuddalore districts in Tamil Nadu
were under severe floods that were out of control [10]. The damages were projected to
be worth up to US $3 billion [11]. Following 2015, flood warnings have been issued over
the area in the years 2020 and 2021. The causative factors conclude that higher runoff is
expected to occur in the area in the future as well [12].

The Red Hills Reservoir (RHR) is located at the Red Hills Lake of Tamil Nadu state of
South India. The reservoir is a vital resource of water supply in the Chennai city and is also
expected to be turned into useful resources in the future [13]. However, climate change and
current events of droughts and floods seem to create ramifications for the RHR’s prospects,
which may adversely affect certain aspects of the area and its habitats [5]. Moreover, the
main objective of reservoir operation during the dry season is water conservation. A
fundamental difficulty in flood control is establishing a trade-off between the different
responsibilities of a reservoir. The timing and amount of flood in downstream areas
of RHR can be influenced by the reservoir operation. As a result, the availability of
reservoirs across the basin is a significant factor to be considered in flood prevention efforts.
Flooding can be exacerbated by the faulty reservoir operation. In order to limit the in-
evolvement of reservoirs in floods, an accurate and reliable prediction of reservoir inflows
is essential in making timely release decisions, especially in the case of RHR, which was
constructed for water conservation. Prediction of future reservoir inflows can be valuable
in making efficient operating decisions in this phase of natural uncertainty [14]. However,
the Central Water Commission (CWC) of India provides inflow information only at 128 out
of 5745 reservoirs in the country, with a lead time of 3 days on a trial basis using modelling
techniques [4]. Scarce water inflow information of RHR may lead to worse events in future
and need to be considered in current time. Therefore, future flow rate fluctuations in the
RHR should be evaluated in order to formulate deliberate plans to minimize the repeating
of water overflow threats and to avoid losses of lives and economy.

In view of the aforementioned discussion, the development of an accurate and reliable
method for the prediction of RWL in RHR is of utmost importance. Hence, the goal of
the current study is to develop an implicit system that can effectively predict the RWL
in RHR over time. Generally, methods used for water level (WL) prediction problems
include data-driven approaches, such as statistical techniques and artificial intelligence (AI)
techniques [15]. These techniques include probability characteristics, time series methods,
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synthetic data generation, multiple regression, pattern detection, and neural network meth-
ods [16]. It is commonly acknowledged that time series modelling is a better choice in the
areas of prediction problems [17], which describe the pattern or stochastic behavior of a
non-linear problem [18,19]. According to the time series modelling, reasonable results have
been reported for most areas of the contiguous United States (US) and China. The autore-
gressive integrated moving average (ARIMA) model is one of the well-known statistical
time series models for the prediction of RWL [20,21]. It comes in a variety of forms like AR,
MA, or combination of AR and MA, referred to as autoregressive moving average (ARMA)
or seasonal autoregressive integrated moving average (SARIMA) [22,23]. It has been found
in literature that only a few attempts have been undertaken to predict the WL using the
SARIMA model, such as predictions of lake water levels [24] and groundwater levels [25].
Whereas, the SARIMA model has the advantage of requiring few model parameters to
describe time series, that show non-stationarity both within and through seasons [26]. This
is a significant simplification compared to machine learning (ML) techniques that often
require multiple parameters as the input [21]. The current study is focused on the predic-
tion of RWL in RHR considering the past inflows based on the SARIMA-based time series
modelling technique. Available literature have also suggested that a hybrid model can take
advantage of the strengths of each component of the model to increase modelling precision
and adaptability [27]; a hybrid time series modelling technique has been developed and
demonstrated in the current study, which combines the SARIMA time series model with
the most widely used ML technique, artificial neural network (ANN) model.

In the field of hydrology and water resources, ANN has been mostly used as the
ML technique for modelling water flow, analyzing water quality, and predicting water
level [28–31]. Ondimu et al. [32] applied ANN model for WL prediction in Lake Naivasha.
Rani et al. [33] found the best predicting model for real-time water level of Sukhi Reservoir
as feedforward backpropagation ANN (FBPNN). Wan Ishak et al. [34] employed ANN in
prediction and control of RWL, and Altunkaynak et al. [35] employed ANN to anticipate
WL changes in Lake Van, the largest lake in Turkey. Moreover, a hybrid model of ANN with
ARIMA model has also been demonstrated in few studies [36–39]. To the best knowledge of
the authors’, no study reported the RWL prediction using the time series hybrid modelling
technique particularly for RHR in recent times. Therefore, a hybrid time series modelling
technique is developed and demonstrated in the current study that combines the SARIMA
time series model with the ANN model to describe the linear and non-linear features
independently, motivated by the success of the hybrid prediction models. The technique
is then employed for the short-term prediction of daily RWL using real datasets from the
RHR and to find the peak water level based on time. It is expected that the current study
would be supportive to the reservoir management authority in taking timely decisions
about the fate of the reservoir and sustainable development.

2. Materials and Methods

In order to forecast RWL, the hybridization of SARIMA and ANN was performed
to the dataset. Figure 1 visualizes the overall framework of the study. The approach was
carried out in three phases. First, the difference’s requirement was identified, a stationarity
test was conducted for this reason. By differencing the data, it was made stationary, and the
parameters of SARIMA were identified using autocorrelation function (ACF) and partial
autocorrelation function (PACF) plots.

Next, the residual of the SARIMA model was determined and the residual was fur-
ther modelled using the ANN model. Finally, several statistical measures, such as root
mean squired error (RMSE), mean absolute error (MAE), mean absolute percentage error
(MAPE), and coefficient of determination (R2) were used to assess the effectiveness of the
developed models.
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Figure 1. Framework of the study, from data collection, data splitting, and model development to
model evaluation and interpretation.

2.1. ACF

The correlation of a time series with its own past and future values is known as autocor-
relation. The simple coefficient of the first N − 1 observation, t = 1, 2, . . . .,
N − 1 Xt : t = 2, 3, . . . , N. The relationship between Xt and Xt+1 defined as follows:

r1 =
∑N−1

t=1 (xt − X1)(xt+1 − X2)[
∑N−1

t=1 (xt − X1)
2
][

∑N−1
t=1 (xt − X1)

2
] (1)

r1 =
∑N−1

t=1 (xt − X)(xt+1 − X)

∑N−1
t=1 (xt − X)2 (2)

where X1 is the first N − 1 observation’s mean. For N substantial large, the variation
among the sub-period means X1 and X2 may be neglected and r1 could be estimated by
Equation (2):

rk =
∑N−1

t=1 (xt − X)(xt+k − X)

∑N−1
t=1 (xt − X)2 (3)

2.2. PACF

The PACF defined by the group of partial autocorrelations at various lags k are defined
by (k = 1, 2, 3 . . .). The set of partial autocorrelations at varied lags k defined as follows:

rkk =
rk −∑k−1

j=1 rk−1,jrk−1

1−∑k−1
j=1 rk−1,jrj

(4)

where, rk,j = rk−1,j−rkk rk−1, k−1 j = 1, 2 . . . . . . .k− 1, partially autocorrelations are particu-
larly important for determining the order of an autoregressive model. The PACF of an AR
(p) process is zero at lag p + 1 and greater.

2.3. Study Area

Red Hills Reservoir (RHR) is taken as the study area in this study, which is also known
as the Puzhal Lake. The reservoir is located in Chennai City, Red Hills, Thiruvallur district,
Tamil Nadu, South India, which is shown in Figure 2. The area is bounded by 13◦11′53′′ N
latitude and 80◦11′54” E longitude. The reservoir is spread over an area about 20.89 km2

and has a total storage capacity of 3300 million ft3 (93 million m3).
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Figure 2. Locational map of the Red Hills Reservoir in the study area. (a) topographic map of
India [40] and (b) topographic map of location.

2.4. Data Collection

The daily RWL data for the RHR were collected from Chennai Water Management
for the period from January 2004 to November 2020 [41]. The daily data was converted
to average monthly data, which were used for developing and testing the models in the
current study. The monthly average RWL for the RHR is shown in Figure 3. As can be
seen from the figure, the highest amount of RWL was nearly 32 million ft3 in January 2011,
whereas the lowest amount was found to be 0 in September 2004.
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2.5. Seasonal ARIMA (SARIMA) Model

In the 1930s and 1940s, an electrical engineer called Norbert Wiener et al. created the
ARIMA idea later named the well-known Box–Jenkins technique. The ARIMA model, also
known as (p, d, q) model, is a stochastic model that has been commonly used in hydrological
prediction studies [42,43]. The ARIMA model is made up of three components: AR, I, and
MA. The AR model denotes the link between current and previous data, the MA denotes
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the auto correlation frame work of error, and the I denote the series’ differencing level. It
provides a time series approach towards problems by making a prediction. Peter Whittle
proposed the first general version of ARMA in 1951 [44], which may be written as:

Xt = c + εt + ∑p
i=1 ϕtXt−1 + ∑q

i=1 θiεt−i (5)

where εt was denoted a white noise and φ, θ were denoted the time series coefficients.
Equations (6) and (7), which were presented by, show the numerical structure of AR (p)
and MA (q) [45]:

AR (p),
yt = c + β1yt−1 + β2yt−2 + β3yt−3 + · · ·+ βpyt−p + εt (6)

This is an instance of multiple regressions with lagged yt values as predictors. It’s
denoted as AR (p):

MA (q)
yt = c + εt + α1εt−1 + α2εt−2 + α3εt−3 . . . + αqεt−q (7)

ARIMA (p, d, q),

yt= c + β1yt−1 + β2yt−2 + β3yt−3 + · · ·+ βpyt−pεt + α1εt−1 + α2εt−2 + α3εt−3 · · ·+ αqεt−q (8)

the term β coming from AR and ε the error terms coming from MA model.
The SARIMA was used to eliminate seasonal variance characteristics of data via

seasonal differences [46]. They’re the same as in the ARIMA model, as follows:
p: Order of trend autoregression;
d: Order of trend difference;
q: Order of trend moving average.
There are four seasonal components that must be adjusted that are not part of ARIMA:
P: Order of Seasonal autoregressive;
D: Order of Seasonal difference;
Q: Order of Seasonal moving average;
m: A single seasonal period’s number of time steps.
The general equations for the SARIMA model can be defined by Equations (9)–(13):

φp(L)Φp(Ls)(1− L)d(1− Ls)DZt = θq(L)ΘQ(Ls)εt (9)

φp(L) = 1− φ1L− φ2L2 − · · · − φpLP (10)

θq(L) = 1− θ1L− θ2L2 − · · · − θqLq (11)

Φp(Ls) = 1−ΦS

(
LS
)
−Φ2S

(
L2S
)
− · · · −ΦPS

(
LPS
)

(12)

ΘQ

(
LS
)
= 1−ΘSLS −Θ2SL2S − · · · −ΘQSLQS (13)

where, Zt stands for the observed value and εt stands for the lagged error at time t; L (lag
operator) defined by:

LkZt = Zt−k ; φp(p = 1, 2, . . . , p), Φp(P = 1, 2, . . . , P), θq(q = 1, 2, . . . , q), Θq(Q = 1, 2, . . . , Q) (14)

The orders of autoregressive and moving average were represented by p and q, respec-
tively. P and Q indicate the seasonal autoregressive and seasonal moving average orders,
accordingly. S stands for seasonal length, whereas d and D stand for difference order and
seasonal difference, respectively. Figure 4 shows the flowchart of SARIMA model.

The mean, variance, and autocorrelation functions of the data were tested for station-
arity with respect to time as a prerequisite for using the SARIMA model. εt (random error)
was also made independent and distributed similarly to a standard zero-mean dispersion.
Higher weights were regarded as indicators of a better prediction model when the SARIMA
model was tested for weights [47,48]. After the selection of weights, the SARIMA model
was modelled in four stages including: (i) stationarity check; (ii) identification and esti-
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mation stage; (iii) diagnosis stage; and (iv) prediction stage. In stage one, the time series
data were checked for stationarity. The stationarity of data was checked followed by the
Augmented Dickey Fuller (ADF) test, which examines a time series for the null hypothesis
of the existence of a unit root [49]. ADF’s mathematical expression is as follows:

∆y = α + β t + γ yt−1 + δ1∆yt−1 + · · ·+ δp−1∆yt−p+1 + εt (15)

where α is constant, β is time trend coefficient, p lag order, and εt is the error term. Before
executing the test for the null hypothesis γ = 0, the appropriate lags of order p were
selected. If the time series is non-stationary, stationarity can be obtained by regressing or
differencing the data until it becomes stationary [50]. Non-seasonal and seasonal differenc-
ing are the two types of differencing with order d. Seasonal difference is a technique for
removing seasonal components from data and by eliminating trend characteristics from
the data, the non-seasonal difference aims to address data instability [51]. This can be
achieved by determining the order of the SARIMA model, estimating unknown parame-
ters, accumulating model candidates with a p-value of less than 0.05, and evaluating the
goodness of fit on the anticipated errors; then, predicting a value in the future using the
data that is available. To establish the ordering of the SARIMA, ACF and PACF charts were
required [52].
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2.6. ANN Model

The capacity of an artificial neural network is to represent complicated nonlinear
relationships [48,53–57]. One of the most extensive ANN for time series modelling and
prediction is the multilayer perceptron, especially individuals with one hidden layer. A
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network of three layers of functioning is linked by acyclic linkages. The mathematical
equation between the output (yt) and the inputs (yt−i, . . . , yt−p) as follows:

yt = w0 +
Q

∑
j=1

wgg

(
w0j +

p

∑
i=1

wi,jyt−i

)
+ et (16)

where wi,j (i = 0, 1, 2 , . . . , P, j = 1, 2, . . . , Q) and wj (j = 0, 1, 2, . . . , Q) stands for
model parameters, which are also known as connection weights; the number of input nodes
is indicated by P; and the number of hidden nodes is represented by Q. For hidden layers,
the sigmoid function is frequently employed transfer function, that is:

Sig(x) =
1

1 + exp(−x)
(17)

yt = f (yt−i , . . . , yt−P, W) + et (18)

As a result, the ANN model of (18) conducts mapping from historical data to projected
values yt, i.e.,:

where f (.) is a function based on the network structure and connection weights and W
is a vector containing all parameters. In the output layer, the formulation (18) implies one
output node, which is generally employed for a step-ahead prediction. The basic network
represented by (18) is remarkably strong in that it can estimate any function when the
neurons of hidden nodes (Q) are high enough [58]. In out-of-sample predictions, a basic
network layout with a modest number of hidden nodes frequently works effectively. This
might be related to the over-fitting phenomenon that occurs frequently in neural network
models [59].

As Q is data dependent, there is no methodical procedure for determining this param-
eter. The selection of the number of lagged observations, P, and the dimensionality of the
input vector is another essential part in ANN modelling of a time series [59], in addition to
determining the adequate number of hidden nodes. Because it determines the (nonlinear)
autocorrelation frameworks of the time series, it is likely the most critical parameter to
estimate in an ANN model. There is, nevertheless, no hypothesis that can be utilized to
assist in P selection. As a result, studies are frequently undertaken to find a suitable P
and Q.

2.7. Hybrid SARIMA-ANN Model

The SARIMA models’ approximation of complicated nonlinear issues may not be
acceptable. The use of artificial neural networks to represent linear issues has generated
mixed results. Denton et al. [60], for example, demonstrated that when the data contain
outliers or multicollinearity, neural networks outperformed linear regression algorithms
considerably. The effectiveness of ANNs for linear regression issues is similarly influenced
by sample size and noise level, according to Markham et al. [61]. As a consequence, em-
ploying ANN is unwise since it is unfeasible to adequately comprehend the characteristics
of data in a real situation. A hybrid technique which merges the linear and nonlinear skills
might be a useful strategy in practice. In the first phase, the SARIMA model is employed to
extract the linear component of the time series. The residuals of SARIMA and the lagged
data are then employed as input for statistical ML techniques throughout the second step.
Lastly, predictions were estimated using best suited model in the third step. The following
sections go into the specifics of these steps:

yt = Lt + Nt (19)

where Lt represents the linear element and Nt indicates the nonlinear component, these two
factors must be calculated based on the data. At first, the SARIMA model was employed as
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the linear module, and then the linear model’s residual was determined from the model.
Let et stand for the linear model’s residual at time t, then:

et = yt + L̂t (20)

where L̂t is the calculated relationship’s prediction value for time t. The diagnosis of the
sufficiency of linear models relies heavily on residuals. If there are still linear correlation
patterns in the residuals, a linear model is insufficient. Residual analysis, on the other
hand, is unable to find any nonlinear correlations. In reality, no universal diagnostic
statistics for nonlinear auto correlation connections exist at this time. As a result, if the
model passes diagnostic testing, it might still be insufficient since nonlinear interactions
have not been adequately represented. The SARIMA’s restriction will be shown by any
major nonlinear pattern in the residuals. Modeling residuals with ANNs may be used to
investigate nonlinear linkages. For residuals, an ANN model will be used as follows:

et = f (et−1, et−2, . . . , et−n) + εt (21)

where f is non-linear function and εt is the random error. It’s worth mentioning that if
model f isn’t adequate, the error term isn’t always random. As a consequence, it’s crucial
to have the right model. The prediction from (18) will be denoted as N̂t, and the combined
prediction will be:

ŷt = L̂t + N̂t (22)

In summary, the suggested hybrid technique comprises of two parts. During the first
phase, the SARIMA was utilized to investigate the linear component of the problem. In
the second phase, the residuals from the SARIMA model were modelled by ANN. The
residuals of the linear model will contain information on the nonlinearity because the
SARIMA model could not account for data’s nonlinearity. The findings of the neural
network may be utilized to anticipate the SARIMA model’s error terms. In identifying
diverse patterns, the hybrid model uses the unique features and strengths of both the
SARIMA and ANN models. This might be beneficial to analyze linear and nonlinear trends
independently employing various techniques and then integrate the predictions to enhance
overall modelling and prediction performance.

Figure 5 shows the SARIMA and ANN hybrid model in which the SARIMA model is
combined with the ANN model. As described earlier, in developing SARIMA and ANN
models, subjective interpretation of the order and model appropriateness is often needed.
In the hybrid technique, it is conceivable that suboptimal models will be utilized. Box–
Jenkins technique, for example, relies on low order auto correlation. Even if substantial
auto correlations of higher order exist, the model was regarded acceptable if low order auto
correlations were insignificant. The hybrid model’s usefulness may not be blemished by
this suboptimality. In 1989, Granger pointed out that the component model in a hybrid
model should be suboptimal in order for the hybrid model to generate the enhanced
prediction [62,63].

2.8. Performance Evaluation of the Models

The outcomes of the SARIMA, ANN, and SARIMA–ANN hybrid models were monthly
RWL of Red Hills Reservoir for the January 2004–November 2020 period. The predicted
values obtained by the models were compared with the actual dataset. Several statistical
performance indicators, including RMSE, MAE, MAPE, and R2 (Equations (23)–(26)) were
used to evaluate the performance of each model. A lower value of MAE, RMSE, and MAPE
indicate a good correlation between the observed and predicted datasets. The value of R2

closer to 1 demonstrates a good correlation between the observed and predicted data sets:

MAE =
1
n

n

∑
i=1
|Oi − Pi| (23)
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RMSE =

√
∑n

i=1(Oi − Pi)
2

n
(24)

MAPE =
1
n

n

∑
t=1

∣∣∣∣
(Oi − Pi)

Oi

∣∣∣∣× 100 (25)

R2 = 1− ∑n
i=1(Oi−Pi)

2

∑n
i=1(Oi− P̂i)

2 (26)

Here, Oi represents the observations, Pi represents the predictions at each time step,
and n represents total time step numbers.
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3. Results

The entire obtained data were separated into two portions for training and testing of
the model in order to assess and compare the adopted modelling techniques. The training
datasets were those from January 2004 to March 2017, accounting for 80% of the dataset,
while the remaining dataset (20%) were used for model testing purpose.

To anticipate the SARIMA model, firstly we had to analyze the fluctuation of the RWL
data based on Figure 2. The approach of the SARIMA model was carried out in three phases.
First, the difference’s requirement was identified, a stationarity test was accomplished for
this reason. The samples were stationary adjusted through differencing, and then SARIMA
p, d, q, m and P, D, Q parameters were identified using ACF plots and PACF.

Step 1: Stationarity test of the Data
The ADF test indicates that the null hypothesis that the dataset has a unit root (non-

stationary) at the 5% significance level may be rejected. According to the ACF graph
(Figure 6), the seasonally differenced trend shows significant spikes in negative values at
the 1st lag, and ACF shuts out after that for the non-seasonal element.
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Due to seasonal influences, the ACF exhibits strong spikes at numerous lags that
demonstrate a periodic order across 12 months, non-seasonal differencing is thus unneces-
sary, whereas seasonal differencing is essential due to seasonal stationarity.

Furthermore, substantial spikes were noticed after first order differencing at intervals
of every 12 months (12th, 24th, 36th lags . . . ) on the ACF plot in Figure 7. As a result, to
reduce seasonality, a seasonal differencing technique continued till third order differencing.
A chart of ACF and PACF with seasonal differences is shown in Figure 8 after third order
seasonal differencing.

Step 2: Model Identification
This stage is to estimate the suitable values of p, d, and q employing correlogram and

partial correlogram and ADF Test. The preliminary model’s order was determined using
the ACF and PACF. The ACF exhibits strong spikes at numerous lags, which demonstrate
a periodic sequence over 12 months due to seasonal impacts, as seen by the correlogram.
At many lags, the PACF shows substantial increases; therefore, the model might be a
SARIMA model.

The observed RWL samples were subjected to seasonal differencing (D = 3) in order
to create a time series that was seasonally stationary. For future exploration, SARIMA
(p, 0, q) (P, 3, Q)12 are recommended. Initial, parameters of p, q, P and Q were identified
by ACF and PACF plots (Figure 5).

The seasonal component of ACF displays a positive substantial spike at the 12th and
24th lags. As a result, for model identifier, two seasonal (SMA) and one non-seasonal
MA values are recommended. In the same way, for PACF, there were no seasonal or non-
seasonal significant spikes detected. Hence, zero AR for non-seasonal and zero seasonal
(SAR) are recommended for inclusion in the SARIMA model. As a consequence, SARIMA
(0, 0, 1) (0, 3, 2)12 was identified for further evaluation.
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Step 3: Parameter Estimation
The parameters of the AR and MA were estimated in this stage.
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Here the parameter estimates in Table 1 and the performance values are shown in
Table 2 for SARIMA model.

Table 1. Parameter estimates for SARIMA (0,0,1) (0,3,2) model.

Parameter θ1 Θ1 Θ2

Value 0.7993 −1.5737 0.5760
Explanations: θ1 = MA parameter of non-seasonal components, Θ1,Θ2 = MA parameters of seasonal components.

Table 2. Performance values of selected models.

Akaike information criterion 2010.938

Bayesian information criterion 2022.283

Hannan-Quinn criterion 2015.547

Ljung-Box 27.74

Heteroskedasticity 2.00

Step 4: Diagnostic Checking
At this stage, residual’s diagnosis, standard residual, histogram plus estimated density,

normal Q−Q, and correlogram were checked to analyze the model.
Figure 9a shows that the residual errors seem to fluctuate around a mean of zero

and have a uniform variance. Figure 9b illustrates the density plot. It suggests a normal
distribution with a mean zero. Figure 9c demonstrates that all the dots fall closely with the
red line. Any significant deviations would imply that the distribution is skewed. Figure 9d
reveals that the residual errors are not autocorrelated.
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Figure 10 shows the ACF and PACF plots of residuals for RWL dataset. The ACF and
PACF of the residual is showing inadequate results and the presence of autocorrelation
in residuals may be determined employing the Durbin Watson (DW) test. The DW value
should be in the range of 1.5 and 2.5 [64,65]; here, the value is 0.99, which indicates that the
SARIMA (0, 0, 1) (0, 3, 2)12 model is not well fitted for prediction. The alternative which
used to resolve the problem is building a residual model of SARIMA using ANN which is
no regression assumption.
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The information about the neural network architecture shows that network has an
input layer, two hidden layers with 512 and 4 nodes, and an output layer with one output
node. For the best network structure, an ANN should be used with the appropriate number
of hidden layers and neurons in each hidden layer. The enumeration approach is based on
least MSE used in the ANN modelling to discover the best number of layers and associated
neurons in each hidden layer. All of the sample data have to transform into a value between
0 and 1 because of the activation function which is used in artificial neural network is
sigmoid function. The error is the sum-of-squares error because identity and activation
function are applied to the output layer. Initialization, feed-forward, error assessment,
propagation, and adjustment are the learning methods of the artificial neural network.
An optimised network of topology 2-512-4-1 was determined to be superior to the other
studied network topologies based on MSE criteria. The training cycle was set at 500 epochs,
while bath size and validation split are 4 and 0.2, respectively. A neural network is typically
initialized using random weights during the initialization process [66].

Figure 11 reveals the SARIMA residuals plot of RWL dataset employed to test the
existence of nonlinearity. The best selected SARIMA, ANN, and SARIMA–ANN models
were compared based on MAE, MAPE, RMSE, and R2 values using Equations (23)–(26). The
comparison results are given in Table 3. The results show that the SARIMA–ANN model
performed better than single SARIMA and ANN models in prediction of data, with an R2

value of 0.84, MAE value of 328.69, MAPE value of 32,868.51, MSE value of 174,043.217,
and RMSE value of 417.185. Furthermore, the RWL number’s projected value is almost
identical to its actual value.

Table 3. Evaluation results for SARIMA, ANN and SARIMA-ANN models.

Model MAE MAPE RMSE R2

SARIMA 798.10 79,810.15 891.994 0.30

ANN 660.32 66,032.258 806.062 0.51

SARIMA-ANN 343.23 34,323.06 430.728 0.84
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Figures 12–14 shows the results for predicted RWL using SARIMA, ANN, and hybrid
SARIMA–ANN models, respectively. The graphs shown that while applying ANN alone in
the test dataset, the performance is worse comparing to the SARIMA and SARIMA–ANN
models. It can be observed that the predicted monthly RWL obtained from the fitted
SARIMA–ANN model is matching closely with the pattern of the curve of actual RWL.
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4. Discussions

When it comes to river systems, India is a wealthy country. The Aravalli, Ganges,
Brahmaputra, and Indus are four significant river systems in India, each with a substantial
catchment area and drainage density. All of these river systems have several tributaries that
run the length and width of India, making it more vulnerable to flooding [67]. Consequently,
during the years 1987 and 1993, the cycle of floods followed by severe drought and its
impact on water shortage in Chennai was at its peak. A severe drought struck Chennai
City in 1986. Only 40% of the rainfall was reported and 17% of the total available water in
the city’s three lakes was used. Legislation to regulate the exploitation of groundwater was
required. The groundwater level in Chennai was roughly 8 m deep in 1988, but it rose to
4.08 m in 2007.

From 1988 through 1996, there was increasing commercial exploitation. Proactive
detection of water intensity in a given location is always useful for planning with scarce
resources and implementing effective intervention techniques. A high-quality water level
prediction is required to optimize the net benefits of water management. This surface water
is critical to the region’s socioeconomic development and expansion. Water infrastructure
development, floods, and droughts all have an impact on industrial operations, necessi-
tating smart resource management. Precision water level prediction not only decreases
the danger of mis-operation and the likelihood of damage, but it also boosts earnings.
There is a lack of statistical computational analysis that might use prediction models to
anticipate water increase in Chennai. In such cases, advanced computational models, such
as SARIMA and ANN were chosen with the goal of predicting water level and, as a result,
filling the gap in the specific region.

The selected models for the water level prediction in this study could be used con-
fidently to estimate the water level in the Red Hills Reservoir. The results obtained in
the present study are in validation of other previous studies that were performed for the
prediction of water level in India using ANN, such as M.Y.A. Khan et al. [68], that has
put the application of ANN into use for the prediction of water level for the Ramganga
river, which suggests the prediction accuracy of 93.42%. Additionally, machine learning
techniques, such as wavelet and support vector machine implementation has also been
performed by Yadav et al. [69] to predict the daily water level of Loktak lake (India). The
prediction accuracy for accumulated data in this study was found to be higher than the
original data series based on the performance evaluation using RMSE, because it accounted
for the past data for analysis that increased the prediction efficiency. Moreover, a hybrid
system of ANN and machine learning was used to forecast the water level in Jhelum river
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at Sangam station of Kashmir valley in India to improve the early warning system for flood
prevention. It was found that the condition of accuracy depends on previous data and
forecasted values of temperature and precipitation [70].

Based on the application of previous and present studies, the conditions for the
application of predicting the water level include the applicability of the past data collected,
data collection techniques, and a hybrid prediction algorithm rather than standalone
method. The accuracy of prediction of water level depends on the forecasted values of
precipitation, weather conditions, and location. Therefore, the short-term prediction results
are more promising than the long-term prediction.

In other words, monthly water level data may be examined without any adjustments
to meteorological data, such as temperature, precipitation, wind speed, humidity, sun
hours and UV index, and amount of the location, which would be the reason for its global
generalization, because multivariate data is not required to assess the prediction of water
level data. Apart from the findings, it will be impressive to observe if the hybrid strategy is
useful in crucial conditions, such as when the water level rises dramatically (suggesting a
peak in water level). The visual comparisons of all approaches for water level prediction are
shown in Figures 12–14. The Figures show that the SARIMA and ANN hybrid model could
represent the trend of the actual data fairly well, despite the fact that single techniques
do not function effectively in any of these circumstances. It is also worth mentioning that
the results are solely applicable to the examined region owing to the statistical application
of the analysis. As a result, due to the changing nature of statistical data, any model that
successfully predicts reservoir water level data for this research may not be useful for other
areas. To put it another way, the SARIMA and ANN hybrid models utilized in this work
for reservoir water level prediction in various areas may differ due to regional differences.
The type of data, such as seasonality, residuals, autocorrelation, and the data’s explanatory
power, would have a significant impact on the prediction utilizing SARIMA and ANN for
any region.

5. Conclusions

The probabilistic aspect of RWL prediction is investigated in this study using a hybrid
model, SARIMA and ANN model for the Red Hills Reservoir (RHR). Time series data
originating from various applications, in general, comprise both linear and nonlinear
variations. Linear SARIMA and nonlinear ANN models cannot individually take out
consequence data accurately. Hybrid models, which combine the strengths of SARIMA and
ANN models, are better than individual types of models as they are capable of exploiting
the advantages of both types of models simultaneously. The results show that the hybrid
SARIMA–ANN model performed better than the SARIMA and ANN model for RHR in
the RWL prediction. The prediction from the hybrid model is obtained by adding the
predicting values from the two individual models. Thus, the hybrid model proposed in the
present paper becomes a simple and accurate prediction model in many applications.

6. Limitations and Future Scope

A mix of linear and nonlinear models were utilized in this research. In their respective
linear or nonlinear domains, both SARIMA and ANN models have great success in the
particular area. Neither of them, however, are universal paradigms that can be used in all
situations. It is possible that the SARIMA models’ approximation of complicated nonlinear
issues is insufficient. ANNs, on the other hand, have had inconsistent success when used
to simulate linear issues. To improve model accuracy, most external parameters, including
meteorological data, such as temperature, precipitation, wind speed, humidity, sun hours,
and UV index should be added with the passage of time. The results of this study could
be a good reference for the facilitators and decision-making stakeholders by performing
predictions in a quick and easy way by incorporating the methodology adopted in this
study. Because, unlike other techniques for prediction, this approach does not require a
colossal set of data that is collected through epidemiological retrospective information.
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For future studies, meteorological elements should be used as independent variables to
increase the accuracy of anticipated findings. This research might be used for such locations
where natural disasters cause the majority of water shortages.
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Abstract: This study presents a life cycle impact assessment of OPC concrete, recycled aggregate
concrete, geopolymer concrete, and recycled aggregate-based geopolymer concrete by using the mid-
point approach of the CML 2001 impact-assessment method. The life cycle impact assessment was
carried out using OpenLCA software with nine different impact categories, such as global warming
potential, acidification potential, eutrophication potential, ozone depletion potential, photochemical
oxidant formation, human toxicity, marine aquatic ecotoxicity, and freshwater and terrestrial aquatic
ecotoxicity potential. Subsequently, a contribution analysis was conducted for all nine impact
categories. The analysis showed that using geopolymer concrete in place of OPC concrete can reduce
global warming potential by up to 53.7%. Further, the use of geopolymer concrete represents the
reduction of acidification potential and photochemical oxidant formation in the impact categories,
along with climate change. However, the potential impacts of marine aquatic ecotoxicity, freshwater
aquatic ecotoxicity, human toxicity, eutrophication potential, ozone depletion potential, and terrestrial
aquatic ecotoxicity potential were increased using geopolymer concrete. The increase in these
impacts was due to the presence of alkaline activators such as sodium hydroxide and sodium silicate.
The use of recycled aggregates in both OPC concrete and geopolymer concrete reduces all the
environmental impacts.

Keywords: life cycle; impact assessment; recycled material; geopolymer concrete; sustainability

1. Introduction

Concrete is the most widely used construction material and the second most-consumed
substance on earth, after water [1]. Ordinary portland cement (OPC) used in concrete
production has detrimental effects on the environment due to the release of a high amount
of greenhouse gas, especially CO2. One ton of CO2 is released by the production of one ton
of OPC [1,2]. According to research conducted in Hawaii in the year 2020, it was reported
that the amount of CO2 in the atmosphere reached the highest level of 417.1 ppm [3].
Moreover, there exist other environmental issues, such as the dumping of construction and
demolition wastes. Hence, it is crucial to develop environmentally sustainable solutions in
the construction industry.

Researchers developed the idea of introducing alternative binders to OPC that not
only reduce CO2 production but also resolve the disposal problems. One such alternative
is a geopolymer concrete (GPC) technology that promotes sustainable development. Its
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efficient performance depends on both the composition of the source material and the
activator used [4]. Moreover, the use of recycled aggregates (RA) in GPC provides both eco-
friendly and economical solutions by addressing the issue of dumping demolition wastes.

Peem et al. [5] investigated the influence of RA on high-calcium fly ash (FA)-based
GPC at different molarities. It was found that the RA can be used in FA-based GPC
with an early age strength of about 30.6–38.4 MPa, slightly lower than normal aggregate
FA-based GPC. Likewise, Xie et al. [6] studied the combined effect of FA and ground
granulated blast-furnace slag (GGBFS) on recycled aggregate geopolymer concrete (RAGC),
and reported that RAGC with a 50% FA and 50% GGBFS binder content exhibits a superior
synergetic effect on mechanical and workability properties. Further, it was found that the
use of metakaolin fly ash (MK-FA)-based binders in RAGC resulted in better mechanical
and durability properties [7]. Hence, the use of MK-FA-based GPC with 100% recyclable
coarse aggregates provides an environmentally sustainable solution. While assessing the
environmentally sustainable performance of GPC compared to OPC concrete, there are
a lot of techniques and procedures used. One such assessment technique used is the life
cycle assessment (LCA).

LCA is a ‘cradle-to-grave’ or ‘cradle-to-gate’ assessment technique used to evaluate
the environmental impacts from raw material extraction to the demolition application
stage [8,9]. This tool plays an important role in the environmental management of a given
product system that further involves an environmental comparison of different prototypes.
It is a policy or program applied in GPC technology to justify that GPC has less potential
to degrade the environment, compared to OPC concrete.

Different studies have been conducted to assess the global warming potential (GWP)
and environmental impact assessment of GPC [4,8–13]. Daniel et al. [9] analyzed the life
cycle inventory of GPC and OPC concrete from lab to industrial scales, based on the source
of a sodium hydroxide (NaOH) activator. It was found that GPC exhibits 64% less GWP
than OPC concrete if the source of NaOH is local solar salt. Rishabh et al. [10] investigated
the environmental impact assessment of SF-FA-based GPC activated with both NaOH and
sodium silicate (Na2SiO3) separately. It was concluded that OPC has a greater GWP than
GPC, and further, that SF-FA-based GPC activated with NaOH has a lesser environmental
potential when compared to GPC activated with Na2SiO3.

Many researchers have investigated the LCA of GPC [7,9–11,14,15], but as per the
authors’ knowledge, no systematic and detailed study has been devised to study the LCA
of RAGC along with its comparison with mixtures of GPC, RAC, and OPC concrete. For
example, how does RA impact the LCA of GPC and OPC concrete? What is the GWP
of RAGC? How do RAGC and other mixtures impact the other environmental factors,
such as GWP, acidification potential (ADP), photochemical oxidants formation (POF), and
ozone depletion? These opacities still need to be answered. Hence, endorsing that idea,
this study intends to investigate the environmental impact assessment of RAGC using the
LCA approach.

2. Materials and Methods

The LCA methodology for all four mixes is performed in four steps, as per ISO 14040
and 14044 [16]. The first step is to define the goal and scope of the research, while the
second and third steps are to conduct inventory analyses and life cycle impact assessments
(LCIA), respectively. The last step is to conduct an interpretation based on inventory and
impact-assessment analysis. Lastly, the methodology adopted to conduct the life cycle
inventory is presented in the form of a flow chart.

2.1. Goal and Scope

In the present research, the goal of the LCA is to find out the impact of the inclusion
of RA in both concrete and GPC on the environment, and to compare the environmental
impacts of four mixes, i.e., the OPC concrete, RAC, GPC, and RAGC. The scope of the LCA
begins with the extraction of the natural resources, including aggregates, the raw material
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for cement, and alkali activators, and ends with the GPC production with processed RA.
The raw material from natural reserves is utilized in producing OPC concrete, which, after
demolition, can be utilized as RA for the GPC mix.

For the RAGC mix, the FA was considered as an aluminosilicate source while sodium
hydroxide and sodium silicate were used as an activator. The production of silicates and
hydroxide from the raw material to the end product was considered in conducting the life
cycle inventory analysis. After defining the goal and scope, the functional unit was set as
1 m3 of GPC, RAGC, and RAC of a specific strength and compared with OPC concrete. The
strength conditions considered in this research study varied from 25–30 MPa for all four
types of mixtures. However, the system boundaries specified in this research study started
from the collection of their ingredients to their production, as presented in Figure 1.
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Further, the mix design data of RAC, GPC, RAGC, and OPC concrete were taken
from the literature [16,17]. Further, the emissions data of the respective activities in the
production of all concrete mixtures were taken on the basis of the geography of Pakistan.
However, the missing data were taken from the ecoinvent database source [18]. In addition,
it was assumed that the production and transportation conditions of all concrete mixtures
are the same as that of the conditions that exist in the respective locations from where the
emissions data were collected. The output emissions depend only on the consumption of
energy in the production processes of all the concrete mixtures.

2.2. Study Area

The LCA methodology for four different concrete mixtures was applied based on the
inventory analysis applied in the city of Abbottabad, Pakistan. The location of COMSATS
University Islamabad, Abbottabad Campus (CUI, atd), was assumed as the production loca-
tion for all the four mixtures. Furthermore, the collection of cement, coarse aggregate, and
fine aggregate were considered at the location of the Bestway Cement factory in Haripur,
the Choona Crushing plant in Abbottabad, and Thore in Muzaffarabad, respectively.

2.3. Mix Design adaptation

The mix design of normal concrete and the RAC mixture was taken from the study
conducted in Pakistan [16]. The natural aggregate was fully replaced (i.e., 100% replace-
ment) with RA in this study. Both types of concrete have 28 days’ compressive strengths of
28 MPa. However, the mix design procedure for the GPC and RAGC mixtures was taken
from [17], with the compressive strength of 30 MPa and 27 MPa, respectively. A total of
40% of the normal coarse aggregate was replaced with RA in the RAGC mixture. The mix
design for all four mixtures is presented in Table 1.
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Table 1. Mix design of four concrete mixtures.

Ingredients OPC Concrete
(kg/m3) [16]

RAC
(kg/m3) [16]

GPC
(kg/m3) [17]

RAGC
(kg/m3) [17]

Cement 415 415 - -

Fly ash - - 408 408

Fine aggregate 620 620 554 554

Coarse aggregate 1040 - 1243 746

Recycled aggregate - 1040 - 497

Water 185 185 20 20

Sodium Hydroxide - - 41 41

Sodium Silicate - - 103 103

Superplasticizer SP
(% of cement) 0.5 1.5 - -

2.4. Inventory Analysis

The life cycle inventory is the next step, after defining the goal and scope. Mostly,
the data of concrete production were based on a questionnaire survey of local producers
and suppliers in the city of Abbottabad, Pakistan. However, missing data were taken from
the literature and the ecoinvent database, version 3.7.1. The cutoff classification method
was considered the system model in the ecoinvent database [18]. The cutoff approach
was based on the assumption that the primary producer of any material is allocated to a
primary consumer and has no impact or credit on its recycled material.

In the present research, the data of emissions of different production processes for
the geography of Pakistan are generated on the basis of an emission/energy ratio method.
The inventory data of emissions and energy for all the ingredients of OPC concrete and
GPC are taken from the literature [18–21]. In the next step, the ratio of emission/energy
(kg/MJ) is calculated for each ingredient in the respective technical paper. After taking
the average of the emission/energy ratio of each ingredient, it was then multiplied by
the energy produced (in MJ) by every ingredient, with respect to the location in Pakistan.
Moreover, the flow of taking inventory data was presented in the form of a flow chart
(Figure 2).

2.5. Questionnaire Survey

The data for calculating the total energy produced by each ingredient, i.e., fine aggre-
gate, coarse aggregate, RA, and cement, are based on the questionnaire survey in the region
of Abbottabad city. The data for the cement are taken from the Bestway Cement industry in
the Hattar Industrial Estate, KPK. Further, the data for the coarse aggregate are taken from
the Choona crushing plant in Abbottabad (Figure 3). The fine aggregate is taken from the
Neelum riverbed at the Thore Site in Muzaffarabad (Figure 4). The energy data of the sand
are based on the excavator method, adopted at the location of Thore, Muzaffarabad, using
a medium-load truck for transportation to the final location. Moreover, the total energy
considered is the summation of both manufacturing energy and transportation energy,
with respect to the selected reference point.

For determining the transportation energy of the cement and the aggregates, the
material suppliers near COMSAT University Islamabad, Abbottabad Campus, were as-
sumed to be the final location where the all ingredients of concrete are supplied. The
calculation of transportation distances relied on the Google Maps application. In addition,
the transportation of cement, coarse aggregate, and RA to the destination used the heavily
loaded truck. In case of RA, the site near Dhamtor, Abbottabad was considered as the
dumping site for construction and demolition waste. For the RAC, the natural raw material
and mining activity for aggregate production was set to zero. Similarly, the raw material
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was taken as zero for FA aluminosilicate, as it is a by-product of the coal industry. The
cutoff allocation procedure was assumed, which showed that FA is a by-product and has
no impact on life cycle inventory emissions. However, the raw materials inventory for the
silicate production was taken from the literature. Additionally, the inventory for sodium
hydroxide production was based on the ecoinvent database. The life cycle inventory, based
on the questionnaire survey, is presented in Table 2.
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Table 2. Life Cycle Inventory for ingredient of concrete.

Ingredient Cement Coarse
Aggregate Fine Aggregate Recycled

Aggregate

Total Energy
(MJ/kg) 2.973 0.0154 0.0136 0.00833

Emissions (kg)

CO2 0.614 0.00173 0.00095 0.00124

SO2 0.0014 6.976 × 10−6 1.99 × 10−6 2.091 × 10−6

CO 0.0026 0.001437 3.46 × 10−6 2.394 × 10−6

NOx 0.00141 1.128 × 10−5 7.25 × 10−6 8.202 × 10−6

PM < 10 0.000267 1.281 × 10−5 1.1 × 10−5 7.097 × 10−6

NMVOC 0.000161 6.455 × 10−7 6.4 × 10−10 4.320 × 10−7

NH3 1.893 × 10−5 - 3.37 × 10−9 -

N2O 1.357 × 10−6 2.813 × 10−8 3.29 × 10−7 1.535 × 10−8

CH4 0.000655 6.979 × 10−7 1.88 × 10−8 3.629 × 10−7

2.6. Life Cycle Impact Assessment (LCIA)

The impact was analyzed by using OpenLCA software with a mid-point approach,
called CML 2001 baseline (Centrum voor Milieukunde Leiden). There were a number
of impact categories that were analyzed by the CML approach for the ecoinvent dataset.
However, in the present research work, nine impact categories were analyzed, i.e., GWP,
ADP, photochemical oxidants formation (POF), ozone depletion, human toxicity, marine
aquatic ecotoxicity, freshwater aquatic ecotoxicity, and eutrophication potential. The above-
mentioned impact categories were analyzed and compared to four types of mixes, i.e.,
concrete mix, RAC, GPC, and RAGC. The category indicators can be expressed in the form
of equations, as presented below:

GWP = ∑ Load (i) × GWP (i)
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ODP = ∑ Load (i) × ODP (i)

ADP = ∑ Load (i) × ADP (i)

POF = ∑ Load (i) × POF (i)

HTP = ∑ Load (i) × HTP (i)

EP = ∑ Load (i) × EP (i)

where,
Load (i) is the environmental load of the respective inventory item (i);
GWP (i), ODP (i), ADP (i), POF (i), HTP (i), and EP (i) are the characterization factors for
the GWP, ODP, ADP, POF, HTP, and EP inventory items (i), respectively.

3. Results and Discussion

In this section, the environmental impacts and process contributions of four different
concrete mixtures are analyzed and compared using a mid-point approach, called CML
2001. In the first section, the life cycle inventory results for the ingredients of concrete are
reported. In the next section, the numbers of impact categories are analyzed for four types
of mixes, i.e., concrete mix, RAC, GPC, and RAGC. At last, the contribution analyses of all
four concrete mixtures are presented.

3.1. Life Cycle Inventory Results

Based on the questionnaire survey and the emission/energy procedure, it was con-
cluded that the total energy (the sum of electric, coal, and transportation energy) required
for one kilogram of cement is 2.973 MJ/kg. However, the total energy required for the
coarse aggregate (the sum of mining, crushing, and transportation energy) and RA (the sum
of crushing and transportation energy) are 0.0154 MJ/kg and 0.00834 MJ/kg, respectively.
The total energy required for sand production and transportation is 0.0136 MJ/kg. The
energy data for all ingredients, along with the transportation energy, are given in Table 3.

Table 3. Energy production by all ingredients through questionnaire survey.

Ingredients Production Energy (MJ/kg) Transportation Energy (MJ/kg)

Cement 2.918 0.055

Fine Aggregate 0.00565 0.00795

Coarse Aggregate 0.00873 0.00630

Recycled Aggregate 0.00524 0.00309

3.2. Environmental Impact Analysis of Four Mixes

In this study, the environmental impacts were analyzed for the comparison of normal
concrete and GPC along with their RAC. From the Open LCA software, the impacts were
analyzed that represented that the inclusion of an alternative binder or RA could help to
reduce the certain environmental impacts were analyzed. The most concerning impact
category in the construction industry is the GWP that results from CO2 production and
the emissions of GHGs [14]. The GWP-100a (100-year global warming potential) of OPC
concrete, RAC, GPC, and RAGC are compared and presented in Figure 5. It is shown that
OPC concrete has the highest GWP when compared to the other three mixes. The GWP
follows a decreasing pattern from normal concrete, > RAC > GPC > RAGC, as shown in the
respective figure. This pattern provides the idea that the mixes containing higher contents
of cement have higher GWPs, when compared to the others. However, with the inclusion
of RA in the mix, the net impact of global warming is reduced [17,22–26].
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Figure 5. Climate change GWP of four mixes.

In addition, ADP follows the same pattern as GWP for the four types of concrete mix-
tures. The normal concrete has the highest impact on acidification due to high emissions of
air pollutants, such as NOx, SO2, NH3, etc., during cement production. From Figure 6, it is
concluded that RAC and RAGC exhibit lower ADP when compared to normal concrete
and GPC, respectively, due to the recycling of coarse aggregates. The recycling of coarse
aggregates requires lower energy than the normal aggregate, due to the elimination of
mining energy and the reduction in transportation energy. It is reported that the net envi-
ronmental impacts of RAC are also influenced by the transportation distance [20,21,27,28].
The environmental impact of RAC has a lower influence if the transportation distance is
less than 20 km for the considered natural aggregate when it is compared [26,27].
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Figure 6. Acidification potential for four mixes.

Additionally, the ozone depletion potential of the four types of mixes is presented in
Figure 7, which clearly shows that the production of concrete and RAC mixtures has no
direct impact on ozone depletion for a specified functional unit of 1 m3 of concrete samples.
Conversely, both type of geopolymer mixes, i.e., GPC and RAGC, have a significant impact
on ozone depletion. This impact is due to the presence of a sodium hydroxide activator
in FA-based GPC mixtures. The production of sodium hydroxide through the process of
chlor-alkali electrolysis, using a membrane cell, emits some amount of tetra-chloro methane
in the atmosphere, which could impact the ozone layer.
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Figure 7. Ozone depletion potential of four mixes.

The impact of different environmental pollutants on air pollution, specifically ozone
depletion, is a very complex process. The characteristics of environmental pollutants
depend on their nature—whether either is a primary or secondary pollutant. The direct
emissions of gases, fumes, and smoke from the exhausts of vehicles and combustion
factories, along with the burning of fossil fuels, are the causes of the primary pollutants.
The primary pollutants, such as particulates, hydrocarbon, nitrogen oxides, and carbon
monoxide, etc., when coming in contact with other pollutants such as VOC or compounds
of ammonia (coming from other developmental activities), form the secondary pollutants.
Their chemical reactions in the atmosphere increase the impact on urban air quality by
acid deposition and the formation of ground-level ozone (bad ozone or tropospheric
ozone). However, the presence of chemicals, such as manufactured halocarbon refrigerants,
propellants, solvents, and foam-blowing agents (CFCs, HCFCs, and halons), promotes
the depletion of the ozone hole (beneficial ozone or stratospheric ozone). The emissions
resulting from the production of concrete influence the presence of photochemical oxidants
that affect the tropospheric ozone.

However, the photochemical oxidation of four concrete mixes is represented in
Figure 8, which shows that the concrete mixture has the highest ability to produce pho-
tochemical oxidants in the atmosphere. These oxidants are produced from the reaction
of primary air pollutants such as NOx, SOx, and hydrocarbons under the action of sun-
light [29]. The decreasing pattern of this impact category starts from concrete to the RAGC
mixture, i.e., normal concrete > GPC > RAGC > RAC. The production of elementary envi-
ronmental pollutants during cement production and transportation is responsible for the
highest photochemical oxidation when compared to the other mixtures. The production
of photochemical oxidants adversely influences the atmosphere by the incorporation of
unwanted ozone molecules in the troposphere and, thus, causes smog, along with other
environmental effects.

The impact category, namely, the ETP of the four concrete mixtures, is shown in
Figure 9, which concludes that GPC has the highest ETP (0.1148 kg PO4-Eq/m3 of GPC)
when compared to the other mixtures. This is due to the presence of hydroxide and silicate
sources in GPC [15]. On the other hand, the RAC and RAGC represent a slight decrease
of impact categories, when compared to OPC concrete and GPC, respectively. The use of
RA is responsible for less NOx, SO2, and ammonia emissions, when compared to normal
aggregate production.
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Figure 8. Photochemical oxidation of four mixes.
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Figure 9. Eutrophication potential of four mixes.

However, HTP describes the potential damage of the chemical unit that is released in
the atmosphere. Its potentiality depends on both the inherent toxicity of the chemical and
its potential dose. From Figure 10, it is represented that GPC has a higher impact on human
toxicity when compared to the other three mixes. The pattern of HTP for all four mixtures
represents that the GPC binder with natural or RA shows a higher potency due to presence
of alkaline activators, especially a sodium silicate source [10,12,30]. Similarly, the impact
category, called marine aquatic ecotoxicity potential (MAETP), is shown in Figure 11. The
MAETP of OPC concrete, RAC, GPC, and RAGC are 4.57 × 10−5, 4.47 × 10−5, 136.45,
and 136.45 kg of 1.4 DCB-Eq/m3 of mixture, respectively. The values predict that the
OPC and RAC concrete has minute impact on aquatic ecotoxicity due to the absence of an
alkaline activator, as in the case of the geopolymer mixtures. The aquatic ecotoxicity can be
hindered by using sustainable production sources of alkaline activators.
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Figure 10. HTP of OPC concrete, RAC, GPC, and RAGC.
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Figure 11. MAETP of OPC concrete, RAC, GPC, and RAGC.

The last two impact categories considered in this research study are freshwater aquatic
ecotoxicity potential (FAETP) and terrestrial aquatic ecotoxicity potential (TAETP), as
shown in Figures 12 and 13, respectively. From Figure 12, it is clearly seen that the GPC
mixture has a higher FAETP value when compared to the other mixtures. The decreasing
pattern of both impact categories, i.e., GPC > RAGC > OPC concrete > RAC, depicts that
the presence of a silicate and hydroxide source in GPC mixtures is responsible for a higher
ecotoxicity impact [10,13,30]. However, the terrestrial aquatic ecotoxicity of both GPC
mixtures shows the same value of 0.0107 kg 1,4 DCB-Eq, as presented in Figure 13. This
depicts that the impact category is only affected by the presence of a sodium silicate and
sodium hydroxide source in both mixtures.
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In the present impact assessment analysis, it is concluded that the OPC concrete has
potentially higher impacts than GPC and recycled mixtures in the impact categories GWP,
ADP, ETP, and POF. The use of GPC can reduce GWP significantly—up to 57.34%—when
compared to normal concrete. However, other impact categories, such as FAETP, MAETP,
stratospheric ozone depletion, HTP, and TAETP, show a greater impact of GPC than normal
concrete. This is due to the presence of alkaline activators, such as a silicate source, in the
GPC [10,12,30]. Moreover, the recycling of coarse aggregates in both concrete and GPC
mixtures can reduce the overall environmental impacts. The values of the potential impact
categories of the four mixtures by the CML baseline method are presented in Table 4.
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Table 4. Impact categories by CML baseline method.

Indicator OPC Concrete RAC GPC RAGC Units

Acidification
Potential—Generic 1.01904 1.01165 0.60119 0.59769 kg SO2-Eq

Climate
Change—GWP 264.181 261.315 112.743 111.377 kg CO2-Eq

Eutrophication
Potential 0.07922 0.0788 0.11483 0.11463 kg PO4-Eq

Freshwater
Ecotoxicity 1.78 × 10−7 1.677 × 10−7 40.940 40.940 kg 1,4-DCB-Eq

Human toxicity 0.8952 0.8860 33.70 33.68249 kg 1,4-DCB-Eq

Marine aquatic
Ecotoxicity 4.575 × 10−5 4.475 × 10−5 136.45 136.45 kg 1,4-DCB-Eq

Photochemical
Oxidation 0.0963 0.0411 0.0777 0.0513 kg ozone

formed

Stratospheric
ozone depletion 0 0 5.59 × 10−5 5.59 × 10−5 kg CFC-11-Eq

Terrestrial
Ecotoxicity 6.32 × 10−31 6.30 × 10−31 0.0107 0.0107 kg 1,4-DCB-Eq

However, the nine considered environmental indicators in this research work were
scaled while keeping the potential environmental damage to the surrounding atmosphere
in view. The GWP is ranked highest, followed by ODP, POF, HTP, ADP, EP, FAETP, MAETP,
and TAETP. From the weighted average of all the indicators from all the mixtures, it is
concluded that the RAGC mixture is more sustainable for the environment, followed by
GPC, RAC, and OPC concrete mixtures. The ranking of all the mixtures regarding their
environmentally sustainable performance is given in Table 5. This ranking will provide
an idea to civil society about which concrete mixture efficiently provides for structural
needs and offers sustainable solutions to the environment. Depending on the strength
requirement, the audience can select the required aluminosilicate and activator source
along with the choice of selection of recycled aggregate or natural aggregate. In the present
research work, the RAGC is the best-optimized mixture for meeting the structural needs
and for hastening sustainable developments.

Table 5. Ranking of mixtures on the basis of environmentally sustainable performance.

Ranking Mixture

1st RAGC

2nd GPC

3rd RAC

4th OPC

3.3. Contribution Analysis

A contribution analysis for the four selected mixtures was performed to check the
contribution of the selected processes to the chosen LCIA impact category. The contribution
of coarse aggregate, fine aggregate, cement, and the mixing process was checked in the
analysis of OPC concrete, while the contribution of RA, fine aggregate, cement, and the
mixing process was checked in the RAC analysis. Figures 14 and 15 show that the cement
had the highest negative impacts on the chosen environmental categories [10,11,31]. In
the case of OPC concrete, cement had the highest impact, followed by coarse aggregate
and fine aggregate. The categories GWP, ADP, HTP, and EP are mostly affected by cement
because of higher CO2, SOx, and NOx emissions created during its manufacturing and
transportation. However, coarse aggregate and cement contribute 57.4% and 41.5% to the
POF, respectively. This is due to the presence of both mining and crushing activities that
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lead to more emissions of particulate matter (PM), volatile organic compounds, SO2, and
NOx [10].
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Figure 14. Contribution Analysis for OPC concrete.
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Moreover, it is clear from Figure 15 that replacing the coarse aggregate with RA
can reduce all environmental impacts. All the impact categories are mostly affected by
the use of OPC cement. The lesser contribution of RA to LCIA categories is due to the
elimination of mining activity and a lesser transportation distance [21,23,32]. The fine
aggregate has the lowest contribution due to its source from the riverbed. Its impact
on the LCIA categories mostly depends on the transportation activity. Furthermore, the
production of OPC concrete and the RAC mixture shows the lowest impact on the impact
categories FAETP, MAETP, and TAETP. This is due to presence of less water emissions, due
to its ingredients’ activities and production.

The contribution analysis for the GPC and RAGC mixtures is presented in
Figures 16 and 17, respectively. For the GPC, the contribution of coarse aggregate, fine
aggregate, sodium hydroxide, sodium silicate, and mixing to all LCIA categories is checked.
These contributions are checked to predict and verify which ingredient impacts and con-
tributes to the four different concrete mixtures. It is noticed, from Figure 16, that the
presence of activators has a higher contribution than the aggregates. The contribution
of silicate and hydroxide sources is because of the presence of separate manufacturing
processes. Each activator requires considerable chemicals and products for their manufac-
turing, which leads to higher GHG emissions, along with emissions of certain elements
and the addition of chemicals to water systems [9,33]. From Figure 17, it is represented
that sodium hydroxide had the highest contribution to all LCIA categories, followed by
sodium silicate and coarse aggregate. This contribution depends on the inventory data of
the hydroxide and silicate source. The inventory data for sodium hydroxide are based on
the chlor-alkali electrolysis method through a membrane cell. In addition, the contribution
of coarse aggregate to the impact category of POF—summer smog is higher in both the
GPC and RAGC mixtures. This contribution is due to the production of oxides of nitrogen
and NMVOC in coarse aggregate manufacturing.
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4. Conclusions and Recommendations

Based on the LCA analysis of OPC concrete, the RAC, and the RAGC mixtures, the
following conclusions can be drawn:

• A questionnaire survey was conducted to calculate the production and transportation
energy of all products of concrete mixtures per kilogram. It is reported from the survey
that the total energy (the sum of electric, coal, and transportation energy) required
for one kilogram of cement is 2.973 MJ. However, the total energy required for coarse
aggregate (the sum of mining, crushing, and transportation energy) and RA (the sum
of crushing and transportation energy) are 0.0154 MJ and 0.00834 MJ, respectively.
The total energy required for sand production and transportation is 0.0136 MJ;

• A LCA analysis was conducted using OpenLCA software with the aid of the CML
2001 baseline method. Nine different impact categories were analyzed and compared
for each mixture in order to evaluate the best mixture for the environment. On the
basis of the LCA analysis, it is concluded that OPC in concrete mixtures is the major
contributor to the production of negative environmental impacts;

• The use of aggregates also contributes to different environmental impacts, such as
GWP, EP, ADP, and POF. The use of RA in both RAC and RAGC mixtures help
to reduce the overall environmental impacts. However, the use of RA in concrete
mixtures depends on the transportation distances;

• The inclusion of FA as an aluminosilicate in GPC concrete reduces some of the envi-
ronmental impacts, such as GWP, ADP, and photochemical oxidation. However, the
use of alkaline activators, such as sodium silicate and sodium hydroxide, is a major
contributor to other environmental impacts, such as FAETP, TAETP, MAETP, ODP,
and HTP. Hence, it is important to select the suitable and sustainable manufacturing
method for alkaline activators;

• The use of GPC and RAGC mixtures is a more suitable option for reducing the GWP
produced due to normal concrete cement. It is concluded that use of GPC lowers the
GWP impact up to 57.34%, when compared to OPC concrete. However, categories
other than GWP are affected by use of GPC mixtures;

• The use of an alkaline activator is a major contributor to environmental impacts, both
in the case of GPC and RAGC. Hence, it is important to select the appropriate source
of alkaline activators to be used in the GPC mixture. If the sodium hydroxide is taken

282



Sustainability 2021, 13, 13515

from the seabed, or the sodium silicate is taken from any sustainable source, then the
overall environmental impacts of GPC mixtures can be reduced.

However, this study recommends the following future research:

• Research on generating and collecting the LCI data for condition of Pakistan
• The comparison of GPC and RAGC concrete at different percentages of RA
• The comparison of concrete mixtures by using different impact assessment methods
• The investigation of LCA of GPC mixtures by using different manufacturing processes

for the alkaline activators
• The investigation of different transportation scenarios while comparing different

mixtures of concrete
• The use of normalization and weighting set analysis after the comparison of different

concrete mixtures
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Abbreviations

ADP Acidification Potential
CFC Chlorofloro Carbons
CML Centrum voor Milieukunde Leiden
CO Carbon Monoxide
CO2 Carbon Dioxide
EPD Environmental Product Declaration
ER Environmental Reports
ETP Eutrophication Potential
EBIR Equal Benefit Incremental Reactivity
FA Fly Ash
FAETP Freshwater Aquatic Ecotoxicity Potential
GGBFS Ground Granulated Blast Furnace Slag
GHG’s Greenhouse Gases
GPC Geopolymer Concrete
GWP Global Warming Potential
HTP Human Toxicity Potential
LCA Life Cycle Assessment
LCIA Life Cycle Impact Assessment
MAETP Marine Aquatic Ecotoxicity Potential
MK Metakaolin
MIR Maximum Incremental Reactivity
NOx Nitrogen Oxides
NMVOC Volatile Organic Compounds
PM Particulate Matter
MOIR Maximum Ozone Incremental Reactivity
OPC Ordinary Portland cement
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POCP Photochemical Ozone Creation Potential
RA Recycled Aggregate
POF Photochemical Oxidant Formation
RAC Recycled Aggregate Concrete
SF Silica Fume
SOx Sulphur Oxides
RAGC Recycled Aggregate Geopolymer Concrete
SETAC Society of Environmental Toxicology and Chemistry
GWP-100a 100-year Global warming potential
TAETP Terrestrial Aquatic Ecotoxicity Potential
UNEP United Nations Environmental Program
ISO International Organization for Standardization
TRACI Tool for Reduction and Assessment of Chemical and other Environmental impacts
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Abstract: Prefabricated construction is being pursued globally as a critically important sustainable
construction technology. Prefabricated construction technology (PCT) provides opportunities to
effectively manage construction waste and offers venues to address the poor productivity and
lackluster performance of construction projects, which are often expected to miss their budget and
schedule constraints. Despite the significant benefits inherent in the adoption of PCT, research has
shown an unimpressive exploitation of this technology in the building sector. A modified version
of the popular technology acceptance model (TAM) was used to understand Pakistan’s building
construction industry stakeholder’s acceptance of PCT and the factors that influence its usage. Data
were collected from 250 building construction experts in the industry to test the hypotheses derived
from the proposed model. Data analysis using covariance-based structural equation modeling
revealed that construction industry stakeholders’ perceptions of perceived ease-of-use, perceived
usefulness, trust, and satisfaction all strongly influenced PCT acceptance behavior. Moreover, results
also confirmed the total direct and indirect effects of the perceived usefulness and perceived ease-
of-use of behavioral intention toward using PCT, with trust and user satisfaction as mediators. The
results of this research are expected to serve as a guide for the construction industry stakeholders
to effectively plan, strategize, encourage, and increase the adoption of PCT to achieve sustainable
construction outcomes in the building construction sector.

Keywords: prefabricated construction; structural equation modeling; mediation analysis;
trust; satisfaction

1. Introduction

The construction industry contributes significantly to national and global economies.
Construction is one of Pakistan’s most neglected industries. Comparing the construction
industry to other industries, such as manufacturing, the construction industry is consid-
ered backward [1]. The industry lacks regulations, standards, mechanization, advanced
technology, and a waste management plan [2]. Construction processes have always
been criticized for project time overruns, low productivity, a lack of security, and waste
generation [3]. There are still issues with traditional onsite construction practices, such
as a lack of regulations and high construction waste generation [4]. Therefore, there is a
need to change the construction industry environment through technological advance-
ments for sustainable growth in the construction industry. To improve overall quality

287



Sustainability 2023, 15, 8281

and efficiency, the process of construction must be improved based on sustainability
parameters [5]. The key is to innovate and remove the many obstacles that prevent the
sector from creating a sustainably built environment. Increasing construction demand,
rising costs, and critical environmental issues have prompted a worldwide search for
innovative sustainable alternatives, such as prefabricated construction. Prefabricated
construction has been identified as a vital means of overcoming these issues and en-
suring sustainable development and green buildings in the construction industry. In
today’s world, prefabricated buildings are associated with modern and innovative
ecological qualities. Environmentally friendly building materials are simple to use in
prefabricated buildings. The customization of prefabricated buildings based on location,
layout, and materials used is possible. All of this gives the end user more options and
flexibility [6]. Thus, it is critical to assess the current landscape to properly discuss the
benefits of prefabrication and other construction methods. Therefore, it is indispensable
to study advanced construction techniques.

Previously, there are a number of studies that have been published relating to the
acceptance of prefabricated construction technology. Lee and Kim (2018) highlighted the
variables that are driving the construction industry to adapt modular construction and
they give some recommendations for future vertical extension [7]. Karthik et al. (2020)
investigated the benefits and limitations of modular construction and compared benefits
with conventional construction [8]. Similarly, Seo and Lin (2020) conducted a case study
to examine the environmental implications of prefabricated construction and its charac-
teristics, and also shed light on some advantages of prefabricated construction [9]. The
current status of prefabrication adoption in small-scale construction projects was evaluated
by Khahro et al. (2019) [10]. Similarly, Adindu et al. (2020) experimentally explored the
understanding, adoption, possibilities, and difficulties of applying the prefabricated con-
struction technology method to construction infrastructure projects [11]. Attempts were
made by El-Abidi et al. (2019) to investigate the current state of prefabricated construction
systems and the potential of these systems to satisfy the housing needs of the people of
Libya [12]. Wu et al. (2019) examined the impact of technology promotion and cleaner
production on the use of prefabricated construction technology in China to improve its
application [13].

In prefabricated construction technology related previous studies, various research
gaps were found; first, prefabricated construction technology acceptance has not been
studied quantitatively [14]. Second, no study investigated the effect of trust and sat-
isfaction as mediators in technology acceptance literature related to the construction
industry [15]. Third, no study investigated the technology acceptance model (TAM) to
establish a theoretical framework to account for prefabricated construction technology
acceptance in the construction industry. To fill these research gaps, the present study
proposed a prefabricated construction technology-based technology acceptance model for
construction stakeholders that integrates the technology acceptance model with trust and
user satisfaction as mediators. Therefore, developing and presenting a proposed model
for prefabricated construction technology adoption based on the technology acceptance
model is the prime objective of this research. The technology acceptance model was
selected because it has been widely used to explain technology acceptance and human
behavior in different research areas; for example, BIM and AR integration in the con-
struction industry [16], and construction safety [17]. Relationships between the perceived
usefulness (PU) and perceived ease-of-use (PEOU) of prefabricated construction tech-
nology are explored and developed in the presence of certain influencing factors. After
reviewing the literature on these technology acceptance model variables and external vari-
ables, stakeholders’ behavioral intention toward prefabricated construction technology
adoption is being studied using an extended technology acceptance model. An analysis
of the hypothesized relationships is conducted, with conclusions drawn.

The theoretical and empirical contributions of this study are unique and essential. To
explain behavioral intentions, the technology acceptance model uses only two variables,

288



Sustainability 2023, 15, 8281

even though it is used as a unique and robust concept by other researchers [18]. As
a basic research approach, the technology acceptance model does not inform us what
variables might impact customers’ intentions to use prefabricated construction technol-
ogy. Behavioral intentions [19,20] and performance have been considered to be influ-
enced by trust [21]. Attitudes of people in the tourism sector are strongly influenced
by trust, according to research by Kaushik et al. (2015) [20]. Similarly, there has been
a considerable influence of customer satisfaction on behavioral intention, as argued by
Durdyev et al. (2018) [22]. The combination of satisfaction, and trust (technology accep-
tance model) is good in this regard. Because of this, the primary goal of this study is to
examine the elements that influence people’s intentions to use prefabricated construction
technology. This new technology acceptance model based integrated model contends
that trust and satisfaction mediate the relations between perceived ease-of-use, perceived
usefulness, and behavioral intention to adopt prefabricated construction technology. To
author’s knowledge, this study is one of the first to use trust and satisfaction to explore
perceived usefulness and perceived ease-of-use in behavioral intention related to the
construction industry. Furthermore, this research findings provide valid evidence in favor
of utilizing the technology acceptance model in conjunction with additional constructs
(external variables) to anticipate prefabricated construction technology acceptance.

The paper is organized as follows. According to previous studies, prefabricated con-
struction technology adoption in construction has been substantiated. Second, a detailed
set of hypotheses is presented based on a literature assessment of each measured item in
the prefabricated construction technology acceptance model. Third, the survey’s method-
ology and findings are discussed. Finally, recommendations for further research and the
implications are discussed. The research model was tested using data from a sample of
construction industry stakeholders (consultants, contractors, architects/engineers, etc.),
who were familiar with prefabrication. To generalize the outcomes, participants were
selected from different construction project sites. Structural equation modeling (SEM) using
AMOS software was employed for hypothesis testing. Based on Anderson and Gerbing’s
(1988), research, a two-phased strategy was employed [23]. First, a measurement model
was estimated using exploratory (EFA) and confirmatory factor analysis (CFA) to assess
overall model fit, validity, and reliability. Second, the structural model was used to test
the hypotheses.

2. Literature Review and Model Development
2.1. Literature Review
2.1.1. Technology Acceptance-Related Theories

User perceptions of technology are key factors in adopting, accepting, and using new
technologies, and targeting these perceptions can help avoid resistance and increase the
chances of success [12]. Many studies have described the role of user perceptions in accept-
ing new technology in terms of the theory of reasoned action [24], such as the technology
acceptance model (TAM) [25], the technology acceptance model 2 (TAM2) [26], and the
unified theory of acceptance and use of technology (UTAUT) [27].

The theory of reasoned action was created by Fishbein and Ajzen (1975) [24]. It was
the basis for most later theories, such as TAM, TAM2, TAM3, and UTAUT. It clarifies
human behavior for technology adoption from a social psychology standpoint. The theory
asserts that behavioral intention is affected by two main constructs: subjective norms
and attitude toward behavior. The technology acceptance model proposed by Davis was
modified from the TRA of Fishbein and Ajzen (1975) [24] and is one of the most widely
used research models to predict the acceptance and use of information technology systems.
The technology acceptance model was developed to overcome the various weaknesses
of the TRA. According to F. Davis (1986), the deletion of subjective norms was justifiable
because participants did not have enough information regarding the social influence at the
acceptance testing stage [28].
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The technology acceptance model is an extension of the TRA as a general psychological
theory for individual behavior prediction in information systems [25]. Both perceived use-
fulness (PU) and perceived ease-of-use (PEOU) were used as technology acceptance model
external constructs. A learner’s perception of the usefulness of technology is measured by
perceived usefulness. Perceived ease-of-use refers to the assumption that learning using
technology requires no intellectual effort. The technology acceptance model is widely used
in information systems, electronics, and construction to describe technology acceptance.

Venkatesh and Davis (2000) developed TAM2 to overcome the drawbacks of the tech-
nology acceptance model and enhance the model’s explanatory power (R2) [26]. TAM2 has
the primary determinants of the original TAM, namely perceived usefulness and PEU. It
also considers social impact, including subjective norms, images, and the cognitive instru-
mental processes, which include output quality, job relevance, and result demonstrability.
TAM2 and TAM are widely utilized for explaining an individual’s adoption and technology
acceptance in various settings and contexts [29].

The unified theory of acceptance and use of technology (UTAUT) was constructed by
Venkatesh et al. (2003) to address the various weaknesses of previous theories [27]. The
UTAUT integrates eight of the most well-known previous theories and includes four
determinant constructs: social influence, facilitating condition, effort expectancy, and
performance expectancy, all of which affect BI [27].

TAM3 reveals the moderating effect of experience, which Venkatesh (2000) [30] and
Venkatesh and Davis (2000) [26] did not empirically test. The relationships between
(a) PEOU and PU; (b) computer anxiety and PEOU; and (c) PEOU and behavioral in-
tention [31] are moderated by experience. Through the determinants of PU and PEOU,
TAM3 has made significant theoretical contributions. In TAM3, there are complementary
elements of context, content, process, and individual differences [31].

2.1.2. Prefabricated Construction

Structures that are built onsite using prefabricated components are called prefabricated
construction. It is the method of construction in which construction is performed with the
help of separate components of structures, e.g., walls or roofs already being constructed in
an established offsite factory-based environment before their fabrication at the construction
site [32]. PCT modules come in many shapes and sizes for usage in the construction industry.
Prefabricated construction is considered a technology in this study, which includes all
of the prefabricated components such as stairs, façades, slabs, air-conditioning panels,
and balconies. Prefabrication can be divided into three categories: semi-prefabrication,
comprehensive prefabrication, and volumetric modular building [33]. On the contrary,
modular construction includes transforming a structure into a panel or volumetric-style
unit [34]. Modular construction is the practice of construction in which a whole part of a
building or structure, such as a room of a building or a whole house, is transported to the
construction site for assembling, after finalizing its construction at an offsite facility.

The topic of green construction is primarily focused on the practice of prefabrication [35]. The
implementation of prefabricated assembly techniques can significantly reduce the ecolog-
ical footprint of the construction process while also optimizing the allocation of project
resources. Prefabricated buildings have a low environmental impact due to their effective
conservation of project resources and significant potential for future growth. This has
the potential to facilitate the progression of society toward a more sustainable mode of
development [36]. Prefabricated buildings have been advocated as a sustainable devel-
opment strategy in the construction sector due to the traditional construction method’s
lack of suitability for cleaner production [37,38]. Ai et al. (2023) investigated the limits
of government regulation of prefabricated buildings and concluded that such structures
had the potential to not only exceed previous growth projections for developers but also
to fully embody the idea of green development and significantly impact China’s future
sustainable development [36]. Prefabricated buildings can boost the sustainability perfor-
mance of construction initiatives, which in turn encourages the sustainable development
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of society [39]. Research conducted by Rahardjo and Dinariana (2016) using Bantul and
Bandung in Badan city as case studies demonstrated that precast systems were a form of
green building since they conserved wood, lowered construction costs, and safeguarded
the environment [40].

PCT can help the construction industry in achieving lower costs [41], better
HSE [10], improved productivity [41], efficiencies of material and labor resources [41], sus-
tainability [41], quality [10], and a reduction in construction duration [41]. The advantages
of PCT in the construction industry show that fully automated production, modernization
control, and industrialized production are achievable goals. PCT not only improves quan-
tity, cost, schedule, and material utilization in construction projects but also helps to achieve
high mechanization and increased work efficiency. Despite these benefits, the use of PCT
in the construction industry has been slow because of higher initial costs [13,42], dominated
project processes [43], inadequate policies and regulations [43], a lack of knowledge and ex-
pertise [44], a lack of social climate and acceptance [45], and ineffective logistics ([39] vand a
limited availability of design options/complicated designing [46]).

Buildings in the housing sector are responsible for most of the new construction. Data
on the attitudes of Australian builders concerning prefabrication is provided by Steinhardt
and Manley (2016) using the theory of planned behavior (TPB) and the technology accep-
tance model (TAM), resulting in a clarification of beliefs that can guide efforts to enhance the
market share of prefabrication [14]. However, despite a challenging stakeholder network
and an industrial setting, their views on prefabrication for Australian housing are positive.
Due to a lack of industry infrastructure, prefabrication adoption has been slow and is almost
entirely unsupportive. The study on offsite technologies in housing by Nanyam et al. (2017)
defines a holistic selection framework with a set of offsite-specific attributes along with
a set of standard attributes that are necessary and favored for the acceptance of offsite
technologies for affordable housing [47]. They also tested and validated the framework in
an offsite case study.

PCT is still in its infancy in China, but it will undoubtedly be the future of Chinese con-
struction industrialization. Jiang et al. (2020) focus on the interrelationships of factors affecting
PCT promotion [48]. The overall relationship of each factor was quantitatively modeled (SEM).
The results show that the policy factor dominates, followed by the management and market
factors. In another study on rural residential buildings, Zhou et al. (2019) aim to design a
model for determining the suitable strategy for prefabrication implementation [49]. Similarly,
Imran et al. (2019) studied the level of adoption of prefabrication in the construction industry
of Pakistan [1]. Buildings, roads, and bridges were selected to form a literature review and
questionnaire survey.

In the PCT literature, many previous research efforts have tried to investigate user
acceptance, establishing frameworks and models for the development of PCT technologies.
However, they lack the consideration of the context of establishing a theoretical framework
that determines the extent of end-user acceptance. Therefore, using the technology accep-
tance model may fill this gap by explaining the variance between factors and discussing the
significance of external factors to predict and explain the adoption of PCT in developing
countries’ construction industry. Additionally, based on this model, construction profes-
sionals’ acceptance of PCT will be predicted and explained in terms of perceived usefulness,
perceived ease-of-use, and related variables. Therefore, there is a need to identify additional
factors (if any) related to prefabricated construction and its validation by the technology
acceptance model in the current scenario.

Nonetheless, there is a scarcity of research in Pakistan on PCT acceptance models
based on the perspectives of construction industry stakeholders; as a result, the mechanisms
for achieving or accepting PCT have yet to be defined.
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2.2. Model Development
2.2.1. Overview of Proposed Model

Despite widespread agreement on PCT’s potential applicability and advantages, it
remains unclear how PCT could be employed and what its advantages are. As a result, con-
struction research and practice continue to focus on how people perceive PCT acceptance.
Therefore, the goal of the study is to understand how PCT is accepted based on empiri-
cally validated and proven research models, such as technology acceptance model-related
concepts [26,31,50,51].

There is a theoretical basis for each component in the proposed model, as well as
additional factors based on previous research on PCT use. A research model for PCT
acceptance is provided based on the above concepts. The model comprises (1) project
resources, site management, project coordination, and technological factors as an external
variable for PCT acceptance, and (2) technology acceptance model-related factors (PEOU,
PU) and user trust and satisfaction as mediation factors for the intention to adopt PCT.

2.2.2. External Variables for Prefabricated Construction Acceptance

Extending the standard technology acceptance model, this research proposes that
the influence of external variables (e.g., project resources, site management, project co-
ordination, and technological factors) on the intention to use are mediated by user trust,
satisfaction, perceived usefulness, and perceived ease-of-use. As a result of selecting
external variables, theory development and technological adoption are both enhanced.
The existence of external variables directs the steps required to influence increased use
by providing a better understanding of what drives perceived usefulness and perceived
ease-of-use. The most important variables influencing the adoption of PCT in construction
firms are the external variables.

A total of 54 critical factors for PCT adoption were considered from previous studies
for this study. The factors were classified into four categories: project resources, site
management, project coordination, and technological factors.

In an attempt to develop a technology acceptance model for PCT adoption, this
research identified the external factors by exploring the constructs that can influence PCT
adoption by diverse stakeholders. As previously stated, this research examines the details of
enablers and drivers in the literature. Even though numerous studies have looked at what
makes PCT usable, these earlier studies have limitations since they do not account for the
potential effects of factors related to the execution stage and may, therefore, only partially
explain the reason why actual technology use is insufficient. One of the most common
obstacles to PCT cited is the execution stage, policies, etc. Since the successful completion
of a building project is a crucial component, these particular types of construction present
unique challenges. As a result, this research focuses on identifying external factors that
could affect perceived usefulness and perceived ease-of-use from an execution perspective.
It could be categorized into the content of project resources, site management, project
coordination, and technological features.

Project resources are related to low-cost and sustainable approaches undertaken in
prefabricated building construction. Building construction performance depends on the
performance of parties and resource availability. Consequently, the optimized use of
resources and materials seems to be another indicator for the prolonged advancement of
project sustainability performance. An organization’s willingness to embrace the notion
of a sustainable economy and take constructive efforts toward sustainable development
can be shown in its propensity to organize its activities and resource use strategy to respect
the rights of subsequent generations to environmental resources. So, to comprehend the
mechanism of PCT adoption, this research includes project resources.

Site management is related to time, quality, safety, and logistics/site operations. Cre-
ating a strong organizational culture is a powerful tool to influence employees’ behavior
and improve their performance. Successful site management includes time management,
improved quality of construction, safer construction, and better site operations in a factory-
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controlled environment. The site management factors that are involved and the implemen-
tation of the variables in those factors that lead to the improvement of the prefabricated
construction building performance results in the inclusion of this construct in our model.

Project coordination is related to the coordination of staff and tasks and the sim-
plification of activities. Collaboration has been a facilitator of PCT, helping to change
problem-addressing behavior, and as a crucial component in PCT practitioners’ relation-
ships. Simply moving the building process inside a factory was noted for the benefit of a
central coordination point for organizing staff across multiple projects. The construction
sector is said to be highly disorganized, dependent on cooperation, and reliant on com-
munication. The success of a project depends on timely, precise communication among
all involved stakeholders. All of these promote collaboration in PCT procurement. In this
respect, the concept of project coordination was included in the proposed research model.

Technological features are related to technology and innovation, industry/market
culture and knowledge, improved productivity, and the efficiency of materials and labor.
The availability of locally manufactured plants and equipment, skilled personnel resources,
the breadth and depth of local material resources, and the depth of use of such local
construction resources are all indicators of suitable construction technology, resulting in
alleviating the industry’s performance. Similarly, the importance and role of innovation
in construction and its future are also very much evident in the literature. Based on this,
the construct of technological features was included in the research model. These factors
were employed to establish hypotheses to comprehend the psychological mechanism of
PCT acceptance. This led to the creation of an extended technology acceptance model that
accounts for external factors.

2.2.3. Mediating Variables

In construction management research, the role of mediating factors and their mecha-
nisms remains relatively understudied. Little is known about how perceived usefulness
and perceived ease-of-use lead to user trust and satisfaction and how they interact to
facilitate PCT adoption. That is why it is being argued that mediating factors are important
to help us understand the prefabricated building processes that influence PCT adoption.

When discussing technology, “trust” is synonymous with confidence in the system’s
ability to function as intended. To be more precise, it is the belief that a piece of technology
will aid one in accomplishing a task because of its usefulness, dependability, and function-
ality. In the early stages of adopting new technology, this can be a decisive component in
overcoming the risk and skepticism that users may feel. The incorporation of trust in the
technology acceptance model revealed its importance in predicting customers’ intention to
use new technologies in many studies, which why it has been in the research model as a
mediator that is considered along with satisfaction.

Customer satisfaction is defined as “the degree to which a customer is pleased or
dissatisfied with the performance or outcome of a product as compared to the customer’s
expectations.” Satisfaction is considered an important variable due to its high effects on
customers’ future behavior and attitudes about certain products or services. The level of
client satisfaction an organization achieves is inextricably linked to the quality, pricing,
timeliness, and accessibility of the items it offers. Therefore, to examine the influence
of satisfaction of users in the context of prefabricated building construction, it has been
incorporated in the proposed model as a mediator.

According to the concept of the technology acceptance model, it is, therefore, argued
that satisfaction and trust mediate the effect of perceived ease-of-use and perceived use-
fulness on behavioral intention. Perceived ease-of-use could elicit behavioral intention
along the first mediating path (through trust). We argue that clients who consider the PCT
technologies as beneficial and simple to use and have high trust have a higher intention
to employ the technologies. The second mediating path emphasizes satisfaction as a vital
foundation to enhance behavioral intention. It is anticipated that people with a high level
of satisfaction with a certain technological product are more inclined to adopt it.
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According to the literature review, the success of a construction project can be evalu-
ated by a set of criteria specified by various scholars. According to Sue and Ritter (2012),
when the terminology and terms used in the survey are inaccurate, the survey’s validity is
compromised [52]. As a result, the content of the designed survey was evaluated before the
study’s final version. Experts are asked to assess whether the constructed survey measures
the necessary content, which is known as face validity [53,54]. This will help to elicit recom-
mendations from reviewers based on prior knowledge and expertise [55]. In this research,
the developed questionnaire was tested in collaboration with three academic experts. The
face validity test was successful, and several different versions of the questionnaire were
created before the final one. Several grammatical issues were raised. Factors were reduced
to 36. Various scale items were replaced and rephrased. An overall positive response was
received with some remarks on the questionnaire layout design and question wording. The
questionnaire was modified because of these suggestions.

As a result, before the data collection step, the questionnaire items were clear and
understandable. As stated in Table 1, the hypotheses are scientifically formulated based on
some rationale and supporting research. The relevant literature is the outcome of studies
that are related to every research variable.

Table 1. Literature review for the research hypotheses.

No. Hypotheses Description of Category Relevant Literature

H1 Project resources affect perceived usefulness positively.

External factors

[37,56]
H2 Site management affects perceived usefulness positively. [42,57]

H3 Project coordination and collaboration affect perceived
ease-of-use positively. [14,58]

H4 Technological features affect perceived ease-of-use positively. [57,59]

H5 Perceived ease-of-use affects perceived usefulness positively.

Technology acceptance
model factors

[50]
H6 Perceived usefulness affects behavioral intention positively. [50]
H7 Perceived usefulness affects user trust positively. [60]
H8 Perceived usefulness affects user satisfaction positively. [61,62]
H9 Perceived ease-of-use affects user trust positively. [60,63]
H10 Perceived ease-of-use affects user satisfaction positively. [64,65]
H11 Perceived ease-of-use affects behavioral intention positively. [50]

H12 User trust affects behavioral intention positively.

Mediating factors

[66]
H13 User satisfaction affects behavioral intention positively. [22,67]

H14a Perceived usefulness mediates the relationship between PEOU
and the intention to use PCT. [68]

H14b Perceived usefulness mediates the relationship between PEOU
and user satisfaction. Proposed by the authors

H14c Perceived usefulness mediates the relationship between PEOU
and user trust. Proposed by the authors

H15a User trust mediates the relationship between PEOU and the
intention to use PCT. [69]

H15b User trust mediates the relationship between PU and the
intention to use PCT. [69]

H16a User satisfaction mediates the relationship between PU and the
intention to use PCT. [70,71]

H16b User satisfaction mediates the relationship between PEOU and
the intention to use PCT. [70]

2.2.4. Proposed Model

In this paper, a research model for empirical analysis of the intention to accept PCT is
proposed, based on the technology acceptance model’s previous literature review (Figure 1).
Project resources, site management, project coordination, technological factors, perceived
ease-of-use, perceived usefulness, and behavioral intention to accept PCT are among the
36 observed indicators in the proposed model, and 9 latent constructs are described here
(assessment items and factors).
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Figure 1. Hypothesized model.

Based on the proposed research model, hypotheses are formulated (Table 2). The basis
for the developed hypotheses was described in the previous section. Hypotheses were
tested using AMOS 23.0 and SEM. The measurement model was first estimated to test the
overall fit of the model, as well as its validity and reliability. Second, using the structural
model, the hypotheses were tested between constructs.

Table 2. Constructs with measurement items.

Construct Definition Items Measured Variables

Project Resources (PR)

Project resources are
related to low-cost and
sustainable approaches
undertaken in
prefabricated building
construction.

PR1 I find prefabricated construction technologies affordable/low
costly.

PR2 I think using prefabricated construction yields savings due to
on-site labor reduction.

PR3 I find reduction in construction waste while adopting and using
prefabricated construction.

PR4 Using prefabricated construction reduces energy consumption.

Site Management (SM)
Site management is related
to time, quality, safety, and
logistics/site operations.

SM1 I find more control of construction quality while using
prefabricated construction.

SM2
I find it feasible to adopt and use prefabricated construction as
it enhances easy transport of heavy components (size
restrictions) and increases site accessibility.

SM3 Using prefabricated construction enhances speed of
construction.

SM4 I find reduction in elevated work and dangerous activities by
adopting and using prefabricated construction.
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Table 2. Constructs with measurement items.

Construct Definition Items Measured Variables

Project Coordination
and Collaboration

(PCC)

Project coordination is
related to the coordination
of staff and tasks and the
simplification of activities.

PCC1 Using prefabricated construction enhances logistics processes
coordination/Supply chain coordination.

PCC2 It is desirable to use prefabricated construction involving
information transparency.

PCC3 I find prefabricated construction to enhance simplification of
the construction process.

PCC4 Given the ease of handling, I intend to use prefabricated
construction.

Technological Features
(TF)

Technological features are
related to technology and
innovation,
industry/market culture
and knowledge, improved
productivity, the efficiency
of materials, and labor.

TF1
Given the industry knowledge, experience, awareness,
availability modular producers and suppliers, I expect that I
would use it.

TF2 Using prefabricated construction enhances reduction of
material use.

TF3 I think adopting and using prefabricated construction to be
feasible due to improved flexibility and adaptability.

TF4:
It is desirable to use prefabricated construction due to work
on-site continues irrespective of whether the product is being
made elsewhere.

Trust (T)

Trust is the belief that a
piece of technology will
aid one in accomplishing a
task because of its
usefulness, dependability,
and functionality.

T1 Based on my experience with the prefabricated construction
technologies will have integrity.

T2 Centered on my experience with the prefabricated construction
will be reliable.

T3 Overall, prefabricated construction techniques will be
trustworthy.

T4 Based on my experience with prefabricated construction, I
believe that this technology will provide good services.

Satisfaction (SAT)

Customer satisfaction is
defined as “the degree to
which a customer is
pleased or dissatisfied
with the performance or
outcome of a product as
compared to the
customer’s expectations”.

SAT1 I am satisfied with the performance of prefabricated
construction technologies.

SAT2 I am pleased with the experience of using the prefabricated
construction technologies.

SAT3 I am satisfied with the prefabricated construction efficiency and
effectiveness.

SAT4 Overall, I am satisfied with the prefabricated construction.

Perceived Usefulness
(PU)

Perceived usefulness is
defined as the extent to
which stakeholders
believe that utilizing PCT
is useful.

PU1 Using prefabricated construction would improve construction
industry performance.

PU2 Using prefabricated construction would increase construction
productivity.

PU3 Using prefabricated construction would enhance the
effectiveness of the construction industry.

PU4 I would find prefabricated construction useful in the
construction industry.

Perceived Ease-of-Use
(PEOU)

Perceived Ease-of-use is
defined as the extent to
which construction
industry stakeholders
perceive that using PCT
does not involve
substantial effort.

PEOU1 Learning to operate prefabrication techniques would be easy for
me.

PEOU2 I would find it easy to get prefabricated construction to do what
I want it to do.

PEOU3 It would be easy for me to become skillful at using
prefabricated construction.

PEOU4 I would find prefabricated construction easy to use.
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Table 2. Constructs with measurement items.

Construct Definition Items Measured Variables

Behavioral Intention (BI)

Behavioral intention is the
probability or a measure
of the strength of one’s
intention to perform a
specific behavior toward
using technology and,
therefore, it determines
technology acceptance.

BI1 I support the adoption and use of prefabricated construction in
construction industry projects.

BI2 Intend to increase use of prefabricated construction to perform
construction activities in the future.

BI3
Given that I had access to prefabricated construction
(technology, materials and equipment’s), I predict that I would
use it in construction industry projects.

BI4: I will recommend others to use prefabricated construction in
performing construction activities.

The constructs, definitions, and measurement items, along with the respective codes
used in this research, are shown in following Table 2.

3. Research Methodology

The relationships between the research model’s constructs were investigated using a
quantitative cross-sectional design. Nine constructs were derived from previously validated
instruments used in similar circumstances to produce research instruments. There are
references in Appendix A to prior studies from which the items in the questionnaire for
these constructs were obtained. There were multiple items for each construct, measured on
a five-point Likert scale (1–5), i.e., (1) strongly disagree to (5) strongly agree.

The pilot study is used to remedy any lack of required quality, assure the clarity of the
questionnaire items, and eliminate phrasing errors, according to [54]. Few researchers used
small sample sizes in their studies [72,73]. Before collecting full-scale data, a 30-person
pilot study was conducted to test instrument reliability and validity [74]. The questionnaire
was sent to a random sample of construction industry stakeholders (engineers, contractors,
consultants) in Pakistan. The value of Cronbach’s alpha calculated for the pilot study
sample considering the entire questionnaire (36 items) was 0.890. The pilot study gave
acceptable results for the measurement items through Cronbach’s alpha test.

3.1. Sampling and Procedure

The population of interest for this study was stakeholders of all construction companies
in Pakistan. This research study’s sampling frame consisted of only major cities in Pakistan
due to time and cost constraints. Companies from both the public and private sectors were
involved. Researchers, project managers, contractors, and employees make up the unit of
analysis. A sample of at least 200 participants was necessary for the data analysis technique
and the analysis of moment structures (AMOS) [75,76]. A total of 350 questionnaires were
distributed. The sample was recruited from different construction companies. This sample
was selected to meet specific criteria: participants who were 18+ years old, owned or used
offsite construction techniques and other prefab-related technologies, and involved in the
construction industry.

The current study utilized the Statistical Package for the Social Sciences (SPSS) and
analysis of moment structures (AMOS) software to perform statistical analyses. The
statistical software package SPSS was utilized for data coding, data cleaning, the verification
of assumptions, and conducting exploratory factor analysis. In contrast, AMOS was used
to evaluate a measurement model’s validity, reliability, discriminant validity, and goodness-
of-fit indices. The structural model in AMOS was utilized to conduct hypothesis testing.
Finally, mediation analysis was carried out using PROCESS Macro v4.0.

3.2. Common Method Bias

Harman’s single-factor test is a prevalent technique used in academic literature that
serves as a simple and frequently utilized approach to identify and mitigate common
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method bias (CMB). CMB is a plausible origin of measurement error that has the potential
to distort the associations between variables and compromise the credibility of research
outcomes [77]. The present study involved the implementation of Harman’s single factor
test utilizing an un-rotated single factor constraint within the SPSS v21 software. The initial
component extracted was found to explain a variance of less than 22.472%. The study’s
results indicate that the presence of common method bias was not a significant issue.

Common method bias (CMB) [77] was tested on the measurement items used in
this study, which represents the variance attributed to the method of measurement
rather than the variance explained by the constructs in this study. Harman’s single-
factor test [77,78], which uses an unrotated factor analysis using a single component, is
a standard method to detect CMB. The test revealed that the first factor explained only
22.47% (below 50%) [78] of the variance in the data, indicating the lack of dominance of
a single factor, and CMB was not a substantial issue in this study. The research method
consisted of two phases. The measurement model was first validated. A structural
model and path analysis were used to analyze the relationship between the constructs for
hypothesis testing. IBM SPSS and AMOS were used to analyze data.

4. Results and Discussion

The results of the analysis are revealed in this section. The assumption of linearity and
normality of constructs was made before the statistical analysis of the obtained data. The
scale’s reliability and validity were tested using a dataset of n = 250. For the hypotheses
that were developed for this study, the following are the measurements, structural models,
and path analysis results.

4.1. Descriptive Statistics

The questionnaires were distributed via databases of organizations throughout Pak-
istan that are related to the construction industry. Out of 300 distributed questionnaires,
260 responses (representing 86% of the total distributed) were valid, and 3% of the survey
responses were invalid or missing, resulting in 250 remaining responses. Most participants
(n = 102) were architects/engineers, and these constituted about 41% of the sample. A total
of 57 respondents were project/construction managers, 22 respondents were consultants,
40 were contractors, and 29 respondents were academics/ researchers. The percentages
of the sample size constitute about 22.8%, 8.8%, 16%, and 11% of the sample, respectively.
A 5-point Likert scale ranging from “strongly disagree” to “strongly agree” was used for
each question.

4.2. Reliability of Constructs

Cronbach’s reliability test was utilized to determine the robustness of the measurement
model used for the final SEM evaluation. For Cronbach’s alpha, a cutoff value of 0.7 was
used to indicate acceptable levels of initial consistency [75]. There was good reliability
(0.890) for each of the items in the final SEM that measured all latent variables.

4.3. Exploratory Factor Analysis

As far as current knowledge permits, this study represents an initial attempt to investi-
gate the factor structure underlying the adoption of PCT. Thus, exploratory factor analysis
was used because the author’s could not make a confident estimate of the number of factors
contained in this measure. To ascertain the dimensions that underlie the various variables
incorporated in this investigation, we employ the maximum likelihood approach, with the
Promax and Kaiser normalization rotation methods, for optimal results. [79]. The cutoff
criterion that is acknowledged in the literature for its practical consequences is maintaining
items with factor loading minimums that are less than 0.35 [79].

To determine whether the data on the respondents is suitable for factor analysis
before the factors are extracted, many tests need to be performed [80]. Two statistical
tests commonly used in research are the Kaiser–Meyer–Olkin (KMO) measure of sampling
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adequacy and Bartlett’s test of sphericity. In factor analysis, the KMO index is utilized
with a threshold of 0.5, and its values fall within the range of 0 to 1. The application of
factor analysis is deemed suitable solely when the statistical significance of Bartlett’s test of
sphericity is established (p < 0.05).

4.4. Measurement Model Assessment

Purification of items is vital. Thus, EFA was used to assess the observed variables’
transparency. The 36-item survey was subjected to exploratory factor analysis (EFA) to
see if the underlying structure in the data was present. Initially, EFA was used to assess
the validity of the measurement model using maximum likelihood in SPSS 21. Using the
Kaiser–Meyer–Olkin (KMO) sample adequacy method, its value is 0.830, and any value
above 0.5 is considered acceptable [81]. Using nine constructs, 60.97 percent of the total
variance is explained, which is quite high. In these tests, all nine constructs and responses
were sufficient for factor analysis. EFA uses the maximum likelihood method, with Promax
rotation and Kaiser normalization for better results [79]. After EFA, a confirmatory factor
analysis (CFA) was performed by SEM using AMOS to verify recognized factors.

The measurement model was evaluated using CFA, and validation of the mea-
surement model was performed with discriminant and convergent validity and re-
liability [75]. Construct validity was established by following the criteria specified
by [82] and, which states the following: When performing a CFA, convergent and
discriminant validity must be established. Testing a causal model is useless if factors do
not show adequate validity and reliability. Measures of validity and reliability include
composite reliability (CR), average variance extracted (AVE), maximum shared variance
(MSV), and average shared variance (ASV). The thresholds [75] for these values are as
follows: reliability (CR > 0.7), convergent validity (AVE > 0.5), discriminant validity
(MSV < AVE), and the square root of AVE greater than inter construct correlations.
AVE > 0.50 indicates adequate convergent validity. All AVE values in Table 3 are above
this threshold, indicating convergent validity. Construct reliability (CR) > 0.70 indicates
internal consistency or adequate convergence. As shown in Table 3, all CR values are
above this threshold, indicating internal consistency.

Table 3. Validity and reliability.

PR PU SAT PEOU T PCC TF SM BI

Cronbach’s Alpha 0.732 0.912 0.858 0.877 0.837 0.851 0.85 0.783 0.87
CR 0.755 0.861 0.812 0.854 0.84 0.853 0.852 0.757 0.821

AVE 0.515 0.756 0.59 0.661 0.569 0.593 0.59 0.51 0.606
MSV 0.088 0.497 0.57 0.364 0.28 0.021 0.088 0.063 0.57

MaxR (H) 0.83 0.863 0.813 0.862 0.852 0.861 0.857 0.765 0.825
PR 0.718 0.275 0.049 0.171 0.091 0.056 0.297 0.209 0.109
PU 0.87 0.622 0.469 0.344 −0.028 0.067 0.218 0.705
SAT 0.768 0.508 0.382 0.087 0.003 0.251 0.755

PEOU 0.813 0.353 0.144 0.285 0.081 0.603
T 0.754 0.078 0.108 0.11 0.529

PCC 0.77 0.052 −0.057 0.114
TF 0.768 −0.066 0.142
SM 0.714 0.146
BI 0.778

Note: Values in bold are the square root of the AVE for each construct.

The utilization of SPSS was initially employed to assess the reliability and validity
of the data. As shown in Table 3, Cronbach’s alpha values for the variables ranged from
0.732 to 0.912, while the CR values ranged from 0.755 to 0.861. These values surpass the stan-
dard threshold of 0.7, signifying the credibility and reliability of the scale data. Additionally,
the measured items displayed strong internal consistency and overall reliability.
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Construct validity was evaluated via convergent and discriminant validity. Conver-
gent validity was established by making sure the average variance extracted (AVE) values
of the variables exceeded 0.5, and the composite reliability (CR) values were above 0.7, as
illustrated in Table 3. These findings show acceptable convergence validity. By confirming
that the square root of the AVE values for each variable was greater than the correlation
coefficients between the variables, discriminant validity was established. Table 3 shows
that for all variables, the square root of the AVE values was greater than the correlation
coefficients, demonstrating good discriminant validity.

The measurement model indicates covariance between latent variables and standard-
ized weights or indicator loadings for the variables. Two variables from PU, and one each
from SAT, PEOU, SM, PR, and BI were removed to improve model fit. The values of the
standard error of the coefficient imply more reliable predictions and smaller confidence
intervals [82]. As a result, there is no need to reduce the variables, and they can be used as
predictors of their respective latent variables. In this study, the measurement model has a
high level of reliability, convergent validity, and discriminant validity.

Table 4 provides a mix of absolute and incremental measurement model fit indices
commonly reported in SEM-related literature. The results show that the model fit is good,
as none of the fit indices are outside the acceptable range. In the absence of any issues with
fit indices, no further model modifications were made. The chi-square and values of CFI
and SRMR indicate excellent model fit [82,83].

Table 4. Model fit indices of the measurement model (adopted from Hanif et al. (2018) [84]).

Model Fit Indices Reference Range Measurement Model
Estimate

Structural Model
Estimate

CMIN 488.233 452.133
DF 338 328
CMIN/DF Between 1 and 3 1.444 1.378
CFI >0.95 0.953 0.959
SRMR <0.08 0.049 0.058
RMSEA <0.06 0.042 0.039
PCLOSE >0.05 0.943 0.985

The study determined the fit indices of the proposed model, which yielded root mean
square error of approximation (RMSEA) values of 0.042 and 0.039, as well as a comparative
fit index (CFI) of 0.953 and 0.959. The presence of these indices indicates an adequate level
of fitness. Table 4 shows the goodness-of-fit indices, which serve as an indicator of the
degree to which the data align with the model. The SEM path analysis did not violate the
thresholds of the fit indices, as reported in previous studies.

4.5. Structural Model Assessment

This study conducted a multicollinearity test to see if there was a problem with
multicollinearity. The value of VIF for multicollinearity assessment should be around
1.0 and less than 3.0. There was no evidence of multicollinearity because all VIF values
were less than 3.0 and around 1.0.

Because relations are allocated between constructs based on studies, the structural
model attempted to identify dependencies between model constructs. The structural
model was evaluated using a two-step approach, as suggested by Cheng, (2001) [85]. The
structural model’s goodness-of-fit indices (GOF) are evaluated first, and then standardized
parameter estimates are utilized to support causal relationships and testing hypotheses.
The first step is to evaluate and test the overall model, GOF, using the same criteria as
the measurement model. It is preferable to have a structural model GOF nearer to the
measurement model’s fit values. The hypothesized structural model is presented in Table 4.

The standardized coefficients and hypothesis testing results are in Table 5. AMOS
results show a strong significant effect for all factors except project coordination and
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collaboration (PCC), which is not significant (H3). It appears that the hypothesized model
is adequately fitted, as the GOF statistics are within acceptable parameters. Considering
these results (Table 5), Figure 2 summarizes the proposed model.

Table 5. Parameter estimates and results of the hypotheses. (*** Indicating significance at p < 0.001).

Estimate S.E. C.R. p

PEOU <— PCC 0.182 0.096 1.891 0.059
PEOU <— TF 0.342 0.089 3.842 ***

PU <— SM 0.306 0.133 2.306 0.021
PU <— PR 0.206 0.099 2.090 0.037
PU <— PEOU 0.386 0.067 5.723 ***
SAT <— PU 0.480 0.078 6.196 ***

T <— PU 0.219 0.080 2.726 0.006
SAT <— PEOU 0.229 0.065 3.553 ***

T <— PEOU 0.195 0.071 2.757 0.006
BI <— PU 0.284 0.075 3.785 ***
BI <— SAT 0.406 0.090 4.515 ***
BI <— T 0.221 0.058 3.814 ***
BI <— PEOU 0.171 0.057 3.015 0.003
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The summary of the hypotheses testing is presented in Table 5, which shows that
twelve hypotheses are accepted and only one is rejected. The output of the structural
equation model revealed that the hypothesized constructs, including PR, SM, TF, PU,
PEOU, T, and SAT, have a significant positive effect (p < 0.05). PU was significantly
influenced by two constructs, i.e., PR (p = 0.037) and SM (p = 0.021). Thus, H1 and H2
are supported. Similarly, PCC had a significant influence on PEOU (p = 0.059) but not TF
(p < 0.001). Therefore, H4 was supported, However, PCC (H3) tends to be not significant
and rejected as a result of this analysis. Trust was associated with PU (p = 0.006) and PEOU
(p = 0.006), and both of these were also predictors of satisfaction, with statistics supporting
their significance (p < 0.001). Thus H7, H8, H9, and H10 were supported. PU (p < 0.001),
PEOU (p = 0.003), T (p < 0.001), and SAT (p < 0.001) were four predictors of BI, supporting
H6, H11, H12, and H13, respectively.

4.6. Mediation Analysis

Recommendations described by Preacher et al. (2007) were followed to test the hy-
pothesized meditation model, including a bootstrapping procedure [86]. PROCESS macro
developed by Hayes (2017) was used, which was based on the analytical conceptualization
of Preacher et al. (2007) [86,87]. To test the hypotheses, the first hierarchical multiple models
(mediated relationships) were developed, as suggested by hypotheses H14a,b,c-H15a,b-
H16a,b, and then in SPSS, the independent variables, mediators, and dependent variables
were analyzed in separate steps.

Table 6 shows the total, direct, and indirect effects of the perceived ease-of-use (PEOU)
on behavioral intention (BI) toward using PCT, with perceived usefulness (PU) as a mediator.
PEOU had a significant effect on BI = 0.5535, p = 0.000, according to the mediation results.
PEOU had a significant and positive impact on BI β = 0.2960, p = 0.000, revealing that the
increase of one unit in PEOU will result in a change of 0.2960 units in BI. The findings also
reveal that the indirect effect of PEOU on BI across PU is also substantial β = 0.2576 (0.1860,
0.3380). This shows that PU acts as a mediator between PEOU and BI. The results of this
study strongly confirm hypothesis H14a, which states that PU partially mediates PEOU
and BI.

Table 6. Mediation analysis.

Mediation Path Total Effect (β) Direct Effect (β) Indirect Effect
(β) S.E Indirect Effect and 95%

Confidence Interval

LL UL
PEOU-PU-BI 0.5535 0.2960 0.2576 0.0391 0.1860 0.3380
PEOU-SAT-BI 0.5535 0.2289 0.3246 0.0404 0.2483 0.4062

PEOU-T-BI 0.5535 0.4364 0.1171 0.0300 0.0630 0.1807
PU-SAT-BI 0.7593 0.3612 0.3981 0.0461 0.3097 0.4894

PU-T-BI 0.7593 0.6419 0.1174 0.0275 0.0654 0.1738
PEOU-PU-SAT 0.4528 0.2156 0.2372 0.0349 0.1714 0.3091

PEOU-PU-T 0.3034 0.1945 0.1089 0.0412 0.0357 0.1951

Similarly, the role of PU as a mediator between PEOU and SAT in the form of hypothe-
sis 14b, β = 0.2372 (0.1714, 0.3091) and PU as a mediator between PEOU and T in the form
of hypothesis 14c, β = 0.1089 (0.0357, 0.1951) is also significant, supporting hypotheses
H14b and H14c, respectively.

The outcomes indicate total, direct, and indirect effects of the perceived ease-of-
use (PEOU) and perceived usefulness (PU) on behavioral intention (BI) toward using
PCT, with user trust (T) as a mediator. The findings reveal substantial indirect effects of
PEOU on BI, with T as a mediator β = 0.1171 (0.0630, 0.1807), and PU on BI, with T as a
mediator β = 0.1174 (0.0654, 0.1738), which strongly supporting hypotheses H15a and H15b,
respectively. Similarly, results also show total, direct, and indirect effects of the perceived
usefulness (PU) and perceived ease-of-use (PEOU) on behavioral intention (BI) toward
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using PCT, with user satisfaction (SAT) as a mediator. As per the results of Table 6, user
satisfaction plays a significant role as a mediator between PU and BI β = 0.3981 (0.3097,
0.4894), and between PEOU and BI β = 0.3246 (0.2483, 0.4062), supporting hypotheses H16a
and H16b, respectively.

4.7. Discussion

This study examines the association between the perceived usefulness and perceived
ease-of-use of hypothesized external factors and the behavioral intention toward using PCT.
Table 5 demonstrates that most of the hypotheses are supported. The goodness-of-fit (GOF)
measurements of the proposed model confirm that it can adequately reflect the obtained
data and assist in understanding the behavioral intention of construction practitioners
toward adopting PCT. The relevance of every model construct is then addressed, as revealed
by hypothesis testing.

The study’s findings show that several hypotheses (H1, H2, H4, H5, H6, H7, H8,
H9, H10, H11, H12, and H13) are supported and only one (H3) is not supported. The
proposed model hypothesized that PR directly affects PCT’s perceived usefulness (H1). It
means stakeholders are more likely to consider PCT technologies useful if they believe they
have adequate project resources. Other researchers have empirically found [56,58] that
the project resources of PCT are a determinant of perceived usefulness. This result also
validated the claim of M. Li et al. (2017) [88] that prefabricated construction is the way of
the future for China’s construction sector, as it is a green building type that offers energy
savings and environmental protection. Similarly, researchers assumed site management
has a direct positive impact on prefabricated construction’s perceived usefulness (H2). As a
result, stakeholders are more likely to perceive PCT technologies as useful if they perceive
competent site management. Other researchers have also empirically found [42,57,89] that
the site management of prefabricated construction is a determinant of perceived usefulness.
The findings of this study support the hypothesis that PCT in Pakistan has a good influence
on site management and perceived usefulness. Construction practitioners who know that
employing technological approaches in the construction industry can boost their benefits
tend to project resources and management. These findings also suggest that stakeholders
tend to go for innovative approaches in the construction industry when they can benefit
from those technologies.

Contrary to expectations, project coordination and collaboration did not affect PCT’s
perceived ease-of-use (H3). This finding contradicts many previous studies that found
the same belief system persists. Refs. [14,58,90] hypothesized and found that project
coordination and collaboration play a significant role in affecting perceived ease-of-use
based on many past research findings. However, this study found no significance for
project coordination and collaboration in perceived ease-of-use prediction. This conclusion
is surprising since it seems to disagree with the broadly accepted idea that projects with
a higher level of simplification and ease of management are more likely to influence
stakeholders’ preferences.

The findings support hypothesis H4, which states that technological features directly
influence PCT’s perceived ease-of-use. Among the external variables, the path coefficient
signifies the strongest significant relation between technological features and perceived ease-
of-use. Thus, it confirms the importance of technological features in PCT usage in Pakistan
and shows the importance of technological factors in ease-of-use. The numerous features of
this technology, such as flexibility and adaptability, are the reason for the significance of this
construct. Hence, they also find ease in their use while using these technologies because of
their flexibility and usage irrespective of weather conditions, which in turn increases their
motivation to accept further automation in construction. Prefabrication is a new technology
in Pakistan’s construction sector, so stakeholders need easy-to-use PCT. This finding is
consistent with many construction-related empirical studies [42,61]. Technological features
have a considerable favorable effect on the perceived ease-of-use of PCT in Pakistan,
according to this research.
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Trust was assumed to have a positive effect on PCT behavioral intention (H12). The
result shows that trust and behavioral intention have the strongest direct relationship.
This research is in line with the previous research carried out by Gefen and Straub (2004),
which found that consumers were primarily motivated by the technology’s ability to give
trust [91]. On the other hand, user satisfaction was hypothesized to influence PCT behav-
ioral intention positively (H13). The results show that user satisfaction improves behavioral
intention. Thus, the SAT–BI relationship is one of the strongest direct relationships. Many
studies imply that the SAT–BI relationship is strongest [22,92]. These findings suggest
that user trust and satisfaction are strong predictors of user satisfaction toward using PCT
due to the fact that they find PCT useful and easy to use. Thus, construction industry
professionals who have trust and satisfaction when using PCT will be more likely to accept
and recommend it to others.

Perceived usefulness is defined as the extent to which stakeholders believe that utiliz-
ing PCT is useful (Davis, 1986) [28]. Prefabricated construction is more useful for promoting
sustainable development regarding the economy, society, and the environment when com-
pared to conventional construction methods [93], which also aligns with the intention to
attain sustainable development on a global scale. These benefits align with the principles
of sustainable and green building, which prioritize minimizing the environmental impact
of building projects while creating healthy and functional spaces for people to live and
work. The study hypothesized that perceived usefulness directly affects PCT behavioral
intention (H6). The results reveal that perceived usefulness positively affects behavioral
intention, which is consistent with previous literature [26,50], where the technology’s
usefulness and functionalities were the primary motivators for users. Thus, this study
confirms the favorable influence of perceived usefulness on behavioral intention to use
PCT in Pakistan. Correspondingly, this study concludes a significant positive influence of
perceived usefulness on the satisfaction of PC (H8), which is also consistent with previous
literature [61], where the satisfaction and features provided by the technology were the
primary motivators for users. Thus, our study confirms the strong and favorable influence
of perceived usefulness on PCT customer satisfaction in Pakistan. Similarly, the positive
impact of perceived usefulness on the trust of PCT was also hypothesized (H7), which was
followed previous literature [69,94] where the technology’s usefulness and trustworthiness
were the primary motivators for individuals. As a result, the findings of this study show
the existence of a strong and favorable influence of perceived usefulness regarding trust to
use PCT in Pakistan.

For the current study, perceived ease-of-use is defined as the extent to which con-
struction industry stakeholders perceive that using PCT does not involve substantial
effort [28]. Perceived ease-of-use was hypothesized to have a direct impact on PCT’s per-
ceived usefulness in this study (H5). The results show that perceived ease-of-use positively
affects perceived usefulness, confirming that people perceive PCT as useful when it is
easy to use. With less effort required to use these technologies, stakeholders perceive
them as more useful. Prefabrication reduces the amount of time and effort required for
construction workers to learn new skills. In line with other technology models, such as
the TAM [25]. On the other hand, the perceived ease-of-use of PCT is assumed to directly
impact behavioral intention (H11). This research shows that perceived ease-of-use has
a favorable effect on behavioral intention. This result may be explained by the fact that
prefabrication in construction is new in Pakistan, and thus user-friendliness is critical. This
study’s findings support previous research on models such as TAM, TAM2, the PEOU
determinants model, and TAM 3. This study confirms the positive effect of perceived ease-
of-use on PCT intention in Pakistan. This study hypothesized that perceived ease-of-use
has a direct positive influence on user satisfaction with PCT (H10). According to this study,
Perceived ease-of-use has a direct impact on PCT user satisfaction (H10). This indicates
that perceived ease-of-use has the strongest direct influence on user satisfaction. These
findings support prior research [64,65] that found that users were largely motivated by
the level of satisfaction they had with the technology and its features. Thus, this study
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supports a strong and favorable influence of perceived ease-of-use on PCT user satisfaction
in Pakistan. Similarly, perceived ease-of-use was assumed to have a positive influence on
the trust of PCT (H9). The results demonstrate that perceived ease-of-use had a favorable
influence on trust, as anticipated [60,69,95], because individuals were mostly driven by
the ease-of-use and trust provided by the technology. So, this study shows that perceived
ease-of-use has a favorable effect on trust when using PCT.

An important contribution of this research is the addition of user trust and satisfaction
to the technology acceptance model to explain the behavioral intention toward adopting
PCT. This study’s findings demonstrated that the intention to embrace PCT was strongly
influenced by both trust and satisfaction (H12, H13). The findings provide insight to
the role of perceived usefulness and perceived ease-of-use in influencing PCT adoption
by identifying the mediator variables. It is observed that trust and satisfaction (H15a,b,
and H16a,b) mediated the relations between perceived usefulness, perceived ease-of-use,
and the intention to utilize PCT. Prior researchers who used these constructs did not
study how trust and satisfaction function as mediating factors in influencing the intention
to use [22]. As a result, this article proved a model by developing mediation between
perceived usefulness, perceived ease-of-use, and intention to use. A further benefit of the
model is that it accounts for 73% of the variance in the dependent variable (BI). Further
study is required to update the technology acceptance model in light of the constant
evolution of construction technology and the emergence of newer technologies to automate
the construction industry. As a first step, the proposed model is likely to inspire subsequent
research in a variety of domains. Figure 3 illustrates the final model.
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5. Conclusions and Recommendations

The first objective of the study was met by proposing an extended version of the
TAM-based hypothesized model duly supported by previous researchers. The usage
of technology in Pakistani construction is rising, and stakeholders are expected to take
advantage of it. To account for factors affecting PCT uptake in developing countries, an
extended version of the technology acceptance model is proposed. Project resources, site
management, and technological factors have a significantly favorable effect on using PCT
technologies. Project coordination and collaboration do not seem to influence the use of
these technologies by stakeholders. Similarly, user trust and satisfaction play a significant
role as mediators in the proposed model.

The second objective of the study was met by empirically validating the extended
version of the TAM-based hypothesized model, which was duly supported by the goodness-
of-fit and other statistical parameters. The projected result of this study is expected to
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function as a guide for forthcoming research on construction technology in Pakistan. The
provision of assistance will aid professionals in the construction industry, consultants, and
contractors with international operations in Pakistan to efficiently strategize their project
planning. The recently developed 36-item PCT scale, based on the established hypothesis,
can serve as a valuable tool for construction stakeholders in Pakistan to help prioritize
their attempts toward boosting prefabrication. The outcomes of the research are limited
to the construction sector of Pakistan; however, they have the potential to be generalized
to other civil engineering ventures and emerging markets that share comparable working
conditions. Moreover, it is anticipated that the PCT scale and the technology acceptance
model that have been formulated will possess validity in developing countries that exhibit
comparable work settings, customary practices, and geographical principles. Similarly, the
methodologies adopted for this study, i.e., identification of the PCT variables, SEM analysis,
and investigation of the mediation relationship using PROCESS can be used in every sector
and any part of the world.

The findings of this research emphasize the potential of accepting sustainable PCT
via the technology acceptance model. According to Jin et al. (2018) [96], the endorsement
of prefabricated construction is deemed a significant advancement toward attaining sus-
tainable development within the construction sector. Prefabricated construction has been
deemed a significant advancement toward attaining sustainable development in the con-
struction sector, as it facilitates more efficient use of materials and resources, reduces waste,
shortens construction times, and lowers costs while encouraging sustainable construction
practices. The close interconnection between sustainable PCT and sustainable and green
building practices points out the promising pathway that prefabricated construction offers
for accomplishing sustainability goals in the building sector. In addition, the controlled
environment of a factory setting enables better quality control, which leads to buildings
that are more energy efficient and environmentally friendly. As such, the adoption of
sustainable PCT can play a key part in advancing sustainability in the construction industry
and contributing to a more sustainable built environment.

A new model based on the technology acceptance model (TAM) is proposed in this
research, which includes trust and satisfaction as mediating factors to better explain the fac-
tors that contribute to the acceptance and utilization of PCT in the construction industry in
Pakistan. As the paper concludes, “the findings can be used to help construction companies
plan for Prefabricated Construction Technology adoption by identifying relevant influential
factors and providing a theoretical framework for future research.” Despite this, the study
does have a few limitations, such as the fact that it relies solely on quantitative data, em-
ploys a cross-sectional study approach, and focuses primarily on Pakistan’s construction
industry. To better understand the factors influencing PCT acceptance and usage in devel-
oping countries, the study suggests conducting additional research employing longitudinal
studies, qualitative approaches, and other external variables and mediating factors.
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Appendix A

Table A1. Model constructs with measurement items.

Construct Statements Adopted
from

Project
Resources
(PR)

PR1 “I find prefabricated construction technologies affordable/ low costly.”

[89,97]
PR2 “I think using prefabricated construction yields savings due to on-site labor reduction.”
PR3 “I find reduction in construction waste while adopting and using prefabricated
construction.”
PR4 “Using prefabricated construction reduces energy consumption.”

Site
Management
(SM)

SM1 “I find more control of construction quality while using prefabricated construction.”

[89,97,98]
SM2 “I find it feasible to adopt and use prefabricated construction as it enhances easy transport
of heavy components (size restrictions) and increases site accessibility.”
SM3 “Using prefabricated construction enhances speed of construction.”
SM4 “I find reduction in elevated work and dangerous activities by adopting and using
prefabricated construction.”

Project
Coordination
and Collabo-
ration
(PCC)

PCC1 “Using prefabricated construction enhances logistics processes coordination/Supply chain
coordination.”

[14,57,90,99]PCC2 “It is desirable to use prefabricated construction involving information transparency.”
PCC3 “I find prefabricated construction to enhance simplification of the construction process.”
PCC4 “Given the ease of handling, I intend to use prefabricated construction.”

Technological
Features (TF)

TF1 “Given the industry knowledge, experience, awareness, availability modular producers and
suppliers, I expect that I would use it.”

[57,61,97]TF2 “Using prefabricated construction enhances reduction of material use.”
TF3 “I think adopting and using prefabricated construction to be feasible due to improved
flexibility and adaptability.”
TF4 “It is desirable to use prefabricated construction due to work on-site continues irrespective of
whether the product is being made elsewhere.”

Satisfaction
(SAT)

SAT1 “I am satisfied with the performance of prefabricated construction technologies. ”

[100]
SAT2 “I am pleased with the experience of using the prefabricated construction technologies. ”
SAT3 “I am satisfied with the prefabricated construction efficiency and effectiveness.”
SAT4 “Overall, I am satisfied with the Prefabricated construction.”

Trust (T)

T1 “Based on my experience with the prefabricated construction technologies will have integrity.”

[69]
T2 “Centered on my experience with the prefabricated construction will be reliable.”
T3 “Overall, Prefabricated construction techniques will be trustworthy.”
T4 “Based on my experience with Prefabricated construction, I believe that this technology will
provide good services.”

Perceived
Usefulness
(PU)

PU1 “Using prefabricated construction would improve Construction Industry performance”

[25]
PU2 “Using prefabricated construction would increase construction productivity.”
PU3 “Using Prefabricated Construction would enhance the effectiveness of the construction
industry.”
PU4 “I would find Prefabricated Construction useful in the Construction industry.”

Perceived
Ease-of-Use
(PEOU)

PEOU1 “Learning to operate Prefabrication techniques would be easy for me.”

[25]
PEOU2 “I would find it easy to get Prefabricated construction to do what I want it to do.”
PEOU3 “It would be easy for me to become skillful at using Prefabricated Construction.”
PEOU4 “I would find Prefabricated Construction easy to use.”

Behavioral
Intention (BI)

BI1 “I support the adoption and use of Prefabricated Construction in construction industry
projects.”

[101]BI2 “I intend to increase my use of Prefabricated Construction to perform construction activities
in the future.”
BI3 “Given that I had access to Prefabricated Construction (technology, materials and
equipment’s), I predict that I would use it in construction industry projects.”
BI4 “I will recommend others to use Prefabricated Construction in performing construction
activities.”
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Abstract: Drinking water quality is a major problem in Pakistan, especially in the Abbottabad region
of Pakistan. The main objective of this study was to use a Principal Component Analysis (PCA) and
integrated Geographic Information System (GIS)-based statistical model to estimate the spatial dis-
tribution of exceedance levels of groundwater quality parameters and related health risks for two
union councils (Mirpur and Jhangi) located in Abbottabad, Pakistan. A field survey was conducted,
and samples were collected from 41 sites to analyze the groundwater quality parameters. The data
collection includes the data for 15 water quality parameters. The Global Positioning System (GPS)
Essentials application was used to obtain the geographical coordinates of sampling locations in the
study area. The GPS Essentials is an android-based GPS application commonly used for collection of
geographic coordinates. After sampling, the laboratory analyses were performed to evaluate ground-
water quality parameters. PCA was applied to the results, and the exceedance values were calculated
by subtracting them from the World Health Organization (WHO) standard parameter values. The
nine groundwater quality parameters such as Arsenic (As), Lead (Pb), Mercury (Hg), Cadmium (Cd),
Iron (Fe), Dissolved Oxygen (DO), Electrical Conductivity (EC), Total Dissolved Solids (TDS), and
Colony Forming Unit (CFU) exceeded the WHO threshold. The highly exceeded parameters, i.e., As,
Pb, Hg, Cd, and CFU, were selected for GIS-based modeling. The Inverse Distance Weighting (IDW)
technique was used to model the exceedance values. The PCA produced five Principal Components
(PCs) with a cumulative variance of 76%. PC-1 might be the indicator of health risks related to CFU,
Hg, and Cd. PC-2 could be the sign of natural pollution. PC-3 might be the indicator of health risks
due to As. PC-4 and PC-5 might be indicators of natural processes. GIS modeling revealed that
As, Pb, Cd, CFU, and Hg exceeded levels 3, 4, and 5 in both union councils. Therefore, there could
be greater risk for exposure to diseases such as cholera, typhoid, dysentery, hepatitis, giardiasis,
cryptosporidiosis, and guinea worm infection. The combination of laboratory analysis with GIS and
statistical techniques provided new dimensions of modeling research for analyzing groundwater and
health risks.

Keywords: GIS; PCA; groundwater quality; health risk; solid waste
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1. Introduction

Drinking contaminated water is recognized as a major problem in undeveloped countries,
although rarely highlighted in developing countries [1,2]. There are two types of water con-
tamination sources in terms of their origins: point and diffuse. Industrial sites, municipalities,
agricultural installations, manure storage, and dumping sites are all examples of significant
point sources. They are easier to identify and regulate than diffuse (non-point) sources,
such as nitrates and pesticides leaching into surface and groundwater due to rainfall, soil
infiltration, and surface runoff from agricultural land. The diffuse sources generate sig-
nificant changes in the pollutant load of water over time [3]. Pakistan is a water-stressed
country, where access to fresh drinking water is around 1200 m3 per capita, and around 70%
of Pakistan’s population relies on groundwater for domestic purposes [4]. Groundwater in
Pakistan is contaminated by toxic chemicals and disease-causing microbiological organisms
found in household and industrial wastes and effluent. This increases the local population’s
diseases such as cholera, typhoid, dysentery, hepatitis, giardiasis, cryptosporidiosis, and
guinea worm infection. For example, poor water quality is responsible for 30% of all
diseases and 40% of all fatalities in Pakistan [5]. Groundwater is contaminated by both
anthropogenic (industrial and household waste) and geological sources (underlying surface
composition and topography) [6,7].

The most common source of groundwater pollution is open dumping sites. Most
dumping sites are used as final disposal locations for various types of garbage, including solid
and liquid municipal trash and industrial wastes. These operate without proper technical
controls around the world. These sites frequently operate illegally and without environmental
permits, and authorities fail to take preventative measures [8]. The dumping sites that are
uncontrolled and poorly designed are regarded as serious potential polluters of groundwa-
ter contamination [8,9]. However, the pollution level could be affected by several factors,
including the quantity and composition of the leachate, the length of time for which the site
has been operational, the soil type, groundwater level, and distance from agricultural land
or water sources [10]. These factors contribute to groundwater contamination, which could
have many health and environmental consequences, especially in developing countries
such as Pakistan. Toxic chemicals and disease-causing microbiological organisms could be
present in open dumping sites. The poor water quality, for example, is said to be responsible
for many diseases and fatalities in Pakistan [11]. It directly influences the ecosystem, commu-
nity health, and the economy [12]. In Pakistan, the open disposal of municipal solid waste is
a common practice [13]. An open dumping site is a land disposal site that does not protect
or shield the territory or domain, and it is subject to open burning and visible to community
vectors and scavengers [14]. Open dumping deteriorates the natural environment. Due to open
dumping water, land, air, and health are the most affected areas [15]. Pakistan is the world’s
sixth most populous country, and as a result, it generates a large amount of wastes [16].
According to the [17] Pakistan Environmental Protection Agency, Pakistan produces about
48.5 million tons of solid waste annually, and this figure has been increasing by more than
2% each year. Pakistan estimates that 87,000 tons of solid waste are produced per day,
mostly from urban areas [18]. The increase in the civil population is causing an increase in
the amount of garbage produced, which must be handled.

Many studies focused on groundwater contamination from geological and anthropogenic
sources and the ramifications for public health [19,20]. They concluded that anthropogenic
sources constituted a greater risk to groundwater quality compared to geological sources.
A study on groundwater quality indicated that unconsolidated deposits could reduce
pathogen numbers to acceptable levels as the contaminated water flows through them [21].
Therefore, bacterial contamination occurs when the water table is shallow, or the contaminants
directly contact the groundwater through open wells [22]. This means that groundwater’s
bacteriological contamination in deep wells could be due to direct and localized factors such
as poor sanitation around the well and discharge of industrial and domestic wastes. It was
reported by [23] that the chemical composition of groundwater could be controlled by many
factors, which include the timing of precipitation, groundwater recharging, depth to the
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groundwater, soil type, presence of organic matter, and moisture content. They concluded that
the effect of the combination of these factors could create diverse water types that could change
in composition spatially and temporally. Water samples collected from major cities of Pakistan,
such as Karachi, Faisalabad, Kasur, Gujrat, and Rawalpindi, revealed that the analyzed
samples from these cities were unfit to drink. The major source of water contamination
was the anthropogenic source from household and industrial wastes [24]. Similar findings
were reported by [25], who found that around four million acre feet (MAF) of industrial and
household waste and effluent every year in Pakistan is discharged directly into water bodies,
aside from a small proportion of 3% that is brought under treatment.

Several methods, including statistical and Geographic Information System (GIS)-based
techniques, were used for groundwater studies [26,27]. Statistical analysis is a powerful and
commonly used technique for analyzing water quality data [28]. Various researchers employed
statistical techniques such as Principal Component Analysis (PCA), Hierarchical Cluster Anal-
ysis (HCA), and Multivariate Analysis of Variance (MANOVA) for water studies [29,30]. PCA
is a commonly used technique in water quality studies for reducing the dimensionality
of datasets and increasing interpretability, while minimizing information loss. For exam-
ple, [31] studied the hydrochemistry of groundwater in Syria’s Upper Jezireh Basin using
PCA and found that PC analysis reduced 20 variables into four PCs (F1, F2, F3, and F4) that
explained 81.9% of the total variance. The F1 (47.1%) explained the groundwater mineraliza-
tion, whereas F2 (17%) showed isotopic enrichment and nitrate pollution. A similar study
was conducted in Semarang, Central Java, (Indonesia), using 19 water quality parameters
and a PC-based cluster analysis. It was found that anthropogenic factors mainly affected
water quality, and PC analysis was able to explain all the significant factors [32]. A PC-based
water quality parameters study was also carried out in Abu Dhabi, United Arab Emirates
(UAE) [33]. The study concluded that employing multivariate statistical approaches in con-
junction with GIS would produce better results compared to a single method for assessing
water quality parameters. The main disadvantage of statistical methods is their inability to
include the spatial dimension of water quality parameters and nonlinear relationships [34].
GIS-based techniques are effective tools for spatial groundwater modeling. Application of
GIS with Global Positioning System (GPS) is helpful for the identification of sample sites
and covering spatial dimensions of the water quality parameters [35]. The data obtained
from the GPS survey might be transferred into GIS software for additional modeling and
analysis. For example, groundwater modeling in Central Antalya, Turkey, was done using
GIS and the Analytic Hierarchy Process (AHP) [36]. Some researchers used hybrid models
for groundwater mapping, such as Ground Water Potential (GWP) with Random Subspace
(RS), Multilayer Perception (MLP), Naïve Bayes Tree (NBTree), and Classification and
Regression tree (CART) algorithms [37–40].

Groundwater quality maps were created using novel ensemble Weights-of-Evidence
(WoE) with Logistic Regression (LR) and Functional Tree (FT) models in the Ningtiaota
region of Shaanxi Province, China [41]. Overall, all three models performed well for ground-
water spring potential evaluation. However, the FT model’s prediction capability was better
compared to those of other models [41]. A similar study was conducted by [42], who devel-
oped a ground potential map of river effluent across rocky terrain using a statistical–GIS-based
technique. The river effluent was divided into three potential zones. The ground potential
map was found to be closer to the field observations. The current study employed a novel
integrated statistical–GIS-based technique to estimate groundwater quality parameter
exceedance levels and related health risks in Abbottabad.

Abbottabad is a major city located along the China–Pakistan Economic Corridor
(CPEC) route. The city experienced significant anthropogenic and developmental activities
in the past three decades. Furthermore, there was a large influx of people from surrounding
districts and cross-border migration from Afghanistan, resulting in the degradation of local
water infrastructure and water quality. Abbottabad’s groundwater is regarded as the third
worst for drinking purposes in Khyber Pakhtunkhwa (KPK) province, Pakistan. Therefore,
it is critical to identify groundwater contamination and its effects on public health to
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improve the local community’s health and well-being. For this purpose, two union councils
(Mirpur and Jhangi) were selected based on population and level of discharge from homes
and industrial sources. Based on population, the research aimed to use PCA and GIS to
model spatial exceedance levels of groundwater quality parameters and related health risks.
The specific objectives of this study were three-fold: (i) assess the quality of groundwater
parameters using laboratory analysis, (ii) model the groundwater data using PCA to find
major PCs, and, finally, (iii) the geospatial modeling of the exceedance parameters and
related health risks.

2. Materials and Methods
2.1. Study Area

The study area includes Jhangi and Mirpur union councils of Abbottabad district
located in the KP province of Pakistan, as presented in Figure 1a,b. The study sites are
located at the base of the Himalayan range, in the active monsoon zone. It is surrounded by
the Sarban hills and has a cool temperate climate for most of the year. The average annual
maximum and minimum temperatures in the Abbottabad district are 22.76 ◦C and 11.41 ◦C,
respectively, with an annual precipitation of 1366 mm. The temperature drops below 0 ◦C
during the winter, with significant snowfall on the surrounding forest-covered hills. The
district of Abbottabad’s average relative humidity was recorded at 56% [43]. The elevation
range of the whole area is from 1191 m to 2626 m and its total area is 1967 km2 [44].

Sustainability 2022, 14, x FOR PEER REVIEW 5 of 22 
 

 

 
Figure 1. Location of: (a) Abbottabad in Pakistan; (b) union councils in Abbottabad; (c) groundwa-
tersampling sites (gw) and dumping sites in union councils. 

2.2. Data 
The groundwater data were collected from 41 sampling sites. Boring wells in Mirpur 

and Jhangi union councils were used as sampling locations (Figure 1). The data include 
15 water quality parameters, which are pH, Total Dissolved Solids (TDSs), Electrical Con-
ductivity (EC), Dissolved Oxygen (DO), Colony Forming Unit (CFU), Turbidity (Tur), Ar-
senic (As), Mercury (Hg), Lead (Pb), Cadmium (Cd), Calcium (Ca), Zinc (Zn), Potassium 
(K), Sodium (Na), and Iron (Fe). The samples were also collected near the three dumping 
sites in both union councils. Two dump sites were in Mirpur and one in the Jhangi union 
council area. The data for all these parameters were tested in the laboratory by dividing 
them into three groups, which are: (i) physicochemical analysis; (ii) microbiological anal-
ysis; and (iii) heavy metal analysis. The data obtained based on three types of analyses for 
groundwater, were used for PCA and exceedance. For PCA, this dataset was normalized 
by using their maximum values. The normalized dataset was used to obtain PCA [46,47]. 
The Landsat 8 Operational Land Imager (OLI) satellite image (30 m spatial resolutions) 
extracted the built-up area, prepared by [48], on 25 May 2017, and overlaid on classified 
parameter exceedance maps. The OLI is a sensor mounted on the Landsat 8 satellite that 
collects non-thermal data for LULC classification. The entire scene’s (34.1688° N, 73.2215° 
E) cloud cover for the Landsat 8 data was 13% but it was near zero over our studied region. 
The data were downloaded from the United State Geological Survey website 
(https://earthexplorer.usgs.gov). This provided support for analyzing the potential popu-
lation of built-up areas that could have exposure to health risks due to parameter exceed-
ance. 

2.3. Methods 

Figure 1. Location of: (a) Abbottabad in Pakistan; (b) union councils in Abbottabad; (c) groundwater-
sampling sites (gw) and dumping sites in union councils.

The groundwater data were collected from 41 sampling sites. Boring wells in Mirpur
and Jhangi union councils were used as sampling locations (Figure 1). The groundwater
samples were collected from the entire study area, near and far from the dumping sites,
shown as groundwater sampling sites (gw) in Figure 1. The depth of the groundwater wells
varied from 80 ft to 100 ft on average. Groundwater in the study area is contaminated by
anthropogenic (industrial and household waste) and geological sources (underlying surface
composition and topography). The common sources of contamination are industrial sites,
domestic effluent, and open dumping sites. The collection of solid waste was accomplished
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in a few selected locations under the jurisdiction of Tehsil Municipal Administration
(TMA) of Abbottabad. The solid waste is mostly dumped in open dumping sites by most
communities living in Abbottabad city. These scattered open dumping sites affect the
beauty of the city and they create: (i) bad smell; (ii) air pollution; (iii) soil contamination;
(iv) water pollution; (v) poor aesthetic, and (vi) health risks. Open dumping sites could
cause great damage to the ecosystem by releasing toxic compounds such as dioxins and
furans into the air [45].

Until now, no study was done to model the impact of solid waste and natural factors
on groundwater wells in Pakistan and in Abbottabad, specifically. Therefore, considering
the importance of the research and study area, the Jhangi and Mirpur union councils of
Abbottabad were selected. According to the 2017 census, the population of Abbottabad
is 1.33 million. The population of Jhangi is 18,037, and for Mirpur, the total population is
46,206 [44]. Both union councils have residential neighborhoods with narrow streets, open
drains, and small shops. The residents normally select open plots, open spaces, grounds,
and the vicinity of shopping areas for dumping solid waste. These solid wastes include
plastic bags, papers, clothes, cans, plastic bottles, kitchen garbage, etc.

2.2. Data

The groundwater data were collected from 41 sampling sites. Boring wells in Mirpur
and Jhangi union councils were used as sampling locations (Figure 1). The data include 15
water quality parameters, which are pH, Total Dissolved Solids (TDSs), Electrical Conduc-
tivity (EC), Dissolved Oxygen (DO), Colony Forming Unit (CFU), Turbidity (Tur), Arsenic
(As), Mercury (Hg), Lead (Pb), Cadmium (Cd), Calcium (Ca), Zinc (Zn), Potassium (K),
Sodium (Na), and Iron (Fe). The samples were also collected near the three dumping sites
in both union councils. Two dump sites were in Mirpur and one in the Jhangi union council
area. The data for all these parameters were tested in the laboratory by dividing them into
three groups, which are: (i) physicochemical analysis; (ii) microbiological analysis; and (iii)
heavy metal analysis. The data obtained based on three types of analyses for groundwater,
were used for PCA and exceedance. For PCA, this dataset was normalized by using their
maximum values. The normalized dataset was used to obtain PCA [46,47]. The Landsat 8
Operational Land Imager (OLI) satellite image (30 m spatial resolutions) extracted the built-
up area, prepared by [48], on 25 May 2017, and overlaid on classified parameter exceedance
maps. The OLI is a sensor mounted on the Landsat 8 satellite that collects non-thermal
data for LULC classification. The entire scene’s (34.1688◦ N, 73.2215◦ E) cloud cover for the
Landsat 8 data was 13% but it was near zero over our studied region. The data were down-
loaded from the United State Geological Survey website (https://earthexplorer.usgs.gov).
This provided support for analyzing the potential population of built-up areas that could
have exposure to health risks due to parameter exceedance.

2.3. Methods

The schematic diagram of the methods adopted in this study is presented in Figure 2.
The main components of the methodology are: (i) field survey and sampling; (ii) laboratory
analysis; (iii) PCA; and (iv) GIS-based modeling. From Figure 2, it is obvious that the field
survey was accomplished using GPS Essentials application. This application was used for
collecting geographic coordinates (GCS_WGS_1984) of open dumping and groundwater
sampling sites. The groundwater samples, collected in the field, were used for laboratory
analysis. The laboratory analysis was accomplished for seven physicochemical parameters,
one microbiological parameter, and seven parameters related to heavy metals. Figure 2
provides further information on the data obtained from laboratory analysis, which was
used for: (i) preparation of graphs against WHO standards; (ii) normalization of data and its
application for PCA to obtain five PCs; (iii) exceedance and GIS modeling; (iv) production
of maps with exceedance levels; and (v) interpretation of maps for health risks in the
population of the study area. The details of all methods are provided in subsequent sections.
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2.3.1. Field Survey and Sampling

The groundwater samples were collected from 41 sampling sites, as discussed in
Section 2.1. All these sampling sites, i.e., “gw”, are shown in Figure 1c. The gw represents
groundwater well samples collected during the field survey. The groundwater was collected
from bore wells in disinfected bottles after siphoning for 5–15 min [49]. The samples were
collected once in a month from January to March 2021. The winter season was chosen
for sampling because temperature plays an important role in sample preservation, and
microbial growth is reduced at low temperatures. Three samples (gw1, gw2, and gw3)
from a depth of 90 feet were used as control samples. The average distance between the
two sample points was approximately 0.5 km. The distance between dumping sites was
approximately 1.6 km. The dump sites were close to residential areas. These samples were
brought to the laboratory, stored in plastic polythene containers, and cleaned with nitric
acid. These samples were used to analyze physico-chemical, microbiological, and heavy
metals for 15 parameters. In physicochemical analysis, seven parameters were tested: pH,
TDS, EC, DO, Tur, Ca, and Na. CFU was considered for microbiological analysis. In heavy
metals, seven parameters were analyzed: Cd, As, Hg, Zn, Pb, K, and Fe.

2.3.2. Laboratory Analysis

For physicochemical analysis, pH, TDS, and EC of the groundwater samples were
tested using a multi-parameter probe called HANNA HI9828, while DO and Tur were
obtained using the DO meter and turbidity meter, respectively. The physicochemical
parameters such as Na and Ca were analyzed through Atomic Absorption Spectroscopy.
The serial dilution technique was used for microbiological analysis. Heavy metals were
detected and measured by Atomic Absorption Spectroscopy (AAS) [50]. The details about
the instruments and Quality Assurance and Quality Control (QA/QC) used in the current
study’s laboratory analysis are given in Table 1.
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Table 1. The instruments and QA/QC used in the current study’s laboratory analysis.

Parameters Instrument Detection Limit

As 1 (mg/L)

Hg 4.2 (mg/L)

Pb 0.45 (mg/L)

Cd 0.028 (mg/L)

Fe 0.1 (mg/L)

K 0.043 (mg/L)

Zn 0.018 (mg/L)

Ca 0.092 (mg/L)

Na 0.012 (mg/L)

pH 0–14

EC 99.9 µs/cm

TDS 50 ppm

Turbidity 0.05 NTU/FNU

2.3.3. Principal Component Analysis (PCA)

PCA was accomplished for groundwater by using SPSS 23 (Statistical Package for
the Social Sciences) is a software program used by researchers in various disciplines for
quantitative analysis of complex data. It was developed by International Business Machines
Corporation (IBM) located in Armonk, New York, USA [47]. PCA was used to the extract
main PCs using an eigenvalue of 1 as a cut-off [47]. The varimax normalized rotation
derived the loading values for all the parameters under the major PCs [15,16]. Each PC
comprises a set of associated parameters with positive and negative loading values, which
are used to interpret the primary processes involved in analyzing and characterizing water
quality. The variance was obtained for all PCs, and the cumulative variance (%) was
also achieved. In statistics, variance is used to measure dispersion, which indicates the
distances of numbers from their average values [51]. The loading values of all PCs were
categorized into three classes, i.e., strong > 0.75, 0.75 > moderate > 0.5, and 0.5 > weak > 0.4,
with parameter loading values less than 0.40 not being considered because of their lesser
significance. These PCs were used to interpret the natural and anthropogenic processes
involved in water. The results for all the parameters, obtained through laboratory analysis,
were normalized by dividing their values by their respective maximum values [47,52].
These sets of normalized values were used in PCA.

2.3.4. GIS-Based Modeling

An exceedance equation was developed based on original values obtained from the
laboratory analysis and WHO standard parameter values for groundwater wells, as given
in Table 2. The parameter exceedance values obtained from the exceedance equation were
imported into GIS software (ArcMap 10.5) and these were used for modeling exceedance in
GIS. For modeling, the Inverse Distance Weighting (IDW) interpolation technique was used to
develop parameter exceedance maps. IDW is an interpolation technique in which interpolation
is estimated based on the values at neighboring locations primarily weighted by distance
from the interpolation location. The IDW technique was used in various studies [53–55]. With
this modeling, the exceedance values for all the study area locations could be obtained in
case of no data. The IDW is better than kriging because it is easy to understand, and it
does not suffer outliers like Kriging. Ref. [56] found the accuracy of the measured and
estimated arsenic level using IDW and Kriging techniques. They found that the correlation
coefficient between estimated and measured arsenic was greater with IDW compared to
Kriging. Ref. [57] showed that IDW is superior to Kriging in estimating whole landfill
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methane flux. Ref. [55] believed that ordinary Kriging is not accurate, since it requires
uniform distribution, which can rarely be met. Five classes were generated in the maps
of all parameters. These classes were interpreted as: (i) Level 1 exceedance; (ii) Level 2
exceedance; (iii) Level 3 exceedance; (iv) Level 4 exceedance; and (v) Level 5 exceedance.
The exceedance pattern for all parameters was displayed in the maps based on these classes.
The built-up area was extracted from the LULC classified image mentioned in Section 2.2.
The Land Use/Land Cover (LULC) map was prepared using the artificial intelligence
technique of Support Vector Machine (SVM) in Envi 5.3 software by [48]. Finally, these
GIS maps were used to study the health risks and impacts of exceeded parameters on the
population residing in the study area.

Table 2. WHO standards for drinking water [58].

Parameters WHO Drinking Water Standards

Physicochemical Parameters

pH 6.5–8.5
TDS (ppm) 1000
Tur (NTU) <5

EC (µS cm−1) 400
DO (ppm) 6.5–8
Na (mg/L) 200
Ca (mg/L) 100

Microbiological Parameter

Total coliforms 0 (CFU/mL)

Heavy Metals

As (mg/L) 0.05
Hg (mg/L) 0.001
Pb (mg/L) 0.01
Cd (mg/L) 0.003
Zn (mg/L) 3
K (mg/L) 12
Fe (mg/L) 0.3

3. Results and Discussion
3.1. Results of Laboratory Analysis for Parameters

The laboratory analysis indicated that six parameters (i.e., pH, Tur, Na, Ca, Zn, and K)
were within the permissible limit of WHO guidelines. It was found that nine parameters
(i.e., DO, TDS, CFU, As, Hg, Pb, Cd, Fe, and EC) exceeded WHO guidelines. DO and TDS
were according to WHO guidelines for 37 wells, and these were exceeded only for four
wells, gw12, gw22, gw31, and gw34. The major exceeded parameters were CFU, As, Hg,
Pb, Cd, Fe, and EC. The CFU range was from 1000 CFU/mL to 126,000 CFU/mL for 35
wells. It was ≥30,000 CFU/mL for gw10, gw14, gw22, gw38, and gw40. Tables 3 and 4
indicate the values of parameters for 41 groundwater wells.
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Table 3. Physiochemical parameters for groundwater wells.

Locations pH (0–14) Turbidity NTU TDS (ppm) EC (µS cm−1) Sodium (mg/L) Calcium (mg/L)

gw1 7.03 0.48 120 226 11.12 145.8

gw2 7.26 0.71 112 213 9.62 134.5

gw3 6.73 0.51 119 226 11.73 136.2

gw4 8.14 1.03 103 192 9.63 100.3

gw5 7.61 0.69 52 98 8.99 23.82

gw6 7.94 1.69 48.3 97 5.71 76.28

gw7 7.51 1.84 227 455 12.44 71.39

gw8 7.01 1.51 46.7 93 3.03 60.31

gw9 7.78 1.79 272 546 17.73 54.49

gw10 7.34 2.8 284 568 9.83 78.97

gw11 7.32 2.88 316 633 0.99 73.49

gw12 6.93 2.65 572 1144 15.34 114

gw13 7.56 2.15 349 697 11.74 97.94

gw14 7.42 1.67 312 624 10.77 85.13

gw15 7.11 2.04 450 901 11.96 95.09

gw16 7.02 2.39 364 730 7.88 80.47

gw17 7.84 1.87 385 770 9.57 82.72

gw18 7.14 1.64 272 544 6.35 70.23

gw19 7.4 1.91 365 730 9.17 80.22

gw20 7.17 2.58 325 651 8.45 74.22

gw21 7.47 1.34 265 531 7.28 49.79

gw22 7.07 4.4 633 1266 14.28 76.85

gw23 7.97 3.01 393 786 24.95 45.03

gw24 7.17 1.64 278 556 5.82 71.22

gw25 6.99 0.92 334 662 13.77 111.21

gw26 7.05 1.24 377 744 5.15 134.32

gw27 6.6 0.8 256 514 22.35 98.17

gw28 6.96 3.45 424 849 10.84 76.92

gw29 6.95 3.26 320 641 18.78 82.73

gw30 6.91 2.76 72 146 7.84 45.29

gw31 6.88 1.73 511 1019 17.52 23.56

gw32 6.39 0.8 476 938 11.23 39.48

gw33 6.76 3.78 391 770 8 44.76

gw34 6.87 2.74 512 1009 4.89 62.87

gw35 6.84 0.65 475 936 4.52 77.21

gw36 8.49 2.34 85 160 6.159 39.81

gw37 8.58 3.02 91 161 5.829 48.58

gw38 8.45 2.15 114 216 12.21 76.47

gw39 8.5 2.18 90 173 4.006 46.32

gw40 8.16 2.4 98 188 9.776 69.41

gw41 8.36 2.08 101 198 11.43 74.21
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Table 4. Heavy metals and microbial concentrations for groundwater wells.

Locations K (mg/L) Pb (mg/L) Fe (mg/L) Zn (mg/L) Cd (mg/L) Hg (mg/L) As (mg/L) CFU

gw1 1.73 0.223 2.7 0.421 0.066 1.851 17.7 0

gw2 0.89 0.25 1.2 0.194 0.017 1.821 13 0

gw3 1.41 0.418 3.04 0.058 0.021 1.058 13.5 5000

gw4 1.2 0.535 1.59 0.061 0.121 1.653 15.83 7000

gw5 0.64 0.274 2.68 0.226 0.085 2.558 13.59 3000

gw6 1.74 0.545 1.96 0.24 0.063 1.488 9.97 2000

gw7 3.55 0.506 2.52 0.247 0.104 2.16 12.63 1000

gw8 0.62 0.326 2.76 0.202 0.082 2.358 12.04 6000

gw9 2.3 0.481 3.93 0.246 0.007 4.012 8.63 3000

gw10 3.34 0.603 3.67 0.188 0.088 2.178 10.93 30,000

gw11 1.88 0.564 4.76 0.19 0.031 1.78 9.62 7000

gw12 3.65 0.624 3.76 0.185 0.023 2.045 9.06 3000

gw13 2.33 0.828 4.86 0.129 0.068 2.469 7.28 1000

gw14 1.68 0.643 4.12 0.154 0.019 2.753 9.38 30,000

gw15 3.7 0.706 2.24 0.215 0.036 2.113 13.43 21,000

gw16 2.38 0.656 1.95 0.229 0.093 2.442 11.74 3000

gw17 3.29 0.754 2.67 0.099 0.135 2.482 10.71 10,000

gw18 2.21 0.775 4.37 0.057 0.041 2.339 11.89 6000

gw19 2.25 0.678 0.79 0.214 0.101 3.556 6.72 7000

gw20 2.18 0.814 1.59 0.084 0.081 2.999 12.7 1000

gw21 2.34 0.738 3.47 0.197 0.001 3.363 14.38 4000

gw22 3.02 0.84 3.32 0.09 0.027 2.209 16.02 32,000

gw23 2.34 0.958 2.6 0.149 0.115 3.089 13.46 21,000

gw24 1.74 0.85 4.98 0.136 0.121 3.113 10.99 0

gw25 1.06 0.739 1.03 0.821 0.133 1.789 3.28 1000

gw26 1.88 0.278 3.67 1.021 0.05 1.014 15.14 6000

gw27 1.92 0.442 0.6 0.527 0.071 1.212 3.87 0

gw28 3.7 0.466 3.66 1.188 0.001 0.778 16.85 14,000

gw29 1.85 0.241 2.54 0.565 0.138 1.719 12.39 5000

gw30 1.35 0.332 3 1.133 0.067 0.791 6.58 2000

gw31 0.79 0.675 0.98 1.068 0.04 1.938 14.12 5000

gw32 1.81 0.71 3.39 0.555 0.038 1.561 17.12 1000

gw33 1.86 0.507 4.46 0.646 0.016 0.96 0 5000

gw34 3.44 0.343 4.26 0.252 0.084 1.995 5.59 3000

gw35 2.22 0.517 2.31 0.963 0.044 0.564 5.58 0

gw36 2.305 0.571 0.016 0.222 0.129 1.242 2.746 3000

gw37 2.179 0.568 0.084 1.642 0.143 1.756 3.585 0

gw38 3.169 0.245 0.602 0.366 0.366 13.85 2.981 126,000

gw39 1.907 0.504 0.112 0.838 0.145 3.219 3.337 4000

gw40 2.751 0.323 0.217 0.293 0.142 4.977 0.387 50,000

gw41 1.585 0.378 0.122 1.365 0.129 3.455 0.361 8000
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The value of Hg ranges from 0.558 mg/L to 13.849 mg/L for 41 wells. The highest value
of Hg (i.e., 13.849 mg/L) was for gw38. gw40 also showed a higher value of 4.976 mg/L.
The minimum limit of Pb was 0.213 mg/L, its maximum limit was 0.948 mg/L for 40 wells,
and its value was gw23. The range of Cd was from 0.004 mg/L to 0.363 mg/L for 39 wells,
and its highest value was for gw38. The range was from 0.3 mg/L to 4.68 mg/L for Fe,
and its highest value was for gw24. EC was from 155 µS cm−1 to 966 µS cm−1, and its
highest value was for gw22. The exceeded values of exceeded parameters were utilized
for GIS modeling. The study findings reveal that there are two types of groundwater
well pollution sources: natural and anthropogenic. Open dumping sites are the most
obvious anthropogenic source, as evidenced by high levels of groundwater parameter
values found in the samples collected from groundwater wells near the open dumping
sites. In comparison to non-dumping areas, samples collected from groundwater wells
near open dumping sites contained higher levels of As, Hg, Pb, CFU, and Cd. Similar
results were reported by [56], who assessed groundwater parameters such as As, Hg, and
CFU, and found that groundwater sites near dumping sites had higher levels of pollution
compared to non-dumping sites. Cd contamination might come from plastics and electronic
waste, whereas Pb contamination could be from batteries and old lead-based paints [59].
Groundwater contamination was also discovered in non-dumping sites in both union councils,
which might be caused by natural sources such as geological formation and rock weathering.

3.2. PCA

Five PCs were obtained based on PCA. These PCs were PC-1, PC-2, PC-3, PC-4,
and PC-5, which showed variance of 27.663%, 18.592%, 12.992%, 9.439%, and 7.292%,
respectively, as given in Table 5. The cumulative variance for all these PCs was 75.978%.
PC-1 revealed that four parameters (i.e., CFU, Hg, Cd, and pH) were correlated with each
other. All parameters of PC-1 were strongly positively loaded, except pH, which was
moderate with a positive value. PC-1 could be related to health risks due to toxic elements
such as CFU, Hg, and Cd. Anthropogenic activities might include pollution related to heavy
metals and microbial contamination in groundwater. From PC-1, it is obvious that heavy
metals such as CFU, Hg, and Cd could contribute to pollution. Their values were found well
above WHO guidelines according to laboratory analysis. This could be related to residential
and commercial wastes from all dumping sites. Other factors that could contribute to the
presence of toxic elements in groundwater wells include agricultural runoff and household
effluents, which might have contributed to high CFU levels in groundwater wells. Fecal
pollution in open dumping sites might also be linked to human and bird feces [60]. The high
levels of Hg and Cd in the study area could be attributed to geological and soil formation.
The exceeded Hg might cause diseases such as kidney damage, insomnia, and memory
loss [61]. The higher exposure to Hg could also lead to death [62]. Cd is carcinogenic, and it
might cause death due to multiorgan failure [60]. pH might be affected by chemicals in the
water, determining the solubility and biological availability of chemical components such as
nutrients (i.e., phosphorus, nitrogen, and carbon) and heavy metals [63]. PC-1 also exhibited
a strong positive value of CFU, which might be an indicator of fecal pollution related to fecal
coliforms [6]. Fecal coliform is a sub-group of coliform bacteria, which live and reproduce
in the gut of humans and other warm-blooded animals. The CFU showed very high values
according to laboratory analysis, except for a few sampling sites. The study area residents
are using this water for drinking and consumptive purposes. The consumption of such
water could be extremely harmful, and it could lead to diseases such as diarrhea, cholera,
typhoid, paratyphoid, hepatitis A, dermatitis, and enteric fever [61]. Overall, PC-1 could
be an indicator of health risks due to CFU, Hg, and Cd.

323



Sustainability 2022, 14, 14572

Table 5. PCs with loading values for 15 groundwater quality parameters.

Var. PC-1 PC-2 PC-3 PC-4 PC-5

CFU 0.898

Hg 0.913

Cd 0.825

pH 0.590 0.488

EC 0.880

TDS 0.879

K 0.711

Tur 0.599 0.463

Fe 0.537 0.415

Zn −0.809

DO 0.791

As 0.554

Ca −0.808

Pb 0.420 0.528

Na 0.859

Variance (%) 27.663 18.592 12.992 9.439 7.292

Cumul. (%) 27.663 46.255 59.246 68.686 75.978

According to Table 5, PC-2 revealed that three parameters (i.e., EC, TDS, K) positively
correlated with each other. High TDS levels might be related to calcium and sodium found
in natural sources, sewage, and urban runoff [64]. EC could be related to the dissolution of
minerals in groundwater [65]. Fe could be associated to weathering of rocks and disposal
of toxic effluents from open dumping sites [43]. The correlated Tur in PC-2 could be related
to urban runoff from the road [66]. PC-2 could indicate natural processes due to EC, TDS,
K, and Tur. PC-3 in Table 5 indicates that DO, As, and Fe are positively correlated, while Zn
is found to be strong with a negative value. Long-term exposure to As through drinking
water could cause arsenic poisoning, leading to skin cancer [67]. According to WHO, the
biggest threat to public health is groundwater contamination due to As which is available
in organic and inorganic forms. Organic arsenic is found in less toxic seafood, whereas
inorganic As is found in groundwater and is highly toxic and carcinogenic. Acute arsenic
poisoning could cause diarrhea, vomiting, abdominal pain, and muscle cramping. In some
cases, it might cause death [68]. Based on all these facts, PC-3 could be an indicator of health
risks due to As pollution. The other strongly positively correlated parameter is DO. DO is
a crucial metric in determining water quality as it represents the physical and biological
processes in the water [69]. Mine wastes and leachate water from overburdened dumps
of coal mines in the vicinity might cause the elevated Fe levels found in the groundwater.
From PC-3, it could be interpreted that DO could determine the solubility and toxicity of
As, as it was very high for all gws, which could be a major health threat for the population
living in the study area. PC-3 might be the indicator of natural processes due to the presence
of Zn and could be found in trace amounts in almost all igneous rocks. The most prevalent
zinc ores are sulfides such as sphalerite and wurtzite [70].

According to Table 5, PC-4 revealed that pH, Tur, Ca, and Pb are correlated. pH and Tur
are found to be loaded as weak (i.e., less than 0.5) with positive values. While Ca is loaded
as strong (i.e., >0.75) with a negative value. Clay minerals, including montmorillonite,
illite, and chlorite, could be responsible for the high Ca, Na, and Mg concentrations in
groundwater. Most calcium ions in groundwater come from limestone, dolomite, gypsum,
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and anhydrite leaching, although they could also come through the cation exchange
process [71]. Therefore, PC-4 indicates natural processes due to pH, Tur, and Ca.

PC-5 shows that Na is loaded as strong (i.e., >0.75) with a positive value. Clay minerals,
including montmorillonite, illite, and chlorite, are responsible for the high Ca, Na, and
Mg concentrations in groundwater [72]. Therefore, PC-5 could be an indicator of natural
processes due to Na.

3.3. GIS Modeling for Exceeded Parameters

The exceedance equation (Equation (1)) for groundwater (GW) was developed based
on measured values and WHO standards for groundwater parameters.

Exceedance (GW) = Measured values (GW) − WHO Standards (GW) (1)

where exceedance (GW) represents the groundwater quality parameters that were exceeded,
measured values (GW) are the values obtained in the laboratory, and WHO Standards (GW)
are the groundwater parameter values recommended by WHO, as provided in Table 1.

Furthermore, the parameters of groundwater wells that contributed to exceedance lev-
els (Level 1 to Level 5) are presented in the form of spatial distribution maps (Figures 3–7).
Figure 3 depicts the results for As in the union councils of Jhangi and Mirpur. The wells
gw1, gw2, gw3, gw4, gw5, gw20, gw21, gw22, gw23, and gw32 contributed to Level 5 As in
the Jhangi union council area (Figure 3). The wells that contributed to Level 4 in Jhnagi are
gw10, gw11, gw14, and gw17, while gw12 contributed to exceedance Level 3. The results
for Jhangi indicate that Level 2 exceedances are attributed to groundwater wells gw9, gw13,
and gw19, while Level 1 exceedances are attributed to gw33, gw34, gw35, gw36, gw40, and
gw41, as shown in Figure 3. The highest As (Level 5) was found in both residential and
non-residential areas, which showed the contribution of both anthropogenic and natural
factors. The anthropogenic factors could be As-containing wastewater from residential
and agriculture sources. In contrast, natural factors such as geological formations (e.g.,
sedimentary deposits/rocks, volcanic rocks, and soils) might have contributed to the high
As level in Jhangi.

In Mirpur, gw7, gw8, gw15, gw16, gw22, gw25, gw26, gw28, and gw29 contributed
to Level 5 exceedance of As. As shown in Figure 3, the groundwater wells in Mirpur that
contributed to Level 4 are gw10, gw11, and gw14, while gw17 contributed to Level 3
(Mirpur). Level 2 is attributed to gw9, gw13, and gw19, while Level 1 is attributed to gw33,
gw34, gw35, gw36, gw37, gw40, and gw41 in the Mirpur area.

The analysis revealed that some groundwater wells in Jhangi union council, such as
gw5, gw40, and gw41, were located near the open dumping sites, whereas gw18, gw29,
gw30, gw38, and gw39 were located near the open dumping sites in Mirpur union council
areas. The level of exceedance caused by open dumping sites in Mirpur was higher than in
Jhangi union council, as shown in Figure 3. For example, exceedance levels in Mirpur near
dumping sites were at Levels 4 and 5, whereas Level 1 was observed in Jhangi union council
areas. The high level of As in Mirpur in the groundwater wells such as gw7, gw8, gw15,
gw18, gw29, and gw30 could be due to the potential leachate from the nearby dumping
sites. The study findings reveal that, as we moved away from the dumping sites, the level
of groundwater exceedance decreased. Similar findings were reported by [73], who found
that those concentrations of pollutants decreased significantly within 324 m of the dumping
sites. The total distance travelled by pollutants is proportional to the material of the aquifer.
This groundwater contamination could endanger local groundwater resource users, as well
as the natural environment and human health [9].
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Figure 4 depicts the Pb results in the Jhangi union council. The findings for Jhangi
revealed that gw1, gw2, gw3, gw5, gw35, gw42, and gw41 contributed to Pb Level 1. As
shown in Figure 4, the wells in Jhangi that contributed to Level 4 were gw12, gw14, gw20,
and gw33, while Level is contributed by gw10, gw11, gw27, and gw38, and the wells in
Jhangi that contributed to Level 2 were gw9, gw34, and gw36. The results indicate that
wells that contributed to Level 5 are gw13, gw17, gw21, gw22, and gw24 in the areas of
Jhangi. The Pb services line pipes for water distribution near the residential area could be
the reason for a high Pb concentration in groundwater. In Mirpur, gw15, gw25, and gw26
contributed to Level 5 exceedance of Pb. The wells in Jhangi that contributed to Level 4
were gw15, gw16, and gw31, while Level 2 was attributed to gw7, gw29, and gw39, as
shown in Figure 4. Level 1 exceedance of Pb was attributed to gw8, gw27, gw30, and gw38
in the Mirpur area.

The study results indicate that some groundwater wells in Jhangi union council, such
as gw5, gw40, and gw41, were located near open dumping sites, whereas gw31 and gw18
were located near dumping sites in Mirpur union council. The level of exceedance caused
by open dumping sites in Mirpur was higher compared to Jhangi union council, as shown
in Figure 4. Pb exceedance in groundwater near a dumping site in Mirpur, for example,
was at Level 4, while Level 1 exceedance was discovered in Jhangi union council. The
high levels of Pb in Mirpur groundwater wells such as gw31 and gw18 could be caused by
potential leachate from a nearby dumping site. The Pb present in hospital and household
waste dumping sites might contaminate groundwater through precipitation and surface
runoff in the study area. Several studies reported similar findings concerning groundwater
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contamination from open waste dumping sources [74–76], leading to the general conclusion
that heavy metals such as Pb pose a significant risk to local groundwater resource users, as
well as the natural environment and human health [9]. The health consequences include
constipation, abdominal pain, tiredness, headache, loss of appetite, memory loss, and pain
or tingling in the hands and/or feet, which are all symptoms.
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Figure 5 shows the exceedance level for Hg in the Jhangi union council. According to
the findings for Jhangi, no well contributed to Hg Level 5. The groundwater wells in Jhangi
that contributed to Level 4 are gw9 and gw40, as shown in Figure 5. Level 3 is caused by gw5,
gw14, gw19, gw20, gw21, gw23, and gw41 in the Jhangi area, while Level 2 is attributed to
gw10, gw12, gw13, gw17, gw31, and gw34, while Level 1 is due to gw1, gw2, gw3, gw4,
gw11, gw32, gw33, gw35, gw36, and gw37. A similar pattern is seen in low-income areas,
which could be attributed to natural Hg deposits in the local rock formation. Excess Hg
in groundwater could cause various problems, including kidney damage, insomnia, and
memory loss.

In Mirpur, gw38 contributed to Level 5 exceedance of Hg. The wells in Mirpur
that contributed towards Level 3 were gw24 and gw39, as shown in Figure 5. Level 2 is
attributed to gw7, gw8, gw15, gw16, gw18, gw27, and gw31, while Level 5 is caused by
gw25, gw26, gw28, gw29, and gw30 in the Mirpur area. According to the study findings,
there were no wells that contributed to Level 4 in the Mirpur union council areas.

The analysis reveals that some groundwater wells in Jhangi union council, such as gw5,
gw40, and gw41, were located near an open waste dumping site, whereas in Mirpur, gw18,
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gw29, gw38, gw39, and gw27 were located near the dumping sites. As shown in Figure 5,
the level of exceedance caused by dumping sites in Mirpur was higher than in Jhangi union
council. The exceedance level in Mirpur near the dumping site was at Level 5 and Level 4
near gw27, gw38, and gw39, while in Jhangi, gw5, gw40, and gw41 contributed to Level 4.
The remaining groundwater wells in both union councils contributed to Level 3 exceedance.
The high level of Hg in Mirpur in groundwater wells such as gw38, gw39, and gw27 is due
to the potential leachate from the nearby dumping site. The Hg present in the wastes is from
sources such as electrical switches, fluorescent light bulbs, batteries, thermometers, and
some medical waste. After use, mercury-containing products form part of the municipal
solid waste (MSW) that is collected and disposed of into open dumping sites, where mercury
and other pollutants could pollute groundwater sources through leaching and percolation.
Consequently, mercury might become an important constituent of the resulting leachate
which is often characterized by high loads of dissolved organic matter, inorganic macro-
components, metals, and other xenobiotic organic compounds [77,78]. Usually, leachate
accumulates percolate through the soil to contaminate the groundwater [76]. Exposure
to mercury might cause brain, liver, kidney, and developmental disorders, particularly in
young children and developing fetuses [79]. It poses a significant risk to local groundwater
resource users, as well as the natural environment and health [9].
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Figure 6 shows the results for Cd in the Jhangi union council. In Jhangi, gw37 and
gw40 contributed to Cd Level 4. As shown in Figure 6, wells in Jhangi that contributed
to Level 3 were gw4, gw5, gw10, gw17, gw19, gw23, gw36, and gw41, while gw1, gw13,
and gw20 contributed to Level 2. According to the findings, Level 1 is caused by the wells
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gw2, gw3, gw9, gw11, gw12, gw14, gw21, gw22, gw32, gw33, and gw35 in the Jhangi
area. The high values are recorded near agricultural fields and vegetation in the Jhangi
union council; therefore, they could be related to Cd-containing fertilizer which might
contaminate groundwater through percolation processes. The sources of groundwater
contamination in Jhangi might be industrial waste or fertilizer contamination.

In Mirpur, gw38 contributed to Level 5 exceedance of Cd. As shown in Figure 6, the
wells in Mirpur that contributed to Level 4 were gw29 and gw39, while gw7, gw8, gw16,
gw24, and gw25 contributed to Level 3 (Mirpur). Level 2 is attributed to gw30, while Level
1 is attributed to gw15, gw18, gw26, gw28, and gw31 in Mirpur areas.

The study findings indicate that high levels of Cd (Level 4 and Level 5) were found
near gw27, gw38, gw39, and gw29, which were located near open dumping sites in Mirpur
union council areas. Level 4 is only found near gw5, gw40, and gw41 in Jhangi union
council areas. Level 3 exceedance values were found in the remaining wells in both union
councils (Figure 6). The high Cd levels in the waste could be attributed to sources such as
batteries, plastics, and cards. Exposure to Cd might result in several negative health effects,
including cancer, acute inhalation exposure to cadmium (high levels in a short period of
time), and flu-like symptoms (chills, fever, and muscle pain), as well as lung damage. It also
endangers local groundwater resource users, as well as the natural environment [74]. After
use, Cd-containing products such as plastics and pigments form part of the MSW that is
collected and disposed of into open dumping sites where Cd could be leached into landfill
leachates [80].
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Figure 7 shows the results for CFU in the Jhangi union council. According to the
findings for Jhangi, gw40 contributed to CFU Level 5. As shown in Figure 7, groundwater
wells in Jhangi that contributed to Level 4 were gw10, gw14, gw22, gw23, and gw41, while
Level 3 is attributed to gw4, gw11, and gw17 in the Jhangi area. Level 1 is attributed to
the remaining wells in the Jhangi areas. There were no wells near Level 2 in the Jhangi
union council. Coliform bacteria washed into the ground by rain are usually filtered
out as the water goes through the soil and into groundwater systems. However, poorly
constructed, cracked, or unsealed wells could allow coliform bacteria to enter groundwater
and contaminate drinking water.

In Mirpur, gw38 contributed to Level 5 exceedance of CFU. The wells in Mirpur that
contributed to Level 4 were gw15 and gw28, while gw8, gw18, and gw26 contributed to
Level 2 (Mirpur), as shown in Figure 7. Level 1 is attributed to gw7, gw16, gw18, gw24,
and gw25 in the Mirpur areas; no wells were contributed to Level 3 in the Mirpur union
council areas.

The study findings showed that the level of pollution caused by dumping sites in
Mirpur was higher than in Jhangi union council, as shown in Figure 7. The CFU levels were
found to be at Level 5 in Mirpur, close to the dumping site, and Level 4 in Jhangi union
council areas. Both union councils’ remaining groundwater wells contributed to Level 3
exceedance. The high level of CFU in Mirpur groundwater wells such as gw38, gw39, and
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gw27 is attributed to nearby dumping sites. Household, hospital, and food waste are the
sources of high CFU in dumping sites, which has several health implications. This water is
used for drinking and consumption by the population of the study area. Consuming such
water is exceedingly dangerous and could result in illnesses such as diarrhoea, cholera,
typhoid, paratyphoid, hepatitis A, dermatitis, and enteric fever [81].

The human health risk maps were produced by stimulating groundwater vulnerability
assessment using a GIS-based system called the ArcPRZM-3 tool [81]. The health risk
maps with three categories of health risk, i.e., low, moderate, and high, were generated for
Independence and Randolph counties of Arkansas. It was found that the percentage of
areas under high health risk was 5high compared to other health risk classes. The health
risk area under Levels 4 and 5 was very high in Mirpur for As, CFU, and Hg. The health
risk at Level 3 and Level 4 was high for both Jhangi and Mirpur. The human health risk
assessment was accomplished using fuzzy WQI related to groundwater contamination.
According to this study, the carcinogenic health risk was high due to Cd, As, and Hg.

4. Conclusions

The combination of field sampling, laboratory analysis, GIS, and advanced statistical
modeling in water quality is a new contribution to research and science. PCA modeling
provided five PCs that represented the natural processes and anthropogenic pollution.
Groundwater was contaminated due to microbial and heavy metal pollution related to
natural and anthropogenic sources, especially open dumping sites. In both union councils,
As, CFU and Pb were found to be Level 5.

The field-collected groundwater contamination data were utilized for studying the
impact on a larger area with the help of remote sensing satellite data. Overall, the commu-
nities living in the study area are exposed to hazardous metals such as As and Pb, which
are carcinogenic. GIS-based modeling provided effective maps for exceedance levels linked
to health risks in the study area. The study area population is at high health risk due to the
consumption of unfit water. Both open dumping sites and natural sources could affect the
groundwater. It is recommended to analyze water wells near and away from dumping sites
for the whole of Abbottabad and obtain information on groundwater contamination and
health risks. The number of open dumping sites in Abbottabad city provides information
on the negligence of relevant agencies for cleaning the city.
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47. Wilk-Woźniak, E.; Ligęza, S.; Shubert, E. Effect of Water Quality on Phytoplankton Structure in Oxbow Lakes under Anthropogenic
and Non-Anthropogenic Impacts. Soil Air Water 2014, 42, 421–427. [CrossRef]

48. Ullah, S.; Ahmad, K.; Sajjad, R.U.; Abbasi, A.M.; Nazeer, A.; Tahir, A.A. Analysis and simulation of land cover changes and their
impacts on land surface temperature in a lower Himalayan region. J. Environ. Manag. 2019, 245, 348–357. [CrossRef]

49. Goswami, R.; Kumar, M.; Biyani, N.; Shea, P.J. Arsenic exposure and perception of health risk due to groundwater contamination
in Majuli (river island), Assam, India. Environ. Geochem. Health 2020, 42, 443–460. [CrossRef] [PubMed]

50. Nisbet, R.; Elder, J.; Miner, G. Handbook of Statistical Analysis and Data Mining Applications; Academic Press: Cambridge, MA,
USA, 2009.

51. Wu, Z.G.; Jiang, W.; Nitin, M.; Bao, X.Q.; Chen, S.L.; Tao, Z.M. Characterizing diversity based on nutritional and bioactive
compositions of yam germplasm (Dioscorea spp.) commonly cultivated in China. J. Food Drug Anal. 2016, 24, 367–375. [CrossRef]
[PubMed]

52. Vongdala, N.; Tran, H.D.; Xuan, T.D.; Teschke, R.; Khanh, T.D. Heavy metal accumulation in water, soil, and plants of municipal
solid waste landfill in Vientiane, Laos. Int. J. Environ. Res. Public Health 2019, 16, 22. [CrossRef] [PubMed]

53. Gu, K.; Zhou, Y.; Sun, H.; Dong, F.; Zhao, L. Spatial distribution, and determinants of PM2. 5 in China’s cities: Fresh evidence
from IDW and GWR. Environ. Monit. Assess. 2021, 193, 1–22. [CrossRef] [PubMed]

54. Sayadi Shahraki, A.; Boroomand Nasab, S.; Naseri, A.A.; Soltani Mohammadi, A. Estimation of groundwater depth using
ANN-PSO, kriging, and IDW models (case study: Salman Farsi Sugarcane Plantation). Cent. Asian J. Environ. Sci. Technol. Innov.
2021, 2, 91–101. [CrossRef]

55. Gong, G.; Mattevada, S.; O’Bryant, S.E. Comparison of the accuracy of kriging and IDW interpolations in estimating groundwater
arsenic concentrations in Texas. Environ. Res. 2014, 130, 59–69. [CrossRef]

56. Spokas, K.; Graff, C.; Morcet, M.; Aran, C. Implications of the spatial variability of landfill emission rates on geospatial analyses. J.
Waste Manag. 2003, 23, 599–607. [CrossRef]

57. Zhou, Y.; Michalak, A.M. Characterizing attribute distributions in water sediments by geostatistical downscaling. Environ. Sci.
Technol. 2009, 43, 9267–9273. [CrossRef]

58. World Health Organization. Guidelines for Drinking-Water Quality; WHO: Geneva, Switzerland, 1993.

333



Sustainability 2022, 14, 14572

59. Hassan, A.; Kura, N.U.; Amoo, A.O.; Adeleye, A.O.; Ijanu, E.M.; Bate, G.B.; Okunlola, I.A. Assessment of Landfill Induced
Ground Water Pollution of Selected Boreholes and Hand-Dug Wells around Ultra-Modern Market Dutse North-West, Nigeria.
Environ. Stud. 2018, 1, 1–10.

60. Idrees, N.; Tabassum, B.; Abd_Allah, E.F.; Hashem, A.; Sarah, R.; Hashim, M. Groundwater contamination with cadmium
concentrations in some West UP Regions, India. Saudi J. Biol. Sci. 2018, 25, 1365–1368. [CrossRef]

61. Nabeela, F.; Azizullah, A.; Bibi, R.; Uzma, S.; Murad, W.; Shakir, S.K.; Ullah, W.; Qasim, M.; Häder, D.P. Microbial contamination
of drinking water in Pakistan—A review. Environ. Sci. Pollut. Res. 2014, 21, 13929–13942. [CrossRef] [PubMed]

62. Obasi, P.N.; Akudinobi, B.B. Potential health risk and levels of heavy metals in water resources of lead–zinc mining communities
of Abakaliki, southeast Nigeria. Appl. Water Sci. 2020, 10, 1–23. [CrossRef]

63. Gu, S.; Dai, J.; Qu, T.; He, Z. Emerging roles of microRNAs and long noncoding RNAs in cadmium toxicity. Biol. Trace Elem. Res.
2020, 195, 481–490. [CrossRef] [PubMed]

64. Sarlinova, M.; Majerova, L.; Matakova, T.; Musak, L.; Slovakova, P.; Skerenova, M.; Kavcova, E.; Halasova, E. Polymorphisms of
DNA repair genes and lung cancer in chromium exposure. Lung Cancer Autoimmune Disord. 2014, 833, 1–8. [CrossRef]

65. Batayneh, A.; Ghrefat, H.; Zaman, H.; Mogren, S.; Zumlot, T.; Elawadi, E.; Laboun, A.; Qaisy, S. Assessment of the physicochemical
parameters and heavy metals toxicity: Application to groundwater quality in unconsolidated shallow aquifer system. Res. J.
Environ. Toxicol. 2012, 6, 169. [CrossRef]

66. Abdelwaheb, M.; Jebali, K.; Dhaouadi, H.; Dridi-Dhaouadi, S. Adsorption of nitrate, phosphate, nickel and lead on soils: Risk of
groundwater contamination. Ecotoxicol. Environ. Saf. 2019, 179, 182–187. [CrossRef]

67. WHO. Arsenic. 2022. Available online: https://www.who.int/news-room/fact-sheets/detail/arsenic (accessed on
31 January 2022).

68. Wang, X.; Liu, L.; Zhao, L.; Xu, H.; Zhang, X. Assessment of dissolved heavy metals in the Laoshan Bay, China. Mar. Pollut. Bull.
2019, 149, 110608. [CrossRef]

69. Batayneh, A.T.; Al-Taani, A.A. Integrated resistivity and water chemistry for evaluation of groundwater quality of the Gulf of
Aqaba coastal area in Saudi Arabia. Geosci. J. 2016, 20, 403–413. [CrossRef]

70. Salam, M.; Alam, F.; Hossain, M.; Saeed, M.A.; Khan, T.; Zarin, K.; Rwan, B.; Ullah, W.; Khan, W.; Khan, O. Assessing the
drinking water quality of educational institutions at selected locations of district Swat, Pakistan. Environ. Earth Sci. 2021, 80, 1–11.
[CrossRef]

71. Kopittke, P.M.; Menzies, N.W. Effect of Cu toxicity on growth of cowpea (Vigna unguiculata). Plant Soil 2006, 279, 287–296.
[CrossRef]

72. Zanonib, A.E. Ground-Water Pollution and Sanitary Landfills; US Government Printing Office: Washington, DC, USA, 1972; p. 87.
73. Reinhart, D.R.; Grosh, C.J. Analysis of Florida MSW Landfill Leachate Quality; Report 97-3; Florida Center for Solid and Hazardous

Waste Management: Tallahassee, FL, USA, 1998; pp. 31–53.
74. Kjeldsen, P.; Christophersen, M. Composition of leachate from old landfills in Denmark. Waste Manag. Res. 2001, 19, 249–256.

[CrossRef]
75. Han, H. The norm activation model and theory-broadening: Individuals’ decision-making on environmentally responsible

convention attendance. J. Environ. Psychol. 2014, 40, 462–471. [CrossRef]
76. Christensen, T.H.; Kjeldsen, P.; Albrechtsen, H.J.R.; Heron, G.; Nielsen, P.H.; Bjerg, P.L.; Holm, P.E. Attenuation of landfill leachate

pollutants in aquifers. Crit. Rev. Environ. Sci. Technol. 1994, 24, 119–202. [CrossRef]
77. Christensen, T.H.; Kjeldsen, P.; Bjerg, P.L.; Jensen, D.L.; Christensen, J.B.; Baun, A.; Heron, G. Biogeochemistry of landfill leachate

plumes. Appl. Geochem. 2001, 16, 659–718. [CrossRef]
78. Rashid, S.; Shah, I.A.; Tulcan, R.X.S.; Rashid, W.; Sillanpaa, M. Contamination, exposure, and health risk assessment of Hg in

Pakistan: A review. Environ. Pollut. 2022, 2022, 118995. [CrossRef] [PubMed]
79. USA EPA. Health Effects of Exposures to Mercury. 2022. Available online: https://www.epa.gov/mercury/health-effects-

exposures-mercury (accessed on 14 April 2022).
80. Clark, L. Disease risks posed by wild birds associated with agricultural landscapes. Prod. Contam. Probl. 2014, 2014, 139–165.
81. Akbar, T.A.; Lin, H. GIS based ArcPRZM-3 model for bentazon leaching towards groundwater. J. Environ. Sci. 2010, 22, 1854–1859.

[CrossRef]

334



sustainability

Article

Optimized Thin-Film Organic Solar Cell with
Enhanced Efficiency

Waqas Farooq 1 , Muhammad Ali Musarat 2,* , Javed Iqbal 1 , Syed Asfandyar Ali Kazmi 1,
Adnan Daud Khan 3 , Wesam Salah Alaloul 2 , Abdullah O. Baarimah 2 , Ashraf Y. Elnaggar 4 ,
Sherif S. M. Ghoneim 5 and Ramy N. R. Ghaly 6

Citation: Farooq, W.; Musarat, M.A.;

Iqbal, J.; Kazmi, S.A.A.; Khan, A.D.;

Alaloul, W.S.; Baarimah, A.O.;

Elnaggar, A.Y.; Ghoneim, S.S.M.;

Ghaly, R.N.R. Optimized Thin-Film

Organic Solar Cell with Enhanced

Efficiency. Sustainability 2021, 13,

13087. https://doi.org/10.3390/

su132313087

Academic Editors: Alberto-Jesus

Perea-Moreno and Antonio Caggiano

Received: 27 October 2021

Accepted: 22 November 2021

Published: 26 November 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Electrical Engineering, Sarhad University of Science and Information Technology,
Peshawar 25000, Pakistan; waqasfarooq.ee@gmail.com (W.F.); javed.ee@suit.edu.pk (J.I.);
asfandyaralikazmi@gmail.com (S.A.A.K.)

2 Department of Civil and Environmental Engineering, Universiti Teknologi PETRONAS,
Bandar Seri Iskandar 32610, Perak, Malaysia; wesam.alaloul@utp.edu.my (W.S.A.);
abdullah_20000260@utp.edu.my (A.O.B.)

3 Center for Advanced Studies in Energy, University of Engineering & Technology, Peshawar 25000, Pakistan;
adnan.daud@uetpeshawar.edu.pk

4 Department of Food Nutrition Science (Previously Chemistry), College of Science, Taif University,
Taif 21944, Saudi Arabia; aynaggar@Tu.edu.sa

5 Department of Electrical Engineering, College of Engineering, Taif University, Taif 21944, Saudi Arabia;
s.ghoneim@tu.edu.sa

6 Mininstry of Higher Education, Mataria Technical College, Cairo 11718, Egypt; ramyelectric@yahoo.com
* Correspondence: muhammad_19000316@utp.edu.my

Abstract: Modification of a cell’s architecture can enhance the performance parameters. This paper
reports on the numerical modeling of a thin-film organic solar cell (OSC) featuring distributed
Bragg reflector (DBR) pairs. The utilization of DBR pairs via the proposed method was found to
be beneficial in terms of increasing the performance parameters. The extracted results showed
that using DBR pairs helps capture the reflected light back into the active region by improving the
photovoltaic parameters as compared to the structure without DBR pairs. Moreover, implementing
three DBR pairs resulted in the best enhancement gain of 1.076% in power conversion efficiency. The
measured results under a global AM of 1.5G were as follows: open circuit voltage (Voc) = 0.839 V;
short circuit current density (Jsc) = 10.98 mA/cm2; fill factor (FF) = 78.39%; efficiency (η) = 11.02%. In
addition, a thermal stability analysis of the proposed design was performed and we observed that
high temperature resulted in a decrease in η from 11.02 to 10.70%. Our demonstrated design may
provide a pathway for the practical application of OSCs.

Keywords: thin film; organic solar cell; efficiency; DBR; temperature

1. Introduction

Harvesting energy from cleaner sources and protecting the environment from harmful
gasses are currently the main targets worldwide in order to protect the ozone layer. In
this regard, photovoltaic technology plays a significant role in generating energy from
thin-film solar cells (TFSC) by absorbing light from endless sources via the sun. Different
materials are available with which to produce TFSC. Researchers from various fields have
investigated and promoted photovoltaic technology usage in order to remove unwanted
gasses from the environment. Additionally, several materials have been optimized and
commercialized. Such materials deliver high performance, although they also release toxic
waste into the environment. There is a dire need to investigate, extract, and synthesize the
materials from sources with low toxicity to obtain a suitable material for TFSC. In the green
energy scenario, the organic photovoltaic (OPV) method is leading the charge for TFSC,
especially in solar cells, which have tremendous advantages over other semiconducting
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materials, such as their low production costs, high mechanical flexibility, ability for roll-to-
roll (R2R) production, semi-transparency, and light weight [1,2]. Such materials provide
a benchmark for producing energy from green sources. Organic solar cells (OSCs) are
also known as polymer solar cells (PSCs) because the base material is composed of two
components, i.e., a donor material and acceptor material (D/A).

The donor is responsible for holes and the acceptor is responsible for electrons. The
combined (D/A) material in OSCs is known as the bulk heterojunction (BHJ), which is
placed between the two electrodes. The cells work on the principle of the photovoltaic effect.
The roles of the lowest unoccupied molecular orbital (LUMO) and highest unoccupied
molecular orbital (HUMO) are considered in OSCs, as shown in Figure 1. The bonded pair
(e–h) in OSCs is known as an exciton, which is disassociated by force, whereby (e–h) moves
to the respected functional electrode of the device. The ability to absorb a large amount of
light even at low light conditions is observed in OSCs, making them prominent materials
in the field of PV. A series of materials have been studied in the literature, which have been
synthesized and conjugated with other novel materials to improve certain properties by
modifying the morphology of the substrate by introducing wide bandgap materials, which
improves the device performance [3].
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OSCs suffer from low efficiency and low stability at high temperatures, making them
less effective in terms of commercialization. The transmittance problem in OSCs is also one
of the barriers to their commercialization, which needs to be resolved by injecting effective
interfacial layers or by sufficiently reducing this transmittance problem and improving
the reflection of light and stability in the active region of the cell. The traditional bottom
metal electrode also produces heat, which causes thermalization in the cell and results
in a decline in the PV parameters [4–6]. DBR pairs are used to replace metal electrodes
because metal electrodes in solar cells produce heat, which further generates thermal losses,
degrading the performance of the device. Regarding these thermal losses, the DBR plays a
significant role not only by reducing the thermalization but also by increasing the electrical
photovoltaic performance parameters, for example via high conversion efficiency. However,
other approaches utilized to replace metal electrodes only reduce the thermalization but
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do not significantly impact the device performance parameters. In contrast to this, the DBR
pairs increase the cell’s thickness, increasing its height and overall cost; as the thickness
increases, more material is utilized, meaning the cost increased [7,8].

Thus, low efficiency is always a hindrance to the commercialization of solar cells.
Numerous experimental and theoretical modeling studies have been performed to optimize
cells so as to increase performance in this context. The theoretical optimized solar cells
provide a great opportunity for experimental investigation and could help determine the
device’s inner performance more precisely. Moreover, numerical modeling is considered
a cost-effective technique. From the literature, it is observable that the power conversion
efficiency rate of a cell can be remarkably improved by utilizing different approaches, such
as inverted structure [9], tandem structure [10], optimization by optical admittance analysis
method [11], characterization [12], and DBR [8] techniques.

Ourahmoun computationally examined the impacts of different interfacial layers on
organic solar cells and optimized the cell performance by delivering a conversion efficiency
rate of 5% [13]. Hamed et al. recorded an η of 6.03% from PSCs [14]. Sartorio et al. fabricated
OSCs and reported an efficiency rate of 4.46% [15]. Jiang et al. recorded an efficiency rate
of 7.07% from PBDBT-T:PDT solar cells [16]. Park et al. fabricated PTB7:PC71BM OSCs
and obtained an η of 8.984% [17]. Sun et al. demonstrated an efficiency rate of 9.036% for
PTB7:PC71BM-based cells [18]. Muhammad et al. reported an η of 1.06% from the organic
solar cells [19]. Wu et al. obtained an efficiency rate of 9.09% from non-fluorine organic
solar cells [20]. Kazmi et al. investigated CdTe solar cells and used Si/Al2O3 as DBR
pairs, observing a conversion efficiency rate of 23.94% under standard testing conditions of
1.5 AM [8]. Ozen incorporated DBR pairs composed of Si/SiO2 on CdTe solar cells and
reported an efficiency rate of 10.39% [21]. Rouhbakhshmeghrazi et al. investigated tandem
solar cells based on DBR pairs(SiO2/TiO2) and reported a conversion efficiency rate of
28.5% [22]. Yu et al. used ZnSe/LiF as DBR pairs in semitransparent polymer solar cells
and reported a conversion efficiency rate of 6.19% [23].

As follows from the above review, there is no effective non-toxic, single-junction
organic solar cell option available based on the DBR technique. This article aims to develop
a new single-junction organic solar cell based on the DBR technique. The main objectives
are as follows:

1. To achieve high conversion efficiency by optimizing the active layer of the cell;
2. To observe the impact of DBR pairing on the performance of the cell;
3. To observe the impact of high temperature on the cell performance parameters.

2. Materials and Methods

Figure 2 shows the proposed schematic of the cell with a combination of different
effective layers. Fluorine tin oxide (FTO) was used as the transparent conductive oxide
(TCO) at a thickness of 125 nm as the top electrode. The advantages of using FTO are
its high transparency, good thermal stability, and high conductivity. The transparent
conductive oxide was utilized because it allows maximum transmission of solar light
towards the active region. Next, V2O5 was placed as a hole transport layer (HTL) at a
thickness of 30 nm. The benefit of using V2O5 as an HTL layer is that it has an excellent hole
transporting ability and has outstanding functionality as an electron blocking layer [24].

Moreover, it has excellent thermal stability. Next to the HTL layer, PTB7:PCBM was
introduced as an active layer at a thickness of 180 nm. PTB7:PCBM can absorb many
photons even in low light conditions because it has a high absorption coefficient [25]
and has a narrow bandgap. In addition, PTB7:PCBM is easy to fabricate, involves low
manufacturing costs, and has highly flexible mechanical properties. Thus, PTB7:PCBM is
an attractive candidate for thin-film technology because of its high molecular weight of
891.4 and broad absorption coefficient value α of 67,237 cm−1 [26]. For better quenching of
electrons, three electron transporting layers (ETL) (i.e., PCBM (10 nm), zinc oxide (ZnO;
5 nm), and tungsten trioxide, WO3 (70 nm) were utilized to improve the transportation
of electrons and achieve high conversion efficiency. ZnO was utilized because of its low
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cost, large binding energy, and much higher electron mobility as compared to other types
of oxides such as TiO2. The reason for using WO3 is that it can provide a rapid hopping
mechanism for electrons, which further increases the electron mobility, resulting in the
collection of enhanced performance parameters [27]. For the back electrode, ZnO-doped
silver (Ag) (ZnO:Ag) was used at a thickness of 100 nm. Next, DBR pairs were introduced,
namely pairs of WO3 and lithium fluoride (LiF). The reason for using a DBR is that it can
reflect the light from the bottom of the cell, and that the reflected light can be reabsorbed in
the active layer, which has a significant effect on the cell’s performance [8].
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estimated thickness, in which FTO is used as the TCO; V2O5 is used as the HTL; PTB7:PCBM is used
as an active layer; PCBM, ZnO, and WO3 are used as ETLs (for extracting the enhanced amount of
electrons); ZnO:Ag is used as a back electrode; and DBR pairs are used as back reflectors.

In this investigation, a general-purpose photovoltaic device model (GPVDM) [28] was
used to obtain the PV electrical parameters. The software package utilizes the continuity
and Poisson equations for calculations and the drift–diffusion model for transport. More-
over, the Shockley–Read–Hall formalism is used for charge carrier recombination and the
Scharfetter–Gummel approach is considered for numerical stability.

The Poisson equation is expressed as (1):

d
dx

εoεr.
dϕ

dx
= q(n− p) (1)
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whereas Equations (2) and (3) represent the drift–diffusion model for holes and electrons,
respectively:

Jn = qµcn
∂Ec

∂x
+ qDn

∂n
∂x

(2)

Jp = qµc p
∂Ev

∂x
+ qDp

∂p
∂x

(3)

Here, Dn and Dp represent the coefficient of diffusion.
The continuity equation can be written as (4) and (5):

∂Jn

∂x
= q

(
Rn − G +

∂n
∂t

)
(4)

∂Jp

∂x
= q

(
Rp − G +

∂p
∂t

)
(5)

For plane waves, the relation between the magnetic and electric fields can be expressed
as (6):

∇× E = −jωµH (6)

whereas the wave vector is expressed as (7):

k =
2ω

λ
=

ωn
c

(7)

3. Result and Discussion
3.1. Cell Architecture and Active Layer Optimization

The aim here is to understand the underlying photo physics of the cell architecture,
optimize the active layer to achieve high conversion efficiency, and utilize DBR pairs to
absorb the reflected light back into the active region. Optimizing the active layer not
only helps in improving the performance parameters but also helps to reduce the cost of
the material. After optimizing the active layer, DBR pairs help enhance the efficiency by
reflecting the light towards the photoactive layer. The composition and role of the effective
layers are displayed in Table 1.

Table 1. Materials thickness, composition, and role.

Layers Thickness (nm) Composition Role

FTO 125 Transparent Conductive Oxide Electrode
V2O5 70 Inorganic HTL

PTB7:PCBM 180 Organic Active Layer
PCBM 10 Organic ETL
ZnO 5 Inorganic ETL
W03 70 Inorganic ETL
Ag 100 Metal Electrode

DBR 450 Inorganic Back Reflector

3.2. Optimization of Light-Harvesting Layer (LHL)

The performance of the cell relay on the LHL increased as the incident photons became
absorbed in this region. The absorption of photons is the critical aspect of the cell, as the
thickness of the LHL is the most crucial aspect of the device architecture. The thickness
of the LHL should be very thin [29]. Optimization of the active layer is needed with to
reduce the manufacturing costs by utilizing only the optimized amount of layers, which
helps in achieving high energy efficiency. The optimization of PTB7:PCBM as the LHL is
achieved by modulating its thickness. The thickness of the active region has a direct impact
on the performance parameters [30]. Thickness alterations of the active layer are performed
between 80–260 nm. As the thickness of the cell increases from 80 nm, the performance
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parameters, i.e., Voc, Jsc, FF, and η, start improving, as shown in Figure 3a–d, respectively.
Equation (8) is considered for the calculation of FF:

FF =
JmpVmp

JscVoc
(8)

whereas the η of the cell can be calculated by (9):

η =
voc · lsc · FF

Pinput
× 100 (9)

where Pinput is equal to 100 mW/cm2 or 1000 W/m2.
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The highest performance parameters are recorded at 180 nm by delivering high values
of Voc = 0.803 V, Jsc = 9.902 mA/cm2, FF = 78.19%, and η = 9.944%. Further enhancement
in the thickness results decreased cell performance parameters. If the cell is very thin the
photons will be lost, while at the same time if it is thick then the photons may not travel in
the active region for a long distance because of their low lifetime.

The Jsc of the cell increases by improving the cell thickness, because many photons
are absorbed and excitons are created, which helps achieve high values. The FF started
decreasing after attaining the optimized thickness of 180 nm because of series resistance,
which appeared due to the thick active layer of the cell [31]. The appearance of the bell
curve in Figure 3a–d occurred when the film thickness increased, whereby in addition
to the e–h pairs increasing, the recombination and defect in the matrix of the cell also
increase, causing the bell curve. Moreover, the decrease in the Voc occurred because of
the high recombination of electrons and holes. The high recombination of electrons and
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holes occurred because of the increased defect centers [32], whereby Jsc influences the
Voc. Moreover, increased film thickness results in reduced power density. Therefore, a
substantial decrease in the PV parameters was obvious.

3.3. Implanting DBR Pairs

After optimizing the cell LHL layer, the DBR pairs composed of WO3/LiF were
introduced, as shown in Figure 4. The DBR pairs help capture the reflected light back into
the active region, increasing the cell’s performance.
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The improved performance occurred because of the LHL absorption spectrum match-
ing with the DBR reflectance spectrum. By increasing the number of DBR pairs, the
performance parameters, including, Voc, Jsc, FF, and η, started improving. Due to the
insertion of the DBR pairs, the Jsc increased from 9.902 to 10.98 mA/cm2, Voc from 0.803
to 0.839 V, FF from 78.19 to 78.38%, and η from 9.944 to 11.02%, as shown in Figure 5a–d,
respectively, thereby resulting in an enhancement of 1.07% in η. Thus, triple pairs of DBR
were found to be more efficient with the proposed architecture, which further suggests that
improved performance parameters can be achieved if a properly optimized layer can be
used with DBR pairs.

3.4. Thermal Stability Analysis

The device temperature was increased above 300–400 K to test the sensitivity and
thermal stability of the cell under high temperatures. As expected, the performance of the
cell degraded and the Voc of the cells appeared to blur from 0.839 to 0.802 V. The decreased
value of Voc was because of the material Eg, which became unstable, meaning fluctuation
occurred in the reverse saturation current due to the increased device temperature. The
variation in the reverse saturation current was because of the concentration of the intrinsic
carrier ni, which further depended on the energy of the bandgap Eg, i.e., ni

2 = k1 e−Eg/k [33].
Within the context of temperature, Voc is given as:

d(Voc)
dT

=
1
T
(Voc − Eg

q
) (10)

Eg/q in Equation (10) will be greater than Voc, which specifies that any adjustment in
Voc due to a temperature increase will be negative, i.e., the value of Voc starts fading as
the temperature of the device grows. In the present case, if the Voc of the cell decreases,
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then the η of the cell also decreases from 11.02 to 10.71%, as shown in Figure 6. Thus, the
high temperature negatively impacts the cell and makes it less efficient by deteriorating
its performance. The small increase in the value of Jsc under high temperature is because
of the band energy, which decreases, and more electron–hole pairs are created [33]. This
suggests that this gain in the value of Jsc is so small that it cannot result in any significant
improvement in cell performance. It is observable from the results that solar cells appear to
be sensitive towards high temperatures. The Jsc of the cell under increased temperature
can be calculated using Equation (11):

Jsc

∫ ∞

hv=Eg

dNph

dhv
d(hv) (11)
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A comparison with a similar family of thin-film solar cells is presented in Table 2 to
highlight the significane of the structure.

Table 2. Comparison of the current study with a similar family of thin-film solar cells with respect to the power
conversion efficiency.

Ref Struture Method Junction Mode η

[34] Substrate/ITO/PEDOT:PSS/P3HT:PCBM/TiOx/Al Computational Single 5.14

[34] Substrate/ITO/PEDOT:PSS/P3HT:PCBM/PCBM/Al Computational Single 4.95

[35] PET/ITO/PEDOT:PSS/P3HT:PCBM/Al Computational Single 4.34

[36] Glass/FTO/ZnO/doped P3HT:PCBM/Ag Experimental Single 4.84

[37] ITO/ZnO/PTB7:PCBM/PEDOT:PSS/Ag Computational Single 5.73

[37] ITO/ZnO/PTB7:PCBM/MoO3/Ag Computational Single 5.92

[38] ZnO:Al/i-ZnO/CdS/CuInS2/Cu2O/Mo Computational Single 22.73
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Table 2. Cont.

Ref Struture Method Junction Mode η

[38] ZnO:Al/i-ZnO/SnS2/CuInS2/Cu2O/Mo Computational Single 21.62

[39] ITO/GaSe/CIGS-P+ /Back Contact/Glass Computational Single 33.36

[40] Glass/ZnO:Al/In2S3/CH3NH3PbI3/Spiro-OMeTAD/Au Computational Single 23.05

[41] AZO/ZnO/CdS/Cu2ZnSnS1.8Se2.2/Back contact/Glass substrate Computational Single 15.3

[42] SLG/ITO/WS2/CdTe/Au Computational Single 20.55

[43] Al/ITO/Al-ZnO/i-ZnO/CIGS/PbS/Mo Computational Single 24.22

Present Work Glass/FTO/V2O5/PTB7:PCBM/PCBM/ZnO/WO3/Ag/DBR Computational Single 11.02

Sustainability 2021, 13, x FOR PEER REVIEW 9 of 11 
 

𝐽௦௖ න 𝑑𝑁௣௛𝑑ℎ𝑣 𝑑(ℎ𝑣)ஶ
௛௩ୀா೒  (11)

 
Figure 6. Thermal stability of PV parameters (Jsc, Vocc, and η) at different operating temperatures. 

A comparison with a similar family of thin-film solar cells is presented in Table 2 to 
highlight the significane of the structure. 

Table 2. Comparison of the current study with a similar family of thin-film solar cells with respect to the power conversion 
efficiency. 

Ref Struture Method Junction Mode η 
[34] Substrate/ITO/PEDOT:PSS/P3HT:PCBM/TiOx/Al Computational Single 5.14 
[34] Substrate/ITO/PEDOT:PSS/P3HT:PCBM/PCBM/Al Computational Single 4.95 
[35] PET/ITO/PEDOT:PSS/P3HT:PCBM/Al Computational Single 4.34 
[36] Glass/FTO/ZnO/doped P3HT:PCBM/Ag Experimental Single 4.84 
[37] ITO/ZnO/PTB7:PCBM/PEDOT:PSS/Ag Computational Single 5.73 
[37] ITO/ZnO/PTB7:PCBM/MoO3/Ag Computational Single 5.92 
[38] ZnO:Al/i-ZnO/CdS/CuInS2/Cu2O/Mo Computational Single 22.73 
[38] ZnO:Al/i-ZnO/SnS2/CuInS2/Cu2O/Mo Computational Single 21.62 
[39] ITO/GaSe/CIGS-P+ /Back Contact/Glass Computational Single 33.36 
[40] Glass/ZnO:Al/In2S3/CH3NH3PbI3/Spiro-OMeTAD/Au Computational Single 23.05 
[41] AZO/ZnO/CdS/Cu2ZnSnS1.8Se2.2/Back contact/Glass substrate Computational Single 15.3 
[42] SLG/ITO/WS2/CdTe/Au Computational Single  20.55 
[43] Al/ITO/Al-ZnO/i-ZnO/CIGS/PbS/Mo Computational Single 24.22 
Present Work Glass/FTO/V2O5/PTB7:PCBM/PCBM/ZnO/WO3/Ag/DBR Computational Single 11.02 

4. Conclusions 
To summarize, we improved the performance of OSCs by computationally injecting 

DBR pairs in the following structure 
(glass/FTO/V2O5/PTB7:PCBM/PCBM/ZnO/WO3/Ag/DBR). The DBR pairs composed of 
WO3/LiF helped in achieving the enhancement of 1.076%. Moreover, the performed 

Figure 6. Thermal stability of PV parameters (Jsc, Vocc, and η) at different operating temperatures.

4. Conclusions

To summarize, we improved the performance of OSCs by computationally injecting
DBR pairs in the following structure (glass/FTO/V2O5/PTB7:PCBM/PCBM/ZnO/WO3/
Ag/DBR). The DBR pairs composed of WO3/LiF helped in achieving the enhancement
of 1.076%. Moreover, the performed thermal stability analysis helped in determining the
performance of the cells under high temperatures. We showed that under high temperature,
the efficiency rate of a cell deteriorates by 0.32%. In addition, the performed analysis of
the thermal stability under different operating temperatures suggested that solar cells are
sensitive towards high temperatures and decreased performance parameters. The obtained
results provide a smooth pathway for thin-film technology that can be utilized for potential
applications in solar-based devices.
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