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Time-Optimal Current Control of Synchronous Motor Drives
Reprinted from: Actuators 2022, 12, 15, doi:10.3390/act12010015 . . . . . . . . . . . . . . . . . . . 249

Chun-Fei Hsu, Bo-Rui Chen and Zi-Ling Lin
Implementation and Control of a Wheeled Bipedal Robot Using a Fuzzy Logic Approach
Reprinted from: Actuators 2022, 11, 357, doi:10.3390/act11120357 . . . . . . . . . . . . . . . . . . . 267

Baodui Chai, Junhu Yang and Xiaohui Wang
Force Characteristics of Centrifugal Pump as Turbine during Start-Up Process under
Gas–Liquid Two-Phase Conditions
Reprinted from: Actuators 2022, 11, 370, doi:10.3390/act11120370 . . . . . . . . . . . . . . . . . . . 285

Van-Cuong Nguyen, Xuan-Toa Tran and Hee-Jun Kang
A Novel High-Speed Third-Order Sliding Mode Observer for Fault-Tolerant Control Problem
of Robot Manipulators
Reprinted from: Actuators 2022, 11, 259, doi:10.3390/act11090259 . . . . . . . . . . . . . . . . . . . 301

Ming-Hong Hsu, Phuc Thanh-Thien Nguyen, Dai-Dong Nguyen and Chung-Hsien Kuo
Image Servo Tracking of a Flexible Manipulator Prototype with Connected Continuum
Kinematic Modules
Reprinted from: Actuators 2022, 11, 360, doi:10.3390/act11120360 . . . . . . . . . . . . . . . . . . . 319

vi



About the Editor

Zhuming Bi

Zhuming Bi is a Section Editor in Chief of Actuators in Advanced Manufacturing. He

received a Ph.D. degree from the Harbin Institute of Technology, Harbin, China, and the University

of Saskatchewan, Saskatoon, SK, Canada, in 1994 and 2002, respectively. Currently, he is a

Professor at the Department of Civil and Mechanical Engineering, Purdue University Fort Wayne

(PFW). Professor Bi is the 2023–2024 Fullbright-Nokia Distinguished Chair in Information and

Communications Technologies; he is the Harris Chair of Wireless Communication and Applied

Research at PFW. He has authored or co-authored four books, including three textbooks on “Finite

Element Analysis Applications”, “Computer Aided Design and Manufacturing”, and “Digital

Manufacturing”. In addition, Professor Bi has published 10 book chapters, 168 journal articles, and

over 60 articles in conference proceedings. His research interests are actuators, enterprise systems,

digital manufacturing, finite element analysis, machine design, and robotics and automation.

vii





Preface to ”10th Anniversary of Actuators”

Actuators is an international, peer-reviewed, open-access journal on the science and technology

of actuators and control systems; it was officially launched by MDPI in 2012. In its first ten years

from 2012 to 2022, it has published a total of 629 articles that cover all aspects of the studies in the

field of actuators including working principles, design optimization, performance evaluation, new

applications, robotics, and system integration. Actuators has been included the in Science Citation

Index Expanded (SCIE) since 2017, and its impact factor (IF) has steadily increased over years. The

Special Issue entitled “10th Anniversary of Actuators” was prepared to celebrate the 10th anniversary

of Actuators. It consists of 18 representative works with four main topics: systematic review for

specific actuator types, performance evaluation, design and control, and new actuators’ applications

for readers to understand the challenges and the trends of research and development in advancing

the theories, methodologies, and design tools of actuators.
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Abstract: Ice accretion is a common issue on aircraft flying in cold climate conditions. The ice accu-
mulation on aircraft surfaces disturbs the adjacent airflow field, increases the drag, and significantly
reduces the aircraft’s aerodynamic performance. It also increases the weight of the aircraft and causes
the failure of critical components in some situations, leading to premature aerodynamic stall and
loss of control and lift. With this in mind, several authors have begun to study the thermal effects of
plasma actuators for icing control and mitigation, considering both aeronautical and wind energy
applications. Although this is a recent topic, several studies have already been performed, and it is
clear this topic has attracted the attention of several research groups. Considering the importance
and potential of using dielectric barrier discharge (DBD) plasma actuators for ice mitigation, we aim
to present in this paper the first review on this topic, summarizing all the information reported in the
literature about three major subtopics: thermal effects induced by DBD plasma actuators, plasma
actuators’ ability in deicing and ice formation prevention, and ice detection capability of DBD plasma
actuators. An overview of the characteristics of these devices is performed and conclusions are drawn
regarding recent developments in the application of plasma actuators for icing mitigation purposes.

Keywords: plasma actuators; dielectric barrier discharge; deicing; ice sensing; flow control

1. Introduction

Ice accretion on various component surfaces causes undesirable loads that pose a
serious problem for aviation and wind turbines [1]. When aircraft fly in cold climates
and pass through clouds containing supercooled water droplets, severe ice formation and
subsequent icing on aircraft surfaces often occur [2,3]. This phenomenon of ice formation
can negatively affect the normal operation of various aircraft components, for example, the
aircraft wings. Ice accumulation on the leading edge of the aircraft wings disturbs the flow
and degrades aerodynamic performance by increasing drag and reducing lift, which can
seriously compromise flight safety [4,5]. It is estimated that 9% of aircraft safety accidents
are originated by ice accretion [6].

Depending on the icing formation mechanism and conditions, different types of ice
can form, usually defined as rime ice, glaze ice, or mixed ice. Rime ice occurs when droplets
freeze almost immediately after impinging on the surface. This phenomenon usually occurs
at low temperatures, low liquid water content, and low flow velocity [7]. On the other
hand, glaze ice forms when the cooled water droplets freeze gradually after impinging
on the surface. This phenomenon usually occurs at temperatures around 0 ◦C and with
high liquid water content. Mixed ice, in turn, consists of a mixture of rime and glaze ice
and occurs when both types of ice are formed [8,9]. Regardless of the type of ice, any ice
accretion phenomenon can pose a hazard to the aircraft, but the formation of rime ice is
usually less harmful to the aerodynamic performance of the wings [9]. The ice accretion
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on the surface, even in small amounts, increases the roughness of the surface and reduces
maneuverability to a dangerous level [10]. In addition, ice can also build up in the aircraft’s
speedometers and pressure sensors, making them difficult to operate [10]. Furthermore,
ice crystals can form at high altitudes and coexist with the supercooled water droplets. If
ice crystals are continuously ingested into the engine’s core compression system, they can
provide sufficiently cold conditions to refreeze and accumulate on the engine surfaces, a
phenomenon commonly referred to as “ice crystal icing”. This phenomenon can lead to
loss of thrust, compressor damage, and/or flameout [11,12].

As in the aviation industry, ice accretion is also a major problem in the wind power
industry [13]. Considering the limited wind power near the ground, the idea of operating
wind turbines at high altitudes has grown in recent years, because wind speed increases
significantly with altitude [14]. In the first thousand meters of altitude, the wind speed
usually increases by about 0.1 m/s per 100 m of altitude, which is a considerable increase in
wind energy, because the wind energy varies with the cube of wind speed [15]. In addition,
cold regions are very attractive for wind energy generation [16]. In these regions, the higher
air density at lower temperatures provides about 10% more available wind energy than
in other regions [17]. Therefore, cold climate regions at high altitudes provide optimal
conditions for wind energy generation, and, for this reason, about a quarter of the world’s
wind turbine capacity is now installed in cold climate regions [18,19]. However, these
regions also have favorable conditions for ice formation and accretion on wind turbines
blades. The performance of wind turbines is affected by several factors, such as the blade
design, the technical parameters of the turbine, the location, and the climate, in which
blade icing is a critical factor that reduces the performance of the wind turbine [20]. It
is estimated that the power loss of wind turbines due to icing can reach values up to
50% per year, depending also on the duration of icing [21]. In addition to the losses in
electricity generation, the unbalanced loads caused by ice formation lead to deterioration
of the components and shortening of their lifetime, which, in turn, significantly increases
the maintenance costs of wind turbines [22]. Moreover, considering the possible use of
small-scale vertical axis wind turbines in urban areas, ice accumulation increases the load
and noise and can lead to ice shedding and ice throwing events that can generate dangerous
projectiles [23].

Considering this background, and given the impact of ice accretion on the aviation and
wind energy industries, several works have been carried out over the years to investigate
and further develop different deicing systems [17,21]. One of the latest proposed deicing
technologies is based on the use of surface dielectric barrier discharge (DBD) plasma
actuators. These simple devices have been studied over the years for active flow control
and aerodynamic efficiency improvement [24–27]. However, only recently have researchers
started to investigate the possibility of using the thermal effects produced by these devices
for deicing and anti-icing purposes [28,29]. Since these devices present a behavior similar
to a capacitor, researchers have also investigated the possibility of using plasma actuators
as capacitive ice sensors [30]. By combining all these functionalities, DBD plasma actuators
can simultaneously detect ice formation and accumulation on the surface, perform deicing,
and improve aerodynamic efficiency. Considering this enormous potential of DBD plasma
actuators for anti-icing applications, the present work aims to review and critically exploit
the recent developments in plasma actuators for icing mitigation applications. First, the
traditional devices and techniques for deicing and ice sensing are discussed. Then, the
design and operation of surface dielectric barrier discharge plasma actuators are explained,
after which the ability of plasma actuators to induce thermal effects, perform deicing, and
operate as ice sensors will be exploited in different subsections. To finalize the current
work, several conclusions will be drawn about the potential of DBD plasma actuators
for simultaneous deicing, ice sensing, and active flow control in aeronautics and wind
turbine applications.
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2. Traditional Techniques for Ice Protection Systems

Ice protection systems are designed to prevent ice accretion on wind turbine and
aircraft surfaces (particularly leading edges) such as wings, propellers, rotor blades, engine
intakes, and environmental control intakes. When the ice builds up to a significant thickness
on the surfaces, it alters the shape of the airfoils and flight control surfaces, reduces
wind turbine performance, and reduces the control or handling characteristics of the
aircraft [31,32]. Ice protection systems can be based on deicing operations (removal of snow,
ice, or frost from the surface), anti-icing operations (prevention of ice adhesion or delay of
its formation or reformation), or combined deicing and anti-icing operations. Ice protection
systems include the application of active and/or passive ice protection techniques. Active
ice protection systems include the use of mechanical methods, the application of heat, the
use of dry or liquid chemicals to lower the freezing point of water, or a combination of
these various techniques. Passive ice protection systems, on the other hand, use coatings or
modifications to surface structures to prevent or delay ice accretion on the surface. Figure 1
summarizes the different types of techniques used in ice protection systems that we will
assess in the following subsections.

Figure 1. Different anti-icing and deicing techniques generally used in ice protection systems.

2.1. Traditional Deicing and Anti-Icing Techniques Used in Ice Protection Systems

The pneumatic deicing boot is a common mechanical technique for ice protection
systems, generally used for in-flight deicing. This system consists of pneumatic boots gen-
erally installed on the leading edge of the wings and/or control surfaces, as ice accumulates
particularly frequently in these areas. The pneumatic boot is commonly made of rubber
layers with one or more air chambers between them so that they can be rapidly inflated
and deflated to expel ice that has accumulated on the surface [33,34]. This rapid movement
of the rubber breaks the adhesion of the ice, and it is removed and carried away by the
airflow around the aircraft surface. This type of system is suitable for low and medium
speed aircraft [17]. Ice protection systems based on pneumatic boots have the advantage of
requiring low engine bleeding air, but the pneumatic boots need to be replaced frequently
and also require frequent inspection and maintenance.

3
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Another type of deicing system is based on the use of electrically resistive elements
and is commonly referred to as an electro-thermal protection system [35–38]. A schematic
illustrating the operation of an electro-thermal ice protection system is shown in Figure 2.

Figure 2. Illustration of the operation of an electro-thermal ice protection system (ETIPS) (reproduced
from Huang et al. [39] with permission of Elsevier).

These elements generate heat when current is applied to them and are usually em-
bedded in a rubber layer that is implemented in the leading edges of the surfaces that
should be protected. These devices can operate continuously, providing a constant heat
flux and preventing ice accretion, or intermittently, by removing ice only when it accretes.
The second mode, in which the device operates as a deicer, involves much less power
consumption because the system melts only the ice in contact with the surface to break
the ice’s adhesion and shed it through the flow around the surface. Normally, when ice
accumulation is detected, these systems first operate as a deicing system to melt and remove
the ice that has already accumulated, and then operate as an anti-icing system to prevent
continuous ice accumulation.

Electro-mechanical ice removal devices form another group of ice protection systems.
Often referred to as EMEDS (Electro-Mechanical Expulsion Deicing Systems) [40–42], this
type of system contains actuators installed on the surface of the structure that produce a
mechanical force to expel the ice from the surface [43]. A schematic of this type of system is
shown in Figure 3.

The system generally consists of an electronic deicing control unit (DCU) that controls
the apparatus and operating times, an energy storage bank (ESB) that supplies high-
current electrical pulses to the system, and a leading-edge assembly (LEA) that contains
the actuators that are moved to induce a shock wave on the protected surface and expel
the ice. The system uses microsecond-scale high-current electrical pulses delivered to the
actuators to generate opposing electromagnetic fields. The electromagnetic fields cause the
actuators to rapidly change shape, which causes the leading-edge surface to vibrate at a
very high frequency, dislodging the accumulated ice. This system can also be combined
with an electrical heating element which prevents ice accretion while the actuators remove
the ice that has accumulated in the area downstream of the heated part. This hybrid system
is generally called a Thermo-Mechanical Expulsion Deicing System (TMEDS) [44].

A recent method, still under development, is based on the application of ultrasonic
vibrations to break and delaminate the ice accumulated on the surface that should be
protected [45–47]. In this type of system, ultrasonic waves with high energy are used to
generate a shear stress on the surface in contact with the ice layer, which can break and
remove the ice [48]. This shear stress is generated by the difference in wave propagation
speed between the ice and the surface due to the different physical properties of the two
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media. Compared to the electro-thermal deicing systems, the ultrasonic deicing systems
are not thermal and, therefore, require much less energy. Some works have reported the
potential of this type of ice protection systems. Palacios et al. [49] demonstrated that certain
ultrasonic modes generated by horizontal shear waves produce sufficient shear stress to
remove the accreted ice layer from a host structure, and Budinger et al. [50] reported on the
resonance modes and ultrasonic frequencies for low-power ultrasonic deicers.

Figure 3. Schematic of the Electro-Mechanical Expulsion Deicing Systems (reproduced from Huang et al. [39]
with permissions from Elsevier).

The deicing and ice removal operations can also be achieved using shape memory
alloys. Shape memory alloys are used in this type of system because these materials
can undergo a very large dimensional change induced by relatively small temperature
variations. Considering this possible effect, the shape-changing properties of these materials
are used in ice protection systems to promote ice removal [51–53].

Ice protection systems can also be based on very rapid electromagnetically induced
vibrations. These systems are usually referred to as electro-expulsive systems and use
an electric current passing through a parallel copper layer to create a repulsive magnetic
field that induces small jumps of high acceleration on the upper conductor. This motion
causes the ice to break into very small particles that are carried away by the adjacent
airflow. This type of system is attractive for small aircraft, but it is not easy to install it
on already existing wing structures [54,55]. On the other hand, there is also the electro
impulse deicing system, which uses high-voltage capacitors that can be rapidly discharged
by an electromagnetic coil, which in turn induces strong eddy currents in the metal surface
that should be protected [56–59]. As a result, strong opposing electromagnetic forces are
generated between the actuator coil and the metal surface, which is rapidly accelerated.
This motion leads to the disruption of the ice and consequent shedding by the adjacent air
stream [60]. The main disadvantage of this system is the electromagnetic interference and
structural fatigue caused by its operation.

Another electrically operated ice protection system uses heating tapes made of thin
graphite foil. This is a fast system that, when activated, instantaneously increases the
temperature of the tape and melts the ice accreted on its surface, which is then carried away
by the air flow. This system is very interesting because the thin graphite foil can be easily
applied to the surface of various aircraft or wind turbine components. However, it has
currently not been certified in aircraft flying under icing conditions [61,62].

The thermal air bleed anti-icing system is an additional ice protection system used
primarily in modern larger jet aircraft and fixed wing transport aircraft [63,64]. In these
systems, hot air is bled off the engine and transported by tubes in order to be exhausted
through small holes in the lower surface of the wing. This hot air increases the surface
temperature to a value above the freezing point of water in order to melt or evaporate the
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ice. In turbine-powered air vehicles, the hot air is usually extracted from the compressor
section of the engine [65]. In contrast, for turbocharged and piston-powered aircraft, the
bleed air is taken from the turbocharger. The work of Domingos et al. [66] is an example of
a study that analyzed the implementation of a bleed air ice protection system. A few works
have also reported the possible application of loop heat pipes (LHP) as an ice protection
system. These loop heat pipes are highly efficient two-phase heat transfer systems that
allow considerable amounts of heat to be transported over long distances. Studies have
demonstrated their anti-icing ability and shown that they can be efficiently used as ice
protection systems [67].

Another type of ice protection system is based on chemical deicing devices. In these
systems, chemical antifreeze is pumped through small orifices on the surface to be protected
to prevent ice accretion. Propylene glycol and ethylene glycol alcohol are examples of
chemicals that can be used for this purpose. These components allow a protective layer
to form on the surface of aircraft or wind turbine components that prevents the water
from freezing at temperatures lower than the freezing point of water, thus delaying the
possibility of ice formation and accumulation. However, the effectiveness of these systems
in preventing ice formation is limited by the properties of the chemical and the prevailing
weather conditions. In addition, under certain flow conditions, the rheology of the fluid
may change and the thickness of the chemical layer may become too thin. In addition, the
environmental impact of chemical deicing agents is still a major concern. Propylene glycol
and ethylene glycol, although supposedly biodegradable, can pollute water resources, and
they exert high levels of biochemical oxygen, which can adversely affect aquatic life. In
addition, the system and liquid container are usually heavy and, thus, increase the weight
of the aircraft [68–70].

All of the above-mentioned are systems that actively control ice formation and can
be activated or deactivated. Another class of ice protection systems is the passive systems,
which generally include techniques to modify the physicochemical properties of the surface
to make it more difficult for ice to adhere to the surface [71]. The hydrophobic or super-
hydrophobic coatings represent a passive ice protection system. These coatings have a
high degree of water resistance and a self-cleaning effect that can repel water, making it
difficult or impossible for ice to form [72]. Another type of passive ice protection system is
the use of surfaces with micro- and nanoscale rough structure. This type of surface usually
reduces the time that the water remains in contact with the surface to a period that is less
than the time it needs for the water droplet to come into contact with the frozen material to
freeze and adhere [73]. The implementation of icephobic coatings is also a topic that has
been investigated as a new type of ice protection system. Icephobic surfaces are different
from hydrophobic or superhydrophobic surfaces and do not require any special treatment
or chemicals, but instead use icephobic materials such as carbon nanotubes and slippery
liquid infused porous surfaces. Huang et al. [39] performed a study on icephobic coatings
and the possibility of using them in a hybrid coating and active ice mitigation system.
These icephobic and hydrophobic coatings can also be combined with electro-thermal
and auxiliary photo-thermal performances as passive ice protection systems [74,75]. The
schematic shown in Figure 4 illustrates this possible combination. Solar anti-icing/deicing
surfaces based on photothermal materials constitute a recent method for ice protection
systems. This type of surface has grabbed the attention of several researchers that recently
have focused their works on the development of photothermal materials which can be used
for solar anti-icing/frosting surfaces (SASs) [76,77]. These surfaces can absorb sunlight
efficiently and convert the absorbed solar light energy into thermal energy, which, in turn,
can be used for delaying or preventing ice formation [78]. Since solar energy is pollution
free and a renewable energy source available in most areas, the use of photothermal ma-
terials for solar icing mitigation surfaces is a sustainable and environmentally friendly
approach [79]. In addition, this method is associated with superior surface adaptability,
long-term durability, and low-cost, which makes it a promising and beneficial option for
a wide range of anti-icing applications [80]. Carbon-based, plasmonic-metal-based, and
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semiconductor-based methods are some of the most relevant approaches reported in the
literature for SASs. The most studied photothermal conversion materials include carbon
materials, conjugated polymers, two-dimensional nano-structural materials, and metallic
particles [78]. The main disadvantages of this technique include the fact that solar radiation
is inherently intermittent and, due to weather changes, it might become hard to receive
sunlight even during the daytime. In addition, most of the reported SASs cannot remove
the condensed water effectively, which significantly enhances reflectance and leads to
reduced photothermal efficiency and decreased temperature [78,79]. Considering this,
it is highly important to understand the phase transitions of water molecules and the
nucleation and growth process of crystals during the water solidification process, and solar
interfacial evaporation can be considered in order to promote the water evaporation from
the surface. For that purpose, solar interfacial evaporation methods can be used in order
to photothermally concentrate the solar radiation absorbed by the surface, increase the
surface temperature, and promote the vapor generation [81].

Figure 4. Combination of superhydrophobic coatings with electrothermal and photothermal proper-
ties (reproduced from Zhao et al. [74] with permissions from Elsevier).

As we have seen up to now, the existent ice protection systems still present some
issues. In addition, the existent ice protection techniques only present the functionality of
deicing and/or anti-icing. This means that, when the weather changes and there are no
favorable icing conditions, the ice protection system becomes useless and adds weight to
the wind turbine blade. Therefore, in the current work, we focus on the use of DBD plasma
actuators as ice protection devices. The main advantage of using DBD plasma actuators
instead of the existent deicing technologies consists of the fact that they allow deicing and
ice prevention accumulation to be performed when required, and when it is not necessary
to perform deicing, the plasma actuator can be operated in active flow control mode,
improving the wind turbine’s efficiency. In addition, we should emphasize that although
there are some existing deicing technologies, such as superhydrophobic coatings or solar
anti-icing/deicing surfaces, that do not lead to a significant weight increase, several other
technologies, such as pneumatic deicing boots, electro-mechanical ice removal devices, or
chemical deicing systems, are clearly associated with a considerable undesirable weight
increase. Another advantage of plasma actuators is that they are very light, and the
operation and control of plasma actuators can be achieved with circuit boards, including a
full bridge converter and a transformer cascade board, that do not represent a considerable
weight increase for the system.

2.2. Traditional Ice Sensors Used in Ice Protection Systems

Ice sensors can be integrated into anti/deicing systems to provide sufficient informa-
tion to effectively operate ice mitigation devices [82]. In most aircraft ice detection systems,
sensors cannot be placed directly on the airfoil surfaces that most need to be kept free. The
addition of a protruding sensor would compromise the aerodynamics of the aircraft. While
various attempts have been made to fabricate ice detectors, they have been limited by their

7



Actuators 2023, 12, 5

accuracy, by their inability to distinguish between ice and water [83], and by their inability
to measure the thickness of the ice.

Current existing ice detection methods can be divided into direct and indirect methods
of ice detection [21]. Indirect methods use some weather conditions such as temperature,
humidity, and visibility in conjunction with empirical deterministic models to predict icing
events. These types of instruments are more expensive and not entirely reliable. Direct ice
detection methods, on the other hand, measure the change in a property such as mass, con-
ductivity, inductance, and dielectric constant to measure ice formation on the surface [84].
A direct ice detection method is based on ultrasonic damping [85]. The principle of this
method is based on measuring the change in the transmission of sound waves. Some
similar methods use piezoelectric sensors. This type of sensor detects the presence of ice by
analyzing the wave packet energy of the signal. Some other direct ice detection methods
use the principle of vibration to measure the presence of ice. These methods use a vibrating
probe or a vibrating diaphragm. When ice forms on the probe or diaphragm, the vibration
frequency of these devices changes [86]. Some ice sensing techniques are also based on
measuring the electrical charge change on the ice surface. When ice is present on a surface,
the capacitance of the surface changes, which can be measured as an indication of the
presence of ice [87,88]. An illustration of the implementation of capacitive ice sensors can
be seen in Figure 5.

Figure 5. Schematic diagram of the implementation of capacitive ice sensing (reproduced with
permission from Madi et al. [89]).

In another technique, temperature sensors are used in the stack. In this device, one
temperature sensor is kept at room temperature and another at icing. Both sensors are
heated, and the difference in the change in sensor temperature over time signals the
presence of ice. The other method of detecting ice is based on an optical measurement. The
principle of this technique is based on changing the optical properties of the surface, such
as the reflection of light and the change in emissivity. As we have seen in this subsection,
different techniques can be used for ice detection. However, these techniques still have some
drawbacks, which are summarized in Table 1. This explains the need for new optimized
technologies, such as DBD plasma sensors/actuators, for ice protection systems.

As we can see, the conventional ice protection systems require the additional imple-
mentation of ice sensors in order to detect the presence of ice and operate the deicing
device efficiently. Considering this, an additional advantage of plasma actuators against the
existent ice protection methods consists of the fact that plasma actuators can simultaneously
operate as an ice sensor and deicing system and, thus, with the same device, it is possible
to detect the presence of ice and then remove it.

8
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Table 1. Summary of the main disadvantages of the different ice sensing techniques.

Drawbacks of Various Conventional Ice Sensing Techniques

Ultrasonic damping Lack of practical application experience; feasibility
under practical conditions not proven.

Piezoelectric sensor Degradation of aerodynamic performance of blade
surface, associated with significant measurement error.

Resonance frequency measurement

Associated with large measurement error that does not
allow accurate determination of ice accumulation. In
addition, ice accumulation detection is affected by the
shape of the surface and the velocity of the object to
which it is applied.

Vibration diaphragm Lack of practical application.

Electrical change
Allows only monitoring of icing conditions in the
vicinity of the instrument. Monitoring instruments can
affect the aerodynamic performance of the rotor blades.

Temperature change Unable to detect ice formation on the surface of the
blades in a timely manner.

Optical measurement technology

Significant deviation between the calculation result and
the actual situation, the observation period is limited,
the ice accumulation may change the position and shape
of the projection aperture, and it is difficult to use during
the day. In addition, the installation of the light source
may affect the aerodynamic performance of the surface.

3. Dielectric Barrier Discharge Plasma Actuators for Ice Mitigation

Dielectric barrier discharge plasma actuators are very simple electronic devices that
have attracted great interest from the scientific community in recent years [90–92]. These
devices are capable of imparting a momentum to the adjacent flow that can be used to
manipulate the surrounding flow field. For this reason, they have been studied primarily
for active flow control. The conventional configuration shown in Figure 6 is based on two
electrodes placed asymmetrically and separated by a dielectric layer. One of the electrodes
is located on top of the dielectric layer, while the other is located at the bottom. As a
result, the first electrode is fully exposed to the adjacent atmosphere and is referred to
as the exposed electrode, while the second electrode is embedded in the dielectric layer
and is commonly referred to as the embedded, covered, or encapsulated electrode. The
embedded electrode is electrically isolated from the exposed electrode and the surrounding
atmosphere and is connected to ground. The exposed electrode, on the other hand, is
excited with a sinusoidal voltage signal with a frequency on the order of kilohertz [93–95].
The dielectric layer can be made of any dielectric material with good insulating properties
and high dielectric strength [96,97].

Actuators 2022, 11, x FOR PEER REVIEW 9 of 40 
 

 

Table 1. Summary of the main disadvantages of the different ice sensing techniques. 

Drawbacks of Various Conventional Ice Sensing Techniques 

Ultrasonic damping 
Lack of practical application experience; feasibility under prac-

tical conditions not proven. 

Piezoelectric sensor 
Degradation of aerodynamic performance of blade surface, as-

sociated with significant measurement error. 

Resonance frequency 

measurement 

Associated with large measurement error that does not allow 

accurate determination of ice accumulation. In addition, ice ac-

cumulation detection is affected by the shape of the surface and 

the velocity of the object to which it is applied. 

Vibration diaphragm Lack of practical application. 

Electrical change 

Allows only monitoring of icing conditions in the vicinity of 

the instrument. Monitoring instruments can affect the aerody-

namic performance of the rotor blades. 

Temperature change 
Unable to detect ice formation on the surface of the blades in a 

timely manner. 

Optical measurement 

technology 

Significant deviation between the calculation result and the ac-

tual situation, the observation period is limited, the ice accu-

mulation may change the position and shape of the projection 

aperture, and it is difficult to use during the day. In addition, 

the installation of the light source may affect the aerodynamic 

performance of the surface. 

3. Dielectric Barrier Discharge Plasma Actuators for Ice Mitigation 

Dielectric barrier discharge plasma actuators are very simple electronic devices that 

have attracted great interest from the scientific community in recent years [90–92]. These 

devices are capable of imparting a momentum to the adjacent flow that can be used to 

manipulate the surrounding flow field. For this reason, they have been studied primarily 

for active flow control. The conventional configuration shown in Figure 6 is based on two 

electrodes placed asymmetrically and separated by a dielectric layer. One of the electrodes 

is located on top of the dielectric layer, while the other is located at the bottom. As a result, 

the first electrode is fully exposed to the adjacent atmosphere and is referred to as the 

exposed electrode, while the second electrode is embedded in the dielectric layer and is 

commonly referred to as the embedded, covered, or encapsulated electrode. The embed-

ded electrode is electrically isolated from the exposed electrode and the surrounding at-

mosphere and is connected to ground. The exposed electrode, on the other hand, is excited 

with a sinusoidal voltage signal with a frequency on the order of kilohertz [93–95]. The 

dielectric layer can be made of any dielectric material with good insulating properties and 

high dielectric strength [96,97]. 

 

Figure 6. Schematic of the conventional surface dielectric barrier discharge plasma actuator (repro-

duced from Rodrigues et al. [98] with permission of Elsevier). 

Figure 6. Schematic of the conventional surface dielectric barrier discharge plasma actuator (repro-
duced from Rodrigues et al. [98] with permission of Elsevier).

9



Actuators 2023, 12, 5

When the actuator is supplied with a sufficiently high voltage amplitude, the adjacent
layer is ionized due to the fast electron movement between the exposed electrode and
the dielectric surface. These electrically charged particles are accelerated downstream in
the presence of the strong electric field and exert an impulse on the adjacent neutral air
molecules. As a result, an ionic wind is generated, tangential to the surface to which the
actuator is attached, which can be used to influence the adjacent air flow field [99,100].
In other words, the generation of the plasma discharge exerts a body force on the adja-
cent air, which is pulled toward the surface and accelerated downstream, tangentially
to the actuator surface. The performance of plasma actuators can be affected by various
factors and parameters. Various works have been performed in order to improve the
actuator’s performance by, for example, changing its configuration or the type of dielectric
material [101,102]. The most important parameters affecting the performance of the DBD
plasma actuator are summarized in Table 2.

Table 2. Summary of the main parameters that influence the DBD plasma actuators performance.

Parameters That Influence the Plasma Actuator Performance

Input signal characteristics
â Voltage amplitude (1–80 kVpp) [103,104]
â Frequency (1–60 kHz) [105,106]
â Waveform type (sinusoidal, quadratic, or triangular) [107]

Geometrical parameters

â Exposed electrode width (1–10 mm) [92,108]
â Embedded electrode width (8–20 mm) [109,110]
â Gap between the electrodes (0–3 mm) [109]
â Dielectric thickness (0.3–4 mm) [110,111]

Dielectric materials

â Kapton [112]
â Teflon [109]
â PMMA [110]
â PIB rubber [111]
â Macor [113]
â Cirlex [92]
â PVDF [114]

Actuator configuration â Single DBD Plasma actuator [115]
â Micro DBD Plasma actuator [108]
â Nano second pulsed plasma actuator [116]
â Multiple encapsulated electrode actuator [112]
â Sliding DBD plasma actuator [110]
â Stair-shaped DBD plasma actuator [117]
â Segmented electrode plasma actuator [118]
â Plasma heat knife actuator [119]
â Plasma synthetic jet actuator (linear or annular) [120,121]
â Curved plasma actuators (horseshoe or serpentine) [122,123]

One of the reasons these devices have become so popular in aviation is that they are
fully electronic and do not use moving mechanical parts, which usually add significant
weight to the aircraft. They are also instantaneous in response, very lightweight, robust,
easy to manufacture and implement, and consume little power [124–126]. In addition,
several numerical approaches are now available that allow investigation under conditions
that are difficult to reproduce experimentally [127–131]. Considering all these features,
plasma actuators have been studied over the years for a variety of applications in the
fields of active flow control and heat transfer. Table 3 provides an overview of the possible
applications of DBD plasma actuators.

Initially, DBD plasma actuators were investigated only for active flow control ap-
plications. However, over the years, several authors realized that these devices produce
significant thermal effects and began to investigate the thermal properties of these devices.
After realizing the potential of plasma actuators to produce thermal effects, several authors
began to focus their research on the use of DBD plasma devices for anti-icing or deicing
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purposes. In addition, since plasma actuators are capacitive devices, the authors discovered
the possibility of using them as ice detection sensors. In the following subsections, the
various works carried out considering these new functionalities of DBD plasma actuators
are evaluated.

Table 3. Summary of the possible applications of DBD plasma actuators.

DBD Plasma Actuators’ Applications

Active Flow Control Field

â Flow separation control [132–134]
â Wake control [135]
â Aircraft noise reduction [136,137]
â Modification of velocity fluctuations [138–140]
â Drag reduction [94]
â Lift coefficient enhancement [103,141]
â Flow boundary layer modification [142]
â Turbulence reduction [143,144]

Heat Transfer Field

â Film cooling efficiency enhancement [145,146]
â Surface cooling [147]
â Deicing and anti-icing [28,148,149]
â Ice sensing [30,111]

3.1. Thermal Effects Induced by Dielectric Barrier Discharge Plasma Actuators

Although most of the initial studies mainly considered the aerodynamic plasma effect
and neglected the heat dissipation phenomenon, we now know that a large percentage
of the power applied to the DBD plasma device is dissipated in the form of heat. In fact,
only a very small fraction of the power applied to the actuator is transferred to the adjacent
air as kinetic energy. As explained by Kriegseis et al. [150] and Roth et al. [151,152], and
illustrated in Figure 7, the total power delivered to the DBD plasma actuator is composed
of the reactive power, the power consumed in dielectric heating, the power expended
to maintain and promote the plasma discharge, and, finally, the fluid mechanic power
delivered to accelerate the adjacent air.

Figure 7. Power-flow diagram of a dielectric barrier discharge.

As we know, the reactive power is the complex power that represents the energy stored
and retrieved by the load. Thus, it consists of the power that is continuously absorbed by
the actuator and returned to the energy source. When dielectric materials are under the
action of direct current, the DC conduction current is negligible if they are good insulators.
However, this is not the case when a dielectric is under the action of an alternating electric
field, as is the case with DBD plasma actuators. When an appreciable AC current is in
phase with the electric field, part of the power is dissipated as dielectric heating due to
the phenomenon of dielectric hysteresis, which is similar to hysteresis in ferromagnetic
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materials [153,154]. Due to this effect, the dielectric layer of the plasma actuator can
consume a considerable amount of heat, usually referred to as dielectric power dissipation,
which can be estimated as follows:

Pl = U2 2π f A
d

εRε0 tan(δ). (1)

where Pl is the power loss in the dielectric materials, U is the voltage, f is the frequency,
A is the area, d is the distance of the electrodes, meaning that in a plasma actuator will be
given by the dielectric layer thickness, εR is the relative permittivity of the dielectric, ε0 is
the permittivity of vacuum, and tang(δ) is the dielectric loss factor.

During plasma discharge, electrons move from the exposed electrode to the di-electric
surface in the first half of the AC cycle and back in the next half. During this movement, the
electrodes collide with the neighboring particles and generate two plasma micro-discharges
per AC cycle [155,156]. Due to this repetitive motion, a significant percentage of energy is
also dissipated by elastic collisions of electrons, vibrational excitations, collisions between
ions and neutral molecules, and thermal energy transferred from electrons to neutral
particles [98,157]. This power consists of the power required to continuously maintain
the plasma discharge. Finally, some of the power is transferred to the adjacent air as
fluid mechanical power, which imparts momentum to the adjacent particles, accelerating
them downstream in a tangential direction toward the surface. In general, this power
is quantified by considering it as the equilibrium of the flow rate of the kinetic energy
density [158–160] and is expressed by:

Pm =
∫ ∞

0

1
2

ρv(Y)3ldY. (2)

where Pm is the mechanical power of the fluid, ρ is the air density, v(Y) is the velocity
profile, and l the length of the plasma discharge.

The works of Roth et al. [109,151] can be considered the first works to show the var-
ious sources of power loss, with emphasis on dielectric heating. Later, in the study of
Dong et al. [161], although the focus of the work was not on a thermal analysis of DBD
plasma actuators but on the study of the aerodynamic performance of these devices under
subsonic flow, the authors calculated the energy lost in the dielectric and experimen-
tally measured the vibrational and rotational temperatures of the plasma using spectro-
scopic emission measurements. In the same year, Jukes et al. [162] studied the jet flow
induced by dielectric barrier discharge plasma actuators and, additionally, applied ther-
mal imaging techniques to estimate the surface temperature of the dielectric material
due to plasma operation. By analyzing the results obtained and considering various as-
sumptions, an analytical formula for estimating the plasma gas temperature was derived.
However, in a later work by Joussot et al. [163], it was shown that the formula derived by
Jukes et al. [162] did not provide sufficiently accurate results for the plasma gas temperature.
Joussot et al. [163] performed thermal infrared measurements to determine the dielectric
surface temperature when the plasma was turned on and after the discharge was turned off.
Similar to the work of Jukes et al. [162], but with much greater emphasis on analyzing the
gas temperature distribution, Stanfield et al. [164] experimentally determined the rotational
and vibrational temperature distributions as a function of voltage. They concluded that the
rotational temperatures for N2 and N2

+ decrease in the induced flow direction and increase
with the increase in the applied voltage.

Later, various authors began to focus more on the use of infrared thermal cameras
to characterize the surface temperature of plasma actuators in order to analyze in depth
the thermal effects of DBD plasma actuators. Tirumala et al. [165] performed infrared
temperature measurements for plasma actuators with different dielectric thicknesses
and for different glow states provided by different input voltage waveforms. In turn,
Rodrigues et al. [166] experimentally investigated the influence of dielectric thickness and
type of dielectric material on the surface temperature field of plasma actuators operated
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at different voltages. In a follow-up work, Rodrigues et al. [167] additionally studied the
influence of an external flow on the surface temperature field of plasma actuators with
different dielectric thicknesses and different dielectric materials.

A typical surface temperature contour of a DBD plasma actuator is shown in Figure 8.
This figure shows the surface temperature field of a plasma actuator operated at quiescent
conditions and under the influence of an external flow. As can be seen in this figure, the
temperature of the top surface of the plasma actuator increases significantly due to the
plasma discharge. The highest temperatures are measured at the onset of plasma formation
near the exposed electrode. At quiescent conditions, the area of the exposed electrode has a
similarly high temperature as the area where the plasma starts, due to the good thermal
conductivity of the material of the exposed electrode. Under the influence of an external
flow, however, the temperature values decrease along the entire actuator surface, with the
area of the exposed electrode showing a significantly greater decrease.
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Figure 8. Typical surface temperature field of a dielectric barrier discharge plasma actuator with
a dielectric thickness made of Kapton, 1 mm thick, operating at 8 kVpp and 24 kHz: (a) quiescent
conditions (b) under external flow influence (reproduced from Rodrigues et al. [167] with permission
of Elsevier).

In addition, Figure 9 shows the spatial temperature variation along the top surface of
the plasma actuator for different input voltage levels. As we can see, the temperature along
the x-axis is higher and almost constant between x/l = 0 and x/l = 1, which corresponds to
the region of plasma formation. The temperature increases with increasing applied voltage,
and at higher voltages, the temperature profile starts to oscillate more, which means that
the plasma discharge becomes more and more filamentary. In the y-direction, the highest
temperatures are found near the exposed electrode edge and decrease in the y-direction.

Later, Abbasi et al. [168] studied the thermal properties of plasma actuators in a
turbulent boundary layer using infrared thermography and presented transient thermal
results. They also investigated the effect of duty cycle on the thermal properties of plasma
actuators and concluded that they exhibit strong oscillatory temperature variations at
low frequencies in the range of 5–10 Hz, while at higher frequencies, a similar effect to
continuous operation occurs. Recently, Kaneko et al. [169] also studied the thermal effects
of plasma actuators using infrared thermal imaging to understand the effects of the shape
of the exposed electrode. They demonstrated that the topology of the discharge differs
between plate and wire electrodes, and, therefore, the surface temperature fields also
show differences. The surface temperature measurements and thermal property analysis
performed in the above studies have shown that plasma actuators cause a significant
increase in the surface temperature of the dielectric. The temperatures determined in these
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studies are significantly higher than the solidification temperature of water, demonstrating
the potential of plasma actuators to prevent ice formation and accumulation on the surface
on which they are used.

Figure 9. Spatial temperature variation along the x-axis and y-axis for a plasma actuator made of
Kapton, 1 mm thick, operating at different voltage levels and 24 kHz: (a) variation along the x-axis
and (b) variation along the y-axis (reproduced from Rodrigues et al. [166]).

Due to the nature of the plasma discharge, which results from the use of high voltage
and the generation of a high electric field, several conventional measurement techniques,
such as thermocouples, cannot be used directly because of the strong electromagnetic
interference. In view of this, Rodrigues et al. [98] proposed a new calorimetric technique
to quantify the thermal power generated by DBD plasma devices. In this technique, a
thermally isolated duct with a fan at the inlet is used to generate a constant axial airflow.
The plasma actuator is placed in the airflow calorimeter and the temperature is measured
without plasma discharge and after a certain operating time with plasma discharge. Us-
ing the basic calorimetric law and applying it to this particular case, the thermal power
generated by the dielectric barrier discharge can be estimated by the following equation:

Pt = ρΦCp∆T. (3)

where Pt is the thermal power generated by the plasma device, ρ is the air density, Φ is the
air flow rate, Cp is the specific heat of the air at constant pressure, and ∆T the temperature
variation in the air due to the plasma discharge operation. This experimental technique was
used in the works of Rodrigues et al. [98,114] to estimate the thermal power generated by
DBD plasma actuators made of different dielectric materials and different dielectric layer
thicknesses. In addition, they also estimated the dielectric power loss using the analytical
formula previously published in Roth et al. [151]. Figure 10 shows the ratio of active power,
thermal power, and dielectric power loss for actuators made of 0.3 mm Kapton and 1.02 mm
Kapton operated at different voltages.
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Figure 10. Comparison between active power, total thermal power generated, and power dissipated
as dielectric heating in plasma actuators operating at different voltage levels and 24 kHz: (a) actuator
made of Kapton with 0.3 mm thickness and (b) actuator made of Kapton with 1.02 mm thickness
(reproduced from Rodrigues et al. [98]).

Figure 10 shows that plasma actuators dissipate a large percentage of power as thermal
energy, regardless of dielectric thickness. Rodrigues et al. [114] studied the thermal power
generated by actuators with different dielectric materials and concluded that depending
on the dielectric material, 60% to 95% of the power applied to the actuator is released
as thermal energy. This proves once again the potential of plasma actuators to prevent
ice formation or promote local ice melt. Most studies dealing with the thermal effects
of dielectric barrier discharge have been performed experimentally, but some numerical
studies can also be found in the literature. Aberoumand et al. [170] numerically investigated
the effects of various DBD plasma actuator arrangements on the temperature field in a
channel flow, and Benmoussa et al. [171] numerically investigated the phenomenon of gas
heating in dielectric barrier discharges due to the Joule heat effect for Ne–Xe gas mixtures.
Recently, Zhang et al. [172] conducted a detailed review of recent developments in the
thermal properties of dielectric barrier discharge surface plasmas and demonstrated the
potential of these devices to produce significant thermal effects that can be used for deicing
and ice prevention applications.

3.2. Plasma Actuators for Deicing and Ice Formation Prevention

Prevention of ice formation or deicing is an extremely important process in various
industries. In particular, in the global aviation sector, ice formation on the surface of aircraft
causes various types of alarms, ranging from environmental damage, as it affects aerody-
namics and leads to an increase in fuel consumption and pollutant emissions, to catastrophic
accident situations, as it can cause mechanical and electrical malfunctions [173,174]. Simi-
larly, in the wind energy market, ice accumulation on the rotor blades leads to large loads on
the wind tower, causing significant losses in power generation, dangerous ice throw around
the turbine, and even structural failure [175]. Considering that a significant percentage of
the energy supplied to DBD plasma actuators is converted into heat dissipated from their
surface, as described in the previous section [98,114], these devices have been proposed as
a viable alternative to prevent ice formation and/or deicing of aerodynamic components
in various applications. Recent literature has reported on various configurations of DBD
plasma actuators used in different systems and tested under different conditions.

The study by Cai et al. [29] is one of the first experimental reports on the use of
DBD plasma actuators for deicing and anti-icing. The authors installed handmade plasma
actuators on a cylinder model surface subjected to supercooled flow in a wind tunnel. The
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DBD plasma actuators consisted of a 0.33 mm thick Kapton dielectric layer (six 0.056 mm
thick stacked) and two 0.03 mm thick asymmetric copper electrodes with 3.3 and 10 mm
wide exposed and encapsulated electrodes, respectively. The actuators were coupled to
a Teflon cylinder (45 mm diameter and 220 mm length), without spacing, in a multiple
actuator configuration covering ≈80 mm of the cylinder length, as shown in Figure 11.

Figure 11. Multi-actuator configuration (adapted from Cai et al. [29] on with the permission of Springer).

The deicing and anti-icing tests were performed in a closed-circuit icing wind tunnel,
where the airflow velocity (U) could range from 5 to 18 m/s and the air temperature (T)
from −25 to 30 ◦C. The anti-icing tests, conducted at a wind speed of 15 m/s and with the
actuator supplied at 15 kVpp and 13.4 kHz, showed that after 16 min of actuation, no ice
accretion occurred on the cylinder surface covered by the DBD, while clear ice formed in
the uncovered zone (Figure 12a–c). Deicing tests, conducted after the wind tunnel was
operated for 15 min with the spray of supercooled droplets, showed complete removal of
the 5 mm thick ice layer after 150 s of plasma actuation at 15 kVpp and 13.4 kHz and at
constant airflow velocity and temperature (Figure 12d–f).

Figure 12. Anti-icing (a–c) and deicing (d–f) DBD plasma multi-actuator model at V = 15 m/s and
T = −10 ◦C after: (a) t = 0 s, (b) t = 210 s, (c) t = 930 s, (d) t = 0 s, (e) t = 120 s, (f) t = 180 s (adapted
from Cai et al. [29] with the permission of Springer).

Liu et al. [149] investigated the use of thermal effects induced by a DBD plasma
actuator for aircraft icing mitigation compared to conventional electrical heating. Both
systems were installed in parallel in a NACA 0012 airfoil with a chord length of 150 mm
(Figure 13a), made of hard-plastic material through 3D printing rapid prototyping, and
tested in an icing research tunnel with a wind speed capability of 60 m/s and airflow
temperature as low as −25 ◦C, equipped with atomizing spray nozzles capable of injecting
water droplets with mean volume diameter (MVD) ≈20 µm, allowing the liquid water
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content (LWC) in the tunnel to be adjusted. The DBD plasma actuator consisted of four
encapsulated copper electrodes (350 mm length × 10.0 mm width) and five exposed copper
electrodes (96 mm length × 3.0 mm width) with a thickness of 70 mm and zero overlap
gap, separated by three layers of Kapton 130 µm thick. The four encapsulated electrodes
were evenly distributed over ≈27% of the chord length of the airfoil and were spaced 3 mm
apart each (Figure 13b).

Figure 13. (a) Top view and (b) side view of NACA 0012 airfoil model with the DBD plasma actuator
and electrical film heater side-by-side on the surface: (a) top view and (b) cross section view (adapted
from Liu et al. [149] with the permission of Elsevier).

The first exposed electrode near the leading edge had a smaller width of 5.0 mm to
generate more plasma in this area. The conventional electrical film heater consisted of
an etched foil element with a thickness of 0.013 mm encapsulated between two layers of
0.05 mm thick Kapton film and 0.025 mm thick FEP adhesive tape over a total area of
50.8 × 101.6 mm. Prior the start of the tests, the icing tunnel was operated at −5 ◦C for
60 min to ensure a thermal steady state. The tests were performed at U = 40 m/s, T = −5 ◦C,
and LWC = 1.0 g/cm3. The power density of the two devices was kept constant and equal
to 15.6 kW/m2. The thermal profiles of both systems in operation were obtained through
an infrared thermal imaging camera. In the first test phase, the DBD and the electric film
heater were turned on for 60 s. After 10 s, the temperature of the DBD electrodes increased
by about 10 ◦C, while the temperature of the dielectric layer (in the spaces between the
electrodes) remained below 0 ◦C (Figure 14a). After 60 s of operation, thermal equilibrium
was reached for both devices (Figure 14b). From 60 s (instant t0 in Figure 14c,d), the
water spray system was connected, and it was found that after 25 s, the impingement
of the supercooled water droplets on the airfoil caused a significant temperature drop in
the electric film heater, while the temperature of the DBD plasma actuator dropped only
slightly (Figure 14c). After 200 s, the temperature of both devices practically did not change,
indicating that thermal equilibrium was reached (Figure 14d), which in turn means that the
energy supplied to the devices was sufficient to prevent ice accumulation on the airfoil.

In the context of this study, another report by Liu et al. [176] compared the actuation
of DBD plasma actuators with conventional electrical heating using the same experimental
setup and conditions as reported in [149]. The reported results are consistent with the
previous information. Only after 200 s of operation did ice begin to form at a nearby
plasma discharge site. In view of these results, the authors considered that the DBD
plasma actuator-based method had a more promising performance compared with the
conventional electrical heating method, because the temperature drop on the DBD surface
was much lower. This difference was explained by the fact that the water droplets were
heated not only by heat conduction but also by heat convection as they moved through the
hot air above the DBD (Figure 15).
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Figure 14. Time evolution of the temperature distributions over the DBD plasma actuator and the elec-
trical film heater airfoil surfaces sides after: (a) t = 10 s, (b) t = 60 s, (c) t = t0 + 25 s, and (d) t = t0 + 200 s
(adapted from Liu et al. [149] with the permission of Elsevier).

Figure 15. Heating mechanism of an impinging droplet on a DBD plasma actuator surface (adapted
from Liu et al. [149] with the permission of Elsevier).

This half–half configuration (similar to [149]) was previously used by Zhou et al. [28] in
a study designed to demonstrate the effectiveness of DBD plasma actuators as deicing and
anti-icing devices. DBD plasma actuators, based on three layers of Kapton with a thickness
of 130 µm and multiple exposed and encapsulated copper electrodes with a thickness
of 70 µm, were symmetrically placed in the middle of a NACA 0012 airfoil (half on and
half off). The system was exposed to typical glaze ice conditions (U = 40 m/s, T = −5 ◦C;
LWC = 1.5 g/m3) and rime ice conditions (U = 40 m/s, T = −15 ◦C; LWC = 1.0 g/m3).
In the half where the DBD plasma actuators were turned off, ice formed shortly after the
start of the experiments, while in the half where the DBD were turned on, ice formed
only in the region downstream of the covered area. This is a common problem in thermal
based anti-icing and deicing systems, for which some authors propose a hybrid solution
combining DBD with hydrophobic/icephobic coatings, which will be discussed later.

Chen et al. [177] evaluated the anti-icing performance of a nanosecond surface dielec-
tric barrier discharge (NS-DBD) and investigated the effect of pulse frequency and voltage
amplitude on actuation performance. The NS-DBD plasma actuator is a device driven by
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repetitive high voltage pulses with fast rise times on the order of nanoseconds [178]. The
NS-DBD consisted of exposed (2 mm wide) and buried (10 mm wide) electrodes with thick-
ness of 0.027 mm separated by three layers of Kapton tape as a dielectric layer (0.24 mm
thick) (Figure 16a). The device was installed on an aluminum airfoil model NACA 0012
with a chord length of 280 mm and a spanwise length of 145 mm, as shown in Figure 16b.
The airfoil was covered with a film 2.5 mm thick PTFE (polytetrafluoro-ethylene) to prevent
heat transfer between NS-DBD and the airfoil structure.

Figure 16. (a) Schematic of NACA 0012 airfoil with NS-DBD plasma actuator attached. (b) Side
view of the airfoil with the NS-DBD (adapted from Chen et al. [177] under the Creative Commons
Attribution License).

Experiments were performed in an icing research tunnel under conditions of U = 65 m/s,
T = −10 ◦C, LWC = 0.5 g/cm3, and MVD = 25 µm. The wind tunnel was turned on 1 h before
the experiments to reach a steady state, then, the NS-DBD plasma actuator was turned
on for ≈100 s (t = 0 s) to reach thermal equilibrium, and finally, the water sprayer was
activated. To understand the effects of the discharge conditions, experiments with higher
voltage amplitude and lower pulse frequency (HV-LF) and discharges with lower voltage
amplitude with higher pulse frequency (LV-HF) were performed. Dynamic evaluation of
anti-icing, with continuous impact of supercooled water droplets, showed that for the same
input voltage, the LV-HF discharge performed better than the HV-LF discharge, as shown
in Figure 17.

In the LV-HF discharge (Figure 17a), it was found that the supercooled droplets that
hit the airfoil on the surface of the NS-DBD melted and flowed backward and, in turn, ice
was formed in the areas of the airfoil that were not covered by the plasma actuator. In the
discharge HV-LF (Figure 17b), ice accretion was detected even in the NS-DBD zone, first
between the electrodes and at the end along the entire leading edge. The authors suggested
the existence of a threshold frequency corresponding to the voltage amplitude of actuation
signal and the incoming flow condition, which determined the anti-icing performance.

Following NS-DBD, Kolkbair et al. [179] reported the investigation of a hybrid system
for deicing and anti-icing based on the combination of a NS-DBD plasma actuator and
a superhydrophobic surface (SHS) coating on the airfoil surface. The exposed (≈95 mm
wide) and grounded electrodes of the NS-DBD plasma actuator were made of copper
tape ≈ 70 µm thick separated by a PVC (polyvinyl chloride) dielectric layer ≈ 0.3 mm
thick. The device was coupled to a 3D-printed NACA 0012 airfoil with a chord length
of 150 mm, in a configuration similar to that presented in [177], and, finally, was painted
with enamel. To test the SHS, some prototypes were sprayed with the superhydrophobic
coating Hydrobead on the top of enamel, according to the procedure described in [180]. The
hydrophobized surfaces showed a significant increase in the static contact angle from ≈65◦

to ≈157◦ for the Enamel and Hydrobead surfaces. The experiments were conducted in an ic-
ing research tunnel (the same as in [149]), and the temperature map during ice accretion was
obtained using an infrared thermal imaging system. Tests were conducted at U = 40 m/s,
T = −5 ◦C, and LWC = 0.8 g/cm3, and it was found that ice formed on the leading edge of
the airfoil when the actuator was off, despite the hydrophobic treatment. In turn, when
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the NS-DBD was turned on at V = 14 kV, f = 2 kHz, and P = 175 W/m, the supercooled
water droplets formed ice at the leading edge only after 60 s, but the backward-flowing
water froze on the airfoil surface and formed rivulets from ≈30 s of experimental time. For
the actuation conditions of V = 14 kV, f = 4 kHz, and P = 350 W/m, an ice-free leading
edge was observed, but ice rivulets appeared on the back surface after ≈30 s. Finally, at a
plasma actuation of V = 14 kV, f = 6 kHz, and P = 525 W/m, there was no ice formation at
either the leading edge or at the trailing edge of the airfoil. It should be emphasized that
for untreated airfoil surfaces, ice accretion was observed at the leading edge and at the
trailing edge for all input conditions tested. The authors concluded that the combination of
NS-DBD plasma actuation and SHS coating effectively prevents ice accretion on the entire
structure of the airfoil.

Figure 17. Dynamic anti-icing process of NS-DBD plasma actuator: (a) LV-HF discharge and
(b) HV-LF discharge (adapted from Chen et al. [177] under the Creative Commons Attribution License).

Actuator surface wettability was also addressed in the study by Zheng et al. [181],
where the effect of a hydrophobic coating on the dielectric layer of a SDBD plasma actu-
ators was studied. Two types of dielectric layers were prepared, one of ordinary quartz
(1 ± 0.01 mm thick) and another of SiC treated quartz glass, both with exposed electrodes
(5 × 50 mm) and buried electrodes (15 × 40 mm) in copper foil (0.03 mm thick) arranged in
an asymmetric configuration. The measured contact angle of the SiC-treated surface was
119.5◦, about five times higher than that of the ordinary quartz glass surface. The static
deicing experiments at 10 kV and 6 kHz showed that the SiC-coated actuator melted an
area of 7.1 cm2 of ice after 60 s of experiment time, while the quartz glass actuator melted
9.2 cm2, with the estimated power consumption of the SiC-coated actuator being 7.35 W,
while the uncoated quartz glass actuator consumed 14.7 W. Therefore, the efficiency of the
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SiC-coated actuator after 60 s was 0.996 cm2/W, which was 54.31% higher than that of the
uncoated actuator (0.626 cm2/W).

Returning to the scope of the NS-DBD, Liu et al. [182] also evaluated the anti-icing and
deicing performance of these devices for in-flight ice mitigation of aircraft. The experiments
were conducted in the same icing research tunnel used in [149], and the plasma actuators
were fabricated with five layers of PVC as the dielectric layer (≈100 µm thick per layer),
one exposed electrode, and nine encapsulated electrodes, all with the same thickness and
length of about 70 µm and 125 mm, respectively. The device was coupled to a NACA
0012 airfoil model (150 mm chord length) fabricated by 3D printing from hard plastic in a
half–half configuration of the NS-DBD plasma actuator with plasma on versus plasma off,
as shown in Figure 18.

Figure 18. Schematic of the airfoil model used for anti-icing and deicing studies (adapted from
Liu et al. (2019) based on [11] with the permission of IOP Publishing).

Ice accretion tests were performed under different temperature (−15 to −5 ◦C) and
frequency (2 to 6 kHz) conditions, keeping U = 40 m/s and LWC = 1.0 g/cm3 constant.
As in the previous study, the authors found that increasing the operating frequency of the
NS-DBD plasma actuator significantly improved the anti-icing and deicing performance.
As shown in Figure 19a, the supercooled water droplets impinging on the wing surface
quickly formed an ice layer around the leading edge at 2 kHz, while almost no ice formed
around the leading edge of the wing airfoil at 6 kHz (Figure 19b), largely due to the higher
thermal energy generation at higher operating frequency. Regarding the temperature
effect, the authors found that the plasma actuation showed better anti-icing and deicing
performance at warmer air temperatures of T = −5 ◦C for the same frequency input signal.

In another study by Liu el al. [183], the use of a DBD plasma actuator operating in
duty cycle mode was tested for aircraft ice mitigation and compared with a DBD operating
in continuous mode. The authors used a NACA 0012 airfoil, fabricated by 3D printing
from hard plastic, as the wing profile, with DBD plasma actuators installed in a half–
half configuration, similar to Figure 19 from [182], with each half used for the respective
type of actuation. The DBD consisted of four encapsulated electrodes and five exposed
electrodes (70 µm thick) separated by three layers of Kapton film (130 µm thick). The
exposed electrodes were evenly distributed on both halves of the wing profile with 3 mm
spacing. The airfoil was tested in an icing research tunnel at U = 40 m/s, LWC = 1.0 g/cm3,
and T = −5 ◦C, and it was turned on 60 min (t0) before testing to ensure steady-state
conditions. The results showed that using duty cycle mode with a modulation frequency of
1 Hz exhibited better anti-icing performance at the same power input. Figure 20 shows that
the DBD operated in duty cycle mode was ice-free by the end of the 140 s of test, while the
conventional actuator had an ice film in the plasma zone after about 20 s of testing. The
authors also demonstrated that increasing the duty cycle modulation frequency increased
the heat dissipation of the DBD, thus improving its anti-icing and deicing capabilities.
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Figure 19. Time-evolution of the dynamic ice accretion experiments over the airfoil surface with the
NS-DBD plasma actuator being operated at (a) 2 kHz and (b) 6 kHz (adapted from Liu et al. [182]
with the permission of IOP Publishing).

Figure 20. Ice accretion over the airfoil in duty-cycled plasma actuation (left side) versus conventional
continuous plasma actuation (right side) (adapted from Liu et al. [183] with the permission of Elsevier).

An interesting anti-icing approach, based on the so-called “heat knife”, was proposed
by Wei et al. [119]. The authors developed a device based on a series of surface dielectric
barrier discharge (SDBD) plasma actuators in a specific configuration, which they called
the “stream-wise plasma heat knife” (see Figure 21).
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According to the authors, in this configuration, when the device was powered by a
high-voltage source, the generated plasma rapidly gave off heat around the discharge,
allowing a fast thermal response that quickly heated the water droplets impinging on the
“stream-wise plasma heat knife”. The device was installed in the NACA 0012 airfoil model
(280 mm chordwise length and 300 mm spanwise length), wrapped with a 2-mm thick
polyimide film for thermal and electrical insulation, and tested in an icing research tunnel
at LWC = 0.5 g/cm3, MVD = 25 µm, U = 65 m/s, and two temperatures of −5 and −15 ◦C.
The “stream-wise plasma heat knife”, which consisted of a dielectric layer of 0.15-mm-thick
Kapton tape separating the exposed (2-mm-wide) and encapsulated (10-mm-wide) elec-
trodes made of 0.06-mm-thick copper foil, was operated with a nanosecond pulsed power
with a peak voltage of 7.7 kV and frequency of 6 kHz. The typical snapshots of the time
evolution of the dynamic ice accretion experiments (Figure 22) showed that at T = −5 ◦C,
there was no ice formation in the plasma region after 180 s. At T = −15 ◦C, a small ice
layer appeared between two exposed electrodes after 90 s, but it did not grow further or
disappear over time. Under both conditions, ice accumulated in the plasma-free region.

Figure 22. Time evolution of the dynamic anti-icing process at (a) T = −5 ◦C and (b) T = −15 ◦C
(adapted from Wei et al. [119] with the permission of Elsevier).
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In an identical report, Wei et al. [184] studied the removal of 3 mm thick ice accumu-
lated on the surface of a nanosecond pulsed surface dielectric barrier discharge (nSDBD).
The apparatus and experimental setup were similar to that used in [119], and tests were per-
formed under typical glaze icing conditions: LWC = 0.5 g/cm3, MVD = 25 µm, U = 65 m/s,
and T = −5 ◦C. The nSDBD was connected after 90 s of ice formation on its surface (≈3 mm
thick), and it was found that melting of the ice started immediately after the plasma
discharge started, and the whole process took about 4 s. Moreover, ice accretion in the
plasma region did not repeat during the rest of the experiment. The authors concluded that
the thermal effects together with the aerodynamic force contributed to the good deicing
performance of the nSDBD plasma actuator.

Fang et al. [185] also discussed the concept of the “heat knife” and proposed the
plasma streamwise heat knife approach for anti-icing purposes. Two types of configurations
were experimented with the same number of streamwise exposed electrodes (3 mm wide)
spaced 10 mm apart and all connected by a spanwise electrode strip (5 mm wide). In
configuration 1, the connecting strip separated the streamwise electrodes symmetrically,
while in configuration 2, the connecting strip was placed at the end of the streamwise
electrodes, as shown in Figure 23.

Figure 23. Two different configurations of streamwise plasma heat knife mounted at the leading edge
of the airfoil from Su et al. [186] (with permission under a Creative Commons license).

The electrodes were made of a 0.06-mm-thick copper foil and a 0.18-mm-thick dielectric
layer of Kapton tape. The devices were attached to the leading edge of a NACA 0012
organic glass airfoil (Figure 23) and tested in an icing wind tunnel with constant ice
conditions of U = 20 m/s, T = −15 ◦C, LWC = 1 g/m3, and MVD = 40 µm and electrical
conditions of 9 kVpp and 6 kHz. Configuration 2 showed better anti-icing performance than
configuration 1, because it was ice-free on most of the surface covered by the actuator, unlike
configuration 1, where an ice ridge formed on the spanwise electrode. Based on these results,
Su et al. [186] proposed a three-level electrode configuration by reformulating configuration
2 to improve heating under severe icing conditions. Anti-icing tests were conducted
in an icing wind tunnel (U = 65 m/s, T = −15 ◦C, LWC = 0.5 g/cm3, MVD = 25 µm)
with a power consumption of 70 W. It was found that the reconfigured three-level heat
knife achieved better anti-icing results than the original configuration at the leading edge
of the airfoil, but a significant ice ridge was formed at the trailing edge.

Meng et al. [187] compared the anti-icing efficacy of three types of SDBD plasma
actuators, each designed for a different type of actuation: type-1 to generate induced flow
in the same direction as the incoming flow, type-2 to generate induced flow in the opposite
direction of the in-coming flow, and type-3 to generate induced jets in the vertical direction.
All actuators consisted of 0.07 mm thick copper electrodes separated by three 0.13 mm
thick Kapton layers. The arrangement and size of the electrodes varied depending on the
configuration: four exposed electrodes (5 mm wide) and four buried electrodes (5 mm
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wide) for type-1 and type-2, and five exposed electrodes (3 mm wide) and four buried
electrodes (5 mm wide for the first and 10 mm wide for the others) for type-3, as shown
in the cross-sectional images of the airfoils shown in Figure 24. The SDBD actuators were
coupled to a model of a NACA 0012 airfoil (0.15 m chord length and 0.4 m span length) in
a half–half configuration, similar to that used in [182], with two separated plasma on and
plasma off zones. The device was tested in an icing wind tunnel under the conditions of
U = 40 m/s, LWC = 1.0 g/cm3, and T = −5 ◦C. The configuration that induced perpendicular
flows (type-3) achieved the best anti-icing performance by ensuring no ice accumulated
on the entire underside of the airfoil, while the configurations with induced flows in the
same (type-1) and opposite (type-2) directions were 57% and 81% of the airfoil chord length
ice-free (Figure 24).

Figure 24. Ice accretion on the airfoil surface after 112 s (adapted from Meng et al. [187] with the
permission of AIP Publishing).

Kolbakir et al. [188] also studied and compared the performance of different configu-
rations of anti-icing DBD plasma actuators, arranged in different orientations and varying
the number and width of exposed electrodes. The actuators were constructed with a PVC
film of ≈400 µm thickness on the dielectric layer and a copper tape of ≈70 µm thickness on
the electrodes. The exposed electrodes were all the same length (72 mm) and the width
varied from 4.00 to 60.0 mm depending on the test case. The DBD were tested in an icing
research tunnel (U = 40 m/s, T = −5 ◦C, LWC = 1.5 g/m3) coupled to a NACA 0012 airfoil
model (150 mm chord length and 400 mm span length) in streamwise and spanwise layouts.
The streamwise layout resulted in higher plasma-induced surface heating and, thus, better
anti-icing performance than the spanwise layout. Streamwise actuators prevented ice
accretion not only at the leading edge, but also on the trailing edge of the airfoil, as the
surface heating delayed the runback ice formation.

Lindner et al. [189] investigated the effect of electrode type and electrode configuration
on the anti-icing performance of SDBD actuators. The authors developed SDBD plasma
actuators using microelectromechanical systems (MEMS) technology and compared the
performance with SDBD fabricated by printed circuit board (PCB) technology. The anti-
icing and deicing experiments were conducted in an icing wind tunnel at U = 27 to 50 m/s,
T = −18 to −20 ◦C, LWC = 3 g/m3, and MVD = 20 µm. Different materials were used for
the dielectric layer of the SDBD actuators: FR4 TG135 (500 µm thick) in PCB and zirconia

25



Actuators 2023, 12, 5

(150 µm thick) and borofloat glass (500 µm thick) in MEMS. It was concluded that a smaller
thickness of MEMS SDBD electrodes (0.3 µm) compared to the 35 µm thickness of PCB
SDBD favored the anti-icing performance, as shown in Figure 25. Moreover, the anti-icing
effect is independent of the ionic wind generated, so the thickness of the substrate can be
reduced. Titanium was also identified as the most suitable material for electrode fabrication.
The authors suggested that the density of the electrodes and the thickness of the dielectric
layer play a crucial role in the effectiveness of the device.

Figure 25. Anti-icing experiments of the three studied materials. Images below depict a magnification
of the area marked in green (adapted from Lindner et al. [189] with permission under the Creative
Commons Attribution License).

The ice shape modulation method on the leading-edge airfoil was studied by
Jia et al. [190] using nSDBD. The actuators were constructed with a dielectric Kapton
layer (0.18 mm thick), and exposed (3 mm wide) and encapsulated (5 mm wide) copper
foils (0.027 mm thick) electrodes were installed on a NACA 0012 plexiglass airfoil (800 mm
spanwise length and 200 mm chord length) and tested in an icing wind tunnel under glaze
ice conditions (LWC = 1.5 g/m3, MVD = 25 µm, T = −5 ◦C, U = 65 m/s) and under frost
ice conditions (LWC = 0.5 g/m3, MVD = 25 µm, T = −15 ◦C, U = 65 m/s). Using nSDBD
ice shape modulation, the continuous ice at the leading edge of the airfoil was periodically
modulated into segmented ice pieces. Under glaze ice conditions, the ice on both sides
of the deicing zone began to coalesce after 360 s, while under frost ice conditions, this
occurred after 270 s. The authors concluded that the ice shape modulation method can
reduce energy consumption by more than 50% compared to full deicing.

Abdollahzadeh et al. [111] developed a parametric optimization of DBD plasma
actuators for ice sensing and deicing performance. The DBD were built with a 0.3 mm thick
Kapton layer, a 20 mm wide embedded copper electrode, a 5 mm wide exposed copper
electrode, and a 0 mm gap between the electrodes. For deicing tests, the DBD surface
was covered with an 8 mm thick ice layer, and the actuator was operated at 4 kVpp and
24 kHz (Figure 26a). After 1550 s, the ice layer detached from the DBD surface, and a large
hole was formed. The authors considered that the melting process was complete at this
point (Figure 26b). Soft ice (6 cm × 10 cm × 1.7 cm, Figure 26c) was also tested in deicing
experiments, and it was observed that the frost layer was completely melted after about
780 s (Figure 26d).

Gao et al. [191] presented an innovative plasma synthetic jet actuator (PSJA) concept
for ice mitigation, as an alternative to the usual SDBD-based deicing and anti-icing systems.
Deicing experiments were conducted at a room temperature of 10 ± 2 ◦C, and the system
was found to be effective in removing free columnar ice layers of 200 mm diameter and 3, 8,
and 10 mm thickness in the different failure modes of radial and circumferential crushing,
radial and circumferential cracking, and radial cracking. For improving the deicing effi-
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ciency of plasma actuators over an airfoil, Hu et al. [192] performed an optimization study
for the implementation of plasma actuators on a realistic configuration of the NACA0012
airfoil model and emphasized that the biggest advantage of the AC-SDBD plasma actuator
is that it can be simultaneously used for flow control and ice mitigation using the same
device, meaning that the actuators can be used for icing control in icing conditions and
flow control in the non-icing environment. Recently, Tanaka et al. [193] performed an
experimental study about snowfall flow control using a high-durability designed plasma
electrode, and Lilley et al. [194] studied the effects of water adhesion from droplets directly
sprayed onto a plasma actuator and its plasma glow recovery.

Figure 26. Time evolution of the deicing process of ice (a,b) and soft ice (c,d) layers (adapted from
Abdollahzadeh et al. [111] with permission under Creative Commons license).

Various forms of deicing and anti-icing actuation based on dielectric barrier discharge
were presented and discussed. The prevention of ice accretion is becoming a leading
application for DBD plasma actuators; however, the fact that these devices are multi-
functional and have a prominent application in active flow control to suppress boundary
layer separation and/or delay airfoil stall, which improves aerodynamic performance,
should not be underestimated. At the same time, they can be used as effective deicing
and/or anti-icing devices to prevent ice accumulation on the airfoil surface and ensure
safer and more efficient operation [188].

3.3. Ice Sensing by Dielectric Barrier Discharge Plasma Actuators

In addition to the possible use of plasma actuators as active flow control and deicing
devices, Abdollahzadeh et al. [195] recently disclosed the possibility of using these devices
as ice sensors. In this work, the authors explain that since plasma actuators behave similarly
to a capacitor, they can also be operated as capacitive ice sensors and detect the presence of
water, air, or ice on their top surface. The properties of water are different in different states
of matter, i.e., the dielectric constant of ice is different from that of liquid water. When we
apply an alternating current to the plasma actuator, an electric field is generated on the
top of the dielectric layer, in the region between the exposed electrode and the covered
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electrode. This electric field is affected by the medium on top of the dielectric layer; since
air, water, and ice are media with different properties and different dielectric permittivity,
the presence of water or ice on the surface of the actuator changes the electric field and,
consequently, the different electric parameters of the actuator, such as charge or capacitance.
Therefore, by monitoring the electrical properties of the DBD plasma actuator, it is possible
to detect the presence of air, ice, or water on the top surface of the plasma device and, in
this respect, to operate the device as an ice sensor. Abdollahzadeh et al. [30] experimentally
investigated the operation of a DBD plasma actuator as a simultaneous deicing and ice
sensing device and demonstrated that their electrical properties change significantly when
the medium adjacent to the actuator surface is changed. Figure 27 shows the change in the
electrical properties of a single DBD plasma actuator due to the change in the properties of
the adjacent medium.

Figure 27. Variation in the plasma actuator electrical properties in the presence of different adjacent
medium: (a) Variation in the DBD sensor/actuator charge in the presence of 4 mm, 8 mm, and 15 mm
thick ice layer and a 4 mm thick water film. (b) Temporal variation in the DBD sensor/actuator
capacitance and charge in the presence of an ice layer (reproduced from Abdollahzadeh et al. [30]
with permissions of Elsevier).

Figure 27a shows that the charge variation along the voltage cycle changes significantly
due to the presence of air, ice, or water on the top of the actuator. In the presence of air, the
voltage–charge curve is narrower, and the maximum and minimum charges have lower
absolute values. The absolute charge values increase in the presence of a layer of ice and
become even larger in the presence of a thin film of water. In Figure 27b, we see that
DBD plasma actuators can also be used as ice sensors to monitor the melting process of a
thin ice layer over time. Figure 27b shows that in the first phase, both the charge and the
capacitance increase, which means that the ice is melted and the fraction of liquid water
increases with time. In phase 2, a sudden decrease in the values of charge and capacitance
is observed, which means that the water between the ice and the actuator has been drained
and the amount of ice/water on the actuator’s surface has been significantly reduced. In
phase 3, a slower decrease in capacitance and charge values is still observed, which means
that smaller pieces of ice are still removed. Abdollahzadeh et al. [30] demonstrated not only
the potential of plasma actuators for ice sensing, but also that by using networks of multiple
plasma actuators, it is possible to detect the position of the ice, since each actuator provides
an individual signal. Later, in the study of Rodrigues et al. [118], this possibility was
optimized by developing a new plasma actuator configuration characterized by a plasma
actuator with multiple encapsulated electrodes that allows for detection of the position of
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the ice, or where there is a major ice accumulation. This configuration is shown in Figure 28
along with the monitoring voltage signals when the ice is placed on the left segment.

Figure 28. Segmented encapsulated electrode configuration for ice location detection: (a) Schematic
of the actuator configuration with three segmented electrodes. (b) Variation of the monitoring voltage
at each segmented electrode with the ice cube on the left side (reproduced from Rodrigues et al. [118]).

Figure 28b shows that when an ice cube is placed over one segment of the actuator
while the other segments are kept ice-free, the monitoring voltage of that segment increases
significantly, indicating that it is covered with ice. Since the monitoring signal of each
segment is independent of the other segments, each segment operates as an independent
sensor, and by knowing its position, it is possible to detect the specific position where
ice accumulates. Recently, Abdollahzadeh et al. [111] performed a parametric study to
understand the effect of dielectric material, dielectric thickness, exposed electrode width,
embedded electrode width, and gap on the performance of the plasma actuator as an
ice sensor. Rodrigues et al. [196] and Xie et al. [197] have conducted further studies to
investigate the suitability of DBD plasma actuators for multipurpose applications and
demonstrated that these devices are capable of performing ice sensing, deicing, and flow
control simultaneously.

4. Conclusions

Ice accretion on aircraft and wind turbine surfaces is a major problem for both the
aviation and wind power industries. For aircraft flying in cold conditions, the ice buildup
phenomenon can be harmful for the normal operation of several aircraft components,
including, for example, the aircraft wings. Ice accumulation on the leading edge of aircraft
wings disturbs the flow and degrades aerodynamic performance by increasing drag and
decreasing lift, which may seriously threaten flight safety. In a similar way, ice accretion
is also a major problem for the wind power industry. Cold regions are very attractive
for wind power generation, since these regions are usually associated with higher air
density and higher wind speeds. However, these regions are also associated with favorable
conditions for ice formation that affect and reduce wind turbine performance. In addition
to the reduction in performance, the unbalanced loads caused by ice accumulation lead to
deterioration of the components and a shortening of service life, which, in turn, considerably
increases the maintenance costs of wind turbines. With this in mind, several works have
been carried out over the years to study and further develop different ice protection systems.
Ice protection systems include passive and active deicing and anti-icing techniques as well
as ice sensing methods.
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Active ice protection systems include the use of mechanical methods, the applica-
tion of heat, the use of dry or liquid chemicals to lower the freezing point of water, or
a combination of these different techniques. These methods include techniques such as
pneumatic deicing boots, electrically resistive elements, electro-mechanical expulsion sys-
tems, thermo-mechanical expulsion devices, ultrasonic vibration methods, shape memory
alloys, electromagnetically-induced vibration systems, thermal air bleed anti-icing systems,
or chemical deicing devices. Passive ice protection systems, on the other hand, involve
coatings or modifications to the surface structures to prevent or delay the ice accretion on
the surface. These types of systems include hydrophobic or superhydrophobic coatings,
micro- and nanoscale rough structures, and the combination of icephobic and hydrophobic
coatings with electrothermal and auxiliary photothermal effects. Ice protection systems
also involve the use of ice detection techniques which can be categorized in direct and
indirect methods of ice detections. Indirect methods utilize some weather conditions such
as temperature, humidity, and visibility combined with empirical deterministic models to
predict icing events, while direct ice detection methods measure a change in a property
such as mass, conductivity, inductance, and dielectric constants to estimate ice formation
on the surface.

Recently, plasma actuators have been introduced as attractive devices for ice protection
systems. These devices are capable of imparting momentum to the adjacent flow, which can
be used to manipulate the local flow field. In addition, they have an instantaneous response
time, are very lightweight, robust, easy to fabricate and implement, and consume low
power levels. As demonstrated in the literature, these devices produce significant thermal
effects which can be used for anti-icing or deicing purposes. The total power delivered
to the DBD plasma actuator is composed of the reactive power, the power dissipated in
dielectric heating, power spend to maintain and promote the plasma discharge, and, finally,
the fluid mechanic power that is delivered to the adjacent air accelerating it. Different
authors studied the actuator surface temperature field induced by the plasma discharge
and concluded that the surface temperature increases significantly, especially at the onset
of the plasma formation. At quiescent conditions, the exposed electrode region has a
similar high temperature to the region where the plasma is generated due to the good
thermal conductivity of the exposed electrode material. However, under the influence of
an external flow, the temperature magnitudes decrease along the actuator surface, with
the exposed electrode region showing a much larger decrease. In addition, researchers
quantified the thermal power generated and concluded that plasma actuators dissipate a
large percentage of power as thermal energy, regardless of the dielectric thickness. This
thermal power released by the actuator is approximately 60 to 95% of the power supplied
to the device, depending on the dielectric material. These results prove the potential of
plasma actuators to avoid ice formation or promote local ice melting. Considering that a
significant percentage of the power supplied to DBD plasma actuators is converted to heat
dissipated from their surface, these devices have been proposed as a viable alternative to
prevent ice formation and/or deicing in aerodynamic components in various applications.
Various configurations of DBD plasma actuators have been reported in recent literature,
applied to different systems, and tested under diverse conditions. Plasma actuators have
been studied as deicing devices, and their ability to prevent ice accumulation on different
objects, such as airfoils or cylinders, has been demonstrated. The performance of using
plasma actuators as ice prevention systems was also compared to conventional electric
heaters commonly used in ice protection systems. The studies showed that the DBD
plasma actuator-based method presented a more promising performance compared to
the conventional electrical heating method, because the temperature drop on the DBD
surface was much lower. This difference was explained by the fact that the water droplets
were heated not only by thermal conduction but also by thermal convection as they travel
through the hot air above the DBD. In addition, various authors have also demonstrated
the potential of using nanosecond plasma actuators for deicing and removal of ice from
the surface. In line with these studies, it has also been shown that these devices can be
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combined with superhydrophobic surface coatings to improve the efficiency of the ice
protection system. In addition, to improve the deicing efficiency of these devices, a new
configuration called a “stream-wise plasma heat knife” has been proposed. Various works
were developed considering this new configuration to improve its performance. Other
works also addressed the study of different layouts, actuators positioning, and different
types of electrodes and dielectric materials. In all the works, authors agreed on the ability
of plasma actuators to efficiently perform deicing and ice prevention operations.

In addition to the potential use of plasma actuators as active flow control and deicing
systems, these devices have recently been proposed as ice sensors. Since plasma actuators
exhibit a behavior similar to a capacitor, they can also be operated as an ice capacitive sensor
and detect the presence of water, air, or ice on their surface. When an alternating current is
applied to the plasma actuator, an electric field is generated on the top of the dielectric layer
in the region between the exposed electrode and covered electrode. This electric field is
affected by the medium on top of the dielectric layer. Thus, the presence of water or ice on
the actuator’s surface will alter the electric field in comparison to the electric field produced
in air and, consequently, will also modify the different electrical parameters of the actuator,
such as the charge or the capacitance. Therefore, by monitoring the electrical characteristics
of the DBD plasma actuator, it is possible to detect the presence of air, ice, or water on the
top surface of the plasma device and operate the device as an ice sensor. Considering all
the works and findings explored in this paper, we may conclude that plasma actuators
are ideal devices for ice protection systems, because the same device is able to perform
anti-/deicing operations and detect ice accumulation. This eliminates the need for two
different techniques for deicing and detecting ice accumulation. Furthermore, they still
have the advantage of controlling flow and improving the aerodynamic performance, even
when no deicing or ice prevention measures need to be implemented.
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Marek Lubecki 1 , Michał Stosiak 1 , Paulius Skačkauskas 2,* , Mykola Karpenko 2 , Adam Deptuła 3

and Kamil Urbanowicz 4

1 Faculty of Mechanical Engineering, Wrocław University of Science and Technology, 7/9 Łukasiewicza St.,
50-371 Wrocław, Poland

2 Faculty of Transport Engineering, Vilnius Gediminas Technical University, Saulėtekio al. 11,
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Abstract: With the development of engineering materials, as well as the growing requirements for
weight reduction and the reduction of energy consumption by mechanical systems, attempts have
been made to utilize composite materials in the design of hydraulic cylinders. In many cases, the
reduction in the weight of the actuators may lead to a reduction in the values of bending moments
acting on the booms of working machines, as well as leading to a reduction in the power demand in
drive systems. The use of composite materials can also increase the reliability of cylinders in corrosive
environments and places with strong electromagnetic fields. This paper presents the development
of hydraulic actuators made of composite materials, presenting both the achievements of research
centers and commercial companies. The main research and engineering problems are presented along
with the methods of solving them resulting from the literature available. The directions for further
research that should be undertaken in order to increase reliability, improve efficiency, and reduce
weight are also outlined.

Keywords: CFRP; filament winding; weight reduction; hydraulic drive; composite; actuators

1. Introduction

A hydrostatic drive is one of the most popular types of drives in mechanical engineer-
ing. It consists of a pump that converts kinetic energy (most often shaft rotation) into the
energy of fluid pressure, a set of valves whose task is to control the flow parameters (flow
rate, direction, and pressure), receivers (motors and actuators) converting fluid pressure
energy into mechanical energy, and other elements such as hoses or accumulators. The
popularity of this type of systems is a result of a number of advantages, such as a high ratio
of power transmitted to the mass of the system, the possibility of arranging the elements
on the machine, or the possibility of obtaining almost any functional structure as well as
the ease of automation [1].

Hydraulic cylinders are actuators whose task is to convert the energy of fluid pressure
into the mechanical energy of a reciprocating movement. The fluid acts on the movable
element of the actuator (piston or plunger) causing a force directly proportional to the
pressure and the area of the element. A double-rod hydraulic cylinder is shown on Figure 1.
It consists of a front joint (1), piston rod (2), front-end cap (3), piston (4), barrel (5), rear-end
cap (6), and a tail joint (7) [2]. Standard hydraulic cylinders are designed to operate at
working pressures up to 25 MPa; versions with higher working pressures are also available
on request. Diameter and pitch ranges vary from a few millimeters [3,4] to several meters [5].
Many years of perfecting the design of actuators has allowed a general efficiency close to
100% [6,7] to be obtained.
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When choosing a material, the issues of strength, durability, manufacturing technology,
and cost must be taken into account [8]. Environmental issues are becoming more and
more important, forcing the reduction or elimination of harmful materials, emissions, and
the amount of waste produced. Efforts are also being made to design structures in such a
way that they consumes as little energy as possible during operation. Weight reduction
is a desirable step in this context, as it is usually associated with the increased energy
efficiency of the machine [9,10]. Conventional hydraulic cylinders are mostly made of steel
or aluminum alloys, and the seals are made of plastics and bronze. The most popular alloys
include structural steel S355J2G3 [11], austenitic stainless steel AISI 304, and aluminum
alloy Al7075 [12,13].

A composite is a material obtained by combining two or more base materials with
(most often) radically different properties. The resulting material has better and (or) new
properties compared to the components used separately or resulting from their simple
summation. In most cases, one of the materials takes the role of a matrix (continuous,
bonding medium), while the rest becomes the filler (reinforcement) [14,15].

Among the fibrous composites (in which the reinforcement is realized by fibers), we
can distinguish two main types: those reinforced with short fibers and those reinforced
with continuous fibers. Fibers (most often glass, carbon, or aramid) are characterized by a
high modulus of elasticity along their axis and high tensile strength [16]. There are many
types of fibers on the market that differ in terms of parameters and the materials from
which they are made and thus also the price.

The second component of the composite material is the matrix, the purpose of which
is to bond the reinforcement material and to enable load transfer between the fibers. It
can also stop or slow down the propagation of cracks initiated in the reinforcement and
protect the fibers from adverse environmental conditions [17]. The most commonly used
matrix materials include polyester, vinyl ester, or epoxy resins, as well as thermoplastics
(polyethylene, polypropylene, and polyamide).

Year by year, there is growing interest in the use of fiber-reinforced composite mate-
rials. This is due to their high strength, low weight, and corrosion resistance. There are
many methods of manufacturing fiber-reinforced polymeric composite materials, such as
lamination (hand, spray, vacuum bag), infusion molding, winding, weaving, and pultru-
sion. In the production of high-pressure cylinders and tanks, mainly winding and weaving
methods have been used [18].

2. Design and Research Issues

When designing a hydraulic cylinder, it is necessary to take into account the differences
resulting from the nature of the composite material. A number of problems that the designer
faces during the design process of such an element are presented below.

2.1. Material Anisotropy

The use of fiber-reinforced composites in a load-bearing structure entails the need
to take into account the significant anisotropy of such materials. A single unidirectional
layer shows high strength and a high Young’s modulus along the fibers, but much lower
parameters in the direction perpendicular to the reinforcement fibers. The classical methods
of calculating the barrel wall thickness taken from conventional actuator designs cannot be
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used [19]. Designers must therefore use computational methods developed for multilayer
elements, often combining anisotropic composite layers with isotropic steel or aluminum.

2.2. Piston–Barrel Interface

It is crucial to ensure the proper frictional cooperation of the piston seal with the inner
surface of the barrel. The phenomena occurring at the contact of polymer seals and the
steel or aluminum inner layer of a classic cylinder are already well known. Changing
the material, however, makes it necessary to describe these phenomena anew. Material
and technological solutions are also sought to make the inner layer as resistant to wear as
possible and with the lowest possible coefficient of friction [20,21]. One of the solutions is
the use of a thin-walled steel pipe (so-called liner) on which a composite overwrap is made.

2.3. Connecting the Barrel with the End Caps

In conventional hydraulic actuators, threaded or tie-rod connections are most often
used to connect the barrel with the end caps [22]. While the latter solution is applicable
to composite cylinders, cutting threads in the composite material is not advised [23].
Designing an actuator without tie-rods requires an adhesive or form-fit connection. An
alternative solution is to cut threads in the liner material.

3. Research Work on the Development of Composite Cylinders

The scientific literature offers various approaches to the issue of designing a hydraulic
actuator with a composite barrel.

In as early as 1986, Hashimoto et al. [24] presented an innovative composite hydraulic
cylinder with an integrated piston position sensor. They presented a method of connecting
composite parts made by winding with steel elements with the use of pins, with which the
fiber was wrapped during manufacturing. The advantage of this form-fit connection is the
continuity of the fibers and the avoidance of mechanical processing of the composite as
well as the elimination of the adhesive connection. This method was tested both statically
and with impulse loads. A magnetostrictive piston position sensor was integrated in the
actuator barrel. Such a sensor was characterized by high accuracy and repeatability of
reading, and the wound barrel structure was well suited to integrating this solution. The
described prototype had an internal diameter of 50 mm, a piston rod diameter of 28 mm, a
stroke of 500 mm, and a weight of 4.7 kg. This was a 2/3 reduction in the weight of the
element compared to a conventional steel actuator. A similar design was presented by
Sumali et al. [25]. The sensor consisted of a coil wound up during the manufacturing of the
barrel and thus embedded in its wall, and a steel piston rod that also served as the core of
the coil. The sliding of the piston rod into the coil changes the position of the core in the
coil, which changes the inductance and thus the impedance of the coil. The impedance
measurement allowed the position of the actuator piston to be determined. The resulting
cylinder had an inside diameter of 38.1 mm, an outside diameter of 44.45 mm, and a stroke
of 203.2 mm.

Mantovani et al. [26,27] presented a method of designing a composite cylinder with a
steel liner in terms of strength and buckling. The analysis presented by the authors was
performed for an actuator with a working pressure of 35 MPa, an internal diameter of
300 mm, and a stroke of 1960 mm. For this purpose, the authors used the solution of the
Lame problem modified for anisotropic materials. Design constraints have been adopted
to ensure the appropriate immediate strength of the cylinder as well as the appropriately
low values of the circumferential deformation of the cylinder and the axial deformation of
the liner. Due to the fact that the considered barrel would also transmit axial forces, the
authors designed layers in it, in which the fibers would be arranged along the axis of the
element. Finally, a modal analysis was carried out, which did not show any significant
differences in the natural frequencies between the composite barrel and the reference (steel)
one. The designed barrel had a mass of 80 kg compared to 407 kg of the reference barrel,
which translates into a weight reduction of approx. 80%.
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Ritchie et al. [28] performed the FEM analysis and manufactured and tested the piston
and the front cap from a composite material reinforced with carbon fiber. The elements were
made using subtractive methods from ready-made pipes, which is not recommended in
the case of composite materials. The authors defined the machinability of the composite as
medium and the obtained surface quality and dimensional accuracy as low. The conducted
corrosion tests as well as the comparison of the weights of both elements showed the
superiority of the composite material over steel. The paper does not present the tests of the
complete actuator.

Scholz and Kroll [20] considered removing the steel liner from the inside of the
barrel and replacing it with a nanocomposite coating with properties ensuring appropriate
tribological conditions at the barrel–piston interface. The authors presented methods of
calculating stresses in individual composite layers, as well as a method of producing
nanocomposite coatings (Figure 2). However, the process of selecting and optimizing the
laminate structure is not presented in detail. The manufactured cylinders were tested, the
deformation as a function of internal pressure and the abrasive wear of the nanocomposite
layer were determined (Figure 3). The prototypes had an internal diameter of 85.5 mm, a
barrel length of 250 mm, and a barrel thickness of 2.8 mm. The operating pressure was
35 MPa with a burst pressure of 700 MPa. The authors confirmed the suitability of a selected
coating as a sliding material in a cylinder.
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Nowak and Schmidt [29–31] conducted an in-depth theoretical analysis of composite
pipes with a steel liner, deriving analytical formulas allowing the stress distribution to be
calculated, taking into account the loads of internal pressure, axial force, and temperature.
They also conducted experimental verification with the use of strain gauges and acoustic
emission. The analysis was made for barrels with a length of 420 mm, with a liner with
an internal diameter of 185 mm, and an external diameter of 193 mm and 204 mm. The
thickness of the composite winding ranged from 7 mm to 15 mm. The internal pressure up
to 75 MPa was used in the tests. The authors showed that as long as the liner works in the
range of elastic deformations, the composite overwrap does not transfer significant loads.
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However, when the liner is in the range of plastic deformation, the composite provides the
structural integrity with the necessary strength.

Various methods of connecting the end caps to the composite barrel were considered
by Zhang et al. [32]. The authors proposed a proprietary method called inlaid connection
consisting of connecting the front-end cap, liner, and the rear-end cap using a composite
overwrap. According to the authors, this ensures a more secure connection of elements,
easier service, and more economical use of materials. The paper presents laminate strength
calculations assuming a constant winding angle of 63.43◦ and a laminate thickness of
5 mm. The calculations were carried out for a cylinder with an internal diameter of
50 mm, a piston rod diameter of 28 mm, a stroke of 500 mm, a working pressure of 25 MPa,
and a maximum pressure of 37.5 MPa. However, the authors did not take into account
the strength of the steel liner, as it was assumed that the entire load would be carried by
the composite.

Lightweight hydraulic actuators can also be used in robotics. El Asswad et al. [33,34]
designed and manufactured a prototype, and they subjected a hydraulic cylinder with a
composite barrel to bench tests and intended for it to be used as the drive of a humanoid
robot. The process of barrel design was shown taking into account the material anisotropy
using the Tsai–Hill criterion. The genetic algorithm was used to find the optimal geometric
dimensions of individual actuator elements while minimizing the final mass of the assembly.
Two prototypes of actuators were made one with tie-rods and the other, where the end caps
were connected to the barrel using adhesive. The friction coefficient was determined, which
turned out to be quite high (0.61), which was related to the properties of the composite
surface. The presented design had an internal diameter of 25 mm, a piston rod diameter of
12 mm, and a stroke of 110 mm. It was tested at a supply pressure of 4 MPa. It is worth
noting the use of a piston was made possible by 3D printing.

In a series of publications, Solazzi and colleagues presented the design process of a
composite hydraulic cylinder along with its implementation and testing. Basic strength
calculations of the barrel, front, and end caps, as well as the piston rod, were presented.
The cylinder calculations took into account the material anisotropy, and 0◦, ±45◦, and 90◦

were assumed as the allowed fiber angles [35]. The criterions of Tresca and Huber–Mises
were used as the strength criteria. The authors provided several variants of the individual
elements (made of steel, aluminum alloy, aluminum alloy, and an epoxy–carbon composite)
with a weight comparison. A prototype of a barrel, consisting of an inner steel liner and
a carbon–epoxy overwrap, manufactured using the filament winding method was also
pressure tested. Winding was performed by hand and the element was post-treated to
obtain a uniform outside diameter. Next, the authors presented a process of designing a
telescopic actuator made of a composite material [36]. The material selection and the basic
strength calculations for an isotropic material and also partially for an anisotropic material,
as well as finite element analysis, were presented. Particular emphasis was placed on
preventing buckling of the element. Once again, the Huber–Mises hypothesis, commonly
used for metallic materials, was used to assess the strength of the composite material. The
authors took into account the difficulties in joining the actuator parts resulting from the
fact that they were made of different materials and proposed the adhesive joint as the
best suited. The next paper presents strength calculations for the cylinder, taking into
account its layering (the presence of an internal aluminum liner and an external composite
reinforcement) [37]. The Huber–Mises hypothesis was used to assess the strength. Both the
end caps and the liner were made of aluminum alloy and then joined together by welding
(Figure 4). A composite reinforcement made of carbon fabric and epoxy resin was placed on
the prepared element by means of hand laminating with the help of a vacuum bag (Figure 5).
Additionally, the paper presents a piston rod made of a composite material with a method
of connecting an aluminum piston and a front joint with a composite piston rod by means
of a form fit. The last part of the article presents experimental tests of a finished actuator.
The tested actuator had a liner with an internal diameter of 50 mm and a wall thickness
of 3 mm with a 4 mm composite overwrap. The piston rod diameter was 40 mm and the
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stroke diameter was 500 mm. Next, the problem of stress variability in a cylinder consisting
of an aluminum liner reinforced with an epoxy–glass laminate was described [38]. The
variability of the stress will result from the variability of operating parameters, such as
internal pressure, as well as from the geometrical variability (manufacturing inaccuracies)
and material properties. The coefficient of variation was introduced, which is a measure
of the spread of actual stress values around the mean value, which increased with the
increase in the input parameters tolerance. Solazzi and Buffoli in their paper from 2021 [39]
described the design process of a composite cylinder taking into account the action of
fatigue loads. A membrane model of the material modified with anisotropy was adopted
for strength calculations. The Tsai–Hill criterion was adopted as the failure hypothesis,
which is better than the previously used criteria of Tresca or Huber–Mises to assess the
strength of composites. The fatigue strength was estimated using from available S-N curves
for composite materials.
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Figure 5. An actuator prototype designed by Solazzi [37].

Praveen Kumar and Lee [40] developed hybrid piston rods combining a steel core
with an external composite reinforcement. They performed buckling analysis using the
finite element method as well as experimental tests for a wide range of elements with a
length of 650 mm and outer diameters ranging from 7.5 mm to 30 mm. The CFRP content
ranged from 0% for solid steel rods to 100% for all-composite designs. It has been shown
that the increase in the proportion of composites in the element increases its resistance to
buckling. This was also influenced by the angle of the fibers, where the reinforcement at 0◦

worked best; however, it should not appear alone, but rather in combination with the layers
of ±45◦ and 90◦. The authors suggest that the use of hybrid piston rods will allow for a
significant reduction in the mass of the cylinder without sacrificing its buckling resistance,
which in the case of these elements is one of the key parameters taken into account in the
selection process.

A different approach to multi-material composite elements was presented by Sieg-
farth et al. [41]. The authors proposed two designs of a monolithic piston integrated
with the piston rod and seal manufactured using the MMAM (multi material additive
manufacturing) method. The components shown had a piston diameter of 3.6 mm, a
seal outer diameter of approximately 4.5 mm, and a piston rod diameter of 2.5 mm. It is
worth noting that the entire element was made together with sealing in one process using
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PolyJet 3D printing technology (Figure 6). The paper presents experimental studies of
water absorption, friction, and wear. Despite achieving lower operational parameters than
conventional designs, the authors indicate a high potential for the further development of
the presented solutions.

Actuators 2022, 11, x FOR PEER REVIEW 7 of 16 
 

A different approach to multi-material composite elements was presented by Sieg-
farth et al. [41]. The authors proposed two designs of a monolithic piston integrated with 
the piston rod and seal manufactured using the MMAM (multi material additive manu-
facturing) method. The components shown had a piston diameter of 3.6 mm, a seal outer 
diameter of approximately 4.5 mm, and a piston rod diameter of 2.5 mm. It is worth noting 
that the entire element was made together with sealing in one process using PolyJet 3D 
printing technology (Figure 6). The paper presents experimental studies of water absorp-
tion, friction, and wear. Despite achieving lower operational parameters than conven-
tional designs, the authors indicate a high potential for the further development of the 
presented solutions. 

 
Figure 6. Three-dimensional-printed pistons integrated with the piston rod and seal [41]. 

The complete design, manufacturing, and testing process was presented by Li et al. 
[2]. The authors described a double-rod actuator with a metallic liner reinforced with a 
CFRP overwrap (Figure 7). The end caps were connected to the barrel liner with screws, 
which ensured the possibility of servicing. The paper includes a liner material selection 
process and FEM calculations for a multi-material barrel, as well as a description of the 
manufacturing process. The prototype consisted of an aluminum alloy liner on which 
composite layers were applied by means of filament winding and hand laminating, and 
it had an internal diameter of 75 mm, a piston rod diameter of 30 mm, and a barrel length 
of 80 mm. The design pressure was 21 MPa with a maximum pressure of 31.5 MPa. The 
designed laminate had layers arranged at an angle of 0 and 90 to the axis of the cylinder. 
The FEM calculations did not use the strength hypotheses specific to composite materials, 
and the stresses were presented according to the Huber–von Mises hypothesis. The au-
thors performed leakage and friction tests, as well as deformation measurements. The 
proposed design approach managed to reduce the barrel weight by more than 56% while 
maintaining the current operating parameters. 

 
Figure 7. CFRP hydraulic cylinder prototype designed by Li et al. [2]. 

Coskun and Sahin presented a novel approach to the design of a composite hydraulic 
cylinder [42]. This solution was inspired by composite pressure vessels, in which the com-
posite winding is made not only on the cylindrical part, but also on the domes (Figure 8). 

Figure 6. Three-dimensional-printed pistons integrated with the piston rod and seal [41].

The complete design, manufacturing, and testing process was presented by Li et al. [2].
The authors described a double-rod actuator with a metallic liner reinforced with a CFRP
overwrap (Figure 7). The end caps were connected to the barrel liner with screws, which
ensured the possibility of servicing. The paper includes a liner material selection process
and FEM calculations for a multi-material barrel, as well as a description of the manufactur-
ing process. The prototype consisted of an aluminum alloy liner on which composite layers
were applied by means of filament winding and hand laminating, and it had an internal
diameter of 75 mm, a piston rod diameter of 30 mm, and a barrel length of 80 mm. The
design pressure was 21 MPa with a maximum pressure of 31.5 MPa. The designed laminate
had layers arranged at an angle of 0 and 90 to the axis of the cylinder. The FEM calculations
did not use the strength hypotheses specific to composite materials, and the stresses were
presented according to the Huber–von Mises hypothesis. The authors performed leakage
and friction tests, as well as deformation measurements. The proposed design approach
managed to reduce the barrel weight by more than 56% while maintaining the current
operating parameters.
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Coskun and Sahin presented a novel approach to the design of a composite hydraulic
cylinder [42]. This solution was inspired by composite pressure vessels, in which the
composite winding is made not only on the cylindrical part, but also on the domes (Figure 8).
In the case of an actuator, this solves the issue of connecting the end caps to the barrel. The
authors focused on the computational part in which they optimized the structure of the
barrel material using FEM and steepest ascent methods. The described solution allows the
mass of the element to be significantly reduced and the problem of connecting the barrel
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with the end caps to be eliminated. On the other hand, in the event of failure, it significantly
hinders the servicing of such an actuator.
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Figure 8. Schematic visualization of the composite hydraulic cylinder design by Coskun and
Sahin [42].

Lubecki et al. conducted tribological tests using the ball on disk method [43,44] and
adhesive tests using the pull-off method [45,46] of potential materials for the inner coating
of the composite barrel. The aim was to replace the steel liner used so far in most designs.
From these tests, it was concluded that the best material was thermosetting polyurethane,
which achieved the best adhesion results to the composite substrate, as well as a low
coefficient of friction and low wear. The team also conducted thermomechanical tests on
PET plastic confirming its suitability for the end caps of a hydraulic cylinder [47]. The
authors presented the FEM analysis taking into account the non-linearity of the material
and experimental validation on the completed end cap prototype (Figure 9). The presented
end cap was intended for use in a cylinder with an internal diameter of 40 mm. Prototype
tests were carried out at an internal pressure of 25 MPa.
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The next paper presents theoretical calculations and an experimental analysis of the
deformation of a barrel of a tie-rod hydraulic cylinder [48]. The authors indicated that
the load distribution in the real cylinder differs from that usually assumed in theoretical
calculations. An example of calculating the strength of a composite cylinder using the
classical laminate theory method was also presented. The authors pointed out that during
the strength calculations of the composite barrel, it is crucial to correctly identify the loads.
Even small deviations from the actual distribution may result, in the case of a strongly
anisotropic material, in obtaining incorrect values of the stresses and strains in the layers.
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4. Patents

Searching the patent databases, one can find a number of solutions of hydraulic and
pneumatic actuators using composite materials in their design. Patent US4685384A [49]
presents a hydraulic composite actuator, the barrel of which would consist of an internal
liner ensuring appropriate conditions for cooperation with the piston and an external com-
posite reinforcement. The integrity of the element is ensured by an additional longitudinal
overwrap that connects the front cap with a tail joint and is fixed on the supporting ring by
means of a form fit and an additional circumferential overwrap (Figure 10).
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lindrical core with threaded inserts (36) placed on it. The barrels (10), with smooth parts 
(12) and threaded parts (20), (22) are produced by a winding process and separated from 
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the inserts is transferred to the inner thread of the composite barrel. The advantage of this 
method is that it can produce multiple elements on a single core. 

Figure 10. The connection of actuator elements proposed in patent US4685384A [49]: 1—barrel,
3—piston, 4—piston rod, 5—front cap, 6—front joint, 8—end cap, 9—tail joint, 15—hoop winding,
25—longitudinal winding, 26—retainer ring, 27—retainer wire, 30—circumferential winding, and
35—end plate.

A different approach is proposed in patent US5415079A [50]. Here, the connection is
made by specially shaping both ends of the liner. The helical winding is made in such a
way that the turn takes place on the outer parts of the diameter change, which results in a
permanent connection between the liner and the composite. End caps are connected to the
cylinder by a threaded connection (Figure 11).
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Figure 11. A form-fit connection of liner and composite overwrap shown in US5415079A [50].

Patent US5435868A [51] describes a method of manufacturing composite barrels with
internal threads at the ends using the filament winding method (Figure 12). It uses a
cylindrical core with threaded inserts (36) placed on it. The barrels (10), with smooth parts
(12) and threaded parts (20), (22) are produced by a winding process and separated from
each other by distances (58). After the process, the core is pulled from the center and the
threaded inserts are unscrewed from the barrels. In this way, the outer thread contour of
the inserts is transferred to the inner thread of the composite barrel. The advantage of this
method is that it can produce multiple elements on a single core.
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(26) in which holes (30) are drilled radially. The groove (28) is designed to receive the split 
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Figure 12. A method of producing composite barrels with internal threads at the ends [51].

Patent US5465647A [52] shows a method of connecting a composite barrel with an end
cap (Figure 13) by making a groove (34) inside the barrel (10) cooperating with a barb (38)
of the cover (14). In order to increase the stiffness of the connection, after its completion, an
expanding ring (42) is used, whose task is to press the skirt (36) of the cover against the
inner wall of the barrel. As a rule, such a connection is inseparable.
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Figure 13. The method of connecting the composite barrel with the end cap [52].

Another approach to detachably connect the barrel with the end cap was presented in
US7240607B2 [53] (Figure 14). The barrel (12) has a groove (28) made on its outer surface
(26) in which holes (30) are drilled radially. The groove (28) is designed to receive the
split ring (20) also with holes (44). An end cap (16) with tapped holes (40) matching
the holes in the ring (44) and barrel (30) is placed inside the cylinder. The connection is
made by means of screws (22). The advantages of this solution are the ease of connecting
and disconnecting elements using popular tools, the possibility of using pipes available
on the market, and improving the load distribution through the use of a ring. Due to
the machining of the composite cylinder, the immediate and fatigue strength of such a
connection may be reduced.
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5. Commercial Designs

In 2014, Parker Hannifin introduced a line of Lightraulics actuators consisting of a
whole range of elements in which the barrel is reinforced with a composite overwrap.
According to the manufacturer, these cylinders can work at operating pressures up to
70 MPa with a simultaneous weight reduction of up to 60%, increased corrosion resistance,
reduced susceptibility to vibration, and high resistance to fatigue loads [54,55]. Inside the
barrel, there is a steel or aluminum liner that ensures tightness, appropriate conditions
for cooperation with the piston, and transmitting axial forces. The composite overwrap is
made only circumferentially (Figure 15a). In most designs, the end caps are connected to
the steel liner by means of a threaded connection. The exceptions are the cylinders with a
very short stroke (the ratio of the piston diameter to the stroke is close to 1:1), where there
is a variant of connecting the end caps using tie-rods (d). Short stroke cylinders (referred
to as heavy duty) come in piston diameters from 160 mm to 310 mm and a stroke from
150 mm to 300 mm. More slender solutions, mainly intended for marine applications, can
be ordered for a piston diameter up to 125 mm and a stroke up to 2500 mm.
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diameter ratio, and (d) a cylinder with a low stroke-to-diameter ratio with tie-rods [55]. 

Composite cylinder hydraulic cylinders called PolySlide are manufactured by Poly-
gon [56,57]. The manufacturer declares increased resistance to impact and corrosion as 
well as improved conditions of cooperation with the seal in relation to steel surfaces. The 
manufacturer offers solutions with several variants of the end caps connection with the 
cylinder (Figure 16): press-fit, using snap rings, pins, adhesive connections, and even 
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Figure 15. Examples of Parker Lightraulics actuator designs: (a) a cross-section showing the cylinder
structure, (b) a cylinder with a high stroke-to-diameter ratio, (c) a cylinder with a low stroke-to-
diameter ratio, and (d) a cylinder with a low stroke-to-diameter ratio with tie-rods [55].

Composite cylinder hydraulic cylinders called PolySlide are manufactured by Poly-
gon [56,57]. The manufacturer declares increased resistance to impact and corrosion as
well as improved conditions of cooperation with the seal in relation to steel surfaces. The
manufacturer offers solutions with several variants of the end caps connection with the
cylinder (Figure 16): press-fit, using snap rings, pins, adhesive connections, and even
threaded connections.
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Composite actuators are also offered by Liebherr [58]. The company describes ad-
vantages such as high strength and stiffness, low weight, good fatigue properties, and
corrosion resistance.

6. Conclusions and Outlook

The development of composite hydraulic cylinders has gained momentum in recent
years. This is indicated by the growing number of publications in scientific journals, patents,
and the appearance of commercial structures on the market. The patents focus mainly on
the methods of producing composite cylinders and their combination with end caps. The
authors of scientific papers also deal with the issues of strength calculations of composite
cylinders and the methods of eliminating the steel liner and replacing it with polymer
materials. Creative ways to use the properties of composite materials to embed the piston
position sensors in the structure of the element are also indicated.

Development work has been carried out on a wide spectrum of sizes and working
pressures from micro scale [41] to conventional sized elements [20,26,27,38,54]. With more
conservative designs, it is already possible to achieve satisfactory performance results
today [54], but for more innovative designs, more tests are needed [33,34,41].

Despite the laying of the foundations for the working structures of composite hydraulic
cylinders, it seems necessary to carry out work in the following directions:

• Material selection and testing for a non-metallic liner. There is no doubt that there
are many promising materials that should be subjected to this test. They can be both
homogeneous materials as well as composites reinforced with particles in macro-,
micro-, or nano-scales.

• Development and validation of an algorithm that optimizes the structure of the cylin-
der material (type of material and number and angle of layers) using the already
published calculation methods.
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• Conducting long-term tests of the developed prototypes to determine the structural
integrity of the designs as well as liner-braid adhesion.

• An attempt to further eliminate metallic materials from the actuator structure (piston,
piston rod, and end caps), which would improve its resistance to environmental
conditions and eliminate the influence of the magnetic field on the operation of
the element.
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Abstract: Soft robots are being developed as implantable devices and surgical tools with increasing
frequency. As this happens, new attention needs to be directed at the materials used to engineer these
devices that interface with biological tissues. Biocompatibility will increase if traditional materials
are replaced with biopolymers or proteins. Gelatin-based actuators are biocompatible, biodegradable,
versatile, and tunable, making them ideal for biomedical and biomechanical applications. While
building devices from protein-based materials will improve biocompatibility, these new materials also
bring unique challenges. The properties of gelatin can be tuned with the addition of several additives,
crosslinkers, and plasticizers to improve mechanical properties while altering the characteristic fluid
absorption and cell proliferation. Here, we discuss a variety of different gelatin actuators that allow
for a range of actuation motions including swelling, bending, folding, and twisting, with various
actuation stimulants such as solvent, temperature, pneumatic pressure, electric field, magnetic field,
or light. In this review, we examine the fabrication methods and applications of such materials for
building soft robots. We also highlight some ways to further extend the use of gelatin for biomedical
actuators including using fiber-reinforced gelatin, gelatin cellular solids, and gelatin coatings. The
understanding of the current state-of-the-art of gelatin actuators and the methods to expand their
usage may expand the scope and opportunities for implantable devices using soft hydrogel robotics.

Keywords: gelatin; actuator; soft robotics; biocompatible actuator; hydrogels

1. Introduction

Gelatin is a heterogeneous mixture of peptides and proteins derived from collagen
through partial hydrolysis that destroys cross-linkages between polypeptide chains and
breaks polypeptide bonds [1,2]. In this hydrolyzed state, gelatin is versatile and has many
benefits. Gelatins are readily derived without the need for synthesis, are harmless to the
environment due to rapid degradation rates, and allow for the incorporation of water-
soluble additives [3]. Gelatin is used extensively in the food [2,4,5], pharmaceutical [6,7],
cosmetic [8], and photography [9,10] industries. In food industries, gelatin is used for
emulsification, texturization, and stabilization [11]. In pharmaceutical industries, gelatin is
used for drug encapsulation [12], drug stabilization [13], wound dressing [14,15], plasma
expansion [16], ointment filling [17], and emulsification [18]. After the long historical
use of gelatin in these industries, applications of gelatin are now also used in diverse
biomechanical fields from drug delivery [19] to bone tissue engineering [20,21].

Gelatin has more recently been studied for use in non-conventional active roles such as
actuators in soft robotic devices [22,23], and wearables [3,24,25]. Soft actuators are sensitive
to environmental fluctuations that convert chemical and physical energy into mechanical
work [22]. However, hydrogels such as gelatin are considered to be mechanically weak
materials [26], they are soft and brittle and cannot withstand large deformations from
environmental fluctuations due to their polymer networks containing inhomogeneities such
as dangling chains and loops [26]. Gelatin gels are also easily broken into fragments under
a modest compressive load [27]. Gelatin-based gels have a moderate performance when
strained and rapidly dry when operated in air, causing stiffening and limiting the stability
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and durability of the gelatin elements [3]. The mechanical properties of conventional
hydrogels such as gelatin are also evaluated by shearing or compression rather than by
stretching because of poor deformability [26].

Although alone they are characterized as mechanically weak materials, the physical
properties of gelatin gels can be easily tuned with additives, nanocomposites, or plasticiz-
ers [28]. Gelatin hydrogels can also serve as a platform for building actuators for biomedical
applications because of their biocompatibility [29,30], ability to promote cell adhesion and
proliferation [31], tissue-like stiffness [32,33] and other attractive properties such as fluid
absorbance [34]. With the use of various material additives and fabrication techniques
that enhance gelatin’s mechanical properties, the benefits of gelatin hydrogel materials
can be exploited and they can be applied as actuators. Many soft fluidic actuators have
been modeled and controlled through various methods, including differential simulations,
topology optimizations, data-driven modeling and control methods, hardware control
boards, nonlinear estimations, and analytical and numerical modeling methods, such as
dynamic modeling and finite element modeling [35,36]. Finite element modeling methods
were found to be especially effective in capturing the strong nonlinearities and complex ge-
ometries of soft actuators [37]. Since gelatin can be both hyperelastic and viscoelastic [38,39],
finite element modeling methods are useful to predict gelatin actuation performance and
optimize designs.

In this review, we classify gelatin actuators based on their kinetic motion, i.e., linear
type, bending type, and twisting type (Figure 1). We identify for each of these different
motions the different ways in which gelatin can be engineered to be stimulated by envi-
ronmental fluctuations in pH [40,41], solvent [22], temperature [42], humidity [43], electric
field [44], magnetic field [45], or light [46]. The actuation motion and stimuli diversity
of gelatin actuators is dictated by how the gelatin is modified with additives, such as
crosslinkers, reinforcements, and plasticizers, and by actuator structural design [47]. The
structural designs of these gelatin actuators can be fabricated through several techniques,
such as mold casting [23,48], spin-coating [43], and 3D printing [49,50]. In classifying the
gelatin actuators according to kinetic motions, it can be seen how currently widely used
non-biocompatible biomedical actuators of a particular kinetic motion can be replaced with
gelatin actuators that carry out the same motions, through different fabrication methods,
depending on the stimulations, the additives, and the structural designs.
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Figure 1. Overview schematic of gelatin actuators.

While gelatin has been demonstrated to be useful and functional as an actuator in
the biomechanical field, there are many ways that evolving gelatin applications can be
extended within soft robotics. This can be achieved by improving the material properties
of gelatin with the use of reinforced fibers or with the use of gelatin cellular solids or foams.
Gelatin coatings may also serve to enhance the functional biocompatibility and efficiency
of synthetic actuators. With these methods, there is an opportunity to widen the scope for
innovation with gelatin actuators and medical device design.

2. Versatile Actuation Using Gelatin
2.1. Linear Actuators

The majority of small gelatin linear actuators are stimulated by swelling. The swelling
of hydrogels such as gelatin can be used for actuating and sensing applications [51]. The
swelling of gelatin actuators is stimulated through solvents creating environmental fluctu-
ations in terms of pH, compositions, and concentrations [52]. The swelling also depends
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on the substrate and solvent material synthesis as well as on the time spent in the solvent.
Swelling-stimulated hydrogel actuators work as drug delivery systems by initially trapping
molecules in their crosslinked polymer networks. When the hydrogel is in contact with a
solution that causes it to swell, the distance between the polymer chains in the gel increase,
and the drug is released into the bloodstream [53]. Gelatin is a hydrophilic material with a
water uptake of above 100% when immersed for periods as short as 5 min, and above 500%
when immersed for 15 min [54]. In general, a high temperature, low gelatin concentration,
and deviation from the isoelectric point can promote the swelling or disintegration of the
gelatin polymer networks [46,55].

Some linear actuation due to solvent swelling depends on the solvent’s pH. Ooi
et al., studied the effects of cellulose nanocrystals (CNCs) on the swelling ratio of a CNC-
reinforced gelatin hydrogel crosslinked with glutaraldehyde [53]. They found that the
hydrogels were highly sensitive to changes in pH and had a maximum swelling ratio
at pH 3. This ability to vary swelling ratios depending on the stimulant pH allows for
the control of swelling with a viable pH in the body and makes it a good candidate
for drug carriers. Hajikarimi and Sadeghi studied the effect of pH on the swelling of
nanocomposite hydrogels of N-vinyl pyrrolidone via acrylic acid (gelatin-g-NVP-AA) with
and without the addition of nanoclay crosslink sodium montmorillonite (gelatin-g-NVP-
AA/MMT) [56]. The maximum drug absorption occurred at pH 8 and the rate of swelling
increased with decreasing particle size. The hydrogel with the nanoclay significantly
increased the absorption capacity of the nanocomposite.

Some linear actuation due to solvent swelling depends on the solvent’s and gelatin’s
concentrations and compositions. Microbial transglutaminase (m-TG) is a common non-
toxic crosslinking agent for gelatin [57,58]. A study by Besser et al., used a bi-layer gelatin-
laminin hydrogel crosslinked with microbial transglutaminase that swells in a high glucose
content solution [59]. The substrate with both laminin and gelatin more authentically
recapitulated the composition and mechanical properties of the extracellular matrix. Using
a gelatin concentration between 4% and 10% for the hydrogels allows for an elastic modulus
of about 1–25 kPa which corresponds to the stiffnesses appropriate for multiple cell types.
The crosslinked hydrogel acts as a substrate for human stem cells, Schwann cells, and
skeletal muscle cells to adhere to and proliferate and the degree of swelling is inversely
proportional to gelatin concentration. Li et al., developed a PHEMA-gelatin actuator with a
ductile gelatin micro-disc embedded in a 3D rigid PHEMA polymeric network that can con-
tract (swell) in high-concentration salt solutions and relax (de-swell) in dilute solutions [60].
This behavior is due to the synergy of phase separation and the Hofmeister effect of the
hydrogel. Tattanon et al., studied the swelling of a gelatin hydrogel with hydroxyapatite
crosslinked with genipin, a low toxicity, water-soluble bi-functional crosslinking reagent, to
increase material strength [52,61]. The material has superior swelling behavior and degra-
dation rate in deionized water compared to that in a phosphate-buffered saline solution;
this is due to the hydroxyl groups of deionized water that react with gelatin’s hydrophilic
functional groups.

Gelatin is also used to create actuators that disintegrate or dissolve when stimulated
photothermally. Wu et al., developed a self-propelled biodegradable multilayer rocket
for anticancer drug delivery to cancer cells [46]. The layers of the rocket are bovine
serum albumin (BSA), poly-l-lysine (PLL), and heat-sensitive gelatin hydrogel with gold
nanoparticles, doxorubicin, or catalase. Near-infrared irradiation is absorbed as heat into
the gelatin which melts the actuator down and rapidly releases the drugs into cancer cells.

2.2. Bending Actuators

Bending actuators convert actuation energy into a bending motion. Although gelatin
has a reputation for having relatively poor mechanical properties, it can produce a wide
range of bending motions [3,44,62]. Gelatin is also extremely versatile and can be actuated
by several stimuli, including pH [41], temperature [63], solvent [22,43], mechanically [64],
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pneumatically [3,23,28,48,49,65,66], or electrically [44,67–71]. The following section de-
scribes a variety of efforts to build bending actuators from gelatin-based materials.

A mechanically actuated gelatin finger (Figure 2A) was proposed by Harris et al. [64].
Its components were fabricated by crosslinking gelatin with microbial transglutaminase
which allows for tuning the stiffness of the material and prevents the material from turning
brittle by increasing the Young’s Modulus [72]. The resulting gelatin actuator compliance
matches in vivo tissues and may be a favorable chemical interface for host tissues.
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Figure 2. Bending actuators. (A) Mechanically actuated gelatin bending actuators with Nitinol wire
and crosslinked with microbial transglutaminase ([64], original image). (B) pH-sensitive swelling
bilayer gelatin actuator in water before and after deformation [41]. (Images (A,B) are licensed under
CC BY 4.0 (http://creativecommons.org/licenses/by/4.0/ (accessed on 30 October 2022))).

A temperature-responsive reversible bi-layer film actuator was proposed by Stroganov
et al., with one of the layers being gelatin and the other being polycaprolactone (PCL) [63].
The actuator can be both folded and unfolded. The gelatin layer swells in water applying
compressive stress on the hydrophobic PCL layer and the PCL layer bends and folds at
high temperatures and unfolds at room temperature. This actuator has applications in cell
encapsulation and release, and scaffold design [63].

Solvent-stimulated bending actuators based on solvent or gelatin concentrations have
different forms. Self-folding robots were developed to undergo geometric transformations
due to the varying thickness and stiffness of the gelatin layer crosslinked with microbial
transglutaminase and chemically coupled to an aluminum-nylon tri-layer [62]. The con-
structs fold when dehydrated in a polyethylene glycol solution, where water diffuses out,
and unfolds when rehydrated in a NaCl solution, where water diffuses into the system. The
folding actuation is affected by the changes in hydrogel mechanics, thickness, and cross-
linking density. The bilayer actuators produce a simple bending motion when stimulated
to swell [22]. Hanzly et al., proposed a solvent-stimulated gelatin bi-layer actuator formed
with two different gelatin layers of different stiffnesses [22]. Crosslinking gelatin with
glutaraldehyde (GTA) increases cross-link density, increasing the stiffness of the gelatin
layer. The higher modulus layer acts as a strain-limiting layer when the actuator swells in
response to a soluble starch, causing bending. The actuator can then return to a relaxed
state when the starch is hydrolyzed with the enzyme, α-amylase. The actuator can be used
as a shape-shifting hydrogel in soft machines or to deliver nutraceuticals, flavors, or drugs
upon ingestion. The actuators can also create folding motions.

A swelling-stimulated bending actuator based on pH sensitivity to the solvent was
proposed by Riedel et al., in the form of a bilayer gelatin actuator [41]. It was appropriately
modified with energetic electron beams to control the switching behavior with environ-
mental conditions and programmable bio-absorbability (Figure 2B). They found that there
is a strong dependence of the swelling on the pH, which is correlated to the isoelectric
point, and that the strongest swelling occurs at a pH of 2–3. Varying material properties
such as gel concentration, irradiation dose, pH value, and salt concentration can tune the
stimuli’ responsiveness. This actuator has a wide range of applications in bio-sensors and
self-expanding bio-actuators.

A magnetic field-stimulated bending actuator was designed by Helminger et al. [45].
They developed a gelatin-based ferrogel by embedding iron ions into the gelatin hydrogel.
They do this by bonding gelatin molecules to ferrous metal cations which act as a template
for the co-precipitation of the magnetic nanoparticles. These magnetic nanoparticles are
stimulated by an external magnetic field to create a bending actuator. The study also found
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that the adsorption of these magnetic nanoparticles onto the polymer matrix limits the
swelling of the hydrogel and makes them lose their thermoreversible properties.

The pneumatically-stimulated bending gelatin actuators have more variety in design
and form. Some benefits of soft pneumatic actuation are that they are more lightweight,
flexible, and versatile with actuation modes [73], and offer less pollutive and hazardous
complications than actuating with non-sustainable chemicals or electric fields [74]. One
of the trepidations of using soft natural biomaterials as a pneumatic actuator is that they
may fail under the high, pressurized forces required of a pneumatic actuator to carry out
the desired actuation; hydrogel actuators can typically handle around 15 psi actuation
pressure [75]. However, by leveraging gelatin composites, a strong elastomeric material
can be made that is comparable to silicone [48] or India rubber [76]. These new materials
have then been used to fabricate effective pneumatic actuators from gelatin analogs.

When gelatin was mixed with glycerol and water in a ratio of 1:1:8, the resulting
elastomer can be cast to create a new type of edible, biodegradable pneumatic actuator [23].
The same material was also used to fabricate a tube-like actuator that bends due to a strain-
limiting layer on one side (Figure 3A) [66]. An “elephant trunk” actuator that can actuate
into an s-shape or a u-shape guided by a crocheted cotton yarn exoskeleton was created
using a modified mixture of these three ingredients that included citric acid [3]. This created
an acidic environment and increased the safety of the material by preventing bacterial
growth. They found that using a shellac resin as a biocompatible coating on the actuator
delays dissolution even in acidic, stomach fluid-like environments. They also added other
sugars and food additives to enhance the extensibility and structural properties of the
actuator without sustainability and edibility being compromised. PneuNets (pneumatic
network actuators) are a class of pneumatic soft actuators known for their ability to make
sophisticated motions with simple controls [77]. It was found that modifying the gelatin,
glycerol, and water mixture with citric acid and sodium chloride additives can mold
room-temperature self-healing pneumatic actuators such as the pneuNets (Figure 3B) [28].
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Figure 3. Pneumatically-stimulated bending actuators. (A) Biodegradable actuator under non-
pressurized and pressurized states [66]. (B) PneuNet actuators made of gelatin and glycerol are used
as grippers to apply a force that picks up objects [23,28]. (Images (A,B) are licensed under CC BY 4.0
(http://creativecommons.org/licenses/by/4.0/ (accessed on 30 October 2022))).

The combination of materials was also used to create pneumatic pouch-based actuators
that were edible and biodegradable while also being untethered and self-actuating due to
the food-safe cyclic chemical reactions between citric acid and sodium bicarbonate filling
the pouch actuator with gases that release through a valve when pressurized [48]. The
ratios of gelatin, glycerol, and water were altered to increase the glycerol content in a ratio
of 1:6:5; in addition, the actuator was biodegradable in warm water. These characteristics
allow the actuator to be used as deployable agricultural robots that roam freely, acting as
sources of nutrients to various flora and fauna before degrading.

Fiber-reinforced elastic enclosure (FREE) gelatin actuators were also built to perform
an omnidirectional movement at rapid response times of less than 1 s [49]. The FREE gelatin
actuator is a cylindrical body with three chambers arranged in 120◦ rotation and was 3D
printed based on the fused deposition modeling method. The 3D-printed stretchable
waveguides were integrated with this soft robotic actuator to combine optical sensor
networks to enable integrated curvature, direction, and force sensing with high precision.
It was then reinforced with cotton fiber obliquely wound around the actuator body to
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improve bending performance. The robots were capable of real-time control and could be
used to detect and remove obstacles.

Pneumatic gelatin actuators can also be made to be consumed. Since edible gummy
candies use gelatin as a main ingredient, it was found that they could be melted and recast
into edible pneuNet molds [65]. Although the resulting actuator was edible, it takes about
three days to cure recast gummy bears, and the actuators had reduced elasticity. Thus, the
authors cast an alternate mixture, made of gelatin, water, and corn syrup, that was more
elastic and appealing to consume. A single-pour mold was used for more robust designs of
the gelatin candy actuators [78].

Gelatin-based bending actuators can also be electromechanically stimulated. Elec-
troactive polymers (EAPs) are electrically simulated materials with many unique appealing
properties, including low weight, flexibility, and high energy density [44]. Gelatin alone is
not an EAP because it has a low water resistance [67], limited mobility of polarized groups
due to hydrogen bonds [44], and reduced mechanical properties when treated with an acid
or base at high temperatures [67]. However, gelatin can be used for EAP applications by
reinforcing the gelatin with filler materials or through chemical cross-linking [67].

Elhi et al., developed tri-layer electroactive polymer actuators out of polypyrrole and
a gelatin hydrogel with choline acetate and choline isobutyrate ionic liquids [79]. The
actuator was robust due to the high elasticity of the membrane and the ionic conductivity
of the choline electrolytes. Another study used a gelatin-water hydrogel film to create
a simple ionic actuator by immersing it in a 0.1 M NaOH solution with two contactless
steel electrodes [69]. They assessed the electro-mechanical performance of the film and
demonstrated the bending behavior of the swollen material in response to the electric field.

Graphene as a filler material in gelatin was studied for its electrical, thermal, and
electromechanical properties under electric fields through copper electrodes [67]. It was
found that the increased surface area and concentration of graphene led to increased storage
modulus responses. A 0.1% volume graphene/gelatin hydrogel delivered the greatest
deflection distance and di-electrophoresis force, making it a good candidate for actuation.
Graphene additives were also found to exhibit high tensile strength [68]. Graphene oxide
(GO) is easier to disperse in composite solvents than graphene [68,70]. Thus, GO is found
to be a useful additive for electroactive gelatin polymers as it increases the tensile strength,
Young’s modulus, and energy at the break of gelatin [80]. The electro-responsive properties
of the GO gelatin composite were investigated under external electric fields through copper
electrodes. It was found to have larger magnitude responses as compared to gelatin
hydrogels and graphite-gelatin composites (Figure 4A) [44]. GO has also been incorporated
in gelatin methacrylate (GelMA) due to the excellent photo-patternable properties of GelMA
in the fabrication of bio-compatible microscale structures [70]. The resulting hydrogel
had tunable mechanical strength and enhanced electrical properties. However, GO does
not have as strong electrical properties as graphene does, so chemically reducing GO
to graphene to form reduced graphene oxide (RGO) restores its properties, but requires
reductants and suspension agents that are toxic, making it unsuitable for biomedical
applications [68].

One study used multi-walled carbon nanotubes (MWCNTs) in gelatin composites
because carbon nanotubes have excellent electrical properties [71]. The composite was
dispersed with ionic surfactant and then placed in an aqueous medium of NaCl solution
between two platinum electrodes generating a DC electric field. The resulting actuator
bent due to the osmotic pressure difference at the solution gel interface and showed good
reversible behavior compared to gelatin alone, which eroded significantly on continuous
exposure to DC currents.
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with gelatin sensor networks and can return separate strain responses [28]. (Images (A,B) are licensed
under CC BY 4.0 (http://creativecommons.org/licenses/by/4.0/ (accessed on 30 October 2022))).

Alternatively, gelatin could also be used to build sensors, and electrodes, or even
generate electric signals. Hardman et al., used a mixture of gelatin, glycerol, water, and
citric acid in the ratio of 1:1.5:2.5:0.2, along with an additive of NaCl, that they extruded to
3D print ionic strain sensors that have highly linear responses to strain with impressive
electrical properties (Figure 4B) [28]. NaCl reduces the baseline resistance of the material
for strain sensing. They printed the sensors on a glove to read strain data while flexing
their fingers. Choe et al., used electrohydrodynamic printing to fabricate gelatin-based elec-
trodes with self-healing capabilities that could almost fully recover performance even if the
electrodes were damaged due to tannic acid in the mixture forming hydrogen bonds [81].
These electrodes could be attached with elastomers to create dielectric elastomer actuators
with good actuator operation and could also be used as strain sensors. Liu et al., created an
actuator that generates a piezoelectric signal while being actuated by changes in humid-
ity [43]. Gelatin was doped with poly(3,4-ethylenedioxythiophene)-poly(styrenesulfonate)
(PEDOT:PSS) to improve mechanical integrity. The gelatin mixture was then spin-coated
and combined with piezoelectric poly(vinylidene fluoride) (PVDF) film that can work as an
alternating current generator when actuated. Energy from water vapor is absorbed into the
water-responsive material and is converted to mechanical motion which then generates an
electric signal. The actuator had good mechanical and humidity-responsive properties and
may have applications in self-powering biomedicine robotic systems and sensors.

2.3. Twisting and Winding Actuators

While soft actuators have previously been widely studied for bending, expanding,
and shrinking movements, there is now also more recent literature on twisting or torsional
soft actuators [36,82]. However, there is a need to further explore twisting actuators in
soft robotics, especially those made from biocompatible materials such as gelatin. These
actuation motions are necessary to simulate the bio-morphology of the left ventricle of
the heart, for example [83]. Twisting and winding gelatin actuators were inspired by self-
winding and shape-changing mechanisms in nature such as seed dispersal units, climbing
plants, carnivorous plants, and plant tendrils (Figure 5A,B) [84–86]. Helical shapes in
nature are usually formed by competition between bending and in-plane stretching energy
due to internal or external forces [47].
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Figure 5. Twisting gelatin actuators and plant-inspired actuation. (A) Solvent actuated twisting ac-
tuation in edamame seedpods with clay composite twisting actuation scheme [86]. (B) Conifer
pinecone bending motion when dried out to when fully hydrated (original images) with clay
composite bending actuation scheme [86]. (C) Thermally stimulated shape memory gelatin hy-
drogels twisting actuators (Adapted) [87]. (Images (A–C) are licensed under CC BY 4.0 (http:
//creativecommons.org/licenses/by/4.0/ (accessed on 30 October 2022))).

Many of the plant-inspired twisting gelatin actuators are stimulated by swelling in
water. One study took inspiration from the fact that many of these shape-changing mecha-
nisms in nature are due to cellulose microfibrils (CMFs) arranged in specific orientations
that limit externally actuated swelling or shrinking in certain directions [84]. They simu-
late the shape-changing effect of the CMFs with anisotropic reinforcement microparticles,
such as aluminum oxide platelets coated with superparamagnetic iron oxide nanoparticles
electrostatically in a gelatin matrix. A weak external magnetic field is used to orient the
particles in a similar way to natural systems. Hydrating and swelling of the gels in water
create bending and twisting motions that can be brought back to their original flat geometry
by drying. They simulated the twisting mechanisms of orchid tree chiral seed pods, the
bending mechanisms of the opening and closing of a pinecone, and the opening and closing
of a wheat awn [84]. Another study took inspiration from self-winding plant tendrils [85].
They created water-responsive gelatin actuators loaded with rigid left-handed amyloid
fibrils which were then roll-dry spun into wires. The concentration and distribution of
the amyloid fibrils in the matrix cause wire bending, while the orientation of the amyloid
fibrils causes wire twisting.

Another study designed fluid-driven hydrogel actuators in the form of origami struc-
tures called cuboid actuator units (CAUs) to achieve diverse actuation movements such as
twisting, bending, and linear contraction [88]. The origami structures have a predesigned
crease pattern that guides the directional movements of the fluid-driven hydrogel actuators
when actuated. Combining multiple types of CAUs achieved various actuation modes,
including decoupling, superposition, and reprogramming. These actuation modes were
useful for different simple applications such as a two-finger gripper and a three-finger
gripper for grasping tasks, and a multi-way circuit switch.

Another winding actuator stimulated by temperature was made out of shape memory
hydrogel synthesized by a reaction of glycidylmethacrylated gelatin with oligo(ethylene gly-
col) α,ω-dithiols, a bifunctional crosslinker, to establish a polymer network (Figure 5C) [87].
When the hydrogel was heated and subsequently cooled, the temporary winding shape
of the material was activated due to the formation of triple helices acting as temporary
netpoints. When the hydrogel was then heated, the temporary netpoints were dissociated
and the permanent shape was re-established.

3. Expanding the Use of Gelatin for Actuation

The scope of research on gelatin in actuators is not widespread because gelatin is still
considered a weak material with limitations in its mechanical properties. Despite this,
gelatin is seen as a good candidate material for biomechanical actuators because of its
attractive properties in biocompatibility, biodegradation, biomimicry, and cell proliferation.
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Thus, there have been several studies aiming to enhance and expand the mechanical
properties of gelatin for actuation.

Gelatin can form various types of actuators with various stimuli methods. To expand
their applications beyond what is currently available, the material properties of gelatin
can be enhanced or developed with the use of reinforcing fibers or by foaming the gelatin
material. Another way of expanding the use of gelatin in actuation is to use gelatin as
coatings to enhance or support the functioning and efficiency of other working actuators
and active substrates.

3.1. Reinforcing Gelatin with Fibers to Improve Material Characteristics

Gelatin can be reinforced with a variety of materials to improve material characteristics,
improve mechanical properties, and constrain movement and actuation while maintaining bio-
compatibility and biodegradability. Gelatin has been reinforced with powders such as bio-ceramic
powders that enable it to be used as bone implants or repair cartilage tissue [89–91]. Gelatin has
also been reinforced by crystalline materials such as crystalline cellulose and cellulose nanocrys-
tals [53,92–94], as they are found to have excellent biocompatibility and mechanical properties,
along with water-resistive properties. Gelatin has been reinforced with nanosheet materials
such as GO sheets that increase Young’s modulus by over 50% and increase fracture stress by
over 60% [95]. These additives work well for reinforcement and expand the functionality and
applications of gelatin. Gelatin has also been reinforced with a variety of fibers and nanofibers
that are covered in the following section (Figure 6).

Natural fibers commonly used in fabrics such as silk, jute, and cotton have been used
as reinforcement in gelatin composites. Shubhra et al., fabricated silk fiber-gelatin com-
posites using compression molding [96,97]. They found that the composite had improved
mechanical properties with the tensile strength, tensile modulus, bending strength, bending
modulus, and impact strength of the composite having increased by 250 to 450%. Studies
conducted on jute-gelatin composites [54] found that the tensile strength and bending
strength of the jute composites increased by 212% and 241% when the fiber weight percent
was increased from 0% to 50% due to a higher load transfer capacity. However, both tensile
strength and bending strength decreased when the fiber content was >50% because of the
presence of fiber ends that may initiate cracks. These fibers can also be used to guide the
deformation shape on actuation like the use of crocheted cotton to constrain the pneumatic
gelatin actuator when inflated to a particular shape [3].

Other natural fibers have also been used to reinforce gelatin. Liu et al., used vegetable-
tanned collagen fibers (VCF) for gelatin reinforcement [98]. They found that the composite
films had significantly improved mechanical properties compared to pure gelatin films in
a wet state and had higher water and thermal resistance. Wei et al., used a combination
of collagen fibers and mesoporous bioactive glass particles to reinforce gelatin so that
they could cure the material in situ with UV light (Figure 6A) [99]. They found that the
composite’s shear strength increased by 62% compared to pure gelatin. In addition, the
composite’s stability was enhanced in an artificial saliva solution.
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tions containing 20% mesoporous bioactive glass exposed to an LED light for different durations [99].
(B) Fabricating gelatin-nylon 66 nanofibers through solution blow spinning with improved mechan-
ical properties [100]. (C) Cross- and sagittal-sectioned SEM images of (i,ii) gelatin; (iii,iv) CNFs;
(v,vi) (Gel:CNFs)-75:25 [101]. (D) Delignified wood fiber reinforcement, gelatin, and delignified
wood/gelatin hydrogel. SEM image of freeze-dried delignified wood with a well-preserved cellular
structure, and optical microscopy image of a delignified wood/gelatin composite hydrogel [102].
(E) The SEM images of a gelatin biomaterial ink without suture fibers and with suture fibers [103].
(Images (A–E) are licensed under CC BY 4.0 (http://creativecommons.org/licenses/by/4.0/ (ac-
cessed on 30 October 2022))).

Synthetic fabric fibers that are biocompatible but not biodegradable, such as nylon
and polyester, have been used as reinforcement in gelatin composites. Yang et al., used a
mixture of nylon 66 and gelatin to fabricate nanofibers through a solution blow spinning
technique to create composite films with improved mechanical properties (Figure 6B) [100].
The elongation at the break of the composited film increased from 7.98% to 30.36%, and
the tensile strength increased from 0.03 MPa to 1.42 MPa. The composite produced an
improved water barrier. Dacron fibers are woven or knitted polyester fibers currently
used in biomedical practices as grafts that have also been gelatin reinforced to improve
hydrophilicity and cell adhesion [104–106]. Dacron-gelatin composites that have been used
in prosthetic heart valves can release lysozyme anti-bacterial proteins to reduce infections
since impregnating the Dacron with gelatin increased the lysozyme loading capacity with a
sustained release 30 h after implantation [106].

In recent years, nanocelluloses such as cellulose nanofibrils (CNFs) and cellulose
nanocrystals (CNCs) have been evaluated for biomedical applications due to low toxicity,
biocompatibility, and excellent mechanical properties [101,107]. Due to the synergistic
interaction between CNF and gelatin, their bio-composites had higher cytocompatibility
compared to pure gelatin and CNFs (Figure 6C) [101]. Reinforcing the gelatin with CNFs
improved the maximum compressive breaking strength 5.75-fold more than that of pure
gelatin, and significantly increased the strain [108]. The Young’s Modulus also increased
linearly with increasing amounts of CNFs added to the gelatin [101]. Wang et al., developed
a nanofiber cellulose (NFC) reinforced gelatin structure and found that it increased material
hardness while reducing elasticity [109]. Wang et al., extracted lignin from wood to form
delignified wood-gelatin composites crosslinked with genipin (Figure 6D) [102]. This
approach takes advantage of the highly aligned cellulose nanofibril bundles in the cell
walls of the delignified wood to increase mechanical support, mechanical strength, and
stiffness, and also to improve liquid conduction through the naturally aligned micro
and nanochannels.

Gelatin has also been reinforced with carbon nanofibers due to their excellent bio-
compatibility and successful use in several clinical applications [110]. It was found that
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for long carbon fibers in a gelatin composite, the increase in carbon fiber volume fraction
increased the tensile strength, modulus, and shear strength. For short carbon fibers in a
gelatin composite, the increase in carbon fiber volume fraction initially increased tensile
strength and modulus, which then later decreased, while shear strength improved and
then reached a constant value. Long carbon fiber composites consistently demonstrated
higher mechanical properties than short fiber composites.

Since gelatin itself can be spun into fibers, Ravishankar et al., jet-spun gelatin into fibers
when blended with polycaprolactone to mimic diameters in the range found in a heart valve
extracellular matrix [111]. These fibers were embedded in a methacrylated hydrogel mixture
of gelatin, sodium hyaluronate, and chondroitin sulfate to create reinforced composites.
The reinforced composites were able to swell higher than the hydrogel alone and were able
to mimic heart valve mechanical behavior and have a high cell viability. Gelatin fibers were
also hand-spun and electrospun [112]. They found that gelatin fiber acts as a foaming agent
when placed in Linear Low-density Polyethylene (LLDPE) and that mechanical properties
such as tensile strength, bending strength, elongation at break, tensile modulus, bending
modulus, and hardness decreased with the increase in gelatin fiber in the LLDPE composite.

Gelatin actuators and structures can also be used as biomaterial ink and 3D-printed
fibers could be used to reinforce the ink to enhance mechanical properties [103,108]. Jiang
et al., added cellulose microfibrils to their 3D printing gelatin inks and found that the
resulting parts had improved mechanical strength [108]. Choi et al., added biodegradable
suture fibers to the gelatin biomaterial ink which improved their printing accuracy to 97%,
their mechanical strength 6-fold, and their dimensional stability (Figure 6E) [103].

3.2. Gelatin Cellular Solids to Improve Material Properties

Cellular structure solids are porous materials that offer increased benefits due to their
low density large surface-to-volume ratio, energy absorption properties, high thermal and
acoustic insulation, and low power loss factor. Gelatin cellular solids are a type of bio-foam
that have increased benefits due to them being non-toxic, biocompatible, and biodegradable
while maintaining the desirable properties of synthetic cellular solids, including improved
thermal and acoustic insulation properties, increased biochemical activities, and a high
specific surface area [113]. Gelatin foams have typically been used in the biomechanical
field for tissue regeneration, the release of bioactive substances, and as biodegradable
packaging materials.

There are a variety of material properties that affect foam behavior such as density,
pore connectivity, pore size distribution, or mechanical properties. [114,115]. Pore con-
nectivity defines whether the solid foam is a closed-cell foam (neighboring gas pores are
separated by thin films) or an open-cell foam, also known as sponges (the gas phase is
continuous) [115]. Closed-cell foams are useful for structural, protective, and thermal
insulation applications as mechanical stiffness is ensured and air motion is avoided [115].
Open-cell foams are useful for the propagation and growth of 3D-cell networks, and acous-
tic insulation applications. These benefits of gelatin foams can be exploited and expanded
for actuation by using them as coatings or alongside other actuators.

Whether a foam is open-cell or closed-cell is heavily influenced by its fabrication
process [113]. Open-cell gelatin foams can be fabricated through conventional foaming
methods such as mechanical foaming (whipping, stirring, shaking, static mixing, and
ultrasonic cavitation) and foaming through physical or chemical blowing agents [113].
Mechanical foaming is non-toxic and safe compared to using blowing agents but is difficult
to control and quantify [113]. Closed-cell gelatin foams can be fabricated through Thermally
Induced Phase Separation (TIPS) with freeze-drying, or other lesser-known techniques, such
as microwave foaming (Figure 7A) [116]. Of all methods, freeze drying and TIPS are the
most widely reported for fabricating gelatin-based cellular solids because of their multiple
advantages [113]. Freeze drying results in superior cellular structure stability and batch-to-
batch consistency and allows for the creation of tailored morphologies (e.g., open/closed,
fibrous/porous/membrane-like) by adjusting the processing parameters [113]. There are
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several other techniques to fabricate gelatin foams including 3D printing, electrospinning,
gas foaming, and particle leaching methods. However, most techniques including freeze-
drying, gas foaming, or salt leaching result in a combination of open- and closed-cell
pores [116].
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Figure 7. Gelatin foam enhancement. (A) Microwave-assisted fabrication of gelatin foams before and
after microwaving at 700 W for 30 secs, with a view of the foam structure [116]. (B) The chemical
structure and electric field/sunlight highly enhanced the uranium-adsorbing mechanism of the
wood-mimetic directional macro-porous MXene-based hydrogel [117]. (C) (i) Bubbles generated
by focusing a laser pulse into a 6 wt% gelatin gel supersaturated with dissolved air and (ii) finite-
amplitude spherical oscillations of a bubble in the 6 wt% gelatin gel under 28 kHz ultrasound
irradiation; the scale bar represents 100 µm [118]. (Images (A–C) are licensed under CC BY 4.0
(http://creativecommons.org/licenses/by/4.0/ (accessed on 30 October 2022))).

One of the common uses of fabricating gelatin foams is to fabricate scaffolds for
tissue engineering [119,120], wound healing [14,15], artificial skin, sealants, bone repairing
matrices [21,121], and blood plasma expanders [113]. In most of these applications, the
gelatin foam is more of a passive foam rather than an actuated one.

However, gelatin foams can play more active roles as well. Fu et al., developed
a muscle-like magnetorheological actuator with a magneto-restrictive component made
of an alginate-gelatin sponge embedded with micron carbonyl iron particles and Fe3O4
nanoparticles wrapped with MWCNTs [122]. A polymer sponge matrix was used compared
to a general elastomer because of its better flexibility and deformability, useful for soft
actuation, and better ability to support magnetic particles than fluids and gels under
a free boundary without encapsulation. The actuation performance was significantly
influenced by the mass ratio of AL-GE and the mass fraction of the uniformly dispersed
magnetic particles. The sponge exhibited superior flexibility and enhanced magneto-
induced performance compared with other magnetic AL-GE sponge matrices. Chen et al.,
developed a wood-biomimetic macro-porous metal carbide/carbonitride (MXene) based
hydrogel that can be enhanced by electric fields and sunlight irradiation to adsorb uranium
from seawater (Figure 7B) [117]. The hydrogel has oriented micropores that allow for a high
specific surface area for adsorption and has a good conductivity enhanced by the electric
field/sunlight which accelerates the immigration of uranyl ions and the high efficiency of
photothermal conversion. The uranium adsorption of the porous hydrogel increases by
79.95% when under both a 0.4 V electric field and sun irradiation.

Another active role played by gelatin foams as actuated devices are when the bubbles
can be manipulated for drug delivery [123]. Ultrasound contrast agents (UCAs) are a
special bubble type that were moved to tumor sites where an ultrasound or shock wave
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would excite it for drug delivery [124–126]. Acoustics could also be used to vaporize
droplets to deliver drugs to cancer cells [127]. Similarly, gelatin was seen to liquefy when
hit with a shock wave, and the shockwaves induced the collapse of gelatin bubbles with
accompanying high-speed jets [128–131]. Another study used a shock tube to apply a
planar shock front which provides an instantaneous pressure jump to a constant high
pressure to induce the collapse of gas bubbles in a gelatinous mixture and could be used
for targeted drug delivery and cancer research. [132]. Similar studies and results were
found by Murakami et al., using ultrasonic irradiation to collapse bubbles in a gelatin
gel where the bubbles were generated by focusing a laser pulse into a 6 wt% gelatin gel
supersaturated with dissolved air and examined the role of viscoelasticity since human
tissues are viscoelastic (Figure 7C) [118]. A better understanding of the role of viscoelasticity
in acoustic bubble dynamics is desirable since collapsing bubbles and the cavitation of
bubble activities do cause damage or heating to nearby tissues [125,131,133] and studies
must be conducted on gelatin porous structures to estimate and control this damage.

Gelatin foams are also capable of enhancing actuator feedback and control by be-
having as biodegradable sensors, such as capacitors [3,134]. Baumgartner et al., created
a deformable gelatin foam capacitor that added tactile sense to their gelatin actuator [3].
They used food additives, mono- and di-glycerides of fatty acids (E471), to create the stable
air bubbles of the foam sandwiched between two zinc electrodes such that an applied load
could compress the soft foam, leading to impedance change. They were also able to use
this foam to create a pressure-sensitive e-skin that was able to detect objects with complex
shapes. Fan and Shen also developed a supercapacitor that is made of a microporous gelatin
structure [135] since micropores can enhance electric double-layer capacitance. Since it
is difficult for electrolyte ions to penetrate micropores, they improved ion transferring at
high current densities with graphene oxide dispersed in the gelatin mixture. The resulting
porous carbon nanosheet had excellent electrical conductivity and supercapacitor perfor-
mance. Wang et al., created a gelatin-based microporous thermoelectric generator that was
regulated and optimized by silica nanoparticles that improved ionic conductivity [136].
They created wearable devices such as wristbands and sleeves that could light up an LED
or power a calculator by harvesting and storing low-grade body heat energy. Wearable
energy harvesters such as these aid the problem of power supply for wearable devices.

3.3. Using Gelatin as Coatings on Other Actuators

Hydrogel coatings are commonly used for a variety of applications due to favorable
traits such as biocompatibility, lubricity, and flexibility (Figure 8A) [137]. Gelatin coatings
are widely used due to their ability to form uniform, strong, clear, and moderately flexible
coatings that can readily swell and absorb water, making them ideal for the manufacture
of capsules and photographic films [54]. Gelatin is currently widely used as a coating in
the food industry due to its water-binding ability, gel-formation ability, water vapor bar-
rier, film-forming ability, foam-forming ability, emulsification tendency, color-maintaining
ability, and antioxidant activities [4,5]. Gelatin coatings and packaging films are also used
to preserve foods and extend their shelf life [2]. In addition, gelatin coatings are used in
the pharmaceutical industry because they are nonirritating, relatively low antigenic, inert,
toxicity-reducing, and inexpensive, and they enhance the physical stability, targeting ability,
and biocompatibility of nanoparticles [6,7]. Gelatin coatings were also used to encapsulate
a probiotic yeast on chemically crosslinked gelatin hydrogels to protect the bioactive agents
in different environments (Figure 8B) [138] and increase the efficiency of drug delivery
into cancer cells by coating drug-encapsulating liposomes (Figure 8C) [7]. Gelatin can also
be used on nanomaterials such as carbon nanotubes for superb affinity and uniformity
wrapping on the surface of the carbon fiber while improving even distribution in a resin
matrix to produce an advanced CNT-reinforced CFRP composite (Figure 8D) [139]. Since
gelatin coatings are so versatile, they can be extended to support or expand actuating
function on other actuators.
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(http://creativecommons.org/licenses/by/4.0/ (accessed on 30 October 2022))).

Wei et al., used gelatin methacryloyl (GelMA) to develop a biodegradable coating
with mechanically tunable, anti-freezing, and long-term storage properties through facilely
soaking strategies [137]. The coating is tunable due to the hydrophobic aggregation and
hydrogen bonding of the hydrogel. They found that the coating was stable without
disintegration on a variety of substrates of different geometrical shapes such as glass,
ceramic, iron, wood, PTFE, and glass. They also found the coating to have superior
interfacial adhesion and flexibility. These properties make the coating a good option for
biomedical devices and actuators as this material coating can reduce friction between soft
tissues and medical tools/rigid implantables.

Gelatin coatings also have thermal protective properties. Nickel-titanium shape mem-
ory alloys (NiTi SMAs) have been used for biomedical applications such as stents, orthodon-
tic arc wires, and orthopedic staples due to their favorable features such as stable shape
memory and small cross sections [140–142]. However, since they are thermally actuated,
their surface temperatures limit biomedical applications. NiTi implants are also prone to
nickel ion dissolution which could lead to medical complications. Simsek et al., developed
a NiTi SMA with a coating made of a blend of gelatin and polyvinyl alcohol which provides
a hydrophilic surface that forms a cushion at soft tissue-implant interfaces [140].

Gelatin coatings can also protect against humidity and swelling. Tan et al., used
gelatin as a coating for long-period grating sensors used to measure relative humidity since
gelatin is highly sensitive and can vary its index of refraction with relative humidity while
protecting the sensor from water droplet condensation, short-circuiting, and corrosion [143].
Gelatin by itself exhibits poor barrier properties against water vapor due to its hydrophilic
characteristics and being a hygroscopic material [94,144]. Thus, gelatin is a disadvantage
in high moisture environments because the films may disintegrate in contact with water.
A uniform dispersion of cellulose nanocrystals in nanocomposite films could block the
permeating path of small molecules and lead to a good barrier performance [145]. The CNC-
gelatin matrix was used in seed coatings and was found to reduce moisture absorption by
a maximum of 39% due to CNC-gelatin hydrogen bonding interactions which reduced the
chance of water molecules bonding to sorption sites and thus reduced the water uptake [94].
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Baumgartner et al., developed an autonomous e-skin sensor patch made of a mixture
of gelatin, glycerol, water, and citric acid and enhanced it with sensors to provide the
multimodal sensing of temperature, humidity, and the state of deformation [3]. The
temperature sensor was made of graphite powder and carnauba wax and could monitor
temperature variations in proximity to a hot object. The humidity sensor was a designed
interdigital electrode that could detect humidity changes induced by aspiration. Equipping
soft actuators with such skins could bring them closer to autonomy.

4. Discussion

Soft robot actuators have several advantages over conventional robots such as safer
human-machine interactions, adaptability to wearable devices, adept at navigating uneven
terrains, resilience to perturbations, high conformity, and adaptability [146,147]. They have
a wide range of functions, including wearables, grippers, and movement and locomotion,
as well as biomechanical applications, such as rehabilitation devices, soft tools for surgery,
drug delivery, artificial organs, and active simulators for training [148], and can be made
in small scale [149,150]. In addition, the foreign body response to synthetic materials can
dictate the long-term applicability of devices. Thus, biocompatibility and biomimicry are
key considerations for soft robotics in biomedical engineering [148].

Gelatin is both biocompatible and biodegradable. The mechanical properties of gelatin
are also tunable and can mimic human tissue due to its versatility. Therefore, it is a good
candidate material to fabricate soft actuators for biomechanical applications. Gelatin also
has many unique properties that promote cell proliferation and fluid absorbance that
are beneficial for biomedical applications. The scope of research on gelatin actuators is
increasing largely because their properties can be improved, and their applications in
actuation can be vastly expanded with the use of plasticizers, crosslinkers, nanoparticles,
fiber reinforcements, and foam structures. These additives leverage gelatin as a foundation
and mold its properties to enhance and even transform them. Efforts to tune the mechanical
properties of gelatin have yielded composites of a variety of stiffnesses to match a variety
of biological tissues (Figure 9). The stiffness and porosity of gelatin-based hydrogels, such
as GelMA hydrogel, can be controlled by tuning the hydrogel concentration, degree of
functionalization, UV intensity, temperature, and additive supplementation [151–153].
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4. Discussion 

Soft robot actuators have several advantages over conventional robots such as safer 

human-machine interactions, adaptability to wearable devices, adept at navigating une-

ven terrains, resilience to perturbations, high conformity, and adaptability [146,147]. They 

have a wide range of functions, including wearables, grippers, and movement and loco-

motion, as well as biomechanical applications, such as rehabilitation devices, soft tools for 

surgery, drug delivery, artificial organs, and active simulators for training [148], and can 

be made in small scale [149,150]. In addition, the foreign body response to synthetic ma-

terials can dictate the long-term applicability of devices. Thus, biocompatibility and bio-

mimicry are key considerations for soft robotics in biomedical engineering [148].  

Gelatin is both biocompatible and biodegradable. The mechanical properties of gela-

tin are also tunable and can mimic human tissue due to its versatility. Therefore, it is a 

good candidate material to fabricate soft actuators for biomechanical applications. Gelatin 

also has many unique properties that promote cell proliferation and fluid absorbance that 

are beneficial for biomedical applications. The scope of research on gelatin actuators is 

increasing largely because their properties can be improved, and their applications in ac-

tuation can be vastly expanded with the use of plasticizers, crosslinkers, nanoparticles, 

fiber reinforcements, and foam structures. These additives leverage gelatin as a founda-

tion and mold its properties to enhance and even transform them. Efforts to tune the me-

chanical properties of gelatin have yielded composites of a variety of stiffnesses to match 

a variety of biological tissues (Figure 9). The stiffness and porosity of gelatin-based hy-

drogels, such as GelMA hydrogel, can be controlled by tuning the hydrogel concentration, 

degree of functionalization, UV intensity, temperature, and additive supplementation 

[151–153]. 

 

Figure 9. Depiction of gelatin tunability by comparing its stiffnesses against different tissue stiffness. 

(i) Alendronate-functionalized GelMA [154], (ii) GelMA/m-TG [121], (iii) GelMA–UV penetrated 

[155], (iv) Fibrin/gelatin [156], (v) Enzyme crosslinked gelatin-laminin hybrid [33], (vi) GelMA based 

platforms [33], (vii) 2D Photo-crosslinked GelMA [157], (viii) GelMA and poly(2-hydrox-ethyl 

Figure 9. Depiction of gelatin tunability by comparing its stiffnesses against different tissue stiff-
ness. (i) Alendronate-functionalized GelMA [154], (ii) GelMA/m-TG [121], (iii) GelMA–UV pene-
trated [155], (iv) Fibrin/gelatin [156], (v) Enzyme crosslinked gelatin-laminin hybrid [33], (vi) GelMA
based platforms [33], (vii) 2D Photo-crosslinked GelMA [157], (viii) GelMA and poly(2-hydrox-ethyl
methacrylate) (pHEMA) interpenetrating network (IPN) hydrogels [158], (ix) Gelatin of different
concentrations [159], (x) Silk fibroin-Gelatin Bio-ink [160], (xi) GELMA-polyacrylamide (PAA) [161],
(xii) GelMA/doped bioactive glass (BG) [162], (xiii) GelMA/bacterial cellulose (BC) [163], and
(xiv) Theoretical value modeled for 100% GelMA gel at infinite exposure time [164]. Created with
BioRender.com (accessed on 30 October 2022).
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As such, gelatin has been explored for actuation with different modes, i.e., linear,
bending, folding, and twisting. It also has different methods of stimulation or actuation
mediums, such as pneumatic, electric, magnetic, pH, light, and temperature, due to different
additives and crosslinkers. We can also find the maximum actuation deflection to size
percent of the different types of actuators. The swelling-stimulated linear actuators are
typically small but can swell up to 500% of their initial size when solvent-stimulated [54].
Bending gelatin actuators have a deflection to size percent of 30 to 50% when stimulated
thermally or with solvent [22,41,63], and larger ratios of 100 to 130% when stimulated
pneumatically, electrically, or mechanically [3,23,44,64]. The linear deflection to size percent
for twisting gelatin actuators is typically around 75% for any stimulant, including solvent,
pneumatic, or thermal [84,85].

In addition to actuators, gelatin is also extendable as sensors, capacitors, generators,
and coatings for other non-gelatin actuators and active materials that we have discussed
throughout this paper. Furthermore, using gelatin as a coating may provide enhanced
biocompatibility for implantable devices. The soft robotics field is rapidly growing with
innovations in biomechanical actuators. As there are many benefits to gelatin’s properties
and there are relevant ways that gelatin can be enhanced, there is the potential for typical
actuators to be built and enhanced with gelatin. Thus, gelatin can increase the opportunities
to more safely interface soft robotics in implantable systems and broaden the scope for
innovation in biomechanics.
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Abstract: Low-cost small-scale (<100 W) electrohydrostatic actuators (EHAs) are not available on the
market, largely due to a lack of suitable components. Utilizing plastic 3D printing, a novel inverse
shuttle valve has been produced which, when assembled with emerging small-scale hydraulic pumps
and cylinders from the radio-controlled hobby industry, forms a low-cost and high-performance
miniature EHA. This paper presents experimental test results that characterize such a system and
highlight its steady, dynamic, and thermal performance capabilities. The results indicate that the
constructed EHA has good hydraulic efficiency downstream of the pump and good dynamic response
but is limited by the efficiency of the pump and the associated heat generated from the pump’s losses.
The findings presented in this paper validate the use of a 3D printed plastic inverse shuttle valve in
the construction of a low-cost miniature EHA system.

Keywords: fluid power; hydraulics; electrohydrostatic actuator; EHA; 3D printing; additive manu-
facturing; plastic; step response; efficiency; heat generation

1. Introduction

Fluid power (hydraulic) systems are popular for their excellent power and force
capabilities relative to their size and weight. An electrohydrostatic actuator (EHA) is a
particular hydraulic circuit configuration which directly couples the hydraulic pump to the
actuator creating a pump-controlled circuit and eliminates losses from directional and relief
valves used in more traditional valve-controlled circuits [1]. An example application of an
larger-scale EHA is in the actuation of aerospace flight control surfaces, where EHAs have
been chosen over previous centralized hydraulic systems due to their improved efficiency
and lower weight [2,3].

While hydraulic systems typically dominate in many large-scale applications, a lack
of appropriate small-scale hydraulic components limits the use of hydraulics in smaller
applications (<100 W). This lack of components has been noted by others looking to
incorporate small-scale hydraulic systems into their prosthetic, orthotic, and exoskeleton
designs [4–6]. Actuation on this smaller scale is typically achieved by electromechanical
screw type actuators which tend to suffer from low power density compared to the small
scale EHA introduced by Wiens and Deibert [7] in addition to limited reliability, difficult
overload protection, and low force capabilities [3,8]. Furthermore, EHAs can recover energy
under assistive loads using the electric motor as a generator to create and store power
or share power between other actuators reducing the overall power supply required [9].
Further work is required to create low-power hydraulic cylinder drives in order to be
competitive with electro-mechanical drives [1].

Recently there has been a selection of small-scale hydraulic components introduced
into the radio-controlled hobby industry intended for the use in model construction equip-
ment. While these small-scale pieces of machinery use traditional valve-controlled circuit
designs, some of their components such as pumps and cylinders may be repurposed for the
use in more demanding applications. Wiens and Deibert have introduced a very low cost
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inverse shuttle valve design that can be used to combine these newly available small-scale
pumps and cylinders in an EHA configuration [7,10]. The novel shuttle-valve design is
entirely 3D printed from polyethylene terephthalate glycol-modified (PETG) and functions
to handle the unbalanced cylinder flows occurring with a typical asymmetric hydraulic
cylinder in an EHA circuit.

The EHA system can operate in each of four quadrants defined by cylinder force
and velocity as shown schematically in Figure 1. Quadrants I and III represent pumping
modes where the pump is supplying power to the cylinder. Quadrants II and IV represent
motoring modes where the cylinder is supplying power to the pump which acts as a motor.
The function of the inverse shuttle valve is also illustrated in Figure 1; the fluid required
to balance the cylinder flow can be seen entering or leaving the reservoir through the
inverse shuttle valve, which connects the lower pressure pump port to the reservoir. Due
to equipment and time limitations, the analysis of the EHA system in the motoring modes
(Quadrants II and IV) were left outside the scope of this work.
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Figure 1. The EHA may operate in any of four quadrants based on the cylinder force F and velocity
.
x. Each quadrant has a unique valve position and flow direction combination. Red indicates high
pressure and blue indicates low pressure.

While Wiens and Deibert have investigated the steady-state performance [7] and
simulated dynamic responses [10] of a prototype miniature EHA system utilizing their
3D printed plastic inverse shuttle valve, a wider range of performance capabilities of an
improved system are studied here. The preliminary valve design has been improved with
less restrictive flow paths (eliminating the need for a charge pump) and better sealing
poppet geometry (to reduce power losses). An investigation into 3D printed plastic poppet
valve sealing performance and 3D printed plastic pressure vessel strength was performed
by Deibert et al. [11]. This paper explores some of the performance capabilities of the EHA
system with the improved valve design including steady state pump characteristics, actua-
tor force and speed limitations, system step response, and system thermal performance.
These tests highlight the impressive performance that may be obtained for such a low-cost
small-scale actuator.
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2. Materials and Methods
2.1. Testing Methodology

The objectives of this work include:

• characterizing the performance of the pump and motor combination
• identifying the EHA speed and force limits
• measuring the hydraulic efficiency of the EHA system excluding the pump
• measuring the step response of the EHA system, and
• assessing the thermal limits of the EHA system.

2.1.1. Pump Characterization Methods

Characterizing the pump and motor combination was done to establish a map of the
pump’s output fluid power respective to the motor’s input electrical power at various
points across its operating range and to provide an assessment of the pump’s performance.
By fitting the pump’s pressure and flow output to the motor’s speed and current inputs,
a performance map was created. This map facilitated an accurate prediction of pump
pressure and flow rate in the EHA system from only motor speed and current removing
the requirement of intrusive flow meters and pressure transducers.

The pump was tested by running its flow over a relief valve, varying the pump speed
at a number of set relief valve settings. The commanded pump flows were 0 to 0.7 L/min,
increasing in 0.1 L/min increments, which was repeated for each of eight relief valve
settings. The same ideal flow rates (pump speeds) were commanded for each run, so
the decrease in measured flow rates observed at higher pressures is evidence of internal
leakage in the pump increasing with pressure.

The data collected from the tests was compiled and processed in MATLAB where the
pump characterization maps were created. The pump’s pressure and flow outputs were
characterized by fitting several typical pump and motor performance parameter coefficients
to the experimental data. The fitted coefficients include the motor speed constant Kv, the
pump pressure friction coefficient C f , the pump viscous damping coefficient Cd, the fluid
viscosity µ, the pump breakaway torque TC, the pump displacement D, and the pump slip
leakage coefficient CS. The equations fitted to the data are derived in Appendix A.

2.1.2. Steady State EHA System Performance Methods

Identifying the speed and force limits of the EHA system was done to define the
allowable operating range for the EHA. The actuator speed limits were established by
identifying the points at which the relationship between pump speed and cylinder speed
became non-linear, indicating the onset of fluid cavitation at the pump inlet. The actuator
force limits were determined by extrapolating the relationship between fluid pressure and
actuator load to the working pressure rating of the tubing.

Testing the steady state actuator performance involved commanding a series of cylin-
der velocities with a set load. The process was repeated at various cylinder loads. The
pump speed N was set using a basic control algorithm relating the commanded cylinder
velocity

.
xcmd to the cylinder head end and rod end areas AA or AB and pump displacement

D based on the sign of the pressure differential across the inverse shuttle valve PA and PB
as illustrated by Equations (1) and (2).

i f PA > PB : N =

.
xcmd AA

D
(1)

i f PB > PA : N =

.
xcmd AB

D
(2)

This assumes no internal or external leakage. A more advanced control algorithm
such as a closed loop control scheme could also be implemented to adjust the pump speed
based on the cylinder speed to compensate for leakage. This was not performed due to time
constraints and in order to simplify testing. High performance control that minimizes error
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between commanded and actual cylinder velocity was not required as it was not within
the focus of this work. The sign convention for the cylinder speeds and forces follows that
used in other areas of this work, with positive cylinder forces resisting cylinder extension
and positive cylinder speeds during cylinder extension.

The maximum cylinder speed was first found in order to establish an upper cylinder
speed limit on the following tests. The maximum cylinder speed is governed by fluid
cavitation at the fluid inlet. This occurs when the absolute fluid pressure at the pump inlet
drops too low and vapor bubbles form. The pressure at the pump inlet is directly related
to the pressure drop across the pump’s supply path between the tank and the pump inlet,
which is a function of the flow rate and flow restriction of the flow path. When the cylinder
speed, and thus pump flow, increases beyond the allowable threshold, the pressure drop
along the pump supply path becomes too large to sustain a pump inlet pressure sufficient
to prevent fluid cavitation.

To establish the maximum cylinder speed, a series of increasing commanded cylinder
speeds were tested until a plateau in the actual cylinder speed was observed. This was
performed without a load applied to the cylinder since the loading mechanism became
unstable at very high cylinder speeds. Since the valve connects the lower pump port
pressure to the reservoir, it is largely insensitive to loading in pumping quadrants.

The efficiency of the EHA system, including the valve, cylinder, and flow paths, and
excluding the pump, was measured to gain an understanding of the efficiency of the
pump relative to the remainder of the EHA system. The pump’s electrical and hydraulic
efficiencies were of secondary importance since the pump’s design was excluded from
the scope of this work. The circuit’s input fluid power from the pump was estimated
using the motor’s speed and current in combination with the pump performance map
constructed in the first experimental objective. The system’s output power was measured
by using a known weight to apply a mechanical load to the cylinder and recording the
cylinder’s velocity.

2.1.3. Dynamic Step Response Methods

The EHA system’s dynamic response to a step increase in commanded cylinder
velocity (by a commanded pump speed) from a steady initial condition was measured.
The output response was assessed by recording the cylinder velocity measured by a linear
potentiometer. A known weight functioned as the mechanical load and mass.

Testing of the EHA’s dynamic response was conducted by commanding a step increase
in cylinder velocity from −100 mm/s to −150 mm/s. The procedure was repeated multiple
times to gain statistical confidence in the results. Three different loads were tested to assess
the system’s response over a range of operating points in Quadrant III. The metric used to
assess the step response of the system was the time constant of a first order system model
fitted to the cylinder velocity response as represented by

.
x =





.
x0 i f t < t0
.
x0 + ∆

.
x
(

1 − e
−t−t0

τvel

)
otherwise

(3)

where
.
x is the cylinder velocity [m/s],

.
x0 is the initial cylinder velocity [m/s], t is the

elapsed time [s], t0 is the time at which the step occurs [s], ∆
.
x is the cylinder velocity step

size [m/s], and τvel is the system time constant [s]. The first order model fitted to the system
response approximates the EHA system and neglects compliant components such as fluid
compressibility, tubing compliance, and printed plastic compliance. This simplification was
deemed to be acceptable for the small load masses and pressures experimentally tested but
may not be an appropriate model for the system response under all operating conditions.

2.1.4. Thermal Performance Methods

Lastly, the thermal limit of the EHA system was examined. An assessment of the
transient temperature of critical areas was made to estimate how long the system may
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operate at a given power level before overheating occurs. Excessive heat was predicted to
cause failure in the printed plastic components and plastic tubing, which have a much lower
temperature rating than typical large-scale hydraulic components. Polyamide tubing, such
as that used in the construction of this EHA system, has a working pressure that is sensitive
to operating temperature and is expected to be the limiting factor in the system [12].

The system was programmed to extend and retract the cylinder just short of the
cylinder stroke limits (approximately 45 mm of travel) in a continuous cycle while the
temperatures of the critical areas were monitored over time. This was repeated at several
power levels to extrapolate the steady state temperature and effective thermal time constant
of the system. The commanded extension speed was 100 mm/s, and the commanded
retraction speed was 50 mm/s. The mismatch of commanded extension and retraction
speeds was used to increase the testing apparatus stability. The system electrical input
power was recorded by the motor controller. System output power was calculated by
multiplying the cylinder velocity (derived from the recorded cylinder potentiometer signal)
with the force of the loading weight applied to the apparatus. The difference between
the input electrical power and the output mechanical power yields the heat generated
in the system. The time averaged calculated heat generation was used as an equivalent
continuous heat generation.

A thermal imaging camera was used during preliminary tests to reveal the areas of the
EHA system that may be prone to failure due to thermal effects. The images indicated that
the pump and motor were substantially the hottest components, and that the cylinder’s
temperature was not likely to be a concern, as shown in Figure 2a,b, respectively. The
tubing at the compression fitting on the high-pressure side of the circuit was deemed to be
the most likely failure point due to material weakening.
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Figure 2. (a) The temperature of the (1) compression fitting on the high-pressure side of the circuit
was close to that of the (2) pump housing. (b) The temperature of the (3) cylinder and (4) fittings was
low relative to that of the pump and (5) motor.

With the point most susceptible to thermal failure identified, the temperatures of the
components of concern were instrumented and monitored during testing of the system.
A thermocouple probe was attached to the pump housing as opposed to the compression
fitting of interest due to practicalities of mounting the probe to the small fitting. This was
justified by Figure 2a, as the temperature of the fitting was near that of the pump. Another
thermocouple probe was submerged in the reservoir fluid near the reservoir ports of the
inverse shuttle valve.
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A first-order thermal system model was fit to each of the temperature responses to
extrapolate an effective thermal time constant for the system. The model is expressed as

T = T0 + (T∞ − T0)

(
1 − e−

t
τtherm

)
(4)

where T is the temperature of the component [◦C], T0 is the steady temperature of the
component before testing (near ambient) [◦C], T∞ is the steady state temperature of the
component during operation [◦C], t is the elapsed time from the start of the test [s], and
τtherm is the thermal time constant [s].

2.2. Apparatus and Instrumentation

The apparatus used to characterize the pump and motor combination is shown in
Figure 3. The pump [13] supplied Nuto 32 hydraulic fluid from the reservoir through a
Vickers relief valve, followed by a Flomec EGM004S511-821 flow meter, and back to the
reservoir. The relief valve was used to set the pump pressure and an XIDIBEI XDB303
pressure transducer was installed in line close to the pump outlet to measure the pump
pressure. An ODrive motor controller [14] controlled by an Arduino microcontroller
powered the pump and an encoder on the motor shaft supplied closed-loop velocity
feedback to the motor controller. Motor speed and current data was retrieved and logged
from the motor controller.
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Figure 3. (a) Experimental apparatus and (b) schematic used for characterizing the pump and motor
combination. Notable components include the (1) pump and motor, (2) pressure transducer, (3) relief
valve, (4) flow meter, (5) fluid reservoir.

The apparatus used to test the performance of the EHA system is shown in Figure 4.
The same pump and motor combination was used, as well as the same motor control system.
The pump was connected to a fully 3D printed hydraulic power unit which enclosed the
inverse shuttle valve within a fluid reservoir. Two XIDIBEI XDB303 pressure transducers
were used to measure the fluid pressure on either side of the inverse shuttle valve. The
power unit was connected to a hobby-grade single-rod hydraulic cylinder with a 10 mm
bore diameter, 4 mm rod diameter, and 50 mm stroke. The cylinder was loaded using steel
weights and a 2:1 lever arm which could be configured to apply a tensile or compressive
load to the cylinder. The potentiometer from an Actuonix L16-P linear actuator was used to
measure cylinder position which was differentiated to find cylinder velocity. An Omega
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HH306A datalogging thermometer (not shown) was used to monitor the temperature of
the system and a Flir E60 thermal imaging camera was used to supplement findings.
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Figure 4. (a) Experimental apparatus and (b) schematic used testing the EHA system. Notable
components include the (1) pump and motor, (2) pressure transducer, (3) 3D printed hydraulic power
unit, (4) loading weights, (5) 2:1 lever arm, and (6) hydraulic cylinder.

3. Results and Discussion
3.1. Pump Characterization Results

The range of pump pressures and flows achieved for each run is shown in Figure 5.
The nonlinear trend of the data is due to the typical nonlinear flow-pressure curve of the
relief valve. Note that multiple runs were taken at the highest and lowest relief valve
settings at different points throughout the experiment to ensure consistency. The error bars
represent a 95% confidence interval in the measurements.
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The characterization maps for the pump’s flow, pressure, and overall efficiency are
shown in Figure 6. The black crosses indicate the points at which data was taken, and the
color gradient of the plot indicates the flow, pressure, or efficiency quantity. Note that the
trend in motor speed and current observations very closely match the trend in measured
flow and current shown in Figure 5.
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Figure 6. Pump characterization map relating pump (a) flow, (b) pressure, and (c) combined pump
and motor efficiency to motor current and speed.

The pump characterization maps presented in Figure 6 appear to be reasonable.
Figure 6a shows the flow rate is primarily dependent on motor speed and Figure 6b
shows pressure is primarily dependent on current. This is expected since motor speed, and
thus flow rate, is ideally linear to motor voltage, and motor torque, and thus pressure, is
ideally linear with motor current. Some slight nonlinearities are evident in each of the maps
which can be attributed to the real performance of the pump and motor. Figure 6a shows
a decrease in flow rate with an increase in motor current at a given motor speed. This is
attributed to the increase in internal pump leakage at high pressures. Figure 6b shows a
decrease in fluid pressure with an increase in motor speed at a given motor current. This is
attributed to increased torque losses due to viscous friction in the pump. Finally, Figure 6c
shows an overall energy efficiency of the motor and pump combination over the range of
operating points tested. This efficiency represents the combined electrical and mechanical
efficiencies of the motor and the mechanical and volumetric efficiencies of the pump. A
relatively low efficiency of 35% to 40% is observed for most operating points. Though
no datasheets are available for these small hobby-grade pumps, industrial manufacturers
are producing external gear pumps 5–10 times the displacement which generally achieve
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efficiencies of 60% to 80% [15–18]. The low efficiencies measured for the small pump in this
work may be due to poor pump and/or motor design and/or manufacturing tolerances.
These small hobby-grade pumps may suffer from increased leakage due to large gear tooth
clearances relative to the pump size. Additionally, larger commercial offerings typically
employ wear- and pressure-compensating designs to increase efficiency which are not used
in these hobby-grade offerings.

The values for each fitted coefficient are presented in Table 1 along with their 95%
confidence intervals. The slip leakage coefficient and viscous damping coefficient are
presented in terms of fluid viscosity since the fluid viscosity was not directly measured.
Utilizing the fitted equations yields smoother pump performance maps compared to
the maps generated from the experimental data. The fitted maps agree closely with the
experimental data taken, typically with less than 10% error for most operating points.

Table 1. Summary of pump performance characteristics fitted to the experimental data.

Parameter Fitted Value

Kv [RPM/V] 1108 (1088–1128)
C f [-] 0.98 (0.94–1.03)

Cdµ [Pa·s] 885 (678–1093)
Tc [Nm] 1.91 × 10−3 (0.66 × 10−3–3.2 × 10−3)

D [m3/rev] 2.02 × 10−7 (2.01 × 10−7–2.04 × 10−7)
Cs/µ [1/(Pa·s)] 2.65 × 10−6 (2.49 × 10−6–2.80 × 10−6)

3.2. Steady State System Performance Results

Figure 7 shows the relationship between commanded cylinder speed and pump speed
to the actual steady cylinder speed achieved. The plateau in relationship of cylinder
speed to pump speed indicates the onset of pump inlet cavitation. The maximum positive
and negative cylinder speeds achieved were approximately 150 mm/s and −187 mm/s,
respectively. The maximum cylinder retraction speed is greater than the maximum cylinder
extension speed due to the differences in cylinder end areas, and both speeds correspond
to a pump speed of approximately 60 rev/s. Although maximum cylinder speed under
various cylinder loads was not assessed, those maximum speeds should be close to that
of the unloaded cylinder as the systems pressures on the low-pressure pump inlet side of
the EHA circuit are largely dependent on cylinder speed and independent of load. This
assumption remains a limitation of this work that could be explored in later work.
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pump speed at the onset of cavitation.

With the maximum cylinder speed established, attention turned to investigating the
maximum cylinder forces in the pumping operating Quadrants I and III. The limiting factor
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of the maximum cylinder forces is the 4 MPa safe working pressure rating of the polyamide
tubing used to connect the pump and cylinder to the power unit. In the pumping quadrants
the maximum fluid pressure occurs at the pump outlet, therefore system pressures were
evaluated there for a range of cylinder speeds and loads. The cylinder loads tested yielded
system pressures close to but below the maximum allowable as a conservative measure to
avoid unsafe testing conditions. Loaded cylinder test speeds were below the maximum
cylinder speeds due to instability in the lever loading mechanism at high speeds. Results
were extrapolated to the remaining range between the testing points and up to the tubing
pressure limit and maximum cylinder speeds.

Figure 8 shows the fluid pressures for the high-pressure side of the circuit as a function
of cylinder speed and force. The system pressure increases with cylinder load due to the
balances of forces at the cylinder’s piston and with increasing cylinder speed due to friction
in the fluid flow paths and cylinder seals. The black crosses indicate the operating points
at which data was taken. The horizontal shift in the cylinder speed operating points with
increasing cylinder load magnitude is attributed to the increase in internal leakage in the
pump, poppets, and cylinder with increasing fluid pressure. The bold black lines indicate
the maximum allowable cylinder force due to the tubing pressure rating and the bold red
lines indicate the maximum cylinder speed to avoid pump cavitation.
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Figure 8. Fluid pressure on the (a) “A” and (b) “B” side of the circuit over a range of cylinder speeds
and loads in (a) operating Quadrant I and (b) operating Quadrant III.

The hydraulic efficiency of the system was measured for both pumping quadrants.
These efficiencies are defined as the of the ratio of load power to pump output power
and represent the efficiency of the flow paths, inverse shuttle valve, and cylinder. The
pump’s efficiency is excluded here since it was outside the scope of the system design.
Figure 9 shows the hydraulic efficiency of the EHA system excluding the pump over a
range of tested operating points in operating Quadrants I and III. Again, the black crosses
indicate the operating points tested and the bold black and red lines represent the maximum
cylinder force and speed, respectively. Peak efficiencies of approximately 70% occur within
a region near cylinder speeds of 50 mm/s and for both quadrants. Most operating points
in the high-pressure regions of either quadrant achieve a 60% to 70% hydraulic efficiency.
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Figure 9. Hydraulic efficiency of the system (excluding the pump) for (a) operating Quadrant I and
(b) operating Quadrant III.

Although the hydraulic power losses due to each component were not specifically
measured, they were estimated to give a better understanding of where improvements to
system efficiency may be made. The power loss due to the tubing connecting the HPU
to the cylinder was calculated using the cylinder flows and measured tubing and fitting
flow resistances. The power loss due to internal leakage was calculated from the difference
in pump flow and cylinder flow on the high-pressure side of the circuit multiplied by the
pressure of the high-pressure side of the circuit. The power loss due to cylinder friction was
calculated by finding the effective friction force using a summation of forces on the piston
and multiplying that friction force by the cylinder speed. Plots of the calculated power loss
contributions are shown in Figure 10 for operating Quadrants I and III.
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Figure 10. Estimations of the power losses due to the tubing restrictions, poppet leakage, and cylinder
friction for (a) operating Quadrant I and (b) operating Quadrant III.

Several observations may be made from the power loss contributions shown in
Figure 10. The sum of the losses due to tubing resistance, internal leakage, and cylin-
der friction approximately equals that of the difference in total input and output hydraulic
power, suggesting the significant power losses are accounted for. The internal leakage
resistances were close to the poppet leakage resistances reported in the poppet leakage
investigation performed by Deibert et al. [11], indicating that the poppet leakage is likely
the dominating internal leakage. The losses due to tubing resistance were independent
of fluid pressure (cylinder load) whereas the losses due to internal leakage were largely
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independent of flow rate (cylinder speed) and the losses due to cylinder friction were
dependent on both cylinder force and speed. For most operating points the losses due
to the tubing resistance are the largest, closely followed by cylinder friction. This is a
reasonable outcome because 600 mm of 4.0 mm (outer diameter) × 2.5 mm (inner diameter)
tubing was used to connect each side of the HPU circuit to the cylinder. Applications
allowing mounting of the cylinder closer to the HPU or the use of larger internal diameter
tubing would significantly reduce the power lost due the tubing restrictions. A couple of
cases in Figure 10 indicate that the internal leakage is the dominating power loss, likely
due to poor poppet sealing. More careful lapping of the poppets could be used to reduce
the power loss in those cases.

Finally, the EHA output power capabilities for both pumping quadrants can be es-
tablished. This power output is limited by the combination of limits on tubing pressure
and cylinder speed before pump cavitation. Figure 11 shows the EHA’s power output
capabilities in operating Quadrants I and III. The maximum power output in Quadrant I is
32 W and the maximum power output in Quadrant III is 30 W. The output power capability
in the two quadrants are similar but occur at significantly different operating points. The
highest power operating point in Quadrant I is slower but at a higher force than that in
Quadrant III. This is attributed to the difference in cylinder end areas, where operating
in Quadrant I pressurizes the head end of the cylinder, requiring a higher flow rate but
less pressure for a given cylinder speed and load than an equivalent operating point in
Quadrant III pressurizing the rod end of the cylinder.
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Figure 11. Output power in (a) operating Quadrant I and (b) operating Quadrant III is limited by
maximum system pressure (black line) and pump cavitation (red line).

3.3. Dynamic Step Response Results

Samples of the system’s response to step changes in commanded velocity are shown
in Figure 12 for three different load masses. As previously observed in the steady state
EHA performance testing, the steady state cylinder velocity achieved by the system was
less than the commanded speed due to internal leakage, mainly in the pump and shuttle
valve poppets. Ten step responses were measured for each load mass, and the average time
constants and standard deviations are presented in Table 2.
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Figure 12. Sample experimental EHA system response to a step increase in commanded speed from
−100 mm/s to −150 mm/s with load masses of (a) 0 kg, (b) 4.8 kg, and (c) 9.4 kg.

Table 2. First-order time constants fitted to the system response for various load masses tested,
averaged over ten trials.

Fitted Time Constant τvel (ms)
Load Mass (kg) Average Standard Deviation

0 3.89 1.72
4.8 7.65 1.34
9.4 12.5 1.01

The results shown in Figure 12 and Table 2 indicate that the response of the system
is fast. The effect of the load mass on the system’s time constant is as expected, where
doubling the mass approximately doubles the time constant. This is a reasonable result
as the mass attached to the cylinder is likely the dominant inertia of the system when
compared to the relatively lightweight electric motor rotor and small fluid inertance. The
approximation of a first order system for the velocity response is a good fit, especially with
small load masses. With larger masses the cylinder velocity begins to have a small amount
of overshoot, indicating the compliance in the compressible volumes, tubing, and printed
plastics may be becoming significant, which could be modelled as a second order system
if desired.
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3.4. Thermal Performance Results

Figure 13 shows a sample of the recorded and calculated powers of the EHA system
running at steady state during the thermal performance testing. The solid black line
indicates the time-averaged heat generation level for the system.
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Figure 13. Sample of cylinder and electrical power measured which was used to calculate system
heat generation.

The system was run with several different loads applied creating different levels of heat
input to the system, and the thermocouple temperatures were logged over the duration of
the tests and the results are shown in Figure 14. It was observed that the temperatures of the
two thermocouples were very similar to each other for every power level, indicating a high
rate of heat transfer from the pump housing to the fluid being pumped. Ketelsen et al. [19]
used a similar approach which lumped the thermal capacitances of multiple components
including the pump, motor, and oil to predict the temperature of a larger EHA system
with accuracy suitable for design purposes. The metal compression fitting conducts heat
from the pump housing very well and appears to reach temperatures near that of the
pump housing, as shown in Figure 2a. Parker Hannifin Corp. Ref. [12] shows that the
working pressure of their 4 × 2.5 mm polyamide tubing reduces from 5.2 MPa at 20 ◦C
to just 3.0 MPa at 60 ◦C. Overheating of the compression fitting attaching the tubing to
the pump would cause excessive softening of the plastic fluid tubing which would likely
lead to failure of either the mechanical connection between the fitting and the tubing or
in the tubing itself. Furthermore, the temperature of the fluid within the shuttle valve
and reservoir is of concern, as excessive fluid temperatures in those locations may cause
failure of the plastic printed parts. The heat deflection temperature of the Prusa PETG
material used for these printed parts is 68 ◦C [20]. The investigation in this work neglects
any thermal related failure that may occur in the cylinder, pump, or electric motor since
the design of these components were not in the scope of this work, and their temperature
limits are expected to be higher than the plastic components.
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Figure 14. Pump case and reservoir fluid temperature over time at four different heat generation
levels. Solid lines indicate measured data and dashed lines indicate the fitted first order model.

As shown in Figure 14, the thermal models follow the measured temperatures closely.
The results of the fitted coefficients for the pump housing temperature are provided in
Table 3. There are some discrepancies between the thermal time constants of the tests at the
lower two and higher two power levels. These differences may be attributed to uncertainty
in the system thermal response much past one time constant which was not measured
since the tests at high power levels were stopped at a conservative temperature to avoid
potentially destructive failure of the system. In general, the fitted parameters provide a
good estimate of the system temperatures of concern.

Table 3. Fitted thermal model parameters for the temperature of the pump housing at four different
heat generation levels.

Cylinder Load,
F (N)

Heat Generated, Q
(W)

Time Constant, τtherm
(s)

Steady Temperature, T∞
(◦C)

50 8.6 242 36.3
94 13.8 246 43.6

139 20.4 440 67.1
184 26.4 459 84.1

Video captured by the FLIR thermal imaging camera provided further insight to the
heat transfers occurring within the EHA system. Still frames from the thermal video were
taken at one-minute intervals during the 184 N test and are shown in Figure 15. The
measurement callouts in Figure 15 show the temperature of the pump, reservoir, and
cylinder as measured by the thermal camera. The pump temperature measured by the
thermal camera closely agreed with that measured by the thermocouple shown in Figure 14.
The reservoir temperature measured by the thermal camera was typically lower than that
measured by the thermocouples since the thermal imaging camera was measuring the
plastic reservoir surface temperature whereas the thermocouple was measuring the actual
fluid temperature. Observing the still frames in Figure 15, the majority of the heat appears
to build first in the pump housing which then transfers to the fluid and finally to the other
components including the tubing, reservoir, and cylinder. Since the cylinder load was
applied only in one direction, the pressure differential between the two sides of the circuit
would not have been changing sign, thus the inverse shuttle valve would not have been
switching the sides of the circuit connected to reservoir. This explains the temperature of
one of the tubes supplying the cylinder being higher than the other. The fluid in the high-
pressure side of the circuit would have been isolated from the reservoir fluid (neglecting
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leakage), whereas the low-pressure side was able to exchange fluid, and thus heat, with
the reservoir.
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Figure 15. Thermal images of the EHA system at one-minute intervals during the first five minutes
of the 184 N load test. The three measurement locations in each frame show the pump housing,
reservoir surface, and cylinder temperatures.

The results shown in Figure 14 and Table 3 above are expressed in terms of heat
generated, or useful power lost by the system. This is a simplification made to exploit the
fact that a given amount of heat may be generated across a range of different operating
points. Estimations of the power losses of the EHA system including the pump and motor
were created from data obtained during the steady state EHA testing performed and are
shown in Figure 16 for operating Quadrants I and III. Though not experimentally verified
in this work, the system temperature responses for any heat generation level should be
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similar regardless at which cylinder speed and load combination it occurs at. This is an
estimation and simplification of other factors that would affect the steady and transient
heat transfers within the system but provides an estimate of the thermal limitations of the
EHA system developed thus far. Future work is required to determine how much of the
generated heat is absorbed by the fluid relative to the amount of heat dissipated directly to
atmosphere from the motor and pump housing.
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Figure 16. EHA system power losses (heat generation) in (a) operating Quadrant I and (b) op-
erating Quadrant III. Operating limits exist as maximum system pressure (black line) and pump
cavitation (red line).

The data shown in Table 3, and Figure 16 may be used to interpolate a safe equivalent
continuous heat generation level and permissible EHA operating points. For example, if a
reduction in tubing working pressure to 3.0 MPa at 60 ◦C was permissible, the maximum
equivalent continuous heat generation would be approximately 18.4 W. Note that this
implies that at a 50% actuator duty cycle the permissible heat generation would be approx-
imately 36.8 W. With the maximum equivalent continuous heat generation established,
Figure 16 may be used to identify the permissible EHA operating points that would not
exceed that heat generation level at that duty cycle. Concluding the example given here,
the actuator would be able to run with a 50% duty cycle at either 90 mm/s and 150 N
or 130 mm/s and 50 N. Alternatively, the data in Table 3 may be used with Equation (4)
to predict the maximum time the actuator may operate at a higher heat generation level
continuously before exceeding temperature limits.

Several opportunities for improvement of the thermal performance of the system were
recognized. Perhaps the largest improvement in thermal performance may be increasing the
energy efficiency of the pump and motor package, which was identified as the dominant
source of heat during testing of the EHA system. Utilizing the design freedom of 3D
printing, many creative elements may be employed in the reservoir design, including
cooling fins or internal baffles, which may improve heat dissipation from the reservoir fluid.
External methods of cooling such as a liquid-cooled heat exchanger or air fans may be
added to the high temperature components like the pump and motor to allow continuous
high-power operation. Finally, the strength of the polyamide tubing is again identified
as a major limiting factor in the design of the EHA system. A tubing that can withstand
higher pressures at higher temperatures would allow the system to operate at a higher
power level for a longer duration. These considerations are left for future development of
the small-scale EHA due to time constraints.

4. Conclusions

This paper summarizes the performance capabilities of a low-cost small-scale EHA
system constructed using a hobby-grade pump and cylinder and a 3D-printed plastic
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inverse shuttle valve. Combined, these components form an actuator which has been
shown in preliminary work to rival comparable electromechanical actuators in terms of
cost, force density, and power density. This work extends that preliminary work and further
explores the steady and dynamic limitations of the EHA system and identifies areas which
may require further development.

The pump’s performance was characterized and the EHA’s force and speed limitations,
hydraulic efficiency, step response, and thermal performance were assessed. The pump had
a relatively low efficiency of 35% to 40% for most operating points, resulting in considerable
power loss and corresponding heat generation within the EHA system. Maximum actuator
extension and retraction speeds were found to be 150 mm/s and −187 mm/s, respectively.
Maximum actuator extension and retraction forces were determined to be approximately
250 N and −220 N, respectively. The hydraulic efficiency of the 3D printed inverse shuttle
valve, tubing, and cylinder (excluding pump) was satisfactory at 60% to 70%, with potential
for improvement with the selection of less restrictive tubing to the cylinder. The step
response of the EHA system was fast with time constants between 4 ms and 13 ms for
the loads tested, confirming the applicability of the EHA in high bandwidth applications.
Limitations of the current tubing’s working pressure at elevated temperatures combined
with the low pump efficiency restrict the system’s capabilities to handle high loads (>10 W)
for extended periods (> 5 min), though the actuator is capable of approximately 30 W output
power for short duty cycles. These results indicate that the low-cost EHA system presented
has the potential for impressive performance especially with continued development of
other small-scale components such as pumps and tubing.
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Appendix A

This appendix develops the equations used to characterize the pump and motor
combination. The pump’s pressure and flow outputs were characterized by fitting several
typical pump performance parameter coefficients to the experimental data. The torque
produced by the pump Tpump [Nm] is expressed as

Tpump =
D
(

1 + C f

)
∆P

2π
+ CdµDN + Tc (A1)

where D is the pump displacement [m3/rev], C f is the pressure friction coefficient [-], ∆P
is the fluid pressure increase across the pump [Pa], Cd is the viscous damping coefficient
[-], µ is the fluid viscosity [Pa·s], N is the pump’s rotational speed [rev/s] (assumed to be
positive), and Tc is the breakaway torque [Nm].

The flow produced by the pump Q [m3/s] is expressed as

Q = DN − CsD∆P
µ

(A2)
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where Cs is the slip leakage coefficient [-]. The brushless electric motor was assumed to
follow the standard equation relating motor torque T to current I [amps] given as

T =
30I
πKv

(A3)

where Kv is the motor speed constant [RPM/V].
Combining Equations (A1) through (A3) and rearranging gives the expressions relating

pump flow and pressure to motor speed and current as

∆P =
60I

KvD
(

1 + C f

) − 2πCdµN
(1 + C f )

− 2πTc

D
(

1 + C f

) (A4)

and
Q = DN − CsD∆P

µ
. (A5)

Equations (A4) and (A5) were fit to the experimental data to characterize the pump’s
flow and pressure in terms of motor speed and current.
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Abstract: Concepts, such as power and condition monitoring or smart systems, are becoming
increasingly important but require extensive insight into the process or machine, which is mostly
gained by additional sensors. However, this development is contrasted by growing global competition
and cost pressure. The measurement concept of a soft flow rate sensor presented here, addresses this
discrepancy by means of a cost-effective software-based sensor, utilizing the dependence between
flow rate and flow force in hydraulic spool valves. In the presented work, the feasibility of the
introduced approach and the anticipated challenges, such as the modeling of disturbances in the
mechanical, fluidic and electromagnetic subdomain, are assessed. For this purpose, important
phenomena influencing measurement accuracy are identified on the basis of previous work. With
the help of these findings, a greatly simplified version of the soft sensor is built and evaluated with
a commercial valve to perform an initial test of the concept. Regardless of future implementations,
the soft sensor concept presented here may have limitations in terms of dynamics and accuracy.
However, the aim is not to replace a classic flow rate sensor, such as a gear sensor, but rather to create
a cost-effective way to determine the flow rate without any additional integration effort.

Keywords: components; condition monitoring; flow rate sensor; predictive maintenance; soft sensor;
solenoid; valve

1. Introduction

Numerous efforts are being made to integrate more functionalities into hydraulic drive
components. During this development, power and condition monitoring, smart systems
and the creation of redundancies to increase safety are becoming more and more important
but require extensive insight into the process or the machine. This information is mostly
obtained using measurement data and additional sensors. However, the development is
contrasted by cost pressure as well as the aim to reduce system complexity and integration
effort, fueled by growing global competition.

The measurement concept presented here addresses this predicament with cost-
effective software-based flow rate sensors, taking advantage of the dependence between
flow rate and flow force.

A spool valve is a device that regulates the flow within a hydraulic system. It typically
consists of a spool, moving within a valve body. An actuator, such as a solenoid, is used to
move the spool. A position sensor, if present, detects the position of the spool and provides
feedback to the control system.

The fluid flowing through the valve causes a flow force acting on the spool, which
particularly depends on the spool position and flow rate. For most industrially relevant
valves, this relationship is unambiguous, meaning, if the spool position and flow force are
known, the flow rate can be inferred. The flow force commonly acts in the closing direction
of the valve, counteracting the solenoid or spring (depending on the configuration). As
shown in Figure 1, this results in an equilibrium of forces, consisting of the axial force Fax
of the actuator, the flow force Ff f , the inertial force Finer,hydr, the friction force Ff ric,hydr and
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a spring force Fspr,hydr, holding the spool in a predefined position. If the inertial, frictional
and spring forces are known, the flow force can be deduced from the actuator force. The
works [1,2] refer to this possibility. The axial force can be estimated from the state variables
of the solenoid (current, voltage and position). In this study, spool valves with proportional
solenoids and position feedback are considered.
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In summary, as illustrated in Figure 2, with the measurement concept, the state
variables of the solenoid current i, voltage U and the armature position x are used to infer
the solenoid force Fax, which, in turn, is used to determine the flow force Ff f and, thus, the
flow rate Q. Depending on the valve configuration, the variables required to determine the
flow rate are already available in the control electronics. Thus, additional functionality can
be provided cost effectively by extending the control software.
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The measurement concept presented might be limited in terms of dynamics and
accuracy. However, the aim is not to replace a classic flow rate sensor, such as a gear
sensor, but rather to create a cost-effective way to determine the flow rate without an
additional integration effort. Especially in machines and plants where no flow rate sensors
can be installed for economic reasons, this concept offers additional information. The
information can be used for power and condition monitoring, for monitoring tasks or for
application-specific purposes.

Due to the wide use of magnetically actuated spool valves, there are various prelimi-
nary works within individual subdomains [1–5]. However, none of these works combine
these findings into a sensor concept comparable to the one proposed in this paper.

The basis of the presented soft sensor is a model of the valve system, which allows for
the deduction of the flow rate from given state variables.

A model, especially a real-time model, is always a trade-off between model accuracy
and computation time. As such, important mechanisms significantly affecting the system
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behavior must be identified. Hence, in the following section, based on relevant preliminary
work, system properties are identified that could influence the measurement concept and
must, therefore, be taken into account in the modeling. Subsequently, a simplified model is
created on the basis of experimental data, which is intended to represent a static/low dy-
namic system. Finally, an initial metrological investigation using a commercially available
valve is carried out, and the concept is tested in practice.

2. Literature Review, Conception of the Soft Sensor and Identification of Relevant
System Properties

In this section, with the help of relevant literature, the concept of soft sensors is
briefly explained, a model structure is developed and the main mechanisms of the system
are identified.

A soft sensor is a software-based system using mathematical algorithms to estimate
process variables or properties that are not directly measured by physical sensors from
known variables. It can provide real-time monitoring and control of industrial processes
by predicting key process variables. While soft sensors are also models, they are more
specialized and are focused on estimating the value of a specific variable in a particular
process or system [6].

According to [6,7], it is possible to distinguish soft sensors into model- or physically
driven sensors and data-driven sensors. The former models are also called white box
models and have complete phenomenological knowledge about the process. Data-driven
models are also called black box models because they are based on empirical observations
and have no knowledge about the process. White and black box models represent the two
extremes. Between these two main types, numerous gradations/combinations are possible.
For example, parts of a model-driven soft sensor can be realized by data-driven sub models
that cannot be easily represented by physical models. These models are referred to as
hybrid or grey box models.

Soft sensors have been used for several decades in monitoring and control, especially
in the process industry.

Partly, this is because process industries typically involve complex processes and
systems that include a wide range of process variables. Many of these variables are difficult
or expensive to measure and require the use of costly sensors or specialized instrumentation.
Soft sensors provide a cost-effective way to estimate these variables. Due to the complexity
of the processes, analytical descriptions are often difficult. Given the historical data that are
often available, data-driven approaches are commonly used. In [6–8], detailed examples
and an overview of the applications and the design of soft sensors are presented.

In fluid technology, soft sensors have not yet been widely used. Examples can be
found for the determination of the flow rate of pumps, for example, by [9–11]. In the
works of [12,13], several soft sensors for hydraulic components based on simple physical
models are presented and combined to sensor networks. In contrast to the approaches
presented in [12,13], no additional sensors are required for the proposed measurement
concept. Furthermore, the focus lies on a more detailed modeling of the component.

Therefore, it is aimed at a physically motivated model with physical- and data-driven
sub models, i.e., a grey box model.

Based on the descriptions in Section 1, a conceptual structure of the soft sensor and its
sub models is derived, as shown in Figure 3. The soft sensor can be divided into two main
subsystems: The actuator and the valve.

These sub models are coupled by the axial force Fax, as shown in Equation (1). The
axial force Fax exerted by the actuator is obtained by offsetting the estimated magnetic force
Fmag with the force of the actuator spring Fspr,act, the frictional force acting in the actuator
Ff ric,act and the acceleration force on the armature Finer,act. In the valve model, the axial
force Fax is offset with the force of the valve spring Fspr,hydr, the friction force in the valve
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Ff ric,hydr and the acceleration force at the spool Finer,hydr to obtain the flow force. The flow
force is then used to determine the flow rate Q.

Fax,act = Fax,valve
Fax,act = Fmag + Fspr,act ± Ff ric,act − Finer,act

Fax,valve = Fspr,hydr + F f f ± Ff ric,hydr + Finer,hydr
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The described forces, their underlying mechanisms and the relationship between flow
force and flow rate are considered in the following sections. Following the measurement
procedure shown in Figure 2, the analysis begins with the relationship between the flow
rate and the flow force and, thus, with the valve. Subsequently, the actuator and the
influences on it are considered.

2.1. Flow Force–Flow Rate Relationship

Flow forces act on the spool and the sleeve/housing due to changes in momentum of
the fluid in the valve chamber. These forces are usually considered as a disturbance variable
in the position control of the spool. They can be divided into static and dynamic flow forces.
Static flow forces are those continuously exerted by the fluid, even when the spool is at rest
and the flow rate is constant. Static flow forces usually act in a closing manner. They have
been investigated in numerous works, such as [3,14–16], often with the aim of reducing the
flow forces in order to decrease the required actuation force. Dynamic flow forces usually
result from the acceleration or deceleration of the fluid in the valve chamber, for instance,
when the spool moves, or pressure or flow rate pulsation occurs. Dynamic flow forces can
act in both opening and closing directions.

There are different approaches to determine the flow forces, including analytical
calculation, determination by CFD simulation, as well as by measurement. For the analytical
calculation of the flow forces, the approach formulated in Equation (2) proposed by Schmitz
and Murrenhoff [17] can be used. It has been applied in several works [3,14,18,19] and has
been extensively studied by Bordowski [3].

Ff f = ρQ2 1
A1

cos ε1

sin ε1
− ρQ2 1

A2

cos ε2

sin ε2
− ρl

∂Q
∂t

(2)

The first two expressions in Equation (2) describe the steady-state flow force; the third
describes the dynamic flow force. The areas A1 and A2 denote the in- and outlet metering
areas, the angles ε1 and ε2 the in- and outflow angles, ρ the density of the fluid, Q the flow
rate and Ff f the flow force acting on the spool in axial direction. When examining the
analytical description, it becomes evident that influences which change the fluid density,
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the flow angles or geometric parameters, have a direct effect on the relationship between
the flow force and flow rate. These influences are considered in more detail subsequently.

2.1.1. Influence of the Oil Properties

Considering Equation (2), it can be seen that the density and, thus, the fluid tempera-
ture influence the magnitude of the flow forces. For a common hydraulic oil, for example,
mineral oil of type HLP46, the density changes up to 3% with a change in oil temperature
of 50 ◦C.

The results of Schuster et al. [20], Yuan et. al [1], Bordowski et al. [21] and Hucko
et al. [19] suggest that changes in viscosity due to temperature variation also affect the flow
forces. In the latter investigation, a temperature change of 50 ◦C (30→80 ◦C) at a constant
flow rate caused a maximum decrease in flow force of 23%.

Relating these findings to the presented measurement concept, such a temperature-
induced change in the flow force–flow rate relationship, if not considered, would lead to a
significant estimation error. In addition to investigating the temperature influence on the
flow force–flow rate relationship, Hucko et al. [19] presented a method to compensate for
this influence at a known temperature.

In many systems, the oil temperature is roughly known. In addition, some valves
already have temperature sensors or have the capability to receive temperature values from
other modules within a modern automation architecture [22]. In summary, the influence of
the fluid temperature can and should be considered in the soft sensor.

2.1.2. Geometric Factors

In addition to the oil properties, geometric factors, such as the distance between in- and
outflow ports [23], metering edges, radial clearance [24], geometry of the spool chamber
and metering area, have a considerable influence on the flow forces.

Changes in valve geometry, for example, in the metering edges, can occur due to
wear, which may alter the in- and outflow angles and, thus, the flow force–flow rate
characteristics. At present, the author is not aware of any studies on the extent to which
wear of the metering edges affects the flow force–flow rate relationship.

In addition to wear, geometric parameters can vary due to temperature changes and
the associated material expansion. For the valves considered, the clearance between the
spool and sleeve/housing as well as the metering areas are of particular interest. The
change in clearance can be compensated for by matching the expansion coefficients of
the spool and sleeve to another. To ensure safe operation in the operating range, this is
usually accounted for in the design. According to Hucko et al. [19], the change in opening
areas has a negligible effect on the flow force–flow rate relationship for the nominal size
6 valves considered there. However, a change in temperature can have an effect on more
than just the geometric variables. The sensors installed in valves to detect the spool or
armature position can be influenced by temperature changes. This drift is usually specified
in the data sheets of the sensors and can be adjusted for with little effort, provided the
temperature is known. For commercially available linear variable differential transformers
(LVDTs), often used in valves, the drift is 0.01–0.02% F.S./K.

In summary, to date, little research has been devoted to wear-related influences on the
flow force. Additionally, the temperature-related influence of geometric variables has a
minor effect on the flow force–flow rate relationship, according to current research. The
influence of position sensors, however, should be considered, depending on the mounting
position and operating temperature span.

2.1.3. Influence of Frictional Forces in the Valve

The central idea of the presented soft sensor is to infer the flow rate from the flow
forces. Flow forces cannot be measured directly. However, they can be calculated from the
sum of the axial forces acting on the spool. For this purpose, the frictional forces acting on
the spool must be taken into account.
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Friction can be differentiated according to the type of friction, into solid, boundary,
mixed and fluid friction, as well as according to the kinematics in static, sliding and rolling
friction [25]. The annular seal usually used in spool valves causes a permanent leakage flow,
resulting in a liquid film in the clearance between the spool and the valve sleeve/housing.
In most cases, solid sliding friction and liquid friction are superimposed. The frictional
force depends on the surface condition, the clearance, the viscosity of the oil, the spool
velocity and the acting normal force [16].

Lu and Tiainen [26] investigated friction in spool valves, both simulatively and experi-
mentally, and were able to identify radial flow and pressure forces as the main contributors.
These occur when the flow around the metering edge is not symmetrical and radial forces,
therefore, do not completely negate each other. It was also shown that the radial forces
caused by static pressure increase linearly with the pressure difference.

The friction occurring in spool valves was investigated for valves of different sizes
in [18,19]. Here, an assumption was made that the amount of friction during opening and
closing of the valve is the same. By averaging the axial force recorded during the opening
and closing process, the flow forces can be calculated. The measurements showed a high
repeatability of the measured axial forces and, thus, good reproducibility of the friction. It
was shown that the frictional forces account for a non-negligible proportion of the axial
force. The investigations mentioned were limited to the quasi-static movement of the spool.
If the Stribeck curve described in [25] is taken into consideration, a decrease in the frictional
force can be expected as the spool velocity increases.

In conclusion, it can be stated that friction forces should be considered in the sensor
concept, in order to improve the determination of the flow forces. The described depen-
dence on operating parameters, such as speed, should also be accounted for. In case the
dependence of the friction forces on pressure difference or flow rate is observed for the
investigated valve, the flow rate calculated by the soft sensor could be fed back and used
for a better estimation of the friction.

2.1.4. Dynamic Influences

As previously mentioned, movement of the spool as well as pressure pulsations lead
to an acceleration of the fluid in the valve chamber and cause dynamic flow forces. Del
Vescovo and Lippolis [27] analyzed these, using the law of the conservation of momentum
and CFD simulation. They found that the influence of the spool movement up to a velocity
of 1 m/s, which corresponds to an opening time of 20 ms (for a common stroke of 2 mm),
as well as pressure pulses up to 1 kHz are negligible and the consideration of static flow
forces is sufficient. Manring and Zhang [28] investigated the influence of the dynamic flow
forces experimentally and argued that the pressure transient term needs to be considered
but did not elaborate further.

Nakada and Ikebe [29] also studied the influence of dynamic flow forces experi-
mentally and found a correlation between the damping length and the magnitude of the
dynamic flow forces. In the valves investigated, the static flow forces were dominant. An
influence of the dynamic flow forces was found from 20 Hz.

Tanaka and Kamata [2] examined the flow forces occurring in a spool valve using
three-dimensional unsteady CFD simulations and analytical models. The spool-sleeve
geometry was described as complex, due to radial cylindrical notches, which were explicitly
taken into account. Validation was performed mathematically using the law of momentum
as well as experimentally by comparing measured static flow forces to the calculated ones.
It was found that in the analytical calculation, both the inflow and outflow angles must be
considered. Furthermore, it was shown that an assumption of constant flow angles leads
to increased deviation. The influence of dynamic flow forces was examined for a spool
movement of 100 Hz at full stroke. It was concluded that the velocity and acceleration
terms are negligible. Only the damping term contributes 7% to the flow forces at the
given excitation.
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In summary, the preliminary simulative and experimental work of [2,27–29], amongst
others, dealt with the influence of the spool movement and the pressure pulsation on
the flow forces. The studies show that, for the valves considered, the influence is most
significant in case of increased dynamics.

2.2. Disturbances Occurring at the Solenoid

In the presented measurement principle, the electromagnet used for positioning the
spool simultaneously serves to measure the axial force. For this purpose, the unknown
actuator force, generated by the solenoid, needs to be inferred from the known state
variables, voltage, current and armature position.

The current force characteristic of proportional solenoids is usually manipulated by
constructive measures, so that the force generated is proportional to the current, regardless
of the valve position. Despite intensive efforts, this proportionality is limited, even when re-
stricted to certain stroke ranges. In addition to a nonlinear current and position dependence,
a pronounced force hysteresis can usually be observed, especially in proportional solenoids.
The hysteresis is caused by various overlapping effects. For a precise and computationally
efficient force estimation, the effects with the most significant influence have to be modeled.

According to [30], mechanical friction between the armature and the pole tube, eddy
currents and magnetic hysteresis contributes significantly to the force hysteresis. These
effects and common approaches to modeling them are described in [30]. In static conditions,
experience shows that the force hysteresis using dithers is between 2 and 10% of the total
force of the actuator. As the current rate increases, so does the effect of eddy currents.
Neglecting this effect would lead to a significant deviation between the model and system
and, thus, must be accounted for.

2.3. Summary

The described system properties and mechanisms influence the accuracy of the pre-
sented soft sensor. By measuring and modeling these influences, the estimation error can
be reduced.

For the valve sub model, the influence of the fluid temperature as well as that of
the state-dependent friction and, at higher spool speeds, dynamic influences should be
considered. The latter ought to be modeled as part of the flow force–flow rate relationship.

For the actuator sub model, the friction occurring between the armature and the pole
tube, the magnetic hysteresis and eddy currents must be taken into account. The magnetic
hysteresis and eddy currents should be considered within the magnetic force estimation.

3. Simplified Model and Parameterization

To verify the feasibility of the described sensor concept, it was implemented in simpli-
fied form, using a commercially available valve, as shown in Figure 4. The modeled valve
is a proportional 4/3-way valve of nominal size 6. It is equipped with position feedback
and built-in electronics.

As discussed, friction in both the solenoid and the valve is dependent on system
variables that change during operation, thus requiring a complex model to sufficiently
describe the friction within the system. To provide an initial assessment, the friction
is, therefore, not modeled. Instead, the measured force and the flow rate hysteresis are
averaged. Since the validation is limited to a quasi-static case, the acceleration forces are
omitted. This simplifies the model shown in Figure 3 to that in Figure 4.

As depicted in this figure, only the two most important relationships, the estimation
of the solenoid force and of the flow rate, are considered. In this way, the model offers
the possibility to validate the basic function of the concept. Since all other phenomena
described in Section 2 are neglected, an upper estimation error can be determined. The
magnetic force is estimated using the electrical quantities and position. The estimation of
the flow rate is made using the flow force and the position. The spring forces are also taken
into account.
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Figure 4. Simplified Soft Sensor Model.

To model the generation of the magnetic force and the flow force–flow rate charac-
teristic, lookup tables determined by measurements were used. Their determination is
explained in the following.

Using the setup described in [19], the axial force was determined for different flow
rates and piston positions. Pressure and temperature, upstream and downstream of the
considered metering edge, as well as the flow rate, were also recorded. The axial force
was measured with a load cell. The purpose of these measurements was to determine the
relationship between flow force, position and flow rate. Intuitively, it would, therefore,
make sense to adjust the flow rate across the considered metering edge and to open and
close the valve. However, since pressure sensors have significantly higher dynamics than
flow rate sensors, better results could be achieved by controlling the pressure difference.

To record the characteristic diagram, the valve was opened and closed, while a constant
pressure difference across the metering edge was maintained. This was repeated for the
different pressure differences shown in Figure 5.
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Since the valve was opened and closed at each set pressure difference, the hysteresis
of the axial force was also recorded. To determine the flow force, the assumption is made
that the friction in both directions of movement has the same value but a different sign,
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as described in [19]. Hence, the flow force was obtained by averaging the two measured
curves of axial force of each pressure difference. The curves were then interpolated, so that
the flow rate can be determined for any spool position and flow force. In Figure 5, it can be
seen that if the hysteresis is neglected, the relationship between flow rate, flow force and
position is always unique for the measured valve. Thus, for a given flow force and position,
the flow rate can be calculated. A further examination of the measured curves shows that
the slope of the dashed position curves is a good indicator for the sensitivity of the used
correlation. As the slope of these lines increases, so does the accuracy with which the flow
rate can be inferred from the flow force and position.

For the determination of the magnetic force, a metrologically obtained lookup table
was used. It was generated by measuring the magnetic force at different currents and
positions. Due to the simplified approach, the applied voltage was not used for modeling.
The setup shown in Figures 6 and 7 was used to measure the magnetic force. The test
setup was designed to allow for precise measurement of a wide variety of valve solenoids.
Figure 6 shows the mechanical part of the test rig.
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Figure 7. Electrical Schematic for Measuring Solenoids.

On the left side, the solenoid to be measured is mounted in a rigid frame. A movable
carriage driven by a servo motor allows for precise, dynamic positioning of a mechanical
stop against which the armature presses. The force generated by the armature is recorded
by a force sensor (MES KM40). Both the position of the armature and the position of the
carriage are measured to precisely control the armature position and eliminate possible
position deviations, e.g., due to backlash or the limited stiffness of the force sensor.

Figure 7 schematically shows the electrical part of the experimental setup. The circuit
consists of the solenoid itself, an amplifier and a low-side measurement shunt (3 Ω± 0.02%)
for current measurement. The amplifier (Kikusuiu PBZ80-5) allows for, in push/pull config-
uration, the application of arbitrary currents and voltages. The solenoid is highlighted by a
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gray rectangle and is represented by an inductor and an ohmic resistor. The temperature
change in the measurement shunt is small due to sufficient cooling. The resulting change
in resistance is, therefore, negligible. The voltage is measured across the solenoid. The
synchronized acquisition of voltage, current and force is carried out using a measuring
amplifier (MC USB 404-60).

The force characteristics determined with this measurement setup are shown in Figure 8.
In order to avoid static friction at a constant current, the armature was moved quasi-statically
between the stops using the servo motor shown in Figure 6. The position was detected using
the actuator’s own position sensor.
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Figure 8. Measured Force Characteristics of a Solenoid.

The equally shaded lines on top of each other represent the force progression with
ascending and descending directions of movement for each current step. The force hys-
teresis is clearly visible. The solenoid’s air gap is reduced with decreasing voltage of the
LVDT. The force increasing with the growing air gap can be observed, especially with
proportional magnets, and is due to the design influence on the force characteristics. The
hysteresis width increases with the current. This can be seen from the growing distance
between the force curves measured at the same current. Without using a dither signal, the
force hysteresis for this solenoid is 1–5 N. According to [30], the static force hysteresis of
the magnet depends mainly on the radial magnetic flux and the material hysteresis and,
thus, on the momentary state of excitation. However, modeling this relationship would
exceed the scope of this paper. Therefore, a simplified approach was chosen to validate
the sensor concept. The individually recorded hysteresis curves were averaged and then
interpolated, resulting in a lookup table, which provides the magnetic force for a given
current and position.

4. Validation of the Sensor/Measurement Concept

In order to validate the soft sensor concept, the determined characteristic diagrams
and the measured spring constants were combined to form a simplified model, as shown
in Figure 4. This model was then tested with measured data. The test data were generated
on a test rig using the methods described in Section 3. A differential pressure of 60 bar was
applied across the control edge PB of the valve, and the spool was opened and closed at a
rate of 5%/s. During the measurement, the current through the coil and the flow rate were
recorded. The measured flow rate is shown by a solid line in Figure 9. Simultaneously, the
flow rate was estimated using the soft sensor and is represented by a dashed line.
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Examining Figure 9, it can be seen that a qualitative estimation of the flow rate is
possible even with the use of a condensed model. The error between measured and
estimated flow rate grows with increasing flow rates to up to 9 L/min or 11% FS and is
maximum at the reversal point of the signal, with up to 30 L/min or 38% FS. The maximum
flow rate of the valve is 80 L/min and defines the full-scale value. Other measurements
also showed an increased estimation error with growing valve openings and flow rate.

It is assumed that with increasing flow rate, the flow and pressure distribution around
the metering edge is no longer symmetrical. Therefore, radial flow forces and static
pressures no longer fully compensate. This leads to a force, which acts perpendicular to the
direction of movement. It creates friction and depends on the flow rate and the position of
the spool. The frictional force depends on the perpendicular acting force and, therefore, on
the operating point. This was confirmed by further measurements.

The oscillation clearly visible at the reversal point, when the spool is at rest, increases
with the flow rate or flow force. In a more detailed examination, the current imposed by
the valve control and the resulting forces were examined. The current profile shows that
the position controller exhibits pronounced oscillations when the spool is at rest, increasing
with the flow rate.

It was observed that if the spool is stationary with only a slight control error, the
current and, therefore, the axial force is increased by the controller until static friction is
overcome. This causes an overshoot of the spool position and the force is reduced until the
spool slips again below the target position. For a conventional application, this behavior is
not a problem, as the change in spool position and flow rate is negligible. In this concept,
however, the mechanism is relevant.
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The solenoid current serves as the input of the model and is used to determine the
actuator force and, subsequently, the flow force. Without modelling static friction forces,
the determination of the flow force from the axial force exhibits high errors.

In terms of frictional forces, increasing dynamics could have a positive effect, as static
friction forces would be reduced. However, when increasing the dynamics, the acceleration
forces, the dynamic flow forces described in Equation (2) and the eddy currents must be
taken into account.

As already shown in Figure 5, various combinations of spool positions and flow rates
are possible during operation. For this reason, the validation was also carried out for
other pressure differences, as depicted in Figure 10. Like before, over the control edge PB
of the valve, five various differential pressures of 30, 40, 50, 60 and 70 bar were applied.
At each pressure level, the spool was opened and closed at a rate of 5%/s. This leads
to the measured triangular increasing and decreasing flow rate signal represented by
a solid line. The estimated flow rate is indicated by a dashed line. The error between
the estimated and measured flow rate is given as before. Figure 10 shows that for the
other pressure levels considered, the error also grows with increasing valve opening or
flow rate. In all measurements, the error is greatest when the spool is at rest, while the
direction of movement is changed. This observation can be explained by the occurrence of
frictional forces described above. Both at the second pressure level of 40 bar and at the last
level of 70 bar, sharp increases in the measurement error can be observed. After further
examination, these could be traced back to acquisition errors of the position signal. In order
to make the soft sensor more robust against such errors, future models will aim at filtering
the position signal.
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5. Conclusions and Results

In this paper, a new concept for measuring the flow rate with a soft sensor is presented.
The concept uses the relationship between the flow rate and the flow forces in valves. To
measure the flow forces, the solenoid is not only used to position the spool but also as a
force sensor. With the electrical parameters and the valve position, which are both already
recorded by the valve controller, the flow forces and from these the flow rate can be derived
with a suitable model. In the first section of the paper, the basic concept was explained,
and relevant preliminary work was briefly summarized. Subsequently, important mecha-
nisms and phenomena which affect the measurement concept were identified. To examine
whether the presented concept can be practically implemented, a condensed version of
the soft sensor was realized with a commercially available valve. In this model, only the
flow and spring forces were considered to determine the flow rate. Other influences, such
as friction, inertial and dynamic flow forces, were not taken into account. In the actuator
sub model, phenomena, such as magnetic hysteresis, eddy currents and friction, causing
hysteretic behavior of the actuator force, were not considered. During validation of the
soft sensor, the flow rate could be measured at low dynamics with an error of less than
9 L/min or 11% FS (FS: 80 L/min). The maximum measured flow rate was 76 L/min.
The accuracy of estimation decreases significantly with decreasing flow rate or smaller
valve opening. When the spool is at rest, frictional forces cause oscillations of the position
controller, increasing the error up to 30 L/min or 38% FS. It is expected that by taking the
frictional forces into account, the estimation error can be significantly reduced.

Overall, it is shown that the presented soft sensor concept applied to a commercially
available valve can be used to estimate the flow rate. The estimation of the flow rate can be
further improved in future works by more detailed modeling of the valve and the actuator
to include identified relevant phenomena. After further enhancements of the soft sensor, a
sensitivity analysis for the valve and actuator variables as well as an uncertainty analysis
are planned for future work.

However, the aim of this soft sensor is not to replace conventional flow rate sensors.
With the achievable accuracy, this concept is more suitable for cost-effective applications to
estimate the flow rate from data already known in the valve control. Possible applications
include power or condition monitoring as well as smart systems.
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Nomenclature

ρ Oil density [kg/m3]
Q Flow Rate [
A1, A2 Metering Areas [m3]
ε1, ε2 Flow angle [◦]
x Spool Position [mm]
I Momentum [kg m/s]
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Abstract: The agricultural sector is constantly evolving. The rise in the world’s population generates
an increasingly growing demand for food, resulting in the need for the agroindustry to meet this
demand. Tractors are the vehicles that have made a real difference in agriculture’s development
throughout history, lowering costs in soil tillage and facilitating activities and operations for workers.
This study aims to successfully design and build an autonomous, electric agricultural tractor that can
autonomously perform recurring tasks in open-field and greenhouse applications. This project is fully
part of the new industrial and agronomic revolution, known as Factory 4.0 and Agriculture 4.0. The
predetermined functional requirements for the vehicle are its lightweight, accessible price, the easy
availability of its spare parts, and its simple, ordinary maintenance. In this first study, the preliminary
phases of sizing and conceptual design of the rover are reported before subsequently proceeding to
the dynamical analysis. To optimize the design of the various versions of the automated vehicle, it is
decided that a standard chassis would be built based on a robot operating inside a greenhouse on
soft and flat terrains. The SimScape multi-body environment is used to model the kinematics of the
non-back-drivable screw jack mechanism for the hitch-lifting arms. The control unit for the force
exerted is designed and analyzed by means of an inverse dynamics simulation to evaluate the force
and electric power consumed by the actuators. The results obtained from the analysis are essential
for the final design of the autonomous electric tractor.

Keywords: automated self-driving tractor; agriculture; robot; multibody; control systems

1. Introduction

In the course of human history, there has been an evolution in agricultural production
concerning yield, endurance, and requirements [1,2]. Throughout the centuries, humankind
always has looked for various types of alternative energy sources for farming activities;
suffice it to say that the sector only started relying on human and animal power a century
ago [3]. The first tractors and farming machines were introduced only in vast areas due
to the high costs of the new technology. Nevertheless, the mass production of tractors
and machines allowed for such tools to be accessible to small land owners [4]. Moreover,
advancements in electronics and automatism resulted in a milestone that fostered the
development and production of automated self-driving vehicles [5]. This study aims to
design and develop an autonomous electric tractor capable of performing activities both in
the open field and in greenhouses [6–8]. Agriculture 4.0 is the systematic use of innovative
technologies, and the utilization of electric vehicles is an integral part of it [9–11]. Currently,
many companies are developing technologies and actual models that fit the perspectives of
Agriculture 4.0. For this reason, a preliminary market investigation has been conducted
to understand the state-of-the-art technology in propulsion and automation [12,13]. Such
analysis showed that the propulsion used in such applications is either electric or hybrid
for easier vehicle management. For these valid reasons, this type of propulsion has been
adopted for our model [14].
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2. Materials and Methods

The authors have been involved for some time in the dissemination and application of
Agriculture 4.0 methods and in the research and development activities of medium-small
companies, which are typical in the agricultural sector of southern Italy [15–20]. This work
reports a study concerning the design of a new electric tractor for precision agriculture
applications, one that is capable of working in both open fields and greenhouses. For this
purpose, it was decided that a modular machine would be designed based on the same
frame, but with the possibility of being equipped with ad hoc devices according to the
needs encountered. Given the high versatility of the robot, three configurations have been
identified [21]. The first substantial difference between an electric tractor and a traditional
machine lies in the lifting and in the towed machine’s driving systems. In a traditional
machine, the operating machine is lifted by a hydraulic lift, while a Cardan joint is operated
by the power take-off. In our vehicle, both lifting and driving are guaranteed by electro-
mechanical drives [19]. The electric tractor must be equipped with a lift mechanism that is
capable of operating all the operating machines that are already on the market. With such
consideration, an operational width of 130 cm was identified, which would allow many
activities to be carried out both in the open field and in greenhouses [22]. In this way, based
on the catalogues of agricultural machinery manufacturers, it was possible to identify the
power and width of the tractor as a function of the working width [23]. In Figure 1a,b, it
can be seen that for an operating machine of 130 cm, a tractor with a power of 15 kW is
required, and this must be as wide as the connected tool [24]. For the missing parameters,
an analysis of the most widespread agricultural machine on the market was performed.
With the typical characteristics and through appropriate scaling, the final model was then
defined [25].

(a) Working width of the rotary tillers of operating machines

(b) Tractor power
Figure 1. Data from zanon.it.

As for the locomotion, it was decided that a pair of steering axle shafts without a
braking system would be installed for the front transmission, with a square section of
40 mm and a four-hole Balilla junction [26], and that the rover would be rear-wheel drive.
By placing the entire propulsion system on the rear axle, as is often the case in traditional
tractors, the batteries could then be used to balance the vehicle by positioning them on the
front chassis. For the rear actuators, Benevelli TX2 series motors were used (see Figure 2).
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Figure 2. Rear axle and front axle shaft.

In this phase, the sizing relative to the estimation of the position of the vehicle’s centre
of gravity concerns the known masses and their position with respect to a reference sys-
tem [27]. The position of the centre of gravity will help to calculate the weight distribution
on the front and rear axles. As for the isodiametric vehicle, the weight must be distributed
evenly, with 50% on the front axle and 50% on the rear axle [28]. In our calculations, the allo-
cation of the centre of gravity resulted in the vehicle’s longitudinal axis of symmetry being
89.2 mm higher than the vertical axis and 725.4 mm further away from the longitudinal axis.
Once the position of the centre of gravity was determined, the focus shifted to the weight
dispersion on the axes [29]. By placing the battery pack on the front axle without any tool
connected to the vehicle, the front axle would then bear 89.6 % of the weight. However, it
should be borne in mind that the three-point hitch and the second engine for the power
take-off (PTO) in the rear part of the vehicle still need to be evaluated [30].

Another aspect to consider is the choice of rims and tires to use for the vehicle.
The European Tire and Rim Organization, a Belgian-based entity established in order to
address the needs of tire manufacturers, provides specifications and harmonises sizes and
nominal dimensions to avoid any ambiguity (see Table 1). However, to evaluate all the
forces that are discharged on the tires, it is impossible to neglect the dynamic effects of the
lifter’s handling of the operating machines [31]. For this reason, in the following section,
all the activities carried out to evaluate the actions on the frame caused by the presence of
the operating machine are reported.

Table 1. Tyre measure and matching rim.

TIRE SIZE SERVICE DESCRIPTION ADDITIONAL CHARACTERISTICS
Standard code designation

11.5/70 - 16 135 A6 14 PR -
-Metric designation-

Tire size PR Pattern Diameter Width Max.Load (kg) Rim size
6.50/80-12 4 KT801 604 165 500 5J12

3. Numerical Activity

For the sizing of the chassis, it is necessary not to neglect the effect of the dynamic
actions of the operating machine manoeuvred during the various processes [17]. For this
reason, the SimScape environment of Mathworks was used to model a generic operating
machine and the lifting mechanism. These geometries, shown in Figure 3, were modelled
in Solidworks and imported into the multibody modelling environment.

An MBD (model base design) approach was adopted for the development of the
multibody model. In this way, starting from a simplified model of the system and the
drives, it was possible to build a particularly efficient and effective model in stages in order
to determine the requirements that the drive system must possess. For the numerical
activity reported, an electromechanical model of the drive was developed, the parameters
of which are given in Table 2. The kinematic model of the lead screw mechanism and a
friction model were also added to the model, to evaluate the irreversible behaviour. The
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lifting system had been designed by taking into account the ISO730 directives and category
1, which include vehicles with a PTO power of up to 48 kW.

Table 2. Electric motor data.

Nominal electric engine speed 5200 rpm

Electric engine mechanical power 1200 W

Nominal CC supply voltage 48 V

Transmission Ratio 4

Furthermore, this choice was justified by the desire not to use a hydraulic system on
the vehicle, a system that is generally used on traditional machines to operate the hydraulic
pistons for lifting operating machines.

1

2

3

4

5

6

Figure 3. A 3D Model of the equipment attached to the three-point hitch, designed in the Solidworks
environment.

Furthermore, the choice of using a worm screw drive allowed for the exploitation of
the irreversibility of the mechanism itself, in order to keep the lifting mechanism in position
without having to supply torque and, in this way, to save energy [32].

The mechanism’s representation and its equivalent mechanical model are reported
in Figure 4. The load is pushed up or down, depending on the direction of the screw’s
rotation. Due to the presence of the load, frictional stresses are expected to arise between
the thread and the slider, which the actuator will have to overcome [33,34]. The screw is
essentially characterized by the pitch and the nominal radius that define the slope of the
thread according to the following relation:

tan φ =
p

π · d (1)

From the equilibrium at the translation of the system schematized in Figure 4, it is possible
to write the final expression as follows:

P = W tan(λ− φ) (2)
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where W is the load, P is the peripheral active force (P = T/r), and λ is the friction cone
(µ = tan λ).

N

Fa

W
P

φ

P

r

Pitchr

μ

W

d π

Figure 4. Representation of self-locking screw and equivalent mechanical model during down motion.

With (2), it is possible to identify the condition in which the mechanism becomes
irreversible. In the case of φ < λ, the active force P must be applied to move the load.

In order to analyse the behaviour of a more detailed model, a multibody model
was developed by importing a three-dimensional CAD into the SimScape multidomain
simulation environment [18,35].

The study of multibody systems consists of the analysis of the dynamic behaviour
of rigid or flexible bodies interconnected by constraints, each of which can undergo large
translational and rotational displacements, depending on the force fields to which they
are subjected.

Figure 5 shows the 3D rendering of the electromechanical drive and its sub-model in
the SimScape environment.

Figure 5. Multibody model of the lead screw mechanism.
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The performance of this mechanism can be assessed by the following relations:

η =
Lu

Lm
=

Ws sin φ

Ps cos φ
=

tan φ

tan(φ + λ)
(3)

As shown in Figure 5, the helix angle φ is equal to 0.912 deg, while the friction cone
angle λ is equal to 2.86 deg. For these values, the mechanical efficiency in the retrograde
mechanism η is equal to 0.245. Inside the lead screw friction block, visible in Figure 5,
a continuous stick-slip friction model is implemented, which is used to determine the
friction force and torque coefficients according to the rotation speed of the screw–nut
system connected to the joint [36,37]. An irreversible drive will allow the electric motors to
be used only while manoeuvring the operating machine [38].

Smaller values for the velocity threshold and the low-pass filter constant make the
model more realistic but result in a numerically stiffer system. The hypothesized agricul-
tural machine must be able to work mainly autonomously and, only in particular cases, be
managed remotely [39].

Several numerical simulations were carried out to evaluate the dynamic behaviour
of the electromechanical system and the effects attributable to the inertial actions on the
frame [40,41].

In this paper, three different case studies are presented to evaluate the correlation
between the robustness of the control system, the mechanism’s coefficient of friction,
and the related constraint reactions that are transferred to the frame.

The first scenario led back to an autonomous mission. The operating machine from
the rest position initially had to be brought into contact with the ground to be worked, and
only then could it be sunk by the amount indicated in Figure 1a.

In the second case, the activation of the stress control system was emulated during a
machining operation due to an excessive resistance to advancement by the operating
machine. In such cases, the lifter management system needs to raise the machine in order
to free the vehicle.

Finally, the third case study aimed to test the realization of the non-back-drivable
condition, which depends on the friction coefficient value in the case of a sudden change in
the vehicle altitude (for example, a difference in the height of the ground). Figure 6a,b show
the reference positions and the real positions occupied by the operating machine with two
different PID controllers, for two of the scenarios mentioned above [42]. However, Figure 6c
reports the difference in height of the ground used for testing the non-back-drivable
behaviour of the mechanism. The goal for the first two simulations was to analyse the
dynamic effects that would be transmitted onto the frame for two particular operating
conditions, considering both the effects due to the robustness of the control system and the
friction coefficient of the mechanism. The last analysis, however, had the goal of testing the
effectiveness of the irreversible mechanism in the presence of variable inertial loads [43,44].
Having chosen the size of the electric motor by means of a preliminary inverse dynamic
analysis, the aim of the authors was to investigate the correlation between the robustness
of the PID controller and the constraint reactions that would be discharged on the frame. A
control system with lower performance was indicated for the controllers with PID I, while
a much more robust PID controller was considered for those with PID II.
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Figure 6. Reference and actual motion of the multibody model of the operating machine for: (a) sink-
ing of the operating machine; (b) handling for effort control; (c) Abrupt change in the terrain profile.

4. Results

As can be seen in the first two graphs of Figure 6, the two different controllers qualita-
tively return the same positioning for the operating machine, both during the lowering and
the beginning of the tillage (case a) and as regards the activation of the effort management
system to overcome a possible obstacle present in the ground (case b).

On the other hand, this argument cannot be made when commenting on Figure 7.
This image shows the constraint reactions on the longitudinal plane for the first four points
indicated in Figure 3. In particular, it is possible to appreciate how the use of a more robust
PID controller results in a doubling of the reaction values. This behaviour is also recorded
in a decidedly significant way in the second case study; the results are shown in Figure 8.
In both cases, the particularly stressed joints are the drive attachment point (see point 2 of
Figure 3) and the lifting lever (see point 3 of Figure 3). Such results suggest a possible
future improvement of the kinematic chain used for the lifter.

Figure 9 shows the correlation between friction and the behaviour of the mechanism in
the event of a sudden change in vehicle altitude. In particular, this analysis aimed to capture
the reversibility and irreversibility conditions for the chosen mechanism, depending on
the friction value. In Figure 9a, a red line indicates the irreversible behaviour of the lift
chosen for the electric vehicle. For a friction value of 0.017, a self-braking condition by
the mechanism was identified, while for a value of 0.024, a self-locking condition was
found. Furthermore, in Figure 9b, for a value of 0.015, it is possible to see the reversible
behaviour of the mechanism with the lowering of the load, even before the irregularity
(t > 4 s). The subsequent behaviour by the load is due to the geometric limit switches of
the drive.
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Figure 7. Correlation of reaction forces calculated with various PID.

Figure 8. Correlation of the reaction forces determined with increasing dynamic friction coefficients.
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Figure 9. Correlation of the reaction forces determined with increasing dynamic friction coefficients:
(a) Irreversibility condition; (b) Reversibility condition.

The self-locking condition is obtained when the angle of the friction cone is greater
than the helix angle. The following self-locking factor r can be defined in the following way:

r =
tan (λ)

tan (φ)
(4)

If the self-locking factor is greater than unity, there will be no movement in static
conditions. In our case, by applying (4) and considering the helix angle of the mechanism,
it was possible to estimate the friction coefficient necessary for self-locking with a factor
of 1.1.

tan (λ) = 1.1 tan (0.912)→ µ = 0.017 (5)

On the other hand, the automatic braking condition is verified when the friction energy
that is transmitted from the nut is greater than the energy adduce from the screw. In this
case, the braking factor, indicated with b, is evaluated in the following way:

b = 1− tan (φ− λ)

tan (φ)
(6)

In this case study, b must be equal to 1.5 for a low feed rate [45].

1.5 = 1− tan (0.912− λ)

tan (0.912)
→ λ = 1.37→ µ = 0.024 (7)

It is important to always keep in mind that the self-locking action (static condition)
does not necessarily include the self-braking action (dynamic condition). In Figure 9, the
cases of irreversible condition and reversible condition are illustrated.

To summarize what has been highlighted, the areas of reversibility and irreversibility
as a function of the thread angle and the friction coefficient of the mechanism were graph-
ically represented. Figure 10 illustrates the so-defined stability map of the mechanism,
which shows both the helix angle values and the friction value used (metal contact on
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lubricated metal) for this application as well as the conditions shown in the previous graph.
On the stability map, it is possible to see how the mechanical performance changes as a
function of the two parameters mentioned above. Furthermore, this map is useful in the
eventual redesign of the actuation device, which will modify the dynamic behaviour of the
lifter [46].

Figure 10. Correlation of the reaction forces determined with increasing dynamic friction coefficients.

The preliminary concept of the electric tractor is shown in Figure 11. However,
the results exhibited in this work and a subsequent phase of geometry optimization will
significantly influence the final shape of the vehicle.

Figure 11. A 3D rendering of the concept.

5. Conclusions

This paper reports the preliminary phase of a much larger project, which is fo-
cused on the development of a new autonomous electric tractor for greenhouse and
open-field applications.

The use of virtual modelling and prototyping techniques together with the low cost of
electronic components makes it possible to significantly lower both the cost and the devel-
opment time of a new machine. It also completely breaks down the technology gaps that

122



Actuators 2022, 11, 358

have precluded less industrialized countries from competing with industrialized countries
on equal footing.

After identifying the basic components for the construction of the vehicle, such as the
chassis, tires, transmission, engine, battery, and lift, the authors focused on the reference
standard for the sizing and design of the vehicle in order to estimate the centre of gravity
of the whole system. The rover’s centre of gravity remained the most sensitive variable
needed to proceed with the dynamic analyses. To estimate the centre of gravity, it was nec-
essary to evaluate the constraint reactions transmitted onto the frame by the lifter and the
power take-off because the centre of gravity was positioned too far forward, and therefore
the weight distribution between the two axes was unbalanced (front and rear). For this
reason, the study focused on the rear part of the tractor, and in particular, on the lifting
mechanism, which had been designed and sized. To evaluate the reactions transmitted to
the frame by the lifter, the system was modelled and simulated in Mathworks’ SimScape
multidomain simulation environment. Inverse dynamic analyses made it possible to iden-
tify the characteristics required of the electric motors. The direct dynamic analysis, on the
other hand, made it possible to test the reversible and irreversible behaviour of the lifter for
an optimal component design. The results were essential for the subsequent chassis design
phase and for the final vehicle construction phase. The irreversible electromechanical drive
proposed by the authors was designed for a newly developed all-electric or hybrid tractor.
However, nothing detracts from the fact that such a solution could also be thought of for the
retrofitting of machines that are already on the market. Such a scenario, although unlikely
given that hydraulic circuits are also used to operate the steering and power external users
in conventional tractors, would require a retrofit of the machine itself. In such a case, it
would be necessary to equip the vehicle with the appropriate energy accumulators to ensure
lifter manoeuvrability. It would also be necessary to install a microcontroller that is capable
of handling the drive. Such a solution could be part of a retrofitting process for obsolete
machines, which would extend the useful life of machines destined for decommissioning.
On the other hand, using an irreversible mechanism on tractors that use hydraulic systems
would make the machine fail-safe for the circuit itself.
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Abstract: The cam-linkage mechanism is a typical transmission mechanism in mechanical science
and is widely used in various automated production equipment. However, conventional modeling
methods mainly focus on the design and dimensional synthesis of the cam-linkage mechanism in the
slow-speed scenario. The influence of component dimensions is not taken into consideration. As a
result, the model accuracy dramatically falls when analyzing large-size cam-linkage mechanisms,
especially in high-speed environments. The kinematic aspects of cam design have been investigated,
but there are few studies discussing the motion characteristic and accuracy analysis models of the
large-size cam-linkage mechanism under high-speed scenarios. To handle such issues, this paper
proposes a parameter optimization methodology for the design analysis of the large-size high-speed
cam-linkage mechanism considering kinematic performance. Firstly, the mathematical model of the
cam five-bar mechanism is presented. The cam curve and motion parameters are solved forward
with linkage length and output speed. Then, a particle swarm-based multi-objective optimization
method is developed to find the optimal structure parameters and output speed curve to minimize
cam pressure angle and roller acceleration and maximize linkage mechanism drive angle. A Monte
Carlo-based framework is put forward for the reliability and sensitivity analysis of kinematic accuracy.
Finally, a transverse device of a sanitary product production line is provided to demonstrate the
applicability of the proposed method. With the parameter optimization, the productivity of the
transverse device is doubled, from 600 pieces per minute (PPM) to 1200 PPM.

Keywords: cam-linkage mechanism; parameter optimization; reliability analysis; kinematics; trans-
verse device

1. Introduction

As a combination of the cam and linkage mechanisms, the cam-linkage mechanism is
one of the most popular transmission mechanisms in mechanical science. By integrating
the merits of both kinds of mechanisms, the cam-linkage mechanism can achieve superior
kinematic performance while maintaining high reliability and compact structures. Due to
such prominent abilities in realizing complex motion laws, the cam-linkage mechanism
has been widely used in various machinery and automatic production equipment, such
as textile machinery [1], packaging machines [2], rehabilitation devices [3], bionic horse
robots [4], and parallel manipulators [5].

In view of the significant role of the cam-linkage mechanism in mechanical transmis-
sion, lots of studies have been proposed to investigate the design optimization of the cam
and connecting rod. For example, Rybansky et al. [6] studied the topological optimization
of the internal shape of the biaxial spring cam mechanism. The weight/stiffness trade-off
in the cam design was investigated during the topology optimization. Abderazek et al. [7]
discussed the motion law of the disk cam mechanism with a roller follower. Li et al. [8]
generated the design of a mold substructure with cams in the form of an assembly. In
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addition to the cam optimization, Zhang et al. [9] designed a 1-DOF (degree of freedom)
cam-linked bi-parallelogram mechanism. This mechanism was applied to a double-deck
parking system. Wu et al. [10] presented a new robot with a five-bar spatial linkage design
form. The robot has the advantage of a larger working space. For the cam profile that people
are generally concerned about, Arabaci et al. [11] proposed a dimensionless design method
for a double-arc cam mechanism. The motion equation of the cam profile was obtained
during the design process. Moreover, Xia et al. [12] and Ouyang et al. [13] constructed the
optimization design model of the new cam profile. Chen et al. [14] investigated the X- and
Y-shaped cam profiles. It was found that the cam linkage polishing device has a bicircular
polishing trajectory with zero velocity deviation.

Chang et al. [15] developed a design method and an optimization model for the
rotational balance of disc cams. Li et al. [16] constructed a rehabilitation device based on
the six-bar linkage mechanism. A novel optimization algorithm was proposed to obtain the
optimal structural design parameters. Furthermore, the compactness and stability of the
mechanism are currently key concerns in academic circles. Yang et al. [17,18] proposed a
new coaxial cam mechanism, which consists of conjugate cams and parallelogram linkage.
Its structure is more compact and can be used in high-speed working conditions. Radaelli
et al. [19] applied the compliant revolute joint to the linkage mechanism. The mechanical
stability and performance were significantly improved. Wang et al. [20] developed a cam
angular velocity model for a high-pressure oil pump system. The high stability of the
mechanism was determined.

Although these studies have provided a number of impressive techniques for contour
design, motion analysis, pressure angle calculation, and overall dimensional optimization of
the traditional cam-linkage mechanism, most of them focus mainly on design analysis in the
slow-speed environment. The influence of component dimensions is not taken into account.
However, when oriented to high-speed operation, the kinematics performance of the cam-
linkage mechanism differs significantly from low- or normal-speed scenarios. Moreover,
the high-speed conditions bring significant challenges to the stable operation and fatigue
life of the mechanism. The parameter optimization of the large-size high-speed cam-linkage
mechanism remains to be resolved. There is scant research discussing the multi-objective
optimization of the cam-linkage mechanism under such challenging environments.

To bridge this gap, this paper proposes a parameter optimization method for a large-
size high-speed cam-linkage mechanism considering kinematic performance. Specifically,
the cam five-bar mechanism is introduced as an example. First of all, the modeling analysis
of the cam five-bar mechanism is presented. Then, the multi-objective optimization of the
cam five-bar mechanism is investigated under high-speed scenarios. Finally, the reliability
and sensitivity analysis is conducted to investigate the kinematic performance of the
optimized structure. The main contributions of this paper are as follows.

(1) A mathematical model is constructed to determine the performance parameters of
the cam five-bar mechanism. The motion characteristics of the mechanism are obtained by
resolving the mathematical model.

(2) A multi-objective optimization method for a large-size cam-linkage mechanism
is proposed. The optimal kinematic parameters are identified by solving the optimiza-
tion problems.

(3) A computer-aided platform is developed for the design analysis of the cam five-bar
mechanism. The parameter calculation, optimization, and reliability analysis are well-
handled with the aid of the software package.

(4) A real-world case study of the transverse device is put forward to demonstrate
the effectiveness of the proposed method. The productivity of the transverse device is
substantially improved.

The rest of this paper is structured as follows. Section 2 outlines the modeling analysis
of the cam five-bar mechanism. Section 3 proposes the multi-objective optimization method.
Section 4 presents the reliability analysis of kinematic accuracy. Section 5 provides the
model validation and discussion. Finally, the paper is concluded in Section 6.
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2. Cam Five-Bar Mechanism
2.1. Mechanism Principle

Compared with traditional cam-linkage mechanisms, the compactness of the large-size
cam-linkage mechanism is poor. The fatigue damage and wear also differ significantly. In
this study, we take the cam five-bar mechanism as an example to investigate the design
optimization of the large-size cam-linkage mechanism, which is shown in Figure 1.
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In general, the objective of the cam five-bar mechanism is to achieve a controlled
change of the rotational angular speed with the rotation angle. As illustrated in Figure 1,
the cam five-bar mechanism is composed of one cam and five bars. Rod 1 is the prime mover,
whose angular velocity is constant. Rod 4 is the output member, whose angular velocity is
supposed to meet working requirements. In addition, rods 2 and 5 are fixedly connected.
Rods 2 and 3 generate the triangle BCD. During the system operation, the angle BCD would
be changed if the motion state of rod 2 is adjusted through the cam. Correspondingly, the
distance between B and D is also changed. As a result, the movement of the output member
(i.e., rod 4) can be determined by adjusting the distance between B and D.

Theoretically, the output angular velocity and cam shape can be uniquely determined if
the angular velocity of rod 1 and the length of each rod are known. This process of deriving
the output velocity and cam shape from the given input angular velocity and rod structure
is known as a positive solution. By contrast, the input and output angular velocities are
often given in real applications, whereas the linkage mechanism characteristics and cam
shape need to be resolved. This process is known as inverse solving. Compared with the
positive solution, reverse solving may produce multiple solutions in which the motion
characteristics of different structures can vary significantly. For example, some cam shapes
may generate certain points where the pressure angle is too large, resulting in uneven
motion and poor forces. Similarly, some linkage structures may produce points where the
transmission angle is too small or even dead in motion. Thus, it is quite challenging to
identify excellent motion characteristics while performing inverse solving.

2.2. Mathematical Model

As shown in Figure 1, a right-angle coordinate system Oxy is established to facilitate
the theoretical analysis. The center of rotation of the prime mover (point A) is set as the
origin (i.e., O). Suppose l1, l2, l3, l4, and l5 are the lengths of the corresponding rods. ω1
is the angular velocity of the prime mover. θ1 is the angle of rotation. ω4 and θ4 are the
angular velocity and angle of rotation to be satisfied by the follower, respectively. The
vector equation is obtained as:

l1 + l2 = l3 + l4 (1)

where l1, l2, l3, and l4 are vectors of magnitude l1, l2, l3, and l4, respectively.
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By expressing Equation (1) in complex form and expanding it according to Euler’s
formula, it can be written as:

[
cosθ1 cosθ2
sinθ1 sinθ2

][
l1
l2

]
=

[
cosθ3 cosθ4
sinθ3 sinθ4

][
l3
l4

]
(2)

Then, the rotation angle of each rod is obtained as:

θ3 = 2arctan
B1 ±

√
D1

A1 − C1
+ θ4 (3)

θ2 = arctan
B1 + l3 sin(θ3 − θ4)

A1 + l3 cos(θ3 − θ4)
+ θ4 (4)

θ5 = 360 + θ2 − ψ (5)

where A1 = l4 − l1cos(θ1 − θ4), B1 = −l1sin(θ1 − θ4), C1 =
(

A2
1 + B2

1 + l2
3 − l2

2
)
/(2l3), and

D1 = A2
1 + B2

1 − C2
1 .

To find the final solution, i.e., the trajectories of points A, B, C, D, and E, the values
of l1, l2, l3, l4, l5, Ψ, ω4, and ω1 and the initial value of θ14 (the angle between rod 1 and
rod 4) need to be determined. In real practice,ω4 is usually given asω41 andω42, which
is shown in Figure 2. The connection curve betweenω41 andω42 can have many choices.
The angular velocityω4 is completely determined only after selecting the connection curve
concerning the actual working condition requirement.
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Thus, the coordinates of each point in the motion of the cam five-bar mechanism are
determined as: 



xb
yb
xc
yc
xd
yd
xe
ye




=




cosθ1 0 0 0
sinθ1 0 0 0
cosθ1 cosθ2 0 0
sinθ1 sinθ2 0 0

0 0 cosθ4 0
0 0 sinθ4 0

cosθ1 0 0 cosθ5
sinθ1 0 0 sinθ5







l1
l2
l3
l4


 (6)

where xi and yi (i = b,c,d,e) are the horizontal and vertical coordinates of points B, C, D, and
E, respectively.

By solving Equation (6), the following mechanism motion characteristics can be obtained.
(1) Cam theoretical profile curve:
From the above analysis, it can be concluded that the trajectory of point E is the

theoretical contour curve of the cam.
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(2) Acceleration at point E during the motion of the mechanism:

ae =

√(
x′′e
)2

+
(
y′′e
)2 (7)

where xe” and ye” are the horizontal and vertical accelerations of point E, respectively. ae is
the acceleration at point E.

(3) Transmission angle:

γ =

{
ϕ1, ϕ1 ≤ 90

◦

180− ϕ1, ϕ1 > 90
◦ (8)

where ϕ1 is the angle between rods 2 and 3.
(4) Cam pressure angle:

α =

{ |β1 − β2|, |β1 − β2| ≤ 90
◦

180− |β1 − β2|, |β1 − β2| > 90
◦ (9)

where β1 = arctan ye−yd
xe−xd

and β2 = arctan dye
dxe

.

3. Multi-Objective Optimization Method

After determining the motion characteristics and the cam profile curve, a particle
swarm-based multi-objective optimization method is proposed to determine the optimal
solution for the inverse solving, which is conducted as follows.

3.1. Selection of Optimization Variables

In light of the mathematical analysis of the cam five-bar mechanism, the initial values
of θ14, ω4, and rod lengths l1, l2, l3, and l5 are selected as optimization variables to enhance
the motion characteristics of the mechanism.

First of all, a combination of five straight lines and four curves is introduced for the
representation of ω4, which is depicted in Figure 3. Specifically, the angular velocity of the
0~T1, T4~T6, and T9~T10 periods are given in advance. Therefore, the remaining curve is
divided into two parts. The first part is the T2~T3 and T7~T8 periods, while the second is
the period of T1~T2, T3~T4, T6~T7, and T8~T9. In particular, the angular velocity keeps
constant in the first part, whereas the second part (i.e., the buffer section) introduces a
motion law curve as the corresponding angular velocity curve. The integration of ω4 in the
0 to T10 period is 360◦.
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As illustrated in Figure 3, the first part of the curve can be considered symmetric about
t = T5. Then, the time parameters are determined as:




T1
T4
T6
T7
T8
T9



=




1
ω41

0 0 0
0 − 1

ω42
0 0

0 1
ω42

0 0

0 1
ω42

0 −1

0 0 −1 0
− 1

ω41
0 0 0







µ1
µ2
T2
T3


+




0
180
ω41
180
ω1
180
ω1
360
ω1
360
ω1




(10)

In addition, the curve of the buffer section is chosen as a centrosymmetric curve to
simplify the calculation. The rotation angle of the output member 4 can be determined by
Equation (11).

ω41T2 +
1
2
(ω4m −ω41)(T2 − T1) + ω4m(T3 − T2) +

1
2
(ω4m −ω42)(T4 − T3) + ω42(T5 − T3) = 180

◦
(11)

By solving Equation (11), ω4m is obtained as:

ω4m =
360−ω41(T1 + T2) + ω42(T3 + T4 − 2T5)

T3 + T4 − T2 − T1
(12)

For the second part of the curve, the commonly-used follower motion law curves are
modified sine, modified iso-velocity, and quintuple polynomials [21]. As the first-order
derivative of the dwell-free modified iso-velocity curve is too small, the dwell-free revised
iso-velocity curves are used for the buffer section.

In sum, the curve of ω4 can be linearly represented by T2 and T3. Therefore, the final
optimization variable x can be determined as x = (l1, l2, l3, l5, θ14, T2, T3)T.

3.2. Constraint Establishment

When rods 2 and 3 are in a straight line, the mechanism is in the limit state. At this
time, the angle between rods 1 and 4 is expressed as θmax. The following constraint should
be satisfied: √

l2
1 + l2

4 − 2l1l4cosθmax ≤ l2 + l3 (13)

T2 − T3 < 0 (14)

Moreover, the following constraint should be satisfied for the large-size cam-linkage
mechanism: 




100 ≤ l1 ≤ 400
150 ≤ l2 + l3 ≤ 400

0◦ ≤ θ14i ≤ 10◦
(15)

where θ14i is the initial value of the angle between rods 1 and 4.

3.3. Model for the Optimal Design

Based on the above analysis, the objective of the optimization is to maximize the
transmission angle of the five-bar mechanism, minimize the cam pressure angle, and
minimize the acceleration at point E, which is represented as:

min[aEmax, αmax,−γmin] (16)
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Then, the optimization model is obtained as:





min[aEmax, αmax,−γmin]

s.t.
√

l2
a + l2

d − 2laldcosθmax ≤ lb + lc
T3 − T2 ≥ 0

100 ≤ l1 ≤ 400
150 ≤ l2 + l3 ≤ 400

0◦ ≤ θ14i ≤ 10◦

(17)

Finally, the particle swarm optimization (PSO) algorithm is introduced to resolve the
optimization problem, which is described as:

vk+1
i = wvk

i + c1rand1

(
pk

i − xk
i

)
+ c2rand2

(
pk

g − xk
i

)
(18)

xk+1
i = xk

i + vk+1
i (19)

where w is the inertia weight, c1 and c2 are positive constants, and rand1 and rand2 are two
random numbers in the [0, 1] interval. xk

i and vk
i are the current position and velocity of

particle i, respectively. pk
i is the optimal position of particle i. pk

g is the best position among
all the particles in the population. xk+1

i and vk+1
i are the updated position and velocity of

particle i, respectively.
As a population-based optimization method, the optimal solution can be determined

by updating the position and velocity of the particles. Once the optimization model is
constructed, the solving process can be handled by the POS module in MATLAB.

4. Reliability Analysis of Kinematic Accuracy

In the process of reliability analysis, the mathematical model is generally established
according to the reliability design principle and practical problems. Finally, a suitable
algorithm is used to solve the problem. The general solution process is shown in Figure 4.
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Figure 4. The general process of reliability analysis.

4.1. Mathematical Model of Reliability Analysis

Compared with the traditional cam-linkage mechanism, the geometric shape error
of the cam five-bar mechanism with a large size has a more significant impact on motion
accuracy, especially in the high-speed scenario. To investigate the kinematic accuracy of
the optimized structure, a reliability analysis of motion accuracy is presented based on the
Monte Carlo methodology.

Firstly, motion analysis is conducted before the reliability analysis. Specifically, the
errors in the machining process of the rod are investigated in the motion analysis. Assuming
l1′, l2′, l3′, l4′, and l5′ are the actual lengths of the corresponding rod shown in Figure 1,
the intersection point with the theoretical contour line of the cam is E′(xE

′, yE
′). Then, the

vector equation of the linkage mechanism considering the errors is built as:
{

l′1 + l′2 = l′3 + l′4
l′1 + l′5 = lAE′

(20)

133



Actuators 2023, 12, 2

By the transformation operation similar to Equation (1), Equation (20) is also written as:

[
cosθ1 cosθ2 cosθ3 cosθ4
sinθ1 sinθ2 sinθ3 sinθ4

]



l′1
l′2
l′3
l′4


 =

[
0
0

]
(21)

[
cosθ1 cosθ5
sinθ1 sinθ5

][
l′1
l′5

]
=

[
xE′

xE′

]
(22)

Accordingly, θ3 and θ4 are obtained as:

θ3 = 2arctan




B0 ±
√

B2
0 + A2

0 − C2
0

A0 − C0


 (23)

θ4 = arctan
l′3sinθ3 + P0 − R0

l′3cosθ3 + O0 −Q0
(24)

where A0 = 2l′3(O0 −Q0), B0 = 2l′3(P0 − R0), C0 = l′3
2 + (O0 −Q0)

2 + (P0 − R0)
2 − l′4

2,
and 



O0
P0
Q0
R0


 =




−cosθ1 0
−sinθ1 0

0 cosθ2
0 sinθ2



[

l′1
l′2

]
.

In addition to the linkage mechanism, the cam and the roller errors are also investi-
gated. As shown in Figure 5, ∆l is the cam’s shape error. rg is the roller radius error.
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Figure 5. Error diagram of the swing cam mechanism. Figure 5. Error diagram of the swing cam mechanism.

Ideally, the cam and the roller are in tangential contact at point C. However, the point
would change from C to C′, when ∆l and rg are taken into account. Then, the angular error
∆θ5 of rod 5 is calculated as:

∆θ5 =
δ

l′5 cos(∅1 − θ5)
(25)

where δ indicates the combined error of roller radius and cam geometry, δ = ∆l + rg.
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The rotational angle θ5 of rod 5 is obtained as:

θ5 = arctan
l′1sinθ1 − yE′

l′1cosθ1 − yE′
+

δ

l′5cos(α− θ5)
(26)

Therefore, the actual output angle of the mechanism at any given moment can be
obtained from the above motion analysis. In addition, the dimensional errors of the
components can be considered mutually independent and normally distributed random
variables [13]. The probability distribution function N(µ,σ) of each rod size can be obtained
according to the “3σ principle”.

4.2. Reliability Analysis

After the mathematical model is established, the Monte Carlo strategy is introduced
to conduct the reliability analysis, which is illustrated in Figure 6.
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In Figure 6, I(X) indicates the number of samples that meet the requirements. g(X) is
the limit state function, by which the product is judged to be failing or not.

In the process of reliability analysis by Monte Carlo strategy, first set the sampling
number, input the probability distribution function of the variables to generate N samples,
and then substitute each sample into the limit state function for calculation. The Monte
Carlo method is a numerical calculation technique guided by probabilistic statistical theory.
It estimates the overall probability of failure by the failure frequency of the sample, which
is described as:

P̂f =
NF
N

(27)
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where P̂f is the probability of failure estimate. NF indicates the number of g
(
Xj
)
∈ F, where

F is the failure domain.
In Equation (27), the number of samples N should be chosen with a balance of compu-

tational speed and accuracy. The appropriate number of samples is determined based on
the failure probability of the mechanism. Thus, the calculated failure probability will not
be seriously distorted and large errors can be avoided.

Based on the probability of failure, the evaluation parameters (e.g., the mean value of
errors) can be calculated.

4.3. Software Development

In addition to the theoretical analysis, this paper proposes a computer-aided design
platform to assist the design analysis of the cam five-bar mechanism, which is developed
based on MATLAB. As depicted in Figure 7, the software package is composed of three
modules: optimization, parameter calculation, and reliability analysis.
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5. Model Validation and Discussion

To demonstrate the effectiveness of the proposed method, a real-world case study of
the design analysis for a transverse device is presented in this section. As illustrated in
Figure 8, the transverse device is core equipment in a sanitary product production line. It is
mainly used to shift the product from a horizontal to a vertical placement.
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Figure 8. Physical diagram of the transverse device.

Corresponding to the physical structure, the working diagram of the production line
is shown in Figure 9. Initially, the products are placed horizontally on the first conveyor,
moving with speed v1. x1 is the spacing between products on the first conveyor. During the
system operation, the intermediate mechanism (i.e., the transverse device, width: d) would
pass the products from the first conveyor to the second conveyor, with the placement
changing from horizontal to vertical. Accordingly, the spacing and moving speed are
changed to x2 and v2, respectively.
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Figure 9. Production line working diagram.

According to the working requirement of the production line, a cam five-bar mech-
anism is developed for the transverse device. As shown in Figure 10, the cam five-bar
mechanism consists of a linkage mechanism 1-2-3-4 and a cam mechanism 5-6, where
member 1 is a rotating disc, member 2 is a rocker arm, and member 3 is a linkage. Output
member 4 is composed of a wind box assembly and a circular guideway.
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During the system operation, the cam is fixed. Rotating disc 1 acts as the prime mover
to rotate the whole mechanism. Rocker arm 2 is connected to the cam. As the cam constrains
one free degree of the structure, the system can be considered a cam five-bar mechanism.

5.1. Original Mechanism Motion Characteristics

Figure 11 shows the principle illustration of the cam five-bar mechanism used in the
transverse device. The values of l1, l2, l3, l4, and l5 are 210 mm, 176 mm, 58.5 mm, 373.5 mm,
and 35 mm, respectively. ω1 = 360◦/s, Ψ = 90◦, and the initial value of θ14 is 2◦.
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Figure 11. Principle illustration of the cam five-bar mechanism.

According to the working requirements, the ω41 and ω42 are determined as 405.75◦/s
and 184.43◦/s, respectively. A dwell-free modified iso-velocity curve [21] is adopted in the
buffer section. Then, the motion law of the output member is obtained, as shown in Figure 12.
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Figure 12. ω4 curve before optimization.

Finally, the motion characteristics of the mechanism and the cam theory curve are deter-
mined by resolving the model for the forward solution, which are shown in Figures 13 and 14
respectively. In Figure 13, γmin is 37.90◦, αmax is 66.97◦ and aEmax is 12.29 m/s2.

Actuators 2023, 12, x FOR PEER REVIEW 14 of 19 
 

 

(195.6ms,12.29m/s2)
(290ms,66.97°)

(300.4ms,37.90°)

 
Figure 13. Motion characteristics before optimization. 

 
Figure 14. Cam theory curve before optimization. 

5.2. Optimization Results Analysis 
In line with the multi-objective optimization method proposed in Section 3, the opti-

mal solution is obtained as l1 = 210 mm, l2 = 192.2 mm, l3 = 80 mm, l5 = 35 mm, θ14 = 15.38°, 
T2 = 0.0943 s, and T3 = 0.2534 s. Correspondingly, the optimized motion characteristics and 
cam theory curve are depicted in Figures 15 and 16, respectively. 

𝑎𝑎𝐸

𝛾𝛾
𝛼𝛼

600 800 10000 200 400
Time/ms

(303ms,46.29°)

(288.4ms,11.48m/s2)

(84.2ms,74.61°)

 
Figure 15. Motion characteristics after optimization. 

Figure 13. Motion characteristics before optimization.

139



Actuators 2023, 12, 2

Actuators 2023, 12, x FOR PEER REVIEW 14 of 19 
 

 

(195.6ms,12.29m/s2)
(290ms,66.97°)

(300.4ms,37.90°)

 
Figure 13. Motion characteristics before optimization. 

 
Figure 14. Cam theory curve before optimization. 

5.2. Optimization Results Analysis 
In line with the multi-objective optimization method proposed in Section 3, the opti-

mal solution is obtained as l1 = 210 mm, l2 = 192.2 mm, l3 = 80 mm, l5 = 35 mm, θ14 = 15.38°, 
T2 = 0.0943 s, and T3 = 0.2534 s. Correspondingly, the optimized motion characteristics and 
cam theory curve are depicted in Figures 15 and 16, respectively. 

𝑎𝑎𝐸

𝛾𝛾
𝛼𝛼

600 800 10000 200 400
Time/ms

(303ms,46.29°)

(288.4ms,11.48m/s2)

(84.2ms,74.61°)

 
Figure 15. Motion characteristics after optimization. 

Figure 14. Cam theory curve before optimization.

5.2. Optimization Results Analysis

In line with the multi-objective optimization method proposed in Section 3, the optimal
solution is obtained as l1 = 210 mm, l2 = 192.2 mm, l3 = 80 mm, l5 = 35 mm, θ14 = 15.38◦,
T2 = 0.0943 s, and T3 = 0.2534 s. Correspondingly, the optimized motion characteristics and
cam theory curve are depicted in Figures 15 and 16, respectively.
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Figure 16. Cam theory curve after optimization.

In Figure 15, γmin is 74.61◦, αmax is 46.29◦ and aEmax is 11.48 m/s2. Compared with
Figure 13, the relevant performance parameters are optimized. The new motion characteristics
meet the design requirements (i.e., γmin ≥ 40◦ and αmax ≤ 50◦).
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As well as the motion characteristics, the angular velocity ω4 and angular acceleration
a4 curves are obtained, which are shown in Figure 17. Compared with the ω4 curve before
optimization (Figure 12), the angular acceleration of the output member becomes smaller.
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5.3. Reliability Analysis of Kinematic Accuracy

Corresponding to the framework proposed in Section 4, the reliability analysis of
kinematic accuracy is conducted for the optimized mechanism. The parameters of each rod
are listed in Table 1.

Table 1. Parameters related to each rod.

Parameter Name Mean Value Tolerance Standard Deviation

l1/mm 210 0.03 0.0052
l2/mm 192.2 0.12 0.0192
l3/mm 80 0.07 0.0123
l4/mm 35 0.06 0.0104

Ψ/◦ 90 0.67 0.111
δ/mm 0.043 — 0.0143

Based on the above reliability analysis model, the average value of component size
error is shown in Figure 18.
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Figure 18. Mean value of rod 4 angle error.

From Figure 18, it can be concluded that the absolute value of the average angle error
of rod 4 is less than 0.003◦ in a movement cycle. It meets the production requirements.
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5.4. Comparison of Structure and Motion Characteristics

Tables 2 and 3 present the specific parameters before and after optimization. The
comparison shows that the maximum acceleration at point E is slightly reduced after
optimization. The transmission angle and pressure angle are optimized significantly, with
the minimum value of the transmission angle increased by 96.8% and the maximum value
of the pressure angle reduced by 30.9%. The new motion characteristics meet the design
requirements (i.e., γmin ≥ 40◦ and αmax ≤ 50◦).

Table 2. Comparison of motion characteristics parameters.

Parameter Name αmax/(◦) γmin/(◦) aEmax (m/s2)

Before optimization 66.97 37.90 12.90
After optimization 46.29 74.61 11.48

Table 3. Comparison of connecting rod parameters.

Status l1/mm l2/mm l3/mm l5/mm Initially θ14/(◦)

Before optimization 210 176 58.5 35 2
After optimization 210 192.2 80 35 15.38

Figure 19 illustrates the comparison of the cam curves before and after optimiza-
tion. As shown in Figure 19, the optimized cam profile size is smaller. It improves the
compactness of the overall mechanism and ensures excellent motion characteristics.
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5.5. Engineering Applications

In light of the optimized rod parameters and cam curve, the transverse device is
redesigned, which is shown in Figure 20. Figure 21 illustrates the working state of the new
transverse device.

As depicted in Figure 21, the optimized transverse device can reach a maximum speed
of 1200 pieces per minute (PPM). Compared with the original productivity of 600 PPM, the
productivity is significantly improved.
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6. Conclusions

To investigate the motion characteristics and kinematic accuracy of the cam-linkage
mechanism under high-speed scenarios, this paper proposes a series of methods for the
kinematic modeling, optimization, and reliability analysis of the large-size cam-linkage
mechanism considering kinematic performance. The conclusions are as follows.

(1) A mathematical model is constructed to determine the performance parameters
of the cam-linkage mechanism, such as E-point acceleration, transmission angle, and cam
pressure angle.

(2) A multi-objective optimization methodology is proposed for the parameter opti-
mization of the large-size cam-linkage mechanism. The co-linear of rods 2 and 3 is set as
constraint, while the maximum drive angle, minimum cam pressure angle, and minimum
E-point acceleration are taken as the objective function.

(3) The kinematic model of the cam-linkage mechanism is presented. Reliability
analysis is conducted to evaluate the kinematic accuracy of the optimized mechanisms.

(4) A computer-aided platform is developed to assist the parameter calculation, opti-
mization, and reliability analysis of the cam-linkage mechanism.

(5) The effectiveness of the proposed method is validated by a real-world case study.
The productivity of the transverse device is increased from 600 PPM to 1200 PPM.
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Abstract: Many publications show that the ride comfort of a railway vehicle can be significantly
improved using a semi-active damping control of the lateral secondary dampers. However, the control
efficiency depends on the selection of the control algorithm and the damper dynamic behaviour,
i.e., its force rise response time, force drop response time and force dynamic range. This paper
examines the influence of these parameters of a magnetorheological (MR) damper on the efficiency
of S/A control for several control algorithms. One new algorithm has been designed. Hardware-in-
the-loop simulation with a real magnetorheological damper has been used to get close to reality. A
key finding of this paper is that the highest efficiency of algorithms is not achieved with a minimal
damper response time. Furthermore, the force drop response time has been more important than the
force rise response time. The Acceleration Driven Damper Linear (ADD-L) algorithm achieves the
highest efficiency. A reduction in vibration of 34% was achieved.

Keywords: hardware-in-the-loop; Acceleration Driven Damper; response time; dynamic range;
semi-active; magnetorheological; damper; railway vehicle; lateral vibration

1. Introduction

Rail transport has recently become increasingly important around the world. One
of the most important parameters of a railway vehicle is comfort (carbody vibration).
The damping system is primarily responsible for carbody vibration mitigation. Today,
commonly-used passive dampers have limits and can no longer solve new problems. The
carbody vibration can be reduced using a semi-active or active system. The active system
contains actuators instead of springs and dampers. The actuator can precisely create the
force required to dampen the sprung mass. The significant disadvantages of active systems
are the relative complexity, high cost, energy consumption and difficulties in implementing
a fail-safe system [1,2]. An alternative to an active system is a semi-active system. The semi-
active damper can change the damping characteristic using data from various sensors [3,4].
Using magnetorheological (MR) dampers for semi-active (S/A) control is advisable because
MR dampers have very good transient behaviour [5]. One of the advantages of the MR
damper is the possibility of fail-safe behaviour using a permanent magnet [6].

In the case of railway vehicles, several publications have verified the potential benefits
of semi-active control of lateral secondary MR dampers in reducing carbody vibrations.
Codeca et al. [7] tested the semi-actively controlled lateral secondary dampers and their
effect on the carbody vibrations on a laboratory stand. The experimental stand was excited
by a signal obtained from a real measurement on the track when running at high speed.
A combination of Skyhook and Acceleration Driven Damping algorithms achieved the
highest efficiency, reducing vibrations by 34%, compared to passive damping. Lau and
Liao [8] examined the effect of S/A control of the lateral secondary dampers on ride comfort.
The semi-active algorithm is simple and switches between Low and High damping states
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based on the magnitude of carbody lateral velocity. If the carbody velocity exceeds the
critical speed, the damper switches to a High state. The simulations were performed on
a complex railway vehicle dynamic model. The carbody lateral vibration was reduced
by 39% compared to the passive damper. Shin et al. [9] dealt with the simulation and
experimental verification of the secondary lateral damper semi-active control effect. A half-
vehicle model with nine degrees of freedom was used for the simulation. For experimental
validation, a 1:5 scale real simplified model was used. The Skyhook algorithm decreased
vibration by 77% in the simulation compared to passive damping and 67% in the experiment.
Hudha et al. [10] used two types of Skyhook algorithm: body-based and bogie-based for the
lateral secondary MR dampers. The vehicle’s body lateral deviation, yawing, and rolling
motion were evaluated in a dynamic model of 17 degrees of freedom. The algorithms
worked well, both improving all three criteria.

Papers [11,12] show that damper force response time is essential for the performance
of semi-actively controlled damping systems. The shorter the response time, the better the
S/A control performance. Paper [13] shows that the time response is further dependent
on the piston velocity, the magnitude of the electric current change, the stiffness of the
damper mounting and the control electronics. The response time is negatively affected
by the formation of eddy currents in the piston core, but this problem can be solved by
using a suitable core shape [5,14]. Response time also depends on the dwell time of Fe
particles in the active-magnetic zone and the concentration of Fe particles in the carrier
fluid [13]. Papers [5,7] show that force response time differs for force rise and drop. The
damper dynamic range (the ratio of the damping force in the activated and non-activated
state) is also essential for the efficiency of the S/A control [15].

The MR dampers exhibit highly non-linear behaviour, which is very difficult to model
properly. The MR damper models used in simulations are always simplified and often do
not correspond to the force generated by real MR damper for given working conditions,
degrading the results from simulations of semi-active suspension. To avoid the problem,
many teams used the Hardware-in-the-loop method to evaluate the semi-active algorithms.
Choi et al. [16] used HILS to design a semi-active control seat for a truck vehicle, and
Lee et al. [17] used it to study the S/A control of a car suspension. Misselhorn et al. [18]
successfully tested HILS usability in suspension design, comparing HILS with a virtual
simulation on a single corner model and a simplified physical model of motorcycle sus-
pension. Kwak et al. [19] used HILS to verify the benefit of the Skyhook algorithm for the
lateral movement of the railway vehicle carbody. Oh et al. [20] studied the active control
of tramcars independently rotating wheels in HILS. This approach enables to use of force
generated directly by the real MR damper excited by the pulsator. The pulsator position in
the time is controlled by the output of a virtual model running on a suitable platform.

Problem Formulation

It is known that force response time and dynamic range have an essential effect on the
effectiveness of S/A control but the impact of this effect on different S/A algorithms has
not been directly investigated. It is also known that the response time is different for the
force rise and force drop when the electric current changes but in the case of simulation
with the implemented response time of the damper, the response time is considered to be
the same for both force rise and force drop. It is not known whether this simplification
is permissible. It can be assumed the longer response time and the lower dynamic range
lead to the lower effectiveness of the strategy used, but it is not known what maximum
response time is acceptable for different algorithms.

The paper’s main aim is to investigate the effect of selected parameters of the MR
damper on rail suspension performance in detail. The response time of damping force rise,
damping force drop, and dynamic force range are studied separately. The hardware-in-the-
loop simulation with a real MR damper will be used to accommodate several non-linearity
in damper dynamics. Simulations are evaluated for several known S/A damper control
algorithms and one newly-designed algorithm (Acceleration Driven Damper Linear).
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2. Materials and Methods
2.1. Vehicle Model

A lateral motion model of a rail vehicle with two degrees of freedom has been de-
veloped. The model represents one wheelset, half of the bogie frame and a quarter of a
carbody. The model layout can be seen in Figure 1, and the following equations describe
the model:

m2
..
y2 = −k2 (y2 − y1) + Fmr (1)

m1
..
y1 = k2 (y2 − y1)− Fmr − k1 (y1 − y0)− c1

( .
y1 −

.
y0
)

(2)

where Fmr is s force of MR damper and y2, y1 and y0 are lateral displacements of carbody,
bogie frame and wheelset. Other model parameters are listed in Table 1. The model
parameters are derived from a four-axle locomotive weighing 90 tons. The lateral damper
used is reduced in scale. Therefore the parameters of the vehicle model are also reduced by
a ratio of 1:5.
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Table 1. Model parameters.

Parameter Symbol Original 1:5 Scale

half bogie frame weight m1 5000 kg 1000 kg
quarter carbody weight m2 13,750 kg 2750 kg

wheelset-bogie frame bond stiffness k1 10 kN/mm 2 kN/mm
bogie frame-carbody bond stiffness k2 1 kN/mm 0.2 kN/mm

wheelset-bogie frame bond damping c1 10 kNs/m 2 kNs/m

The model was excited by defined lateral wheelset motion y0, which was obtained
from a simulation of a complex multi-body model of a railway vehicle (electric locomotive)
running on a straight track with irregularities at 160 km/h, which is the speed limit on
Czech railways. This complex model with 58 degrees of freedom was created in the multi-
body simulation tool “SJKV” [21]. The track irregularities were generated using PSD of
track irregularities in Europe according to ORE B 176. The wheelset-track coupled dynamic
is neglected, for a more objective comparison of the results of S/A algorithms, so excitation
y0 is still the same for every case. Figure 2 shows the wheelset lateral displacement course
and the FFT analysis of this course. The duration of the excitation signal was 10 s. The
excitation magnitude was at the original scale, so even the scale of the damper stroke
corresponds to reality.
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2.2. Hardware-in-the-Loop Simulation

Mathematically describing the behaviour of a real damper is very difficult because
it is necessary to include hysteresis (magnetic, hydraulic, etc.), temperature dependence,
etc., in the model. For simplified models, it is difficult to say whether they neglect some
essential property. Therefore, it is necessary to use HIL simulation to bring it closer to
reality. This simulation allows the damper response time and the dynamic range effect on
the S/A control to be investigated on a real MR damper without needing a real vehicle or
physical model.

The damper is mounted in a hydraulic pulsator, controlled by a control system (dSpace
RTI1104 in this case). A virtual railway vehicle model was built in Matlab/Simulink and
transferred to the ControlDesk program, which controls the dSpace system. Based on
the damper-measured force, the simulation calculates the virtual position of sprung and
unsprung masses (y2 and y1) in real time. The calculated control signal 1 (see Figure 3 left)
with the damper stroke y2− y1 (see Figure 1) is sent to the hydraulic pulsator, which excites
the MR damper. The control signal 2 with the desired current (see Figure 3 left) is also sent
in real-time to the current controller, which excites the MR damper.
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The current controller is a self-made device that works in analogue voltage input-
analogue current output mode. The highest achievable current is I = 3 A. The rise time
of the electric current from 0 to 2 A is 1 ms as a response to input signal step 0–2 V, and
the drop time from 2 to 0 A is 0.5 ms as a response to step 2–0 V. The pulsator assembly
has a built-in load gauge HBM U2AD1/2 that measures the current damping force. Load
gauge deflection at maximal damper force is 7 µm, so gauge mechanical response time is
possible to neglect. The signal from the load gauge is amplified by an analogue bridge
amplifier with no delay. The damping force data are input for the virtual model. The HILS
schema is shown in Figure 3 left, and the HILS assembly is in Figure 3 right. It showed that
the response time of the pulsator was significantly shorter than the response time of the
damper, so it did not cause any problems.

2.3. Magnetorheological Damper

This study used a real MR damper with a stroke of 160 mm and a maximum damping
force of 2000 N (at the piston velocity of 0.3 m/s). In the piston, the MR damper has one
coil with an electric resistance of R = 1.39 Ω. The coil inductance in the damper electric
circuit with MR fluid is L = 50 mH. The magnetic circuit is made of Sintex SMC material to
achieve a fast transient response. The damper is described in more detail in the paper [5].
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2.3.1. F-v-I Map

The F-v-I (force-velocity-electric current) map expresses the dependence of the damper
force on the actual piston velocity and the electric current in the coil. The measurement
of the F-v-I map was performed on the hydraulic pulsator in the configuration described
in Figure 3. However, in the case of the F-v-I map measurement, the device did not work
in HILS mode (pulsator stroke generated based on vehicle model simulations), but the
course of the damper stroke was fixedly specified. The logarithmic sweep with a constant
amplitude of 20 mm was used as an excitation signal in the frequency range of 0.05–1.6 Hz.
Therefore, the velocity was increasing during the test. The maximum velocity was 0.2 m/s.
The load gauge HBM U2AD1/2 was used. The electric current was measured by current
clamps Fluke i30s. Signals were recorded by dSpace. The F-v-I map was calculated from
measured data choosing the points with zero acceleration (centre of the stroke).

The measured F-v curves are shown in Figure 4. The damper F-v curves are symmet-
rical for both tension and compression, whereas the graph shows only the positive F-v
curves part. The damper dynamic force range at piston velocity 0.1 ms−1 is dr = 7.6.

Actuators 2023, 12, x FOR PEER REVIEW 5 of 14 
 

 

drop time from 2 to 0 A is 0.5 ms as a response to step 2–0 V. The pulsator assembly has a 
built-in load gauge HBM U2AD1/2 that measures the current damping force. Load gauge 
deflection at maximal damper force is 7 μm, so gauge mechanical response time is possible 
to neglect. The signal from the load gauge is amplified by an analogue bridge amplifier 
with no delay. The damping force data are input for the virtual model. The HILS schema 
is shown in Figure 3 left, and the HILS assembly is in Figure 3 right. It showed that the 
response time of the pulsator was significantly shorter than the response time of the 
damper, so it did not cause any problems. 

2.3. Magnetorheological Damper 
This study used a real MR damper with a stroke of 160 mm and a maximum damping 

force of 2000 N (at the piston velocity of 0.3 m/s). In the piston, the MR damper has one 
coil with an electric resistance of 𝑅 = 1.39 Ω. The coil inductance in the damper electric 
circuit with MR fluid is 𝐿 = 50 mH. The magnetic circuit is made of Sintex SMC material 
to achieve a fast transient response. The damper is described in more detail in the paper 
[5].  

2.3.1. F-v-I Map 
The F-v-I (force-velocity-electric current) map expresses the dependence of the 

damper force on the actual piston velocity and the electric current in the coil. The meas-
urement of the F-v-I map was performed on the hydraulic pulsator in the configuration 
described in Figure 3. However, in the case of the F-v-I map measurement, the device did 
not work in HILS mode (pulsator stroke generated based on vehicle model simulations), 
but the course of the damper stroke was fixedly specified. The logarithmic sweep with a 
constant amplitude of 20 mm was used as an excitation signal in the frequency range of 
0.05–1.6 Hz. Therefore, the velocity was increasing during the test. The maximum velocity 
was 0.2 m/s. The load gauge HBM U2AD1/2 was used. The electric current was measured 
by current clamps Fluke i30s. Signals were recorded by dSpace. The F-v-I map was calcu-
lated from measured data choosing the points with zero acceleration (centre of the stroke). 

The measured F-v curves are shown in Figure 4. The damper F-v curves are symmet-
rical for both tension and compression, whereas the graph shows only the positive F-v 
curves part. The damper dynamic force range at piston velocity 0.1 ms−1 is 𝑑𝑟 = 7.6. 

 
Figure 4. Measured F-v-I map of the used damper. 

2.3.2. Response Time 
The dynamic (transient) behaviour of the MR damper is usually assumed to be a first-

order system, and the response time is usually defined as a time constant 𝜏ଷ [22–24]. The 
force in time can then be described by the equation: 𝐹(𝑣, 𝑡) = 𝐹(𝑣) + ൫𝐹ଵ(𝑣) − 𝐹(𝑣)൯ ∙ ൬1 − eି ௧ఛలయ൰ (3)

Figure 4. Measured F-v-I map of the used damper.

2.3.2. Response Time

The dynamic (transient) behaviour of the MR damper is usually assumed to be a
first-order system, and the response time is usually defined as a time constant τ63 [22–24].
The force in time can then be described by the equation:

F(v, t) = F0(v) + (F1(v)− F0(v))·
(

1− e−
t

τ63

)
(3)

where F0(v) is a force at t = 0, and F1(v) is force corresponding to the desired force for the
given velocity and current, v is piston velocity, t is the time from the change of the control
signal, and τ63 is the time constant.

The time constant τ63 means the time required to reach 63.2% of the final steady-state
force (see Figure 5). Similarly, the time constant for the force drop τ36 expresses how long it
takes for the force to drop back to 36.8% of the initial force. Response times for damper
force rise τ63, and for damper force drop τ63 on unit-step electric current rise and drop will
be determined from measured data in this paper.

The measurement configuration was the same as described in the previous sections
(Figure 3). The damper was tested without flexible silent blocks. The electric current was
activated (to I = 2 A) and deactivated (to I = 0 A) when the damper was mid-stroke. The
transient force response was measured for electric current change from 0 A to 2 A and from
2 A to 0 A, and for piston velocity of 0.1 m/s, approximately 70% of the highest piston
velocity reached during simulations. The methodology is described in more detail in [25].

Damper force response time was measured at τ63 = 1.8 ms for force rise and τ36 = 1.1 ms
for force drop (see Figure 5). Every response time value is an average of five measurements.
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2.4. Semi-Active Control

For evaluation of the response time impact on different control strategies, this re-
search used passive mode, three well-known semi-active algorithms: Skyhook, Skyhook
linear, and Acceleration Driven Damper and one newly designed: Acceleration Driven
Damper Linear.

2.4.1. Skyhook

Skyhook with two states (SH-2) is a commonly used algorithm for comfort improve-
ment. It was designed by Karnopp [26]. The control rule for this algorithm is based on two
input signals: the carbody lateral velocity and the relative lateral velocity between the car-
body and the bogie frame. If the carbody velocity is higher than the relative velocity between
the carbody and the bogie frame, the damper is in the high damping state. Mathematically:

F(v) =
{

Fmax(v),
∣∣ .

y2
( .
y2 −

.
y1
)
≥ 0

Fmin(v),
∣∣ .

y2
( .
y2 −

.
y1
)
< 0

(4)

where F(v) is a required damping force, Fmax(v) is damping force at a current of Imax,
Fmin(v) is damping force at Imin,

.
y2 is carbody lateral velocity, and

.
y1 is bogie frame

lateral velocity.

2.4.2. Skyhook Linear

The Skyhook Linear (SH-L) is an improved version of the ON/OFF Skyhook, pub-
lished by Sammier [27]. This algorithm changes the damping characteristics continuously.
Initially, the algorithm is designed as follows:

F(v) =





Fmin(v),
.
y2
( .
y2 −

.
y1
)
≤ 0

sat
(

α·Fmax(v)·(
.
y2−

.
y1)+(1−α)·Fmax(v)·

.
y2

(
.
y2−

.
y1)

)
,

.
y2
( .
y2 −

.
y1
)
> 0

(5)

where F(v) is a required damping force, Fmax(v) is damping force at a current of Imax, and
Fmin(v) is damping force at Imin,

.
y2 is carbody lateral velocity,

.
y1 is bogie frame lateral

velocity, α ∈ [0,1] is tuning, and sat denotes that Fc ∈ [Fmin(v), Fmax(v)].
The algorithm has the best performance for α = 0. For a simpler algorithm application,

the damping force in the equation has been replaced by an electric current. So, the final
calculation of the current looks as follows:

I =





sat
(

Imax ·
.
y2

(
.
y2−

.
y1)

)
,

.
y2
( .
y2 −

.
y1
)
≥ 0

Imin,
.
y2
( .
y2 −

.
y1
)
< 0

(6)
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where I is a required electric current, Imax is a maximal electric current, Imin is a minimal
electric current,

.
y2 is carbody lateral velocity,

.
y1 is bogie frame lateral velocity, and sat

denotes that I ∈ [Imin(v), Imax(v)].
The damping force is not linearly dependent on the electric current but converting

the damping force to electric current so that the force corresponds to the equation above
would be unnecessarily demanding. Therefore, there is some bias in the algorithm from
the original version, but the control strategy still works well.

2.4.3. Acceleration Driven Damper

Acceleration Driven Damper (ADD-2) was designed by Savaresi [28]. This algorithm
works such as Skyhook but uses carbody acceleration instead of carbody velocity. So, its
realisation is more accessible in practice. Mathematically:

F(v) =
{

Fmax(v),
∣∣ ..

y2
( .
y2 −

.
y1
)
≥ 0

Fmin(v),
∣∣ ..

y2
( .
y2 −

.
y1
)
< 0

(7)

where F(v) is a required damping force, Fmax(v) is damping force at a current of Imax,
Fmin(v) is damping force at Imin,

..
y2 is carbody lateral acceleration,

.
y2 is carbody lateral

velocity and
.
y1 is bogie frame lateral velocity.

The algorithm has a problem with unwanted fast-switching behaviour. A rapid
change in damping force when switching the state causes a change in the acceleration
orientation, which again causes the state switch. Thus, the damper switches state very
quickly at low piston velocity, reducing the damper’s life. Savaresi also encountered this
phenomenon of the problem of the fast-switching behaviour of ADD, but he did not deal
with it [29]. However, this problem could be eliminated by switching the damper state
only if the carbody lateral acceleration is larger than

..
y2 > 0.2 ms−2. If

..
y2 < 0.2 ms−2,

the damper remains in the state from the previous step, regardless of the result of the
equation

..
y2
( .
y2 −

.
y1
)
. This equation is solved only if

..
y2 > 0.2 ms−2. Eliminating unwanted

chattering behaviour further improved the efficiency of the algorithm.

2.4.4. Acceleration Driven Damper Linear

This variant of the algorithm Acceleration Driven Damper is new. It has not been
described in the literature yet. The ADD algorithm was modified to a linear form according
to the Skyhook linear pattern:

I =





sat
(

Imax ·
.
y2

(
.
y2−

.
y1)

)
,

..
y2
( .
y2 −

.
y1
)
≥ 0

Imin,
..
y2
( .
y2 −

.
y1
)
< 0

(8)

where I is a required electric current, Imax is a maximal electric current, Imin is a minimal
electric current,

..
y2 is carbody lateral acceleration,

.
y2 is carbody lateral velocity,

.
y1 is bogie

frame lateral velocity, and sat denotes that I ∈ [Imin(v), Imax(v)].
The new algorithm is called Acceleration Driven Damper Linear (ADD-L). This algo-

rithm has the same problem with unwanted damping force oscillations as ADD-2. This
problem has been solved similarly as in the previous case.

2.5. Plan of Experiments and Evaluation Method

The simulations of S/A control were performed in HIL mode (Section 2.2), where
the damper stroke y2 − y1 is obtained based on the vehicle model simulation (Figure 1).
Four case studies will be reported: (1) the influence of force rise response time, (2) the
influence of force drop response time, (3) the influence of force rise and drop response time
together in real proportions, and (4) the influence of dynamic force range. The variables for
sensitivity analysis are in Table 2.
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Table 2. The variables for sensitivity analysis.

Case τ63 (ms) τ36 (ms) DR at 0.1 m/s (-)

1 1.8–56 * 7.6
2 * 1.1–56 7.6
3 1.8–56 τ63/1.7 7.6
4 * * 2–7.6

* Ideal response time for the selected algorithm.

In case 3 the real damper does not have the same long response time for force rise
and drop. The ratio between the force rise response time and force drop response time is
about 1.7.

The influence of the response time was monitored from the shortest possible response
times, determined by the damper design (τ63 = 1.8 ms and τ36 = 1.1 ms, see Section 2.3.2),
to response times of 56 ms. The longer force response times, then 1.8 ms or 1.1 ms, were
created using the current controller. The current rises (or drops) exponentially according to
the equation:

I(t) = I0 + (I1 − I0)·
(

1− e−
t
τ

)
(9)

where I0 is an electric current at t = 0, I1 is the desired current, t is the time from the step
of the control signal, and τ is an artificial current response time that is adjusted as needed.

When response time was slowed down using the current ramp-up, its real value was
measured by the methodology described in Section 2.3.2. The required dynamic force range
(DR) was set by Imin. It showed that S/A algorithms have the best performance when the
maximal electric current is Imax = 2 A, and passive damping has the best performance when
the current is I = 0.5 A. Thus, these currents were used in HILS.

The lateral acceleration of the carbody testifies, above all, to ride comfort. The overall
RMS of lateral acceleration in relevant track sections was used to evaluate the comfort of the
railway vehicle in on-track tests. This evaluation is also used by the standard EN 14363 [30].

3. Results and Discussion
3.1. Response Time Effect

Figure 6 shows the dependence of carbody lateral acceleration overall RMS on the
response time of damping force rise τ63 (case 1). The dependency is the same for all four
algorithms. With decreasing τ63, the vibrations decrease linearly to τ63 = 15 ms. After that,
no significant improvement was observed for shorter response times. However, with a
shorter time response, noise appears. The noise is caused by a large force impact during
damper state switching. Enormous force impact is caused by a rapid change in damping
force when a very short response time is used. We assume these force impacts cause
unwanted vibrations and thus degrade the results for very short response times. The ideal
force rise and drop response times for each algorithm are shown in Table 3. In case 1, the
force drop response time was set statically, ideal for each algorithm, according to Table 3.
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Table 3. Ideal response times for selected algorithm.

Algorithm τ63 (ms) τ36 (ms)

SH-2 7.9 1.1
SH-L 10 9.5

ADD-2 12.8 46
ADD-L 3.8 46

Figure 7 shows the effect of force drop response time τ36 on carbody lateral acceleration
overall RMS (case 2). The response time trend on RMS for algorithm SH-2 decreases to
τ36 = 1.1 ms. In the case of SH-L, the vibrations decrease linearly up to 20 ms, similarly to
τ63, and the lowest value is at τ36 = 9.5 ms (Figure 7 left). The performance of the ADD-2
and ADD-L algorithms is the best, surprisingly, for a force drop response time around
τ36 = 46 ms, see Figure 7 right. The force rise response time τ63 was set statically, ideal for
each algorithm, according to Table 3.
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Figure 7. Damper force drop response time τ36 effect for passive mode, SH-2 and SH-L algorithms
(left) and passive mode, ADD-2 and ADD-L algorithms (right), HILS results.

For SH-2 and SH-L algorithms, the response time for the damping force drop is
significantly more critical than for the damping force rise. It is caused by the input electric
current being switched to Imax = 2 A when the damper piston velocity v2− v1 is zero (when
the force for activated and non-activated states is 0 N) and switched to Imin = 0 A when the
piston velocity and damping force are non-zero, see Figure 8 left. In Figure 8 right, it can be
seen that the artificial long response time τ36 makes the function of the ADD-2 algorithm
similar to the SH-L algorithm function. This similarity explains the importance of a long
force drop response time for good results from the ADD-2 and ADD-L algorithms.

The effect of the response time of real damper (including response time for rise and
drop) was tested (case 3), see Figure 9. It can be seen that the long response time signifi-
cantly degrades the efficiency of the SH-2 algorithm. Dependency is linear. The shorter
the response time, the lower RMS. However, the algorithm SH-L exhibits a significant
improvement in RMS up until a response time of 30 ms. After exceeding this value, the
improvement is not observed. For ADD-2 and ADD-L algorithms, it would be ideal to use
a damper with a response time of around τ63 = 16 ms and the corresponding τ36 = 9.5 ms.
When using the SH-L, ADD-2, or ADD-L algorithm, it is possible to achieve a vibration
reduction of about 22% even with a response time of τ63 = 57 ms and the corresponding
τ36 = 33.5 ms. Strecker et al. [31] wrote that a successful semi-active control requires a short
response time of at least 20 ms, but they used the SH-2 algorithm, a different dynamic
system for simulating, and an obstacle crossing as an excitation method. In this case,
excitation with a relatively low frequency (2 Hz) is used, and more advanced algorithms
for S/A control are used, so semi-active control works well even with a relatively long
response time. Obviously, reducing the damper response time τ63 to less than 8 ms does
not make sense for a lateral movement of rail vehicle carbody. Therefore, our MR damper
for a railway vehicle with force rise response time of τ63 = 7.8 ms [32] is fast enough.
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3.2. Dynamic Force Range Effect

Figure 10 shows the dependence of the S/A control efficiency on the force dynamic
range of the damper (at piston velocity 0.1 ms−1). The vibration maximum RMS value
increases with decreasing dynamic range for all algorithms. The Skyhook algorithm is more
sensitive than other algorithms. It would be appropriate to change the damper design and
make the dynamic range higher than 7.6 to achieve better results. It is possible to achieve
a dynamic range of around 12 [33]. From the dependence course, it seems that the ideal
value of the dynamic range could be around 10. The force rise and drop response times
were set statically, ideal for each algorithm, according to Table 3. All cases of S/A control,
except SH-2 with the dynamic range of 2, reduced carbody vibration.
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3.3. Benefits of Each Algorithm

Table 4 shows the overall RMS of the lateral carbody vibrations determined by ideal
response times. The most significant vibration reduction was performed by the ADD-L
algorithm–33.6%. This value corresponds to the results of most previous research, e.g., [4,9].

Table 4. Carbody lateral acceleration RMS (ms−2) for each mode and percentage reduction compared
to passive mode.

Mode RMS (ms−2) Improvement (%)

passive 0.416 0
SH-2 0.298 28.3
SH-L 0.282 32.2

ADD-2 0.282 32.2
ADD-L 0.276 33.6

In relation to this, SH-L achieved the same result as ADD-2, which was 32.2%. It is
an important finding because ADD-2 is easier to apply to a real control system. Only an
accelerometer for measuring the sprung mass acceleration and a displacement sensor for
measuring the damper piston velocity are required for the ADD-2 application. When using
the SH-2 or SH-L algorithm, it is necessary to integrate the sprung mass acceleration to
obtain the sprung mass velocity, which leads to problems with the integration constant.
The same problem must be solved for the ADD-L algorithm.

Courses of lateral acceleration of vehicle body in the time domain for selected results
are shown in Figure 11.
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4. Conclusions

The paper deals with the dynamic MR damper behaviour and its influence on the
efficiency of four algorithms for semi-active control. A simple model of the lateral move-
ment of a railway vehicle carbody with two degrees of freedom was used for the study.
The Hardware-in-the-loop simulation was used. It has been confirmed that S/A control of
dampers can significantly reduce carbody vibrations and increase crew comfort. For the
selected dynamic system, the chosen excitation method and four selected control strategies,
the key findings of this study can be summarised as follows:

• Force drop response time is more important than force rise response time for S/A
control performance.

• In this dynamic system, there is no point in shortening the response time to less than
τ63 = 8 ms.

• The newly designed Acceleration Driven Damper Linear algorithm is best suited for
damping the railway vehicle’s carbody lateral movement.

• Under ideal conditions, vibrations were reduced by 34%.
• Acceleration Driven Damper (two states) achieves the same effectiveness as Skyhook

Linear, but Acceleration Driven Damper is easier to implement in real vehicles.
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• For better results, it would be appropriate to increase the dynamic range by at least 10.

In this research, the damper was mounted in the pulsator without silentblocks, which
will probably not be possible in practice. However, the damper’s soft mounting will
worsen the system’s hysteretic behaviour and reduce the effectiveness of the S/A control.
Silentblocks of various stiffnesses are produced. It would be appropriate to investigate
the dependence of the S/A control effectiveness on the damper mounting stiffness and
determine what stiffness of the silentblock is acceptable for the S/A control. It will be part
of follow-up research.
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Abstract: Fault-tolerant control of a three-phase inverter can be achieved by performing a hard-
ware reconfiguration of the six-switch and three-phase (6S3P) topology to the four-switch and
three-phase (4S3P) topology after detection and localisation of the faulty phase. Together with hard-
ware reconfiguration, the SVPWM algorithm must be appropriately modified to handle the new
4S3P topology. The presented study focuses on diagnosing three-phase faults in two steps: fault
detection and localisation. Fault detection is needed to recognise the healthy or unhealthy state of
the inverter. The binary state recognition problem can be solved by preparing a feature vector that
is calculated from phase currents (ia, ib, and ic) in the time and frequency domains. After the fault
diagnosis system recognises the unhealthy state, it investigates the signals to localise which phase of
the inverter is faulty. The multiclass classification was solved by a transformation of the three-phase
currents into a single RGB image and by training a convolutional neural network. The proposed
methodology for the diagnosis of three-phase inverters was tested based on a simulation model
representing a laboratory test bench. After the learning process, fault detection was possible based
on a 128-sample window (corresponding to a time of 0.64 ms) with an accuracy of 99 percent. In the
next step, the localisation of selected individual faults was performed on the basis of a 256-sample
window (corresponding to a time of 1.28 ms) with an accuracy of 100 percent.

Keywords: feature extraction; fault diagnosis; convolution neural network; deep neural networks;
inverter fault; fault classification

1. Introduction

Households and industrial plants are equipped with many electric drives that have
limited lifetimes. The proper maintenance of electric drives with mechanical loads is es-
sential for reducing the amount of waste electrical and electronic equipment (WEEE) [1–6].
The time that a machine can satisfactorily operate before requiring repair or replacement
is called the remaining useful life (RUL). The RUL can be monitored by changes in char-
acteristics over time, which are caused by the drive and rotating machine. Mechanical
vibrations will change due to bearing failure [7–12], unbalance, changes in the mechanical
stiffness of the shaft, and changes in the moment of inertia [13–16]. Mechanical loading can
be characterized by one mechanical resonance in a two-mass mechanical system [17–21],
two or three mechanical resonances in a three- or four-mass system [22–25], or multiple me-
chanical resonances in a multi-mass system [13–15]. Mechanical resonance is characterized
by mechanical vibrations [26]. These problems can lead to inverter overloading and faults
in the three-phase inverter. According to [27–31], the inverter fault is mainly caused by an
electronic switch. The problem is a fault in the control circuit of a single inverter switch.
In the previous stage of the study, it was shown that it is possible to effectively control
a three-phase inverter having a 6S3P (six-switch and three-phase) topology when one or
two switches in the same phase of the inverter fail; such control requires reconfiguration
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to a 4S3P (four switches and three phases) topology [32,33]. Therefore, in this research
stage, the authors focused on the feature extraction and classification of inverter faults
in the cloud. This approach can limit the system deployment time compared with hard
embedded programming.

2. Fault-Tolerant Control System

The considered fault-tolerant control system is a control system that can operate
under constrained conditions compared with a healthy three-phase inverter. After fault
detection and localisation of the faulty inverter phase, the hardware is reconfigured to
a 4S3P topology. The fault-tolerant control system consists of two hardware capacitors
connected to the PMSM (permanent magnet synchronous motor) phase instead of the faulty
inverter phase. Figure 1 shows a healthy 6S3P topology and the reconfiguration to 4S3P in
phase C of the PMSM after fault detection and localisation.

Figure 1. Inverter basic for the 6S3P topology (left); fault-tolerant reconfiguration of phase C in the
4S3P topology (right).

In a previous stage of investigation, the 6S3P and 4S3P topologies were successfully
tested on a laboratory bench (Figure 2) [32,33]. The laboratory rig was equipped with the
ALFINE-TIM ALS-G3-1369 controller board, which was based on using the Analog Devices
SHARC® ADSP-21369 digital signal processor (DSP), ALFINE-TIM three-phase inverter,
and LABINVERTER P3-5.0/550MFE. Further details of the laboratory setup, including the
PMSM parameters, have been published in [34].

Figure 2. Photography of the laboratory stand.

The reconfiguration between the 6S3P and 4S3P topology is accomplished by the
Pfault switch (see Figure 3), which is controlled by the fault diagnosis module described
in the following sections. Furthermore, after hardware reconfiguration from 6S3P to
4S3P, the SVPWM (space vector pulse width modulation) switching method must be
modified for proper operation [32,33] in the new topology. Other parts of the control
system remain unchanged. However, the number of available voltage vectors is reduced.
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The parameters of the current controllers R(iq), R(id), and the speed controller R(ω) are
unchanged. Empirical tests conducted in a previous research phase confirm that only
a modification of the SVPWM is required when the topology is changed to 4S3P after
a single-phase fault.

Figure 3. Block diagram of closed-loop vector control (top), the general structure of the laboratory
stand (bottom).

A simulation model of the controller and hardware was created based on the laboratory
setup. The inverter model and SVPWM were designed using the MathWorks Simscape
Electrical™ tool. The healthy 6S3P inverter was simulated with a reference speed nref equal
to 1200 rpm. The simulation time was set to 2 s with a sampling time of 5 µs. The velocity
and current controllers on the q and d axes operate correctly as shown in Figure 4. The fault
was simulated at a time equal to 1 s for each switch in the inverter. A total of six datasets
were recorded for the fault of the upper and lower switches in each of phases A, B, and
C. The data for the upper switches are shown in Figure 5. However, due to the 1 s time
scale, only the long-term response of the system speed is easily visible. Therefore, the time
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zoom for the first 4000 samples after the fault is shown in Figure 6, where the shape of the
currents can be observed.

Figure 4. Simulation data collected for the healthy 6S3P topology.

Figure 5. Simulation data collected after the fault of the upper switch in phases A, B, or C of the
6S3P topology.
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Figure 6. First 4000 samples of simulation after the fault of the upper switch at phase A, B, or C of
the 6S3P topology.

3. Fault Detection

A data-driven fault diagnosis system can be developed with fault detection and fault
localisation as shown in Figure 7. In this section, the focus is on fault detection, which
means that it is only important to have information about the health of the system in one
of two states: normal or abnormal. The normal state means that the system is working
properly and that there are no symptoms to be concerned about. The abnormal state means
that some symptoms of the system are outside of the range that is considered normal.
The designed system needs to recognize these two states. This problem can be solved by
performing a binary classification with the class labels of “normal” and “fault”. The first
stage of preparation for the binary classification is data collection for each class and features
extraction in the desired time, frequency, or time–frequency domain.

Figure 7. General structure of a data-driven fault detection and localisation system.

The sensor presented in Figure 7 can be of any kind; it can be an additional sensor only
for fault diagnosis or a sensor that is already present in the system and being used by the
control algorithms. The electromechanical machine or power system can be investigated by
using many different sensors and signals: current [35,36] and voltage [37,38], torque [12,39],
angular velocity/position [40,41], linear three-axis acceleration/speed/position [42,43],
Doppler laser vibrometer [44], transmission coefficient and reflexion coefficient of an
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omnidirectional antenna [45], strain/tension [46–49], power consumption [50–53], inter-
nal/external temperature at selected points [11,54] or surface temperature using a thermal
camera [55,56]; furthermore, depending on the frequency range, displacement [57], vibra-
tions [58–61], sound [62–64], sound from several microphones [65] or ultrasound [66,67],
vibro-acoustic [7], chemical analyses of lubrication [68,69], chemical analyses using spectral
imaging [70–73], camera imaging in the human colour spectrum [74–77], and converting
signals to virtual image [78–81] are also possible.

In the current research, data were collected from the currents in phases A, B, and C.
These data were divided into a time domain window of 128 samples (Figure 8). Six time
domain features were extracted for each current in the window: the standard deviation,
variance, median, minimum, maximum, and peak-to-peak. Three frequency-domain fea-
tures were also extracted: the maximum magnitude frequency component index, minimum
magnitude frequency component index, and peak-to-peak frequency magnitude. In total,
27 features were used to train the classification to detect the “normal” or “fault” class. A
single-switch fault was considered for each switch in the 6S3P topology. At the current stage
of research, 11934 observations were used in the training process and 1325 observations
were used in the test. The observation time window had 12 samples overlapping with the
previous time window. Training was performed in MathWorks Matlab R2022b using the
Statistics and Machine Learning Toolbox version 12.4. More than 16 classifiers with differ-
ent structures (i.e., linear discriminant; SVM—support vector machine; KNN—k-nearest
neighbours; narrow neural network; decision tree; bagged tree) were trained, with a test
accuracy of greater than 99% for the selected features (Figure 9).

Figure 8. The fault of the upper switch in phase A of the 6S3P topology with a purple time window
(left) and 128 samples in the selected time domain window (right).

Figure 9. Confusion matrix of a single trained classificator: validation data (left) and test data (right).
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4. Fault Localisation

Fault location provides more information about fault detection. Fault localisation
indicates which part of the system is faulty and the extent of the fault. Therefore, the
inverter fault diagnosis has been divided into separate tasks: (1) fast fault detection; and
(2) the inverter fault localisation phase. Investigating the inverter fault in the 6S3P topology
requires identifying the phase where the switch is broken in order to properly change the
structure to a 4S3P topology; this problem can be solved by multi-label classification using
the ‘A’, ‘B’, or ‘C’ class labels of the faulty phase.

At the current stage of the research, the time domain signal is transformed into an
image. The dataset prepared for each class was used to train a CNN (convolutional neural
network). The single RGB image consists of three channels: red, green, and blue. The data
collection was studied in time window equal to 256 samples, which results in an image
size of 16 × 16 pixels. In this approach, the time domain signal was converted into an
image with a size of 16 × 16 × 3 (Figure 10), where red, green, and blue colours represent
the current in phase A, current in phase B, and current in phase C, respectively. The time
domain data of the 256 samples of a single phase are transformed into a 16 × 16 matrix,
which is treated as an image. The image columns contain the consecutive samples of the
signal. Example images at the same observation time for each phase are shown in Figure 11.
There were 618 RGB images for each class, which provided a total of 1854 images. The
time window of a single observation had 64 samples overlapping with the previous time
window. All images were divided into training, validation, and test sets.

Figure 10. Transformation of the ia, ib, and ic currents into an RGB image for the fault of an upper
switch in phase A of the 6S3P topology. The frame of the time window and its RGB image (top); each
channel of the image (bottom).

Figure 11. Example images in fault phases A, B, or C for the upper and lower switches of the
6S3P topology.
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The three-label classifier (‘A’, ‘B’, and ‘C’) was designed as a convolutional neural
network (CNN). An essential part of the design process is the selection of a CNN struc-
ture capable of RGB image recognition. At the current stage of the research, the CNN
consists of seven layers (Figure 12 [left]): (1) an image input with a size of 16 × 16 × 3;
(2) a 2D convolution of 8 × 8 × 3 convolutions; (3) a batch normalization with 20 channels;
(4) ReLU; (5) three fully connected layers; (6) softmax; and (7) a classification output with
class ‘A’, ‘B’, and ‘C’. The CNN training was performed in MathWorks Matlab R2022b using
Deep Learning Toolbox version 14.5. The training result is shown in Figure 12 (bottom
right). The total number of trained parameters in the CNN is 8763. The test accuracy was
100% for the test dataset.

Figure 12. CNN structure (left), training process accuracy (top right) dark blue – training smoothed;
light blue – training; dotted – validation; and test confusion matrix of the learnt CNN (right bottom).

5. Discussion

Fault diagnosis firstly requires the detection of a fault; secondly, it requires the location
of the fault. The three-phase inverter studied in the 6S3P topology can have one switch
(upper or lower) be unhealthy in one phase. An unhealthy condition means that the circuit
is opened by a non-working transistor, but the diode is conducting normally. Such a
situation is typical for transistor gate driver failures. In the methodology proposed in the
first stage, the fault of the inverter is detected by a vector of features that are calculated for
each phase current. The features are in the time and frequency domain and are calculated
from samples that are collected in a short time window. After fault detection, more samples
in a wider time window are examined. The phase currents ia, ib, and ic collected in the time
window are transformed into a matrix with a size of 16 × 16 × 3, which corresponds to a
16 × 16 RGB image. The fault simulation allows for the preparation of the data acquisition.
In total, six defects were investigated. For each transistor in phase, a fault was identified
and labelled in the three classes corresponding to phases ‘A’, ‘B’, and ‘C’. This approach
allowed us to transform the collected currents into RGB images that were labelled by phase.
The RGB image recognition was designed by selecting the CNN structure and performing
the training process. The result of the localisation test (multi-class RGB image classification)
with 100% accuracy confirms the appropriateness of this approach.

The approach of the RGB image localisation was compared with the build of the
reference localisation classifiers based on the selected 27 features used for fault detection.
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For all reference localisation classifiers, the time window size was equal to the 256 samples.
Therefore, all features were recalculated in each window with 25 overlap samples. Each
of the reference classifiers had a worse accuracy (lower than the 99.4%) than proposed
approach. The confusion matrix and the accuracy percentage of the reference classifiers are
presented in Table 1.

Table 1. Reference localisation classifiers.

Classifier Type Validation
Confusion Matrix Validation Accuracy

Fine tree 98.8%

Medium tree 95.4%

Naive Bayes 87.1%

SVM (support vector
machine) 82.8%

KNN (k-nearest neighbours) 92%

Narrow neural network 99.4%
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The detection of the inter-turn short circuit for the PMSM phase was investigated
in [82], where three different CNN structures were compared. However, the diagnosis
system operated at three full periods of the phase current signal (500 samples), and the fault
detection was performed within a time of 0.06 s. At a previous stage of the investigation,
the fault detection of the inter-turn short circuit was obtained based on 200 samples, which
was equivalent to 0.02 s of measurement [83]. Instead of using a CNN model, fuzzy logic
can also be applied in PMSM fault diagnosis [84]; this approach requires an appropriate
formulation of fuzzy rules by a specialist in the field of electrical drives. The single-power
switch, open-circuit fault was detected 0.08 s after the fault occurrence. In [12], a CNN
diagnosed three motor conditions (health motor, demagnetised motor, and motor with
bearing fault) based on features extracted in the frequency domain. The drawback of
conducting a conversion from time domain data to the frequency domain is that a long
time window (large number of samples) is needed to achieve good resolution in the
frequency domain, e.g., a time window of 1 s will lead to 1 Hz resolution. Therefore, a long
time window is not appropriate for quickly detecting and localising a fault occurring in a
6S3P inverter. The diagnosis system with demagnetisation and semi-demagnetisation faults
can use other domain characteristics by applying a DWT (discrete wavelet transform) [85],
which requires the selection of the level of DWT decomposition and the choice of mother
wavelet shape (one low-pass filter for approximation and one high-pass filter for detail).
The suggested approach is to calculate the fault detection of open switch use features in the
time and frequency domain in a short time window for fast fault disclosure. The advised
data-driven method for fault localisation uses raw data and deep learning without the
need for extraction features from the frequency or scale domain. The proposed approach
operates around one period of the phase currents with faster fault detection based on a
128-sample window (corresponding to a time of 0.64 ms) and faster localisation of faulty
inverter phase based on a 256-sample window (corresponding to a time of 1.28 ms).

6. Conclusions

Research was carried out at TRL (technology readiness level) 1 to validate the proof
of concept. Further research will be performed to increase the TRL to higher levels to
validate the rotary electric machine (electric drive) with a fault diagnosis system in the
laboratory environment. At TRL 1, a single fault of an energo-electronic switch in the
six-switch and three-phase (6S3P) topology was considered. This leads to considering one
of six possible faults; however, faults of two switches in the same phase were tested. The
4S3P topology with modified SVPWM can operate properly with only one faulty phase,
but not more. Multiple faults in different 6S3P phases are less probable. However, the
authors are currently developing multiple fault diagnoses for all possible combinations
(63 fault classes) of switch faults in a three-phase inverter. The preliminary research of
those 63 classes provides less satisfactory results and needs more effort invested into
them in future research. The authors at the current research stage considered an abrupt
fault without an incipient or intermittent part. Fault detection should return an abnormal
state; however, fault localisation will need a further extension for new types of faults;
that extension could require a different approach or a retraining of a convolutional neural
network with an extended phase current RGB images dataset. Another aspect of possible
future research is an investigation of the power distribution system, with the detection
and localisation of one of many SVPWM inverter connected in power grid. The issue of a
short circuit or break circuit can be found in a hybrid circuit system [86] or vehicles with an
internal power grid system, e.g., a car, aircraft [87], or ship.

In the event of a transistor fault in a three-phase inverter with 6S3P topology, it is
possible to operate in a fault-tolerant manner after hardware reconfiguration to 4S3P. This
approach can be used when one phase fails. The presented research with the proposed
methodology in two steps allows for the proper fault detection and precise localisation
of the faulty phase. Fault detection is the first step and is a trigger for the execution of
the fault localisation part of the system. After fault detection, the control system can be
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shut down or the reference speed can be slightly reduced to slow down the system. In
parallel, the localisation module can detect which phase of the inverter is faulty in order to
switch one of the PMSM phases between capacitors. After hardware reconfiguration and
modification of the SVPWM algorithm, the system can still operate normally under the
constrained current conditions compared with a healthy state. The proposed multi-class
classification of phase currents as RGB images provides satisfactory results at the current
research stage.
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Abstract: Electric machines are highly efficient and highly controllable actuators, but they do still
suffer from a number of imperfections. One of them is torque ripple, which introduces high frequency
harmonics into the motion. One (cost- and performance-neutral) countermeasure is to apply control
that counters the torque ripple. This paper compares several single-input single-output (SISO) control
approaches for feedback control of torque ripple of a Permanent Magnet Synchronous Machine
(PMSM). The baseline is PI (proportional-integral) control, which does not suppress torque ripple, and
the most popular control approach is proportional-integral resonant (PIR) control. Both are compared
to an advanced PIR controller (PIRA), frequency modulation, a mixed sensitivity design, and an
iterative learning controller (ILC). The analysis demonstrates that PIR control, mixed sensitivity state
feedback, and the modulating controller achieve identical behaviour. The choice between these three
options is therefore dependent on preferences for the design methodology, or on implementation
factors. The PIRA and the ILC on the other hand show more sophisticated behaviour that may be
advantageous for certain applications, at the expense of higher complexity.

Keywords: electric machines; torque ripple; resonant control; modulation and demodulation control;
mixed sensitivity loop shaping; iterative learning control

1. Introduction

This paper deals with problem of suppressing torque ripple in electric machines using
feedback control. Torque ripple is a serious problem with electric machines, and it can
come from a variety of sources, from cogging torque with stator teeth over harmonics in
the back-EMF curve to defficiencies in the control scheme [1,2].

Different methods have been proposed to deal with this problem. Constructive mea-
sures are able to reduce torque ripple, but they often have a financial cost and a performance
impact [3]. Feedforward control is commonly used in industry, where either a back-EMF
curve different from a sinusoid is assumed [4], or a current is added based on the rotor
position [5]. Any open loop approach will require extensive callibration work to be effective,
and it is sensitive to product-to-product variaton [6,7].

For this reason, this paper follows a closed-loop control approach. It starts with a
simplified control challenge of suppressing the torque ripple using a closed loop approach
by controlling the voltage of the motor based on the speed measurement. In addition to
a baseline proportional integral (PI) controller that is not able to address this challenge,
four control laws are considered. The first is a conventional proportional-integral resonant
controller (PIR), the second is a similar structure using a Mixed Sensitivity Loop Shaping
approach. Then, a resonant controller is tested based on a demodulation and remodulation
stage. Finally, an Interative Learning Controller (ILC) with a delay block is considered.
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This covers the most common feedback controllers for torque ripple, but is limited by
choice to linear approaches. Self-optimising controllers are excluded from consideration,
because they always contain a non-linear element for the adaptation, and thus show more
complex behaviour.

This work is novel in that for the first time it compares these different approaches to
torque ripple minimisation starting from first principles. It is the first paper to prove that
the resonant controller is exactly identical to a modulating controller. Furthermore, the
detailed analytical and simulated comparison of controller simulations has not been seen
before in the literature.

2. Materials and Methods

The aim of this paper is to compare different control approaches for reducing torque
ripple in an electric machine algebraically, and then to compare their performance
using simluations.

To keep the problem simple, a very basic model of the permanent magnet synchronous
machine (PMSM) is used, which abstracts from the phase voltages and the inner control,
instead focusing on the speed control loop. [8] A list of the symbols used can be found in
Appendix A.

The plant is defined as a first order low pass filter capturing the key mechanical
dynamics of the rotor:

GP(s) =
k0

ωP + s
(1)

The input is the driving voltage for the motor (Vq), and the output is the shaft speed.
In the interest of simplicity, time delays and the electrical time constant are ignored, but
they could be added easily (and they may be relevant for the loop response at resonant
frequency). The time constant of the first order low pass (PT1) is the result of the damping
effect of the winding resistance acting on the inertia of the rotor. This model ignores the
electrical time constant caused by the motor inductance in the interest of simplicity, but the
same approach can be applied to more complex plant models.

The torque ripple is modelled as an external disturbance at a known frequency, acting
onto the plant. This enables to stay within a linear framework, while a speed/position
dependent model of the ripple would require a non-linear analysis. For constant speed
operation or for moderately slow speed changes, this approach is perfectly sufficient. It
leads to a structure as shown in Figure 1.
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The disturbance could also be generated by a resonator without damping, with equal
results. It is worth noting that this resonance is not connected to the control input, which
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means it does not become part of the feedback loop. This makes resonant control funda-
mentally different from the control of resonant plants, as discussed in [9].

This simple structure allows to compare different controllers for their ability to
deal with the ripple torque, without making too many assumptions about the specific
motor behaviour.

3. Methodology
3.1. Baseline Control

Single-input single-output (SISO) control design typically starts with a PI controller
for a low pass plant, and we will follow this approach here.

Additionally, the corresponding PI controller is

GPI(s; kP, kI) = kP +
kI
s

=
kPs + kI

s
= kP

s + ωPI
s

(2)

Conventional tuning would be based on cancellation of the dominant pole, which
means that ωPI = ωP and therefore the open loop chain is

G0(s) = GPGPI =
kPk0

s
(3)

The bandwidth is set via kP, and a typical choice would be kPk0 = 10, leading to a
closed-loop time constant of 0.1 s (and a control bandwidth of ωC = 10 rad/s). This would
not be enough to make any difference to the ripple frequency.

It is possible to push the control bandwidth higher to achieve decent attenuation of
the ripple frequency, but this would require a very high control gain. This may reduce the
robustness of the controller, and it may introduce significant sensor noise into the control
loop and therefore the system output. More targeted approaches to suppress the ripple will
be presented below.

3.2. Resonant Control

The conventional approach to eliminating torque ripple is resonant control [10,11],
which is based on a resonant second-order filter of the form

Gr(s; ω0, ζ, a, b) =
as + b

s2 + 2ζω0s + ω2
0

(4)

This filter can be used in parallel with the existing controller

GPIR = GPI + Gr = kp
s + ωPI

s
+

as + b
s2 + 2ζω0s + ω2

0
(5)

as shown in Figure 2, or in series

GPI Gr = kp
s + ωPI

s
as + b

s2 + 2ζω0s + ω2
0

(6)

As long as there is clear separation between the operating frequencies of the PI branch
and the resonant branch, both options produce very similar results for a single resonant
frequency, with only some higher order differences that are typically negligible. How-
ever, if several ripple frequencies have to be eleminated, the parallel form has a distinct
advantage, because they are treated independently. Although the problem considered here
concerns only one frequency, the parallel form is used here for its easy of extension to
several frequencies.
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Note that the phase at resonance is adjusted via the proportion of a and b, and unfor-
tunately this has an impact on the amplitude response. This connection between phase and
amplitude is the main complication when designing a PIR controller.

The operating principle of this filter is to bring up the loop gain above one at the
resonance frequency ω0 to reduce the loop sensitivity function at this frequency. The
structure satisfies the internal model principle, which states that an effective controller
has to include a model of the disturbance it is targeting, which the resonator in the PIR
controller achieves. Unlike a normal controller, which has a limited bandwidth denoted
by the unity open loop gain |G0(ω)| = 1, a resonant controller intersects this limit several
times, leading to several discontinuous frequency ranges of operation. In other words, the
resonant controller operates at low frequencies and at the resonant frequency, but not in
the frequency range in between, where it has a very low gain.

The design of the resonant filters differs slightly between the parallel and series
configuration. The parallel design usually follows two independent design processes for
the two branches, where the other branch is treated as a small disturbance. This requires
clear separation between the control bandwidth of both controllers, specifically ωC � ω0.

If the separation is not as clear, a serial design process is indicated, where one controller
is designed first, and the second controller is designed for an extended plant including the
first controller. This approach works for the series connection of the resonant controller,
which can be interpreted as a second order phase lag filter.

One of the challenges of designing a resonant controller is to get the phase of the
control action right. In theory, this can be tuned via the nominator coefficients a and b, but
these also have an impact on the magnitude response.
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Alternatively, an all-pass filter or a phase lead compensator can be added to delay the
phase without affecting amplitude, while keeping b = 0. This leads to the following form,
which has more consistent amplitude behaviour at the expense of another state:

GPIRA
(
kp, ωPI , ω0, ζ, a, p, z

)
= GPI + GrA = kp

s + ωPI
s

+
s− z
s− p

as
s2 + 2ζω0s + ω2

0
(7)

This controller will be called PIRA (PIR with phase Advance). It presents significantly
different behaviour from the basic PIR controller.

3.3. Mixed Sensitivity Design

Mixed Sensitivity Loop Shaping is an optimal controller design approach coming out
of robust multiple input multiple output (MIMO) control. It is based on an extended plant
model that contains both the plant model and weights to tune the optimisation problem
for specific areas. Three weights are used: W1 shapes the sensitivity function, W2 reduces
the control energy, and W3 shapes the co-sensitivity function. The full structure is shown
in Figure 3.
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It is standard to use an integral weight in W1 to force reference tracking, possibly in
connection with a constant weight.

W1a(s) =
[ wI

s
wP

]
(8)

and to start with a constant weight on the input

W2(s) = 1 (9)

For the suppression of torque ripple, an additional weight based on GR is added to W1
to respond to this ripple frequency:

W1b(s) = Gr(s; ω0, ζ, wr, 0) =
wrs

s2 + 2ζω0s + ω2
0

(10)
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Together with the original plant, this leads to the following state space model for the
extended plant (the bold symbols denote matrices and vectors):

.
x = Ax + Bu
y = Cyx
z = Czx + Dzu

(11)

with

A =




−ωP 0 0 0
wI 0 0 0
wR 0 −2ζ − 1

ω0

0 0 1
ω0

0


 , B =




kP
0
0
0




Cy =
[
1 0 0 0

]

Cz =




0 1 0 0
0 0 1 0
0 0 0 0


 , Dz =




0
0
1




(12)

The first state is the state of the original plant. The second state is the integral weight
W1a, and the last two states belong to W1b.

Typical loop shaping designs are robust and therefore based on the H∞ norm. How-
ever, for simplicity reasons, we will use the H2 norm here, because it leads to a convex
optimisation problem and a low order controller. A state feedback controller is designed
following a standard LQR approach, with a control law of the structure

u = Kx (13)

Since the weights are not physical, they have to be copied into the controller to
complete the transfer function. In this example, all states are known (measured or simu-
lated), and therefore no state observer is required. The resulting transfer function of the
controller is

GMS(s) = k1 +
k2

s
+

k3s + k4

s2 + 2ζω0s + ω2
0

(14)

which shows exactly the same structure as the PIR controller. This means it will produce
the same potential performance, just via a different design approach. The inclusion of
the resonator from the weight in the extended plant into the controller again satisfies the
internal model principle.

The advantages of the mixed sensitivity design are shared with most optimal control
approaches: the user only has to specify the control objectives, and the optimal design
process will synthesis a controller to achieve these. Stability is guaranteed, as is robustness
(within limits).

3.4. Modulating Controller

A different approach found in the literature is to use modulation with a carrier fre-
quency to inject a precisely designed signal to cancel out the torque. This approach
originates from open-loop approaches of torque ripple compensation [12], and it adds an
integral controller to make the cancellation signal adaptive [13]. A typical block diagram is
shown in Figure 4.
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Note that the integrator operates on a complex signal, and the standard integrator in
Simulink does not support this, so it has to be replaced with a custom-made integrator block.
It is possible to separate the sine and cosine and run them through separate integrators, but
the complex signals make for a much easier analysis.

The transfer function of a modulating controller can be calculated using careful alge-
braic manipulation. We start with an input signal of

x1(t) =
1
2

(
X0ejωt + X′0e−jωt

)
(15)

where X0 is the input phasor, and X′0 its conjugate. The modulation with the carrier

xC(t) = ejω0t

leads to
x2(t) = x1(t)xC(t) =

1
2

(
X0ej(ω0+ω)t + X′0ej(ω0−ω)t

)
(16)

Note that this is a complex signal. For practical purposes, it may be split into a real
and imaginary component, but this is not necessary for the analysis. A first order low pass
filter is applied with the transfer function

GL(s) =
1

s + ω1

This has to be done separately for the two frequencies, leading to

x3(t) =
1
2

(
X0

1
ω1 + jω0 + jω

ej(ω0+ω)t + X′0
1

ω1 + jω0 − jω
ej(ω0−ω)t

)
(17)

This signal is modulated back into the desired frequency by dividing by the carrier (or
multiplying with its conjugate):

x4(t) =
x3(t)
xC(t)

= kr
1
2

(
X0

1
ω1 + jω0 + jω

ejωt + X′0
1

ω1 + jω0 − jω
e−jωt

)
(18)

This signal has imaginary components, and we are not interested in that. Instead, we
only use the real part:

179



Actuators 2022, 11, 349

x5(t) = <(x4(t)) = 1
4

(
krX0

1
ω1+jω0+jω ejωt + krX′0

1
ω1−jω0−jω e−jωt + kr′X0

1
ω1−jω0+jω ejωt + krX′0

1
ω1+jω0−jω e−jωt

)

= 1
2

(
X0
<(kR)(jω+ω1)−=(kR)ω0

(jω)2+2ω1 jω+ω2
1+ω2

0
ejωt + kr′X′0 <(kR)(jω+ω1)−=(kR)ω0

(jω)2−2ω1 jω+ω2
1+ω2

0
e−jωt

)
= <

(
X0
<(kR)(jω+ω1)−=(kR)ω0

(jω)2+2ω1 jω+ω2
1+ω2

0
ejωt

) (19)

This establishes the transfer function of the modulating controller to be GM(s)

GM(s) =
<(kR)(jω + ω1)−=(kR)ω0

s2 + 2ω1s + ω2
1 + ω2

0
(20)

Again, this transfer function is identical to the structure of the PIR controller, which
means that the same control performance can be achieved. By matching the specific
parameters, it can be matched exactly to the transfer of the resonant controller by adjusting
ω0 and kr accordingly. Note that the phase can be adjusted using kr, and this has exactly
the same effect as a and b in the PIR.

What may be remarkable is that there are no modulation artefacts, no harmonics,
no cross-modulation: the output is again a pure sinusoid. This is because the second
modulation is a division, and not a multiplication, and therefore the harmonics of the
carrier do not appear in the output.

Despite being identical to the PIR in behaviour, there are three distinct advantages to
this implementation of the modulating controller. The first one is that the actual controller
works on a low bandwidth signal, so it could have lower sampling rate. The second is that
the frequency is easy to adjust. For a variable speed motor, the modulating controller only
needs the rotor position, which is always known for a synchronous machine. Finally, the
compensation of phase lag in the plant is easy by just tuning the complex gain kr. This
phasor can be frequency dependent, based on a simplified model of the transfer function of
the plant.

3.5. Iterative Learning Control

Iterative Learning Control (ILC) is a control approach developed for cyclical reference
signals, exploiting the fact that the cycles are always the same. By knowing the response to
the previous cycle, the response to the next cycle can be planned without the causality con-
straints usually in effect. This approach can also be used to deal with cyclical disturbances,
as long as the frequency is known [14,15].

The key element of an Iterative Learning Controller is a delay block e−Ts that delays the
signal by the duration of one period T. This allows the controller to respond to deviations
during the previous cycle. It is often used in an iterative way such as

1
e−Ts + 1

which adds the new input signal to the output from the previous cycle, which creates a
basic linear adaptation or learning capability.

A key advantage is that T can be adjusted either up or down to account for phase
differences when going through the plant. An important feature of ILC is that it shows the
typical “comb” pattern of the delay block in the amplitude plot of a closed loop, which
means that it works for a fundamental frequency and all its harmonics. This can be an
advantage, especially for electric machines that can show a range of harmonics (and DC or
low frequency signals). At the same time, it can also be a concern, because the response at
these frequencies cannot be tuned separately, and this can lead to unwanted interaction
with high frequency plant dynamics.

Just as with the resonant filter, adjusting the phase of the ILC is not easy. It may be
tempting to add a time delay to control the phase, but this tends to lead to large phase lags
that affect the stability of the loop, especially given that the ILC has a significant steady
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state gain. A typical control structure would be as shown in Figure 5, and the resulting
control law is

GILC(s; T, ζ, k, p, z) =
s− z
s + p

kζ

(1− ζ)e−Ts + 1
(21)
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Note that this control law has essentially the same parameters as the advanced resonant
controller, but the parametrisation may have to be different. This is because the resonant
controller operates at all multiples of the resonant frequency, including the frequency 0.
Thus it replaces the proportional action of the PI controller, but not the integral branch.
This is mostly a consequence of this controller being significantly more powerful than the
previous examples.

Especially with complex plant models, further filtering and compensation will be
required to guarantee stability at all resonant frequencies. In this sense, the ILC controller
is very similar to a high bandwidth PI controller, but it has the advantage of acting only at
the relevant frequencies, keeping the magnification of sensor noise to a minimum.

4. Numerical Results

Unfortunately, an experimental rig was not available to the authors for real-world
validation of the above analysis. However, work is progressing in this direction. Therefore,
Simulink simulations are presented to give an initial and fair comparison between the different
controllers, highlighting key features and demonstrating the correctness of the derivations
above. The application of these controllers to an experimental rig is planned for a future paper.
All files used to produce these results are available at https://github.com/LU-Centre-for-
Autonomous-Systems/resonant_control/, version 1.0, published 27 November 2022.

4.1. Plant

All controllers are applied to the same plant, which is a simplified model of an electric
motor, with the structure given in (1). The transfer function is a PT1 low pass filter with a
time constant of 1 s, a gain of 1, and a ripple frequency of 100 rad/s.

GP(s) =
1

1 + s
(22)

A sinusoidal disturbance with a frequency of 100 rad/s and an amplitude of 1 is added
to the output, this represents the effect of the ripple torque:

d(t) = sin 100t (23)
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More complex plant models can be used, and they will impact on the design of the PI
controller, but the impact on the resonant controller is mostly limited to the plant behaviour
at the resonant frequency.

4.2. Controller Design

To keep the different control structures comparable, the same parameters are used,
based on a mixed sensitivity design. The weights are defined as

W1a(s) =

[
10
s

50·100s
s2+2·0.05·100s+1002

]
(24)

W2(s) = 1 (25)

These weights already contain some important information about the controller. They
reflect the ripple frequency of ω0 = 100 rad/s, and they have a defined damping of ζ = 0.05,
which means that response to the ripple frequency is expected to be very focused, and it
will take many periods for the controller to settle. The numerical gains 10 and 50 determine
the importance of reference following and resonance suppression. Note that these gains
are a lot more sensitive than R and Q in the LQ design, so it would not be appropriate to
move in steps of factors of ten. Instead, changes by a factor of 2 were used to determine
appropriate gains with an appropriate balance between integral and resonant action.

The mixed sensitivity H2 design leads to a state feedback controller law with

u = −
[
1 0.2 −0.78 43

]
x (26)

and a transfer function for the resulting controller of

GMS(s) = 43 +
10
s
+

950s− 3.9 · 105

s2 + 10s + 104 (27)

The Bode Plot of this transfer function is shown in Figure 6. From this transfer function,
all the controller parameters can be determined:

kI = 10 (28)

kP = 43 (29)

a = 950 (30)

b = −3.9 · 105 (31)

and all five controller laws can then be calculated to be as similar in effect as possible:

GPI(s) = 43 +
10
s

(32)

GPIR(s) = 43 +
10
s
+

950s− 3.9 · 105

s2 + 10s + 104 (33)

GPIRA(s) = 43 +
10
s
+

s− 21
s + 210

9300s
s2 + 10s + 104 (34)

GMS(s) = 43 +
10
s
+

950s− 3.9 · 105

s2 + 10s + 104 (35)

GMod(s) = 43 +
10
s
+

950s− 3.9 · 105s
s2 + 10s + 104 (36)

GILC(s) =
10
s
+

s + 21
s + 210

930
(1− 0.05)e−0.01s + 1

(37)
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The compensator parameters and the gains for GPIRA, GMod and GILC are chosen such
that the behaviour at the resonant frequency is identical, matching amplitude and phase.
The ILC required a slightly different compensator to achieve stability, because the ILC
branch has significant steady state gain. Note that the ILC does not have a proportional
branch, because it already has proprotional action at low frequencies.

4.3. Open Loop Behaviour

Note that Simulink is unable to derive correct transfer functions for the modulating
controller or the ILC, so all diagrams have been numerically derived using a FFT of an
impulse response. Through careful choice of the excitation signal, the result should be
accurate and free from noise. The phase is not unrolled, so discontinuities are to be expected.

The first observation is that despite different design approaches and different control
structures, the PIR controller, the Mixed Sensitivity controller, and the modulating controller
have exactly the same transfer function, and therefore the same effect. This is not surprising,
given that they have the same structure of the control law, as demonstrated in the previous
section, and the parameters were chosen specifically to match the behaviour. Obviously, it
would be unsusual to find exactly the same parameters using different design methods, but
this paper is about comparison of the potential of different control structures, not design
methodologies, so in this case, the matched parameters are appropriate. The resulting
behaviour is identical, and this is confirmed on the open loop Bode plot of the different
resonant branches of the controllers in Figure 7. The PI branch is drawn out and plotted
separately to focus on the behaviour of the resonant branch. Only one line is shown for both
the resonant controller and the mixed sensitivity design, because the implementation is in
fact idential, while the modulation controller has a completely different implementation,
but with the same behaviour.

This plot also shows how different the PIRA controller is with a phase advance
compensator. It shows a much stronger roll-off below the resonant frequency, which
means that it interfers much less with the low frequency behaviour of the PI branch—but
it does have slighty higher gains at higher frequencies, which could potentially affect
the robustness.

Because the PIR, MS and modulating controller are indentical, only the PIR controller
is considered further, and compared with the PIRA and ILC design. In terms of the design
approach, the Mixed Sensitivity design has the advantage that it deals with phase and
stability automatically, while these have to be considered as additional complications
during the turning of the PIR controller.
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Finally, Figures 8 and 9 shows a comparison of the four different controllers (PI, PIR,
PIRA and ILC) for the controller only and for the open loop chain. By including the
plant model, this Bode Plot of the open loop chain allows an analysis of the stability and
robustness of the different controllers.

The plots highlights both key similarities and differences between the approaches.
The PI controller obviously does not address the ripple frequency, this is expected. All
other controllers show how the loop gain goes above one (0 dB) again around the ripple
frequency, and how the phase is well controlled in this second critical region. The PIR
controller achieves the objective, but there is a very significant impact on the operation of
the PI controller for low speed operation, which means that the PI controller may have to be
retuned after adding the resonant branch. The PIRA avoids this, and preserves the correct
operation of the PI branch while also achieving good suppression of the ripple frequency.
The ILC finally is very similar to the PIR controller around the resonant frequency, but it
deviates from all other controllers both at low frequencies and at harmonics of the ripple
frequency, as expected from the theoretical analysis.
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The main conclusion is that apart from the PIRA approach, all controllers have inter-
ferences between the PI controller and the resonant part, despite the significant frequency
separation. The PIRA is the only resonant controller that avoids this interference.

4.4. Closed Loop Behaviour

The closed loop behaviour is studied both in the frequency domain and in the time
domain. The frequency domain is shown in the Bode plots of the complementary sensitivity
function in Figure 10. This shows the transfer of disturbances of the reference on the error
signal. The goal is to have a gain as low as possible for low frequencies (reference tracking),
and at the ripple frequency, as this would be an indication of successful control. This view
again demonstrates how similar the different controllers act around the ripple frequency,
and how the resulting loop behaviour is very similar.

All controllers achieve this objective, with the expected exception of the PI controller,
which does not address the ripple frequency. The plot also highlights how much influence
the resonant controller (PIR) has at low frequencies—so the notion that it can be designed
separately from the PI controller is not applicable here. The ILC performs reasonably well,
but it is clearly quite different at low frequencies from the other controllers.

The time domain response is shown in Figure 11. This simulation is subject both
to a reference jump at 0.5 s and to a sudden sinusoidal disturbance at 3 s, so it shows a
combination of how the system deals with both. This diagrams shows very clearly that the
resonant controllers affect the step response. The high frequency content in the step excites
the resonance—leading both to some eratic movements and possibly some overshoot not
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present in the original pure PI controller. Both the PIRA and ILC at least maintain most of
the low frequency step response, but it is still not as clean as the PI controller, and they all
have some overshoot.
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To avoid this, it may be appropriate to apply a low pass filter to the reference input
that limits high frequency content. Since that is a feed-forward filter, it does not affect
stability, and it can be tuned seperately from the loop.

All controllers except the PI controller achieve good ripple suppression. The time
domain view shows very nicely that the ripple suppression needs some time to settle and
take effects. This is because the ripple suppression only applies to a very narrow frequency
range, and the sudden onset of the ripple disturbance contains a much wider frequency
range initially. Stationary behaviour is achieved after about 0.3 s, which means it is a bit
slower than the settling time of the PI controller. Usually, fast settling is not required, and
this would be considered more than acceptable.
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5. Discussion

The paper has compared three very different controllers for the control of torque
ripple in an electric machine using a simplified plant model, as well as a baseline controller
without this capability.

The most common controller is the resonant controller (PIR). It can be implemented in
two very different ways, either using a resonanting branch, or using amplitude modulation
with the resonant frequency—both show the same behaviour. While it is successful in
addressing the problem, the design of this filter with its four parameters is not straightfor-
ward, because there is a very close interaction between the low frequency behaviour of the
resonant branch and the PI branch. An open question in the literature is how to find and
adjust the phase of the resonant branch.

The use of a Mixed Sensitivity Loop Shaping can help to find the right parameters of
the resonant controller, based on a plant model and well chosen weighting function. This
approach still has three parameters: the frequency, damping, and the desired suppression,
but the phase is chosen implicitly to achieve the best results. The structure of the resulting
controller is identical to the resonant controller, although more complex structures with
additional filters can be used easily.
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This interference can be avoided by adding an additional pass filter to shift the phase
around the resonant frequency, as demonstrated in the PIRA. The phase needs to compen-
sate the phase of the plant around the resonant frequency to achieve a stable sufficient of
the torque ripple. The PIRA controller seems clearly superior for this application.

Finally, ILC is clearly a more powerful control structure, which is able to address
several ripple frequencies at once, without designing a part of the control for each frequency
to be targeted. However, stability needs to be achieved at each of those frequencies, and
despite the inclusion of a generic filter, the form used here does not quite offer enough
tuning parameters to be generally applicable to any plant model. This could be addressed
by adding additional compensators or an approximated plant model inverse.

The modulating controller and the ILC later two structures also have the advantage
that they could be run in a synchoronous fashion based on an angle measurement of the
electric machine. That would make it easier to apply the same general solution at different
motor speeds. However, the challenge is to achieve stability at all speeds, and thus further
consideration of the plant dynamics is again necessary.

An overview of all the observations is shown in Table 1.

Table 1. Comparison between the different control approaches.

Control Method Tuning Implementation Stability Reference Tracking Ripple Suppression

PI Easy Easy Excellent Excellent None

PIR Hard Easy Good
Mixed Sensitivity Automated Easy Guaranteed Marginal Good (adjustable)

Modulating Hard Medium Good

PIRA Medium Easy Excellent Very Good Good

ILC TBD Medium Tricky Good Good

6. Conclusions

For controlling torque ripple in electric machines, the standard approach is a proportional-
integral resonant (PIR) controller. Four extensions have been considered here, that all offer
notable advantages. The model-based Mixed Sensitivity Loop Shaping approach turns
out to be a very convenient way of tuning the PIR controller, and it addresses the difficult
question of how to best find the right phase. The modulating controller shows identical
behaviour, but it allows direct tuning with a complex gain. Adding a filter leads to the
PIRA controller, which provides much better separation between the PI branch and the
resonant branch. Additionally, the Iterative Learning Controller (ILC) shows great promise,
but requires further work to compensate plant dynamics at all relevant frequencies. The
ILC and the modulating controller also lend themselves to synchronous operation based
on a rotor angle position sensor.

This paper logically leads to three areas of further research. The first one is how to
achieve ripple suppression at variable speed [16,17]. There are two obvious options: gain
scheduling over frequency, or compensation of the plant dynamics (both based on an
approximation of the plant transfer function). Both would lead to very different design
approaches for the same problem. The second big question is how to measure the ripple,
because the speed sensor is often not sufficiently accurate. A MIMO control approach
may be indicated, using a microphone or an accelerometer to pick up the ripple. The
final question is how to translate the design into the discrete-time domain, and how to
apply it practically, because the implementation would typically be on a computer system,
and the execution is time critical. A time-discrete design thus offers potentially superiour
performance at frequencies close to the Nyquist limit.
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Appendix A. Abbreviations and Symbols

ILC—Iterative Learning Controller; MS—Mixed Sensitivity (loop shaping); PI—
Proportional Integral (controller); PIR—Proportional Integral Resonant (controller); PIRA—
Proportional Integral Resonant controller with phase Advance; PMSM—Permanent Magnet
Synchronous Machine; j—Imaginary Unit

√
−1; G(s)—Transfer Function; t—Time in sec-

onds; u(t)—Input; x(t)—State Vector; y(t)—Output; ω—Angular Frequency in rad/s.

References
1. Liu, C. Emerging Electric Machines and Drives—An Overview. IEEE Trans. Energy Convers. 2018, 33, 2270–2280. [CrossRef]
2. Lopez, C.A.; Jensen, W.R.; Hayslett, S.; Foster, S.N.; Strangas, E.G. A Review of Control Methods for PMSM Torque Ripple

Reduction. In Proceedings of the 2018 23rd International Conference on Electrical Machines, ICEM 2018, Alexandroupoli, Greece,
3–6 September 2018; pp. 521–526. [CrossRef]

3. Petrov, I.; Ponomarev, P.; Alexandrova, Y.; Pyrhonen, J. Unequal Teeth Widths for Torque Ripple Reduction in Permanent Magnet
Synchronous Machines With Fractional-Slot Non-Overlapping Windings. IEEE Trans. Magn. 2014, 51, 1–9. [CrossRef]

4. Holtz, J.; Springob, L. Identification and compensation of torque ripple in high-precision permanent magnet motor drives. IEEE
Trans. Ind. Electron. 1996, 43, 309–320. [CrossRef]

5. Cho, H.-J.; Kwon, Y.-C.; Sul, S.-K. Torque Ripple-Minimizing Control of IPMSM With Optimized Current Trajectory. IEEE Trans.
Ind. Appl. 2021, 57, 3852–3862. [CrossRef]

6. Khan, M.A.; Husain, I.; Islam, M.R.; Klass, J.T. Design of Experiments to Address Manufacturing Tolerances and Process Variations
Influencing Cogging Torque and Back EMF in the Mass Production of the Permanent-Magnet Synchronous Motors. IEEE Trans.
Ind. Appl. 2013, 50, 346–355. [CrossRef]

7. Dai, M.; Keyhani, A.; Sebastian, T. Torque ripple analysis of a permanent magnet brushless DC motor using finite element method.
In Proceedings of the IEMDC 2001—IEEE International Electric Machines and Drives Conference, Cambridge, MA, USA, 17–20
June 2001; pp. 241–245. [CrossRef]

8. Gebregergis, A.; Chowdhury, M.H.; Islam, M.S.; Sebastian, T. Modeling of Permanent-Magnet Synchronous Machine Including
Torque Ripple Effects. IEEE Trans. Ind. Appl. 2014, 51, 232–239. [CrossRef]

9. Pugi, L.; Reatti, A.; Corti, F. Application of modal analysis methods to the design of wireless power transfer systems. Meccanica
2019, 54, 321–331. [CrossRef]

10. Chuan, H.; Fazeli, S.M.; Wu, Z.; Burke, R. Mitigating the Torque Ripple in Electric Traction Using Proportional Integral Resonant
Controller. IEEE Trans. Veh. Technol. 2020, 69, 10820–10831. [CrossRef]

11. Huang, M.; Deng, Y.; Li, H.; Wang, J. Torque Ripple Suppression of PMSM Using Fractional-Order Vector Resonant and Robust
Internal Model Control. IEEE Trans. Transp. Electrif. 2021, 7, 1437–1453. [CrossRef]

12. Huang, C.L.; Yang, S.C. Torque Ripple Reduction for BLDC Permanent Magnet Motor Drive using DC-link Voltage and Current
Modulation. In Proceedings of the 2021 IEEE International Future Energy Electronics Conference, IFEEC 2021, Taipei, Taiwan,
16–19 November 2021. [CrossRef]

13. Feng, G.; Lai, C.; Kar, N.C. A Closed-Loop Fuzzy-Logic-Based Current Controller for PMSM Torque Ripple Minimization Using
the Magnitude of Speed Harmonic as the Feedback Control Signal. IEEE Trans. Ind. Electron. 2016, 64, 2642–2653. [CrossRef]

14. Liu, J.; Li, H.; Deng, Y. Torque Ripple Minimization of PMSM Based on Robust ILC Via Adaptive Sliding Mode Control. IEEE
Trans. Power Electron. 2017, 33, 3655–3671. [CrossRef]

191



Actuators 2022, 11, 349

15. Qian, W.; Panda, S.; Xu, J. Speed Ripple Minimization in PM Synchronous Motor Using Iterative Learning Control. IEEE Trans.
Energy Convers. 2005, 20, 53–61. [CrossRef]

16. Yansong, H.; Dejun, Y.; Yunhao, P. Research on Torque Ripple Suppression Strategy of PMSM under Variable Speed Condition. In
Proceedings of the 2021 6th Asia Conference on Power and Electrical Engineering, ACPEE 2021, Chongqing, China, 8–11 April
2021; pp. 898–904. [CrossRef]

17. Tang, M.; Gaeta, A.; Formentini, A.; Zanchetta, P. A Fractional Delay Variable Frequency Repetitive Control for Torque Ripple
Reduction in PMSMs. IEEE Trans. Ind. Appl. 2017, 53, 5553–5562. [CrossRef]

192



Citation: Gregov, G.; Pincin, S.; Šoljić,
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1 Faculty of Engineering, University of Rijeka, Vukovarska 58, 51000 Rijeka, Croatia
2 Centre for Micro- and Nanosciences and Technologies, University of Rijeka, Radmile Matejčić 2,
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Abstract: Today, we are witnessing an increasing trend in the number of soft pneumatic actuator
solutions in industrial environments, especially due to their human-safe interaction capabilities.
An interesting solution in this frame is a vacuum pneumatic muscle actuator (PMA) with a bellow
structure, which is characterized by a high contraction ratio and the ability to generate high forces
considering its relatively small dimensions. Moreover, such a solution is generally very cost-effective
since can be developed by using easily accessible, off-the-shelf components combined with additive
manufacturing procedures. The presented research analyzes the precision positioning performances
of a newly developed cost-effective bellow PMA in a closed-loop setting, by utilizing a Proportional-
Integral-Derivative (PID) controller and a Linear Quadratic Regulator (LQR). In a first instance, the
system identification was performed and a numerical model of the PMA was developed. It was
experimentally shown that the actuator is characterized by nonlinear dynamical behavior. Based on
the numerical model, a PID controller was developed as a benchmark. In the next phase, an LQR
that involves a nonlinear pregain term was built. The point-to-point positioning experimental results
showed that both controllers allow fast responses without overshoot within the whole working
range. On the other hand, it was discovered that the LQR with the corresponding nonlinear pregain
term allows an error of a few tens of micrometers to be achieved across the entire working range
of the muscle. Additionally, two different experimental pneumatic solutions for indirect and direct
vacuum control were analyzed with the aim of investigating the PMA response time and comparing
their energy consumption. This research contributes to the future development of the pneumatically
driven mechatronics systems used for precise position control.

Keywords: bellow pneumatic muscle; soft actuator; position control; LQR control; PID control

1. Introduction

Soft actuators are characterized by their flexible nature, light weight and high specific
power [1–3]. They are frequently used in close proximity to humans [4,5], as components
of rehabilitation devices [6,7], and as industrial devices, particularly for handling delicate
objects [8,9]. They are, however, generally characterized by nonlinear dynamical behavior
which makes controlling their displacement very complicated, especially if precise position
control is aimed for. In our previous study [10], we presented the design, development
and experimental assessment of a simple vacuum-driven bellow type pneumatic muscle
actuator (PMA). The main idea behind the earlier research was to devise simple and cost-
effective PMA using off-the-shelf components and additive manufacturing techniques. The
developed and fabricated PMA had a high contraction ratio and a significant maximum
force value with respect to its dimensions. As a soft actuator “skin”, we used universal
rubber cylindrical bellows, which are typically used as protection of the front suspension
on motorcycles. Aside from representing the soft part of the system, the rubber bellow also
ensures the spring effect for returning the PMA to its initial position. Furthermore, we place
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3D-printed rigid rings along the bellow length to eliminate radial deformations of PMA and
increase the value of force [10]. We analyzed two bellow PMAs with different dimensional
and material properties with respect to different vacuum values and loading conditions.
Experimental measurements and analyses of the maximum blocking force, displacement–
velocity curve and sinusoidally forced motion responses were performed. Additional
sinusoidally forced cyclic experiments were conducted to investigate the influence of
fatigue, creep or relaxation of material. Upon the development of the PMA, we performed
initial precision positioning tests and concluded that positioning in the micrometric range
can be obtained. However, additional refinements are required since a significant overshoot
and dead-band of the response can be observed in some cases. Furthermore, the positioning
experiments in the previous research are performed without loading the system. These are
some of the key points that will be examined in this study.

Due to its simple design and implementation in real mechatronic systems, the proportional-
integral-derivative (PID) controller is one of the most used closed-loop controllers [11,12].
Using the PID controller for positioning of the artificial pneumatic muscle [13] resulted
in a good control ability but the PID parameters have to be tuned additionally if working
conditions change during the system’s operation. The PID parameters can be tuned using
well known methods or advanced numerical algorithms, such as neural networks [14,15],
simulated annealing optimization algorithm [16] or fuzzy logic [17]. In the mentioned
articles, the authors analyzed the positioning of the pneumatic actuators that operate with
the positive pressure and the results showed the ability of achieving steady-state errors
in the micrometric range. Furthermore, positive pressure is used to operate PMAs in the
majority of research articles dealing with position control using the LQR approach [18].
In this article we analyzed the pneumatic actuator which works with negative pressure
(vacuum). Using the PD and LQR controllers, the positioning analysis of the PMA with
a similar working principle was conducted in [19]. The results showed that the accuracy
(steady-state error) for both algorithms equals approximately 1.15 mm, and the LQR
consumes less energy. A similar comparison of LQR and PID controllers for controlling
pneumatic diaphragm valves was conducted in [20]. In all considered scenarios, the authors
demonstrated the LQR’s superiority over the PID controller. Besides the above-mentioned
literature, the LQR approach has not been applied often in previous studies of PMA
control [12]. Therefore, one of the main goals of the given research is to apply an LQR
technique in addition to the widely used PID control as a benchmark algorithm.

Initially, the PID controller was developed, and its parameters were tuned by using
Ziegler–Nichols method followed by trial-and-error refinement during the initial testing
phase. Given the drawbacks of the previously mentioned tuning methods, we developed
a numerical model of the system in the following step. The preliminary results of point-
to-point positioning of the cost-effective bellow PMA with a developed PID controller
revealed that there is no overshoot in the response; however, a relatively large steady-
state error is present. Considering that the PID controller was unable to ensure optimal
response, it was decided that the LQR approach will be applied in the following step to
minimize steady-state error. Additionally, a mathematical model was developed and used
as a base for building an LQR controller. Following preliminary experimental tests, the
nonlinear pregain term was applied with the goal of improving positioning performances
(i.e., eliminating steady-state error). The LQR approach resulted in better dynamical
behavior, with a lower steady-state error and overshoot. However, a significant amount of
dead-band was noticed at the beginning of each positioning cycle.

Therefore, in addition to indirect vacuum control, which achieves vacuum by con-
trolling input pressure to the vacuum ejector, we investigate an additional pneumatic
solution that allows direct vacuum control by controlling the vacuum value at the output
of the ejector. These two solutions are used and compared with the goal of investigat-
ing the control properties of the used PMAs and the system’s total energy consumption.
Figure 1 graphically summarizes the approaches for obtaining precise positioning of the
cost-effective bellow PMA using the two different pneumatic solutions.
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Figure 1. The development and experimental evaluation of PID and LQR controllers: (a) schematic
view of the pneumatic setup for indirect vacuum control; (b) working principle of the bellow
PMA; (c) schematic view of the pneumatic setup for direct vacuum control; (d) numerical model
identification; (e) schematic model of the PID controller; (f) experimental assessment of position
control for indirect (left) and direct (right) vacuum control; (g) simplified model of the LQR controller.

The remainder of the paper is structured as follows: Section 2 describes the materials
and methods used, including a brief overview of the experimental apparatus and numerical
modeling of PID and LQR controllers. In Section 3 presents experimental results of the
positioning control under various working conditions and by using two distinct vacuum
control systems. Finally, in Section 4 the main conclusions are drawn and future work
is outlined.

2. Materials and Methods

This section introduces an experimental setup and briefly describes its main com-
ponents. Furthermore, the steps in developing the numerical model of the bellow PMA,
as well as PID and LQR tuning procedures using the MATLAB environment, are pre-
sented. Additionally, the development of PID and LQR controllers using LabVIEW and the
preliminary experimental results of PMA positioning are presented.

2.1. Experimental Apparatus

The experiments were carried out at the Laboratory for Hydraulic and Pneumatic
Systems at the Faculty of Engineering, University of Rijeka. The testbed (Figure 2) was
built from widely used strut profiles and contains a Planet Air L-S50-25 compressor,
a FESTO LR-MICRO-MA40-Q4 manual pressure regulator, FESTO VPPE-3-1/8-6-010
and FESTO VPPI-5L-G18-1V1H-V1-S1D proportional pressure regulators and a FESTO
VN-05-H-T2-PQ1-VQ1-RQ vacuum generator. The measuring equipment used for control
and data acquisition consists of National Instruments NI myRIO 1900 device, Schmalz
VS VP8 SA M8-4 vacuum and pressure sensors, and a Burster 8713-100 potentiometric
displacement sensor.
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Figure 2. The main components of the experimental setup.

The bellow PMA, whose development is described in detail in [10], is anchored to an
upper holder that is fixed to the profile, and a lower holder that allows sliding linear motion
on the strut profile. Additionally, the movable part of the potentiometric displacement
sensor is attached to the lower profile. The vacuum generator function is based on the
Venturi principle and for the used FESTO vacuum generator, an input value of 0 to 4 bar
results in a vacuum range of 0 to −0.9 bar. Therefore, the input value of the air pressure
was adjusted by a manual pressure regulator to the maximum value of p = 4 bar. The user
application for data collection and control was developed in the LabVIEW programming
environment as a Virtual Instrument (VI).

In contrast to previous work [10], here we conducted additional analyses of two
different pneumatic system configurations with different vacuum control approaches
(Figure 1a,c). In the first configuration, we used a proportional pressure regulator which
we call type A in the following text (FESTO VPPE-3-1/8-6-010), with an output range from
0 to 8 bar to control the input pressure in the vacuum ejector (indirect vacuum control). In
the second system, we employed a proportional pressure regulator named type B (FESTO
VPPE-3-1/8-6-010), with a pressure output range from −1 to 1 bar for directional vacuum
control at the vacuum generator output. These two systems were used and compared with
the aim of analyzing dynamical properties of the PMAs used. Finally, the total energy
consumption of the system was compared in these two distinct cases. The direct vacuum
control was assumed to have better dynamical properties (i.e., faster response times) than
the indirect approach, but this comes at the expense of more supplied air. That is, direct
vacuum control method requires continuous vacuum generation, whereas the indirect
principle uses air only when the proportional pressure regulator is triggered. Furthermore,
the influence of switching times of both used pressure regulators was investigated.

2.2. Numerical Modeling, PID Controller Development and Initial Experiments

With the aim of assessing the precision positioning parameters of the developed
system, a widely used PID controller was employed first. Although a PID controller can
ensure fast responses and a relatively low steady-state error, its response is generally
characterized by some amount of overshoot.

The PID controller was custom-developed using the LabVIEW programming environ-
ment according to [21]. The algorithm is available on the author’s Github repository [22].
Its parameters were tuned by using Ziegler–Nichols closed-loop method and additionally
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refined by the trial-and-error method in the initial testing phase. The final values of the
PID gains that produced satisfactory responses were KP = 0.115, KI = 0.015 and KD = 0.001.
In the experimental phase, it was shown that increasing the reference value causes greater
overshoot when such parameters are employed.

Taking into account the disadvantages of the mentioned tuning methods, in the next
step we aimed to obtain a numerical model of the system. We selected the voltage of the
proportional pressure regulator as the input and linear displacement of the PMA as the
output. For the input signal, we employed step input signals with normally distributed
amplitudes within a 0–2.5 V range. The upper limit was chosen since for this value, the
system reaches its working range limit (0–61 mm) in the conditions with no external load.
The sample time was set to 0.01 s. The duty cycle and period of the signal were set to 75%
and 150 s, respectively. These parameters were chosen with respect to the dynamics of the
open-loop system to account for the system’s over-damped behavior, as well as to capture
its exact dynamical behavior. That is, the duty-cycle and period were chosen with respect
to the time constants of the system in both directions of motion. The input signal generator
script written in MATLAB can be found in the author’s Github repository [23].

The experiments with the system running in an open loop were performed using
three different sets of randomly generated input signals. Figure 3a depicts an example of
a typically obtained open-loop response. The MATLAB Identification Toolbox was then
used to obtain the system’s transfer function based on the experimental data. Given that
the system was overdamped, it could be approximated as a first order system:

G(s) =
10.6

s + 0.5834
(1)
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Figure 3. (a) The system’s open-loop response for an input data set with normally distributed
amplitudes in the 0–2.5 V range, corresponding to a displacement range of 0–61 mm. (b) Simulated
responses of the PID controlled system for different reference values in SIMULINK.

It was found that the R2 is equal to 0.655. After the model was built, a corresponding
PID controller was found by using the SIMULINK PID tuning toolbox and the correspond-
ing simulated responses to different set-point values were recorded, as shown in Figure 3b.
It can be noticed that the steady-state error is nearly zero, while the overshoot of the system
is negligible for smaller reference values, and very little for the larger references.

Due to the limitations of the PID implemented in SIMULINK, where the derivative
component of error is filtered by using a low pass filter to avoid the effect of derivative
kicks, we modified the derivative part in the implementation of the PID on a real-time
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hardware setup such that the derivative gain multiplies process value only [24]. Therefore,
we adopted proportional (KP = 0.16) and integral (KI = 0.11) gains obtained in SIMULINK
while we experimentally found a new derivative gain (KD = 100) that provides a response
with no or very little overshoot for different reference values within the working range. The
PMA was then subjected to experimental tests without using an external load, as shown
in Figure 4.
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It can be seen that the overshoot is negligible in all cases, which corresponds to the
simulated responses (Figure 3b). A steady-state error from a control perspective (later in
the text denoted simply as error), on the other hand, increases with muscle contraction, and
can reach up to 1.5 mm for higher reference values. It is also noticeable that the PMA takes
a longer time to return to its initial position (its maximum length). Furthermore, almost
always, the muscle does not return to its initial position, because there is always a small
amount of residual vacuum left in the body of the muscle. The aforementioned behavior is
also influenced by the slower valve response time during its switch-off phase which is a
result of the dynamics of the spring used to return the piston of the proportional pressure
regulator to its initial position.

Given that the PID controller was unable to ensure optimal response, it was decided
that the LQR approach will be investigated in the following steps with the attempt of
minimizing steady-state error.

2.3. Numerical Modeling, LQR Controller Development and Initial Experiments

In order to apply an LQR approach to the considered system, additional sets of
experiments were performed (using the parameters defined in Section 2.2) and the MATLAB
Identification Toolbox was again employed to obtain the mathematical model of the system.
In all cases, a sampling time of 5 ms was used. The second order state-space model
in observable canonical form was, thus, developed. Linear displacement and velocity
were used as states. The model was then used as a base for building an LQR controller.
Based on previous research [10] and numerical simulations performed on the developed
model, for the calculation of LQR gains, matrix Q was chosen to be an identity matrix
multiplied by 10, while R was set to 0.001. By solving Riccati’s equation [25], a vector
of gains K = [0.11 0.01] was obtained. The LQR controller was then implemented in the
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LabVIEW programming environment. Linear displacement was measured by employing a
linear displacement sensor, and velocity was calculated from displacement by using shift
registers in LabVIEW. The velocity was calculated in each consecutive time step as the
difference between current and previous displacement values divided by sampling time.
Finally, to reduce the effect of noise, the average velocity was calculated in real-time as the
moving average of the previous five velocity values. Performed point-to-point positioning
experiments allowed us to establish that a considerable steady-state error is present due
to the inherent nonlinearity of the system, the compressibility of air and PMA’s different
behavior depending on the direction of motion, as discussed in Section 2.2. Therefore,
a data-driven nonlinear pregain term that modifies the reference signal was determined
experimentally and introduced into the system. Based on the performed experimental
measurements, two 2nd order polynomials were determined each for one direction of
motion. Table 1 shows the coefficients of each polynomial with respect to the direction
of motion, whereas coefficient a multiplies the highest order member. These functions
(Figure 5) were used to modify the reference signal so as to minimize the steady-state error.
They were implemented in the LabVIEW environment by using a state-machine approach.

Table 1. Nonlinear pregain term polynomial coefficients for the type A pneumatic system.

Motion Direction a b c

Forward 3.03 × 10−5 −3.07 × 10−3 1.161 × 10−1

Backward 1.1 × 10−5 −1.4 × 10−3 8.057 × 10−2
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Figure 6 depicts the positioning performances of the developed LQR with pregain in
no-load conditions. When the results are compared to those obtained by using the PID
(Figure 4), it can be observed better dynamical behavior is obtained since the responses
for each reference input are less jittery in close proximity to the steady state. Another
clear advantage of using the LQR with pregain is a considerably lower steady-state error
(0.03–0.14 mm) when compared to the results achieved with PID (0.1–1.5 mm).

Furthermore, in the case of LQR, overshoot is virtually eliminated. As in the case
when PID is used, it can be seen that the muscle does not return exactly to the initial
position, since there is always a small amount of residual vacuum left in the body while all
experiments are performed without applying an external load.
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3. Results

In this section, we compare the positioning performances of two different vacuum
sources using PID and LQR control methods. First, we perform experiments with no
external load, and then we add a constant load of 500 g to the system.

3.1. Position Performances of the Bellow PMA by Utilizing Indirect Vacuum Control

The PMA responses in no-load conditions are recorded for the PID and LQR ap-
proaches for different reference values (5, 10, 20, 30, 40 and 50 mm). Please keep in mind
that, while it has been demonstrated that the working range of the employed PMA can
be extended to approximately 60 mm [10], we limit the working range to 50 mm in this
paper to avoid the contact of the inner supporting rings which can introduce additional
nonlinearity to the setup.

As previously stated, in the case of indirect vacuum control (type A—please refer to
Section 2.1 and Figure 1a), the proportional regulator varies the output pressure at the
input rail of the used ejector, creating vacuum at its output. In this case, we experimentally
confirmed that there is some dead-band present in the PMA response, as it can be observed
from Figure 7. It can also be seen that the PMA has very similar dynamical behavior
for both PID and LQR, though PID shows slightly faster dynamics for 5, 20 and 40 mm
reference values. Steady-state error is, however, always considerably lower when LQR
is used and this result is mainly limited by the used feedback sensor. In some cases,
LQR outperforms PID by an order of magnitude, while the error is kept to a few tens
of micrometers for all reference values. However, for both control typologies, there is a
tendency for steady-state error to increase with higher reference values (except for the
highest reference in case of LQR). When compared to similar research in this field [19],
where error is measured in millimeters, this can be considered as a very good result,
especially given that it was achieved on a highly nonlinear pneumatic system. Please note
that the achieved positioning results are also limited by the properties of the used sensor
(see also Section 2). Both controllers provide responses without overshoot, but the jitter
effect is pronounced when PID is used. Similar to previous experiments, the muscle does
not return exactly to the reference position, since all experiments are performed without
the application of an external load. Table 2 summarizes the values of rising times and
steady-state errors.
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Table 2. Rising time constants and steady-state errors for the type A pneumatic system for different
set points.

τs (s) Steady-State Error (µm)

Displacement (mm) PID LQR PID LQR

5 0.64 0.675 227 17
10 0.85 0.644 291 30
20 0.865 0.665 620 90
30 0.705 0.725 830 100
40 0.86 0.89 1000 140
50 1.01 1.03 1230 30

Given the fact that there is always a certain amount of dead-band present in the
responses when indirect vacuum control is used, we analyze the behavior of the system by
employing direct vacuum control in the following section.

3.2. Position Performances of the Bellow PMA by Utilizing Direct Vacuum Control

In this section, we conduct the experiments by using the type B pneumatic system
(see Figure 1c), which allows for direct vacuum control at the output of the ejector. This
configuration also allows for much faster valve switching (approximately 3 Hz frequency).
Please keep in mind that one of the disadvantages of this system is that it consumes more
energy due to the need for constant vacuum supply to the valve.

Since the system’s hardware has been considerably modified, the optimal gains of
both utilized controllers had to be adjusted. The PID parameters that were adopted are as
follows: KP = 0.295, KI = 0.035 and KD = 3. The vector with LQR gains, on the other hand, is
calculated to be K = [0.2 0.002]. As with the type A system, we also calculate an additional
pregain term in this case to allow for the elimination of the steady-state error. As shown in
Table 3, the pregain term (Figure 8) is defined as a third order polynomial with coefficients
that again depend on the motion direction.

Table 3. Nonlinear pregain term polynomial coefficients for the type B pneumatic system.

Motion Direction a b c d

Forward −4.6 × 10−7 5.724 × 10−5 −2.442 × 10−1 5.929 × 10−2

Backward −6 × 10−7 7.65 × 10−5 −3.11 × 10−3 6.188 × 10−2
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Figure 9 depicts and compares the experimental results for both control typologies
when no external load is applied.
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From the experimental results, it can be seen that the overshoot is not present when
LQR is employed. For the lowest reference value, the PID controller induces an overshoot
of approximately 6% (Figure 9a). Moreover, the previously observed dead-band is almost
completely diminished in this case. Besides that, the faster switching time allows for a much
faster overall system response for both PID and LQR controllers, which once more justifies
the need of using the direct vacuum control principle if faster dynamics is desired. It can
be noticed that the PMA has very similar dynamics for both control typologies, though
PID again has slightly lower rising time constants for some reference values. Steady-state
error is, however, always much lower in the case of LQR. LQR outperforms PID in terms of
steady-state error by an order of magnitude in most cases (except for the 10 mm reference),
while the error is a few tens of micrometers for all reference values. Table 4 summarizes the
values of rising times and steady-state errors.

Table 4. Rising time constants and steady-state errors for the type B pneumatic system for different
set points.

τs (s) Steady-State Error (µm)

Displacement (mm) PID LQR PID LQR

5 0.095 0.1 642 17
10 0.185 0.205 144 80
20 0.42 0.44 380 10
30 0.65 0.625 520 50
40 0.86 0.84 730 20
50 1.05 1.005 960 50

On the other hand, when the results are compared to those of type A system (Table 5), it
can be observed that when the PID controller is used, the rising time constant is considerably
lower for smaller reference values and slightly higher (4%) for the highest reference value
when type B system is considered. The steady-state error is significantly lower for almost all
references, with the exception of the lowest reference value (5 mm) where it is much higher
in the case of the system with type B vacuum control. This behavior can be attributed to
the highly nonlinear behavior of the analyzed pneumatic muscle.

Table 5. Comparison of rising time constants and steady-state errors for indirect (A) and direct (B)
vacuum control.

τs Steady-State Error

Displacement (mm) PIDB vs. PIDA PIDB vs. PIDA PIDB vs. PIDA PIDB vs. PIDA

5 85% less 85% less 65% more same
10 69% less 69% less 50% less 62% more
20 48% less 34% less 39% less 90% less
30 8% less 14% less 38% less 50% less
40 same 6% less 28% less 85% less
50 4% more 2% less 22% less 40% more

Rising time constants are lower in all cases when using the LQR controller, and this
is especially noticeable for lower reference values. Except for the highest reference value,
steady-state error is again much lower in almost all cases.

Finally, the experimental results obtained by employing an experimental system with
direct vacuum control (type B) allowed establishing significantly better results from a
dynamical point of view. This is especially evident taking into account the fact that the
dead-band effect during PMA activations is almost eliminated. Moreover, if compared to
type A, the dynamical response is much faster especially for lower reference values. The
steady-state error is in the case of LQR again several tens of micrometers (20–80 µm).

In order to test the muscle in more realistic conditions, we assess the positioning
performances of the loaded system in the final set of experiments. The system is given a
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constant weight of 500 g. The results of the positioning performances for the loaded system
are shown in Figure 10, while the achieved dynamical performances are again evaluated in
terms of rising time constants for each reference value, as shown in Table 6. The graphs
show that positioning performances without overshoot in the case of LQR and with slight
overshoot for some references in the case of PID, are achieved. In both cases, a very small
dead-band value is obtained at the beginning of the actuation cycle. When the rising time
constants are compared to those achieved in the previous experiments, it can be concluded
that the values are very similar and only differ by about 10%.

However, when using a PID controller, the steady-state error is much higher when
the system is loaded, and this is especially evident for the lower references. This means
that if the loading conditions change, the PID parameters have to be tuned again [13]. This
once more justifies the need for using more refined control typologies. When LQR with an
additional pregain term is used, on the other hand, the steady-state error is a few tens of
micrometers and it is not substantially influenced by external loading.
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Table 6. Rising time constants and steady-state errors for the type B pneumatic system and a load of
500 g for different set points (in seconds).

τs (s) Steady-State Error (µm)

Displacement (mm) PID LQR PID LQR

5 0.205 0.12 911 32
10 0.23 0.225 608 27
20 0.435 0.44 890 30
30 0.63 0.635 1150 40
40 0.83 0.83 1410 30
50 1.015 1.085 1790 70

Finally, we conducted energy consumption analyses for the pneumatic systems under
consideration by measuring the time required for the pressure in the compressor’s air
reservoir to drop by 2 bar during the PMA operation. In both systems, the input pressure
is held constant at 4 bar, and the control signal to the valves is sinusoidal with 0.01 Hz
frequency. In these conditions, the total time measured was 870 and 264 s for type A (indirect
vacuum control) and type B (direct vacuum control) systems, respectively. This allowed
us to establish that the direct vacuum control system consumes 70% more compressed air
than the indirect vacuum control approach. The direct vacuum control approach, however,
allows better dynamical behavior, i.e., a faster response.

4. Conclusions

In the presented research, we demonstrated the possibility of precision positioning by
using PID and LQR control approaches of a custom-designed bellow PMA actuator. Two
distinct vacuum control configurations were investigated; a type A system that performs
indirect vacuum control and a type B system that allows direct vacuum control. The
data-driven numerical model of the system was developed using MATLAB. Both control
algorithms were developed and tested in the simulation environment using the developed
numerical model. The LabVIEW programming environment was then used to develop the
algorithms for real-time control.

After initial evaluation of the system, both vacuum control systems were thoroughly
evaluated by using PID and LQR control approaches. In almost all cases, the steady-
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state error of the LQR was an order of magnitude lower than that of the PID controller.
The LQR approach also outperformed PID in terms of smaller overshoot. The response
velocity for both control algorithms was comparable. When external load was added to
the system, steady-state error increased significantly when the PID controller was used.
LQR, on the other hand, successfully minimized error when the load was added and kept
it within micrometric boundaries. A comparison of direct and indirect vacuum control
approaches revealed that direct vacuum control allows significantly faster dynamical
behavior. Furthermore, we performed energy consumption analyses for the pneumatic
systems used and showed that the direct vacuum control consumes up to 70% more air
than the indirect vacuum control approach.

Finally, the presented research demonstrated that the analyzed artificial muscle can
achieve a positioning error of a few tens of micrometers (which is mainly limited by the
used sensor) despite its highly nonlinear behavior. An additional design optimization
could be performed to the muscle to refine the results across its entire working range.

Future research will concentrate on developing a 3-DOF motion (Stewart) platform
with pneumatic muscle actuators and the LQR control approach described in this paper.
Special attention will be given to the type of the 3D motion detection sensors during the
design phase to ensure proper feedback.
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Abstract: In the last decades, model-free control (MFC) has become an alternative for complex
processes whose models are not available or are difficult to obtain. Among the model-free control
techniques, intelligent PID (iPID) algorithms, which are based on the ultralocal model parameterized
with the constant α and including a classical PID, are used in many applications. This paper presents
a new method for tuning iPID controllers based on the iterative feedback tuning (IFT) technique.
This model-free tuning technique iteratively optimizes the parameters of a fixed structure controller
using data coming from the closed-loop system operation. First, the discrete transfer functions of the
iPID are deduced, considering the first and second order derivatives of the output variable from the
ultralocal model. Using the discrete transfer functions, the iPID controllers become the fixed structure
type, and the IFT parameter tuning method can be applied. Thus, in addition to the classical gains
of the PID algorithm, the value of the parameter α is also obtained, which is usually determined by
trial-and-error. The performances of the IFT-tuned iPID controllers were experimentally tested and
validated in real-time using Quanser AERO 2 laboratory equipment with a one degree of freedom
(1-DOF) configuration.

Keywords: model-free control; intelligent PID controllers; iterative feedback tuning; data-driven
tuning; pitch angle control; aerodynamic system control

1. Introduction

Due to current advanced hardware and software technologies, data acquisition, stor-
age, computing, and communication allow for the processing of increased amounts of
data online. In this way, a new method referred to as data-driven control (DDC) has
been developed, by which the controllers are directly designed using input–output data
collected from the control system without process modeling. Through the development
of information technology, the industrial processes have become more complex, making
their modeling difficult. An alternative to the model-based control method is DDC, which
has rapidly developed in recent decades. Overviews on the model-based control and
data-driven control techniques are presented in [1,2], while the DDC theory is covered in
books such as [3–5]. At the same time, the data-driven tuning techniques were developed
to optimize the controller parameters, distinguishing two classes based on the controller
structure. The first class is intended for controllers with a fixed structure. Among these, the
iterative feedback tuning (IFT) algorithm [6] iteratively optimizes the controller parameters
by estimating the gradient of a cost function in relation to the input and output signals;
the virtual reference feedback tuning (VRFT) method [7] is a direct data-driven method
to optimize the controller parameters, which does not require iterations. The second class
includes tuning methods that do not require knowledge of the regulator structure, such as
iterative learning control [8] or model-free adaptive control [4].

One DDC method is the model-free control (MFC) algorithm, which was developed
by Fliess and Join [9] and has been successfully applied in many fields. It is based on the
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use of the ultralocal model, which is valid for a short time interval and is on the embedded
of a PID controller in the control law, which is called an intelligent PID (iPID). The tuning
parameters of the iPID controller are the usual tuning gains of the PID controller, to which
the non-physical constant parameter α from the ultralocal model is added. Considering
the ultralocal model and closing the tuning loop with the iPID controller, a description of
the control system is obtained through a linear differential equation of the control error,
which only depends on the tuning gains of the PID, if a good estimate of the term including
the unknown parts of the ultralocal model is available [8]. Hence, the conclusion from [8]
is made, where tuning the iPID controller is easy to perform by enforcing the condition
that the differential equation must have stable roots, thus canceling the steady-state error.
Furthermore, in accordance with a condition from [9,10], the user will choose the parameter
α. Although it seems easy to tune an iPID controller, the use of only the linear differential
equation does not directly lead to achieving the tuning gains.

For tuning the iPID controllers, several methods have been reported in the literature.
Starting from the tuning proposed in [8] based on the cancellation of the control error
in the steady-state, in [11,12], domains were determined in the tuning gains space, for
which the stability of the roots of the error differential equation is ensured, thus obtaining
a zero steady-state error. The VRFT one-shot data-driven tuning algorithm can be used
to tune the iPID controllers. Thus, in [13], the method is shown regarding how the VRFT
algorithm can be used to tune the iP, iPI, and iPID model-free controllers, where the three
tuned controllers are validated on modular servo system laboratory equipment. Another
hybrid method is generated by mixing the model-free control with the sliding mode control
(SMC) [14], resulting in a simple design method that ensures the stability of the tracking
error dynamics specific to MFC. If the MFC in [14] is of the iPI type, the method in [15]
presents the MFC-SMC with an iPD controller intended for the attitude and position control
of a quadrotor.

The design methods above lead to the acquisition of the tuning gains of the iPID
controllers without the possibility of finding a suitable value for α, which remains a
constant design parameter to be chosen by the user according to [9,10]. However, other
methods have been proposed to determine the parameter, such as in [16], where α is found
using an algorithm based on the ultralocal model. Another approach considers α as a
time-varying parameter for which the values are instantly estimated [17,18].

The data-driven IFT method for tuning controllers with a fixed structure is a gradi-
ent descent-based iterative algorithm presented in [6], are both theoretical aspects and
applications regarding the tuning of controllers for mechanical and chemical systems. The
tuning objective is to obtain the step response of the closed-loop system with a minimal
settling time and small overshoot. The advantages of applying the IFT method for tuning
PID controllers in relation to the classic methods are presented in [19]. To ensure the
con-vergence for the initial parameters of the controller, [20] presents a solution based on a
domain of attraction (DoA) approach. With respect to the regulatory control system, several
solutions have proposed the use of the IFT algorithm. By using a special experiment, the
authors of [21] describe the gradient estimate method based on a spectral analysis; in [22],
the authors suggest the correlation-based IFT algorithm to reduce the influence of noise
from the collected data. Solutions that do not require a special experiment to estimate
the gradient related to the feedforward controller have also been proposed, such as those
presented in [23,24]. A constrained IFT method was introduced in [25] for the robust
cascade path-tracking control of a networked robot. For a model-free adaptive iterative
learning controller, the IFT algorithm was used in [26] for controller parameters tuning. A
first attempt of using the IFT algorithm for tuning a model-free iP controller intended for
the speed control of an engine was presented in [27].

This paper proposes a new method for tuning the model-free iPID controllers based
on the IFT data-driven algorithm. Being a data-driven approach, a process model is not
required to tune the controller parameters; it only requires the sets of input–output data
collected from the control system. Because the IFT algorithm is a method for tuning the
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parameters of a controller with a fixed structure, this study first determined a structure for
the iPID controller using the connections between the iPID and PID discrete-time controllers.
Only the first and second order derivatives related to the ultralocal model, which is the basis
of the model-free control concept, were considered. Using the derivative approximation
method based on the backward difference, the fixed structures of the iPID controllers were
obtained, which were described by discrete transfer functions that were parameterized with
a parameter vector. Based on these discrete transfer functions, behaviors that assimilated
to those of conventional PID controllers were found, which allowed for the selection of
intelligent controllers with behaviors like the PID ones and the removal of those with
unusual behaviors in the control engineering process. Knowing the fixed structures of
the iPID controllers, the IFT data-driven algorithm was applied, and the optimal tuning
parameters of the controllers were obtained. The proposed tuning method based on IFT
data-driven algorithms has the advantage of generating iPID tuning parameters related
to the PID control law, but also the parameter α, which was usually chosen by the user.
The new iPID controller tuning method based on the IFT algorithm is illustrated by real-
time experiments that are aimed to validate the tuned controllers. The experiments were
conducted with Quanser AERO 2 laboratory equipment in the one degree of freedom
(1-DOF) configuration, with two DC motors for driving the propellers, for which the pitch
angle was controlled.

This laboratory equipment, due to offering a wide range of system structures obtained
through half-quad (pitch-locked, yaw-free), 1-DOF (yaw-locked, pitch-free), or 2-DOF
con-figurations [28], was often used for testing and validating new control methods. For all
configurations, the control with PID regulators is presented in [28]. New control algorithms
for the 2-DOF configuration can also be found in the literature, such as adaptive neural
control [29], approximation-based quantized state feedback tracking [30], observer-based
sliding mode control [31], fuzzy neural networks [32], or adaptive attitude control with
input and output quantization [33].

This paper proposes the following new contributions with respect to the
state-of-the-art:

(i) A new method of tuning model-free iPID controllers based on the IFT algorithm;
(ii) The calculation of both the tuning gains of the iPID controller and the parameter α;
(iii) The determination of a fixed structure for iPID controllers based on the connections

between the iPID and PID discrete-time controllers to make it possible to apply the
IFT tuning algorithm;

(iv) An analysis of the connections between the iPID and PID controllers; model-free
control laws that correspond to some variants of the classical PID were determined,
and those which are uncommon in the control engineering process were eliminated;

(v) The tuning of the iPID controllers using the IFT algorithm was tested and validated
experimentally on Quanser AERO 2 laboratory equipment.

The paper is organized as follows. Section 2 discusses the connections between the
iPID and PID controllers, and based on them, the fixed structure of the iPID controller is
presented. Section 3 first briefly introduces the IFT approach and then describes how to
tune the iPID controller using the IFT algorithm. The experimental validation of the tuned
iPID controllers is shown in Section 4, and Section 5 concludes the paper.

2. iPID Fixed Structure Based on Connections between the iPID and PID
Discrete-Time Controllers

The IFT technique is a model-free technique used to iteratively optimize the parameters
of a fixed-order controller using data coming from the closed-loop system operation.
Applying the IFT technique for tuning an iPID controller first requires the determination of
a fixed structure for this type of controller, which is parametrized by a vector ρ ∈ Rn. For
this reason, the discrete form of the iPID controllers has been related to the classical PID,
which has a fixed structure.
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The MFC method is designed around the concept of the ultralocal model [9], which is
obtained from signals of the system and is available for a very short time frame. The equa-
tion that describes the ultralocal model, with notations from the operational calculus, is:

sνY(s) = F(s) + αU(s), (1)

where Y is the output signal of the system, U is the control signal, α is a parameter chosen
by the practitioner, and F is a function which contains all of the unmodelled components of
the ultralocal model. The derivative order ν of y is usually chosen as 1 or 2 [9]. The control
law iPID is defined as:

U(s) =
1
α

(
sνỸ(s)− F(s) +

(
Kp +

Ki
s
+ Kds

)
E(s)

)
, (2)

where Ỹ is the reference signal, E = Ỹ− Y is the control error, and Kp, Ki, and Kd are the
tuning gains of a classical PID controller.

The discrete-time ultralocal model is obtained using the backward difference approxi-
mation, as suggested in [34], by replacing s with

(
1− z−1)/Ts, where Ts is the sampling

period, resulting in: (
1− z−1

Ts

)ν

yk = Fk + αuk. (3)

Using Equation (3), the estimation of the unmodelled components of the ultralocal
model is defined as:

F̂k =

(
1− z−1

Ts

)ν

yk − αuk−1. (4)

In the following, the estimation error between the actual Fk and its estimation F̂k is
considered negligible.

Applying the backward difference approximation to Equation (2) and using the esti-
mation from Equation (4), the discrete-time iPID control law is obtained:

uk =
1

α(1− z−1)

((
1− z−1

Ts

)ν

ek +

(
Kp + Ki

Ts

1− z−1 + Kd
1− z−1

Ts

)
ek

)
. (5)

From Equation (5), the discrete-time classical PID control law is easily deduced:

uk =

(
Kp + Ki

Ts

1− z−1 + Kd
1− z−1

Ts

)
ek. (6)

Next, the connections between the discrete-time iPID and PID controllers will be
investigated, considering the two recommended values for the derivative order ν.

First, for ν = 1, from Equation (5) after a simple calculation, the following form of the
iPID1 regulator results:

uk =
1
α

(
1 + Kd

Ts
ek +

Kp

Ts

Ts

1− z−1 ek +
Ki
Ts

T2
s

(1− z−1)
2 ek

)
, (7)

which highlights a classical PI-I2 type controller. The subscript of iPID1 indicates the
derivative order ν = 1.

Using Equation (7), the following equations are obtained for the intelligent controllers
iP1, iPI1, and iPD1, by setting the appropriate tuning parameters. Thus, for Ki = Kd = 0,
the iP1 control law is found:

uk =
1
α

(
1
Ts

ek +
Kp

Ts

Ts

1− z−1 ek

)
, (8)
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which corresponds to a classical PI controller. If only Kd = 0, the result is the iPI1
control law:

uk =
1
α

(
1
Ts

ek +
Kp

Ts

Ts

1− z−1 ek +
Ki
Ts

T2
s

(1− z−1)
2 ek

)
, (9)

which has the form of a PI-I2 controller, as in the case of the iPID1 controller, but with
different tuning parameters. Setting Ki = 0, the iPD1 control law is obtained:

uk =
1
α

(
1 + Kd

Ts
ek +

Kp

Ts

Ts

1− z−1 ek

)
, (10)

which is a classical PI controller, as in the case of the iP1 controller, but with different
tuning parameters. When analyzing the comparisons between the iPID1 and classical
PID controllers for ν = 1, it is discovered that the intelligent controllers behave like PI or
PI-I2. For the iP1 and iPD1 controllers that behave like PI, by applying the Z transform to
Equations (8) and (10), the discrete transfer function results:

GiP&D1(z
−1) =

q0 + q1z−1

1− z−1 , (11)

whose tuning parameters grouped in the vector ρ = [q0 q1]
T are determined according to

the type of the intelligent controller, as follows:

iP1 : q0 =
1 + TsKp

αTs
, q1 = − 1

αTs
, (12)

iPD1 : q0 =
1 + Kd + αTsKp

αTs
, q1 = −1 + Kd

αTs
. (13)

Applying the Z transform to Equations (7) and (9), the discrete transfer function of the
iPI1 and iPID1 controllers that behave like PI-I2 is obtained:

GiPI&D1(z
−1) =

q0 + q1z−1 + q2z−2

1− 2z−1 + z−2 , (14)

with the following tuning parameters grouped in the vector ρ = [q0 q1 q2]
T :

iPI1 : q0 =
KpTs + 1

αTs
, q1 = −KpTs + KiT2

s + 2
αTs

, q2 =
1

αTs
, (15)

iPID1 : q0 =
KpTs + KiT2

s + Kd + 1
αTs

, q1 = −KpTs + 2Kd + 2
αTs

, q2 =
1 + Kd

αTs
(16)

In conclusion, for ν = 1, the intelligent controllers iP1 and iPD1 behave as a PI
controller, having a fixed structure given by the discrete transfer function from Equation
(11), parametrized by a vector ρ ∈ R2; the intelligent controllers iPI1 and iPID1 behave like
a PI-I2 controller with a fixed-order structure, given by the discrete transfer function from
the Equation (14), parametrized by a vector ρ ∈ R3.

For ν = 2, using Equation (5), the iPID2 control law is obtained:

uk =
1
α

(
Kd
Ts

ek +
Kp

Ts

Ts

1− z−1 ek +
1
Ts

1− z−1

Ts
ek +

Ki
Ts

T2
s

(1− z−1)
2 ek

)
, (17)

which highlights a classical PID-I2 controller. The subscript of iPID2 indicates the derivative
order ν = 2.
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Similar to the case of ν = 1, by setting the tuning parameters in Equation (17), the
control laws iP2, iPI2, and iPD2 for ν = 2 are obtained. Therefore, for Ki = Kd = 0, the iP2
control law is achieved:

uk =
1
α

(
Kp

Ts

Ts

1− z−1 ek +
1
Ts

1− z−1

Ts
ek

)
, (18)

with a classical ID controller behavior, which is uncommon in the control engineering.
Considering only Kd = 0, the control law iPI2 is obtained:

uk =
1
α

(
Kp

Ts

Ts

1− z−1 ek +
1
Ts

1− z−1

Ts
ek +

Ki
Ts

T2
s

(1− z−1)
2 ek

)
, (19)

which is equivalent to a classical ID-I2 controller, also unused in the control engineering.
Setting Ki = 0, the iPD2 control law results in:

uk =
1
α

(
Kd
Ts

ek +
Kp

Ts

Ts

1− z−1 ek +
1
Ts

1− z−1

Ts
ek

)
, (20)

having a classical PID behavior.
Considering only the iPD2 and iPID2 controllers and applying the Z transform to

Equations (17) and (20), which are related to the two controllers, the iPD2 discrete transfer
function is obtained:

GiPD2(z
−1) =

q0 + q1z−1 + q2z−2

1− z−1 , (21)

and, respectively, for iPID2:

GiPID2

(
z−1
)
=

q0 + q1z−1 + q2z−2 + q3z−3

1− 2z−1 + z−2 . (22)

The parameter vectors for the two controllers and the expressions of the tuning
parameters are:

iPD2 : ρ = [q0 q1 q2]
T ; with : q0 =

KpT2
s + KdTs + 1

αT2
s

, q1 = −KdTs + 2
αT2

s
, q2 =

1
αT2

s
, (23)

iPID2 : ρ = [q0 q1 q2 q3]
T ; with : q0 =

1+KpT2
s +KdTs

αT2
s

,

q1 = − 3+KpT2
s −KiT3

s +2KdTs

αT2
s

, q2 = 2+KdTs
αT2

s
, q3 = − 1

αT2
s

.
(24)

Analyzing for the case of ν = 2 in the comparisons between the iPID2 and the classic
PID controllers, it turned out that the iP2 and iPI2 controllers behave similarly to equivalent
classical controllers, which is unusual in the control engineering. The iPD2 and iPID2
controllers, PID and PID-I2 type behaviors, and fixed structures expressed by the transfer
functions from Equations (21) and (22) were found, which were parameterized by the
vectors ρ given by Equations (23) and (24).

The connections analyzed between the iPID and PID showed that both for ν = 1 and
for ν = 2, the intelligent controllers have either an integrator or an integrator supplemented
by a double integrator. It also resulted that a derivative behavior of the iPID controllers
was only obtained for ν = 2.

The parameters vector ρ will be determined using the model-free IFT approach. Be-
cause the tuning parameters Kp, Ki, Kd, and α are obtained based on the ρ vector, only the
iP1 and iPI1 controllers were chosen for ν = 1; this is because from Equations (12) and (15),
unique solutions for the tuning gains and α are obtained. At the same time, for the case of
ν = 1, the neglected controllers iPD1 and iPID1 have the same type of behavior as the iP1
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and iPI1 controllers; however, from Equations (13) and (16), unique solutions for the tuning
parameters and α are not obtained.

In the following, we will consider ν = 1 for the controllers iP1 and iPI1, having the fixed
structure described by the transfer functions GiP1 and GiPI1 , given by Equations (11) and (14);
we will also consider ν = 2 for the controllers iPD2 and iPID2 with the fixed structure
described by the transfer functions GiPD2 and GiPID2 , provided by Equations (21) and (22).

3. Model-Free IFT for iPID Controllers
3.1. Iterative Feedback Tuning Approach

It is considered a linear time-invariant discrete-time process with unknown dynamics
controlled by a linear discrete-time controller with a fixed-order structure described by a
discrete transfer function Gc(ρ) and parameterized with the ρ vector. For this controller,
the minimization of some norm of the error between the achieved and the desired response
over the controller parameter vector ρ:

ek(ρ) = yk(ρ)− ỹk, (25)

is imposed as a design objective. For IFT, the following quadratic criterion is used:

J(ρ) =
1

2N

{
N

∑
k=1

(Lyek(ρ))
2 + λ

N

∑
k=1

(Luuk(ρ))
2

}
, (26)

where yk(ρ) represents the output of the system after using the set of parameters ρ for the
controller, ỹk represents the reference signal of the control system, and uk(ρ) is the control
signal for the used set of parameters ρ. Ly and Lu are filters that weighted the output and
control signals, λ is a penalty factor, and N is the number of samples. The cost function
from Equation (26) will be minimized by an optimal parameter vector:

ρ∗ = argmin
ρ

J(ρ). (27)

A necessary condition to obtain the minimum is the cancellation of the derivative of
J(ρ) with respect to the vector parameters ρ. Considering for simplicity Ly = Lu = 1, the
derivative of J(ρ) becomes:

∂J
∂ρ

(ρ) =
1
N

[
N

∑
k=1

ek(ρ)
∂ek
∂ρ

(ρ) +
λ

N

N

∑
k=1

uk(ρ)
∂uk
∂ρ

(ρ)

]
. (28)

If the gradient ∂J
∂ρ (ρ) could be computed using Equation (28), the solution of the

equation ∂J
∂ρ (ρ) = 0 can be obtained in an iterative way, as follows:

ρi+1 = ρi − γiR−1
i

∂J
∂ρ

(ρi), (29)

where γi is a positive real scalar that determines the step size, whereas Ri is a symmetric
positive defined matrix used to update the direction. To obtain the negative gradient
descent direction, the identity matrix is usually used. Furthermore, using the data collected
from the control system, the matrix defined by:

Ri =
1
N

N

∑
k=1

([
∂yk
∂ρ

(ρi)

][
∂yk
∂ρ

(ρi)

]T
+ λ

[
∂uk
∂ρ

(ρi)

][
∂uk
∂ρ

(ρi)

]T
. (30)

can be employed [6].
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Because the exact gradient is not known, it is replaced in Equation (29) by an unbi-
ased estimate ∂ Ĵ

∂ρ (ρi). To determine the unbiased estimate ∂ Ĵ
∂ρ (ρi), the following quantities

are needed:

(i) The signals ek(ρi) and uk(ρi);
(ii) The estimation of the gradients ∂ek

∂ρ (ρi) and ∂uk
∂ρ (ρi);

(iii) Unbiased estimates of the products ek
∂ek
∂ρ (ρi) and uk

∂uk
∂ρ (ρi).

These quantities are obtained through closed-loop experiments with the controller,
having the transfer function Gc parameterized with the ρ vector.

From Equation (25), it follows:

∂ek
∂ρ

(ρi) =
∂yk
∂ρ

(ρi), (31)

and thus, the estimations from (ii) refer to the output and input signals.
Denoting the closed loop transfer function with G0 and the sensitivity function with

S, the following expressions of the derivatives of the output and input signals were ob-
tained in [6]:

∂yk
∂ρ (ρi) =

1
Gc(ρi)

∂Gc
∂ρ (ρi)G0(ρi)(r− yk(ρi))

∂uk
∂ρ (ρi) =

1
Gc(ρi)

∂Gc
∂ρ (ρi)S(ρi)(r− yk(ρi))

(32)

At iteration i, with the fixed controller Gc(ρi) being known, its derivative can be
calculated. With the controller Gc(ρi) in the closed loop, based on two experiments of
length N denoted by (a) and (b), the derivatives from Equation (32) are estimated. For the
first experiment (a), the reference of the control loop is ỹ, resulting in:

ỹ(a)
i = ỹ

y(a)
k (ρi) = G0(ρi)ỹ

u(a)
k (ρi) = S(ρi)Gc(ρi)ỹ

(33)

The second experiment (b) is a special one. The reference is ỹ − y(a)
k (ρi), and the

output/input signals are:

ỹ(b)i = ỹ− y(a)
k (ρi)

y(b)k (ρi) = G0(ρi)
(

ỹ− y(a)
k (ρi)

)

u(b)
k (ρi) = S(ρi)Gc(ρi)

(
ỹ− y(a)

k (ρi)
) (34)

The superscript (a) and (b) used in Equations (33) and (34) indicate that the signals
were obtained during experiment (a) and (b).

Based on the signals obtained in the two experiments, the estimation of the out-
put/input gradients is determined as it is suggested in [6]:

est
[

∂yk
∂ρ (ρi)

]
= 1

Gc(ρi)
∂Gc
∂ρ (ρi)y

(b)
k (ρi),

est
[

∂uk
∂ρ (ρi)

]
= 1

Gc(ρi)
∂Gc
∂ρ (ρi)u

(b)
k (ρi).

(35)

With the estimations from the Equation (35) obtained based on the two experiments,
the unbiased estimate ∂ Ĵ

∂ρ (ρi) of the cost function can be computed with:

∂ Ĵ
∂ρ

(ρi) =
1
N

{[
N

∑
k=1

ek(ρi)est
[

∂yk
∂ρ

(ρi)

]
+

λ

N

N

∑
k=1

uk(ρi)est
[

∂uk
∂ρ

(ρi)

]}
. (36)
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The same estimates available after the two experiments are used to estimate the matrix
Ri, defined by (30), which becomes:

R̂i =
1
N

N

∑
k=1

(
est
[

∂yk
∂ρ

(ρi)

]
est
[

∂yk
∂ρ

(ρi)

]T
+ λest

[
∂uk
∂ρ

(ρi)

]
est
[

∂uk
∂ρ

(ρi)

]T
. (37)

Using the estimates given by Equations (36) and (37), the iterative calculation of the
tuning parameters with Equation (29) turns to:

ρi+1 = ρi − γiR̂−1
i

∂̂J
∂ρ

(ρi). (38)

The following algorithm gives the steps of the IFT approach:

1. In the first iteration, the tuning parameters of the controller are chosen in such a way
as to obtain a stable response in the closed loop.

2. At each iteration i, two experiments of length N are performed:

(a) The reference ỹ is applied to the control system, and the input/output signals

are collected
{

u(a)
k (ρi), y(a)

k (ρi)
}

k=1,N
;

(b) The reference ỹ− y(a)
k (ρi) is applied to the control system, and the input/output

signals are collected
{

u(b)
k (ρi), y(b)k (ρi)

}
k=1,N

;

3. The estimates for the gradients of uk(ρi) and yk(ρi) are calculated by Equation (35);

4. Using the estimates from Step 3, the gradient estimates for the cost function ∂ Ĵ
∂ρ (ρi)

and for the matrix R̂i are determined with Equations (36) and (37), respectively;
5. Based on the estimates from Equations (36) and (37), the new vector of parameters

ρi+1 is calculated with Equation (38);
6. Repeat Step 2–5 until the optimal vector of parameters ρ∗ is obtained.

The IFT algorithm presented in this section can be applied for the calculation of
gradient approximations in the case of nonlinear systems from the collected experimental
data [35]. The solution proposed by Hjalmarsson in [6,35] is to generate the true gradient
using the linear time-varying system obtained by linearizing the nonlinear system around
the system trajectory under normal operating conditions. In this context, the same IFT
procedure as the one used for linear systems can be applied.

3.2. IFT of iPID Controllers

For tuning the iPID controllers with the IFT approach, the discrete transfer functions
obtained in the previous Section for ν = 1 (GiP1 and GiPI1) and ν = 2 (GiPD2 and GiPID2)
will be considered:

GiP1(z
−1) = q0+q1z−1

1−z−1 ,

GiPI1(z
−1) = q0+q1z−1+q2z−2

1−2z−1+z−2 ,

GiPD2(z
−1) = q0+q1z−1+q2z−2

1−z−1 ,

GiPID2

(
z−1) = q0+q1z−1+q2z−2+q3z−3

1−2z−1+z−2 .

(39)

Based on these transfer functions, for the estimations of the output and input quantities
with Equation (35), the derivatives of the transfer functions, weighted with their inverses,
are firstly calculated for each type of iPID controller, as follows:

• iP1 controller
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1
GiP1

∂GiP1
∂q0

= 1
q0+q1z−1 ,

1
GiP1

∂GiP1
∂q1

= z−1

q0+q1z−1 .
(40)

• iPI1 controller

1
GiPI1

∂GiPI1
∂q0

= 1
q0+q1z−1+q2z−2 ,

1
GiPI1

∂GiPI1
∂q1

= z−1

q0+q1z−1+q2z−2 ,

1
GiPI1

∂GiPI1
∂q2

= z−2

q0+q1z−1+q2z−2 .

(41)

• iPD2 controller

1
GiPD2

∂GiPD2
∂q0

= 1
q0+q1z−1+q2z−2 ,

1
GiPD2

∂GiPD2
∂q1

= z−1

q0+q1z−1+q2z−2 ,

1
GiPD2

∂GiPD2
∂q2

= z−2

q0+q1z−1+q2z−2 .

(42)

• iPID2 controller

1
GiPID2

∂GiPID2
∂q0

= 1
q0+q1z−1+q2z−2+q3z−3 ,

1
GiPID2

∂GiPID2
∂q1

= z−1

q0+q1z−1+q2z−2+q3z−3 ,

1
GiPID2

∂GiPID2
∂q2

= z−2

q0+q1z−1+q2z−2+q3z−3 ,

1
GiPID2

∂GiPID2
∂q3

= z−3

q0+q1z−1+q2z−2+q3z−3 .

(43)

Applying the above algorithm, the optimal parameter vectors ρ∗ are obtained for each
individual iPID controller, and based on them, the tuning parameters Kp, Ki, Kd, and α are
calculated using Equations (15), (16), (23), and (24), with the results being summarized in
Table 1.

Table 1. Tuning parameters.

Kp Ki Kd α

iP1 − q0+q1
q1Ts

− 1
q1Ts

iPI1
q0−q2
q2Ts

− q0+q1+q2
q2T2

s

1
Tsq2

iPD2
q0+q1+q2

q2T2
s

− q1+2q2
q2Ts

1
q2T2

s

iPID2
q2−q0+q3

q3T2
s

− q0+q1+q2
q3T3

s
− q2+2q3

q3Ts
− 1

q3T2
s

4. Case Studies—Real-Time Control of Pitch Angle for Aero 2 Laboratory Equipment

To test and validate the iPID controllers tuning using the IFT algorithm, we considered
a real-time application for controlling the pitch angle for the dual-motor aerospace system
Aero 2, provided by Quanser. The system has two rotors that can be used for various
aerospace applications, with the possibility to control the pitch and yaw angles as suggested
in [28–33]. To control the pitch angle, the 1-DOF configuration was chosen for the Aero 2
platform, which locks the yaw and has the pitch as free. This configuration, represented
in Figure 1, was used for real-time experiments, having both propellers horizontal and
ensuring a variation of the pitch angle of 90◦ degrees, 45◦ degrees for each side.
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To test and validate the iPID controllers tuning using the IFT algorithm, we consid-

ered a real-time application for controlling the pitch angle for the dual-motor aerospace 

system Aero 2, provided by Quanser. The system has two rotors that can be used for var-

ious aerospace applications, with the possibility to control the pitch and yaw angles as 

suggested in [28–33]. To control the pitch angle, the 1-DOF configuration was chosen for 

the Aero 2 platform, which locks the yaw and has the pitch as free. This configuration, 

represented in Figure 1, was used for real-time experiments, having both propellers hori-

zontal and ensuring a variation of the pitch angle of 90° degrees, 45° degrees for each side. 

Single-ended optical shaft encoders were used to measure the pitch of the Aero body 

and the angular speed of the DC motors [28]. The pitch encoder is 2880 counts per revo-

lution in quadrature mode, and the angular speed encoder is a counter that returns the 

number of the encoder counts every second. 

 

Figure 1. Quanser Aero 2 laboratory equipment with a 1-DOF configuration. 
Figure 1. Quanser Aero 2 laboratory equipment with a 1-DOF configuration.

Single-ended optical shaft encoders were used to measure the pitch of the Aero
body and the angular speed of the DC motors [28]. The pitch encoder is 2880 counts per
revolution in quadrature mode, and the angular speed encoder is a counter that returns the
number of the encoder counts every second.

The scheme of the 1-DOF Aero 2 plant for the pitch angle control is shown in Figure 2,
where Mb is the aero body mass, Dt is the thrust displacement, Dm is the center of mass
displacement, and θ is the pitch angle to the equilibrium position; F0 and F1 are the thrust
forces generated by propellers that are driven by two DC motors, and g is the gravitational
acceleration. To introduce nonlinearities, an asymmetry was created by using a single
propeller operating in both positive and negative thrust and by shifting the center of mass
towards thruster 1.
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where m
i  is the motor current, m

R  and m
L  are the resistance and inductances of the ro-

tor, b
e  is the back electromotive force (emf), m

J  is the rotor inertia, m
  is the motor an-

gular speed, m
  is the motor torque, d

  is the drag torque and e
k  and m

k  are the motor 

back EMF and torque constant. Neglecting the rotor inductance, an assumption valid for 

low-power motors, the following model of the DC motor results from Equation (44): 

m e m m
m m m d

m m

d k k k
J v

dt R R


 = − + −  (45) 

The dynamic behavior of the propeller system can be modeled by taking into account 

[28] and [29,31]: 

( )2 cos
p b m p sp b m p

p pp m t

J M D D K M gD

K D

    

 

+ + + + =

=
 (46) 

Figure 2. The one degree of freedom Aero 2 plant.
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Each propeller was driven by a DC motor, its supply voltage vm being considered the
input variable, and the output variable is the pitch angle θ. The plant model was obtained
based on the DC motor and propeller models.

The DC motor dynamics are described by [28]:

Lm
dim
dt = vm − Rmim − eb

Jm
dωm

dt = τm − τd

eb = keωm

τm = kmim

(44)

where im is the motor current, Rm and Lm are the resistance and inductances of the rotor,
eb is the back electromotive force (emf), Jm is the rotor inertia, ωm is the motor angular
speed, τm is the motor torque, τd is the drag torque and ke and km are the motor back EMF
and torque constant. Neglecting the rotor inductance, an assumption valid for low-power
motors, the following model of the DC motor results from Equation (44):

Jm
dωm

dt
= − kekm

Rm
ωm +

km

Rm
vm − τd (45)

The dynamic behavior of the propeller system can be modeled by taking into ac-
count [28] and [29,31]:

(
Jp + MbD2

m
) ..
θ + Dp

.
θ + Kspθ + MbgDm cos θ = τp

τp = KppωmDt
(46)

where Jp is the moment of inertia related to the pitch motion, Dp is the viscous damping
coefficient, Ksp is the stiffness, Kpp is the force thrust gain relative to the rotor speed, Dt is
the distance from the pivot point to the center of the rotor, and τp is the torque acting on
the pitch axis, created by the thrust force F = Kppωm.

Considering the models of the two components of the plant, a cascade control structure
was chosen, with a faster inner loop for controlling the motor angular speed ωm and an
outer loop for controlling the pitch angle θ. In this way, the disturbance introduced by
the drag torque τd will be rejected. The cascade control structure is a special one, whose
scheme is represented in Figure 3.
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Figure 3. Control scheme for pitch angle with MFC controllers.

The C0 and C1 switches, which depend on the sign of the angular velocity reference
ω̃m, have been introduced to activate a single motor. Thus, for ω̃m > 0, the related internal
propeller loop that generates the thrust force F0 will come into operation, and for ω̃m < 0,
it will be the propeller that generates the thrust force F1. The presence of the two switches,
through which a single inner loop is activated depending on the sign of ω̃m, introduces a
nonlinearity in the control system. Another nonlinearity from Equation (46) is created by
the asymmetric placement of the center of gravity, as seen in Figure 2.
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For each inner loop, a PI controller described by [28]:

u = −kpωm + ki(ω̃m −ωm) (47)

was designed, starting from the simplified model (45) of the DC motor and considering the
overshoot σ and peak time tp as desired performances, as in [28]. Applying the Laplace
transform to the DC motor model (45), a first-order transfer function is obtained with
gain k = 1/ke and time constant τ = Jmkmke/Rm. Using the plant transfer function,
in [28], the following tuning parameters of the PI controller were obtained based on a pole
placement method:

kp = (2ζωnτ − 1)/k

ki = ω2
nτ/k

(48)

where the damping ratio ζ and natural frequency ωn are calculated based on the de-
sired performances. Employing the DC motor parameters and the desired performances
from [28], the following tuning parameters of the inner loop PI controller were obtained:
kp = 0.1553, ki = 2.3176.

For the outer loop, two model-free controllers were tested to validate the proposed
design method based on the data-driven IFT algorithm. The first one tested was an iP1
controller with a PI-type behavior, as shown in Section 2, which ensures a zero steady-state
error; the second one was an iPD2 with a PID-type behavior, for which the influence of the
derivative component was analyzed. The structures of the two model-free controllers are
depicted in Figure 4.
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Figure 4. Model-free controller structure.

In the model-free controller structure, the Discrete Derivative block DD computes the
discrete-time derivative using the backward difference approximation; the GP/PD block
implements the discrete transfer function of the P or PD controller, resulting in the iP1 or
iPD2 controllers. The sample time Ts = 0.002 s for both controllers was considered due to
the small value of the time constants of the inner loop.

The outer loop plant is formed by the closed-loop transfer function of the inner loop, to
which the propeller model from Equation (46) is added. Although the closed-loop model of
the inner loop is known by designing with the pole placement method, the propeller model
is considered as totally unknown. The design of the model-free controller was conducted
only based on the data collected from the control system without using any outer loop
plant model.

The Aero 2 system from Quanser was connected with a PC, where the control scheme
from Figure 2 was implemented using MATLAB/Simulink 2021b software tools.

For tuning the two model-free controllers, the IFT algorithm from Section 3 was
used, which is based on two closed-loop experiments and the collection of input and
output data related to the real-time experiments. The proposed aero pitch controller tuning
methodology is the following:
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1. In the first step of the IFT algorithm, the tuning parameters of the two controllers
that lead to a stable response must be found. These parameters were determined as
in [11] and [12] based on the characteristic polynomial of the error, for which it was
required that the roots be stable, thus cancelling the error in the steady-state. For
iP1, it follows from [11] that the roots of the characteristic polynomial of the error
are stable if Kp ∈ (0, 2/Ts). Applying the Jury test, the domain in the plane of gains
parameters, where the roots of the characteristic polynomial are stable, was obtained
in [12] for the iPD2 controller, defined by:

T2
s Kp > 0

4− 2TsKd + T2
s Kp > 0∣∣1 + T2

s Kp − TsKd
∣∣ < 1

(49)

For the two model-free controllers, the initial tuning parameters were chosen using
values from the stability domains of the roots. With the tuning parameters thus determined,
an experiment is carried out, and if undesirable performances are obtained, proceed to Step
2 of the IFT algorithm.

2. At each iteration i, two experiments of length N = 30/Ts are performed:

(a) The reference θ̃ = 0.2 rad is applied to the pitch control system, and the

input/output signals are collected
{

u(a)
k (ρi), θ

(a)
k (ρi)

}
k=1,N

;

(b) The reference θ̃− θ
(a)
k (ρi) is applied to the control system, and the input/output

signals are collected
{

u(b)
k (ρi), θ

(b)
k (ρi)

}
k=1,N

.

3. Based on the data
{

u(b)
k (ρi), θ

(b)
k (ρi)

}
k=1,N

collected in the special experiment (b), the

estimates of the gradients for uk(ρi) and θk(ρi) and the estimates of the gradient of

the cost function ∂̂J
∂ρ (ρi) and for the matrix R̂i, described by (37), are computed.

4. Using the estimates from Step 3, the new vector of parameters ρi+1 is calculated; based
on the vector, the tuning parameters are determined using Table 1.

5. With the tuning parameters determined in Step 4, the performances of the pitch
control system are tested in a real-time experiment.

6. If the performances obtained with the tuning parameters from Step 5 are not satisfac-
tory, restart the tuning procedure by repeating Step 2–5 until the desired performances
are reached.

The penalty factor λ from Equation (26) and the step size γi from Equation (29) were
determined through a trial-and-error procedure, while the matrix Ri was considered the
identity matrix In, one of possibilities mentioned by [6] and [36]. To test the performances
of the control system for each iteration i of the tuning procedure, the ITAE (integral time-
weighted absolute error) criterion defined by:

ITAEi =
N

∑
k=1

kTs|ek| (50)

was used, where kTs is the discrete-time expressed in seconds. This criterion is help-
ful because the objective is to have a smooth response without oscillations around the
reference value.

4.1. Control of Pitch Angle with iP1 Controller

Based on the stability condition of the roots of the characteristic polynomial, the iP1-0
controller with the tuning parameters from Table 2 were chosen for the initial step. Using
step size γi = 0.0003, penalty factor λi = 0.001, and matrix Ri = I2, four iterations of the
IFT algorithm have been created, resulting in the controllers iP1-1,2,3 and finally the fourth

222



Actuators 2023, 12, 56

controller, iP1-IFT. The stopping point was determined based on the optimum performance
criterion defined by Equation (50). The responses of the iP1 controllers are shown in
Figure 4, where the unsatisfactory performances of the iP1-0 controller are visible. The IFT
tuning procedure was applied in order to improve the performances. The initial response
of the control system and other several intermediate responses results obtained with the
iP1-1,3 and iP1-IFT controllers during the tuning procedure are shown in Figure 5.

Table 2. Tuning parameters for the iP1 controllers and the ITAE criteria values.

Iteration Initial Values ITAE Final Values

1 Kp−0 = 17.5
α0 = 28

q0−0 = 18.4821
q1−0 = −17.8571

ITAE0 =
43, 517

Kp−1 = 17.352
α1 = 27.9959

q0−1 = 18.4795
q1−1 = −17.8597

2 Kp−1 = 17.352
α1 = 27.9959

q0−1 = 18.4795
q1−1 = −17.8597

ITAE1 =
43, 428

Kp−2 = 17.1917
α2 = 27.9971

q0−2 = 18.4768
q1−2 = −17.8625

3 Kp−2 = 17.1917
α2 = 27.9971

q0−2 = 18.4768
q1−2 = −17.8625

ITAE2 =
43, 419

Kp−3 = 17.0322
α3 = 27.9871

q0−3 = 18.4739
q1−3 = −17.8654

4 Kp−3 = 17.0322
α3 = 27.9871

q0−3 = 18.4739
q1−3 = −17.8654

ITAE3 =
43, 205

Kp−4 = 16.8649
α3 = 27.9825

q0−4 = 18.4710
q1−4 = −17.8683

Final Kp−IFT = 16.8649
αIFT = 27.9825

q0−IFT = 18.4710
q1−IFT = −17.8683

ITAE4 =
43, 175
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Figure 5. Control system responses with the iP1 controller during the tuning with the IFT algorithm.

In Figure 5, the system responses obtained with the iP1 controllers are represented
by considering the tuning parameters found using the tuning methodology. The optimal
values have been obtained in the fourth step. The responses from the figure show that
during the application of the IFT algorithm, the oscillations of the output signal become
more damped and thus, the settling time decreases.

The parameters ρi and the values of the tuning parameters of the iP1 controllers, which
were determined with the relationships from Table 1, are presented in Table 2 together with
the values of the ITAE criteria for each iteration.

In Table 2, the values of the ITAE criterion decrease with the increase in the number of
iterations, indicating the performances improvement.

The iP1-0 and iP1-IFT controllers are used in a comparative experiment, which in-
volves modifications of the reference signal, with different steps, in both directions of the
pitch axis. The result of the comparison is depicted in Figure 6, from which the good
behavior of the iP1-IFT controller in relation to iP1-0 is shown.
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4.2. Control of Pitch Angle with the iPD2 Controller 

Figure 6. Comparison between iP1-0 and iP1-IFT controllers for the pitch angle variation experiments.

The control signals for the iP1-0 and iP1-IFT controllers during the comparison experi-
ments are presented in Figure 7. Therein represented are the reference angular speed of
the motors ω̃m and, at the same time, the responses of the two inner loops generated by
the C0 and C1 switches from Figure 3, depending on sgnω̃m. When ω̃m > 0, the reference
generated by the iP1 controller of the outer loop will be applied through C0 to the inner
loop related to the motor0, and the inner loop of the motor1 will have the reference equal to
zero through switch C1. For ω̃m < 0, the switches change their position and thus, the inner
loop related to the motor1 will receive the reference; for motor0, the reference will be zero.
The operation of the switches according to sgnω̃m introduces a nonlinearity in the plant
model related to the outer loop.
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4.2. Control of Pitch Angle with the iPD2 Controller 

Figure 7. Control signals of iP1-0 and iP1-IFT controllers and the controlled angular speeds for the
pitch angle variation experiments.

From Figure 7, an oscillating operation is observed for the DC motors, which actuate
the propellers for the iP1-0 controller, which can cause the wear of the Aero 2 system. These
oscillations disappear in the case of the iP1-IFT controller.

4.2. Control of Pitch Angle with the iPD2 Controller

As shown in the conclusions from Section 2, the iPD2 controller will introduce a
derivative component that accelerates the control loop and leads to a faster response of the
system, but at the same time amplifying the high-frequency signals. A similar procedure
with the iP1 case presented in Section 4.1 was created, starting with a stable response of
the system with an iPD2-0 controller that was now determined based on the Jury test. For

224



Actuators 2023, 12, 56

the iPD2 controller, five iterations of the IFT algorithm have been achieved with step size
γi = 0.000025, penalty factor λi = 0.1, and matrix Ri = I3. The responses obtained during
the tuning phase with the initial controller iPD2-0, with some intermediate controllers
iPD2-2,3 and the final controller iPD2-IFT, are presented in Figure 8.
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Figure 8. Control system responses with the iPD2 controller during tuning with the IFT algorithm.

The system controlled with iPD2-0 shows oscillations with high amplitude, which are
reduced after five iterations of the IFT algorithm. This gives the system a high range, where
it can reach the reference for the pitch angle. The iPD2-5 from the final iteration, noted
as iPD2-IFT, was chosen due to the obtained performances, which have been evaluated
according to the ITAE criterion from Equation (50). The damping of the oscillations during
the tuning phase leads to the decrease in the settling time, which becomes smaller than the
one obtained with the iP1-IFT controller in Figure 5 due to the derivative component. In
Table 3, the parameters ρi and the values of the tuning parameters of the iPD2 controllers
are summarized together with the ITAE criteria values. As Table 3 shows, the values of the
ITAE criterion are decreasing from the initial response iPD2-0 to the fifth iteration of the IFT
algorithm due to the improvement of the performances.

To analyze the behavior of the tuned controllers, a comparison between the initial
iPD2-0 and the final version of iPD2-IFT for the step variations of the reference signal is
made, and the results are presented in Figure 9.
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Figure 9. Comparison between the iPD2-0 and iPD2-IFT controllers for the pitch angle variations. 

The figure reveals a similar behavior with the previous one presented in Figure 8 for 
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Table 3. Tuning parameters for the iPD2 controllers and the ITAE criteria values.

Iteration Initial Values ITAE Final Values

1
Kp−0 = 20
Kd−0 = 20
α0 = 24

q0−1 = 10, 834.17
q1−1 = −21, 250.00
q2−1 = 10, 416.67

ITAE0 =
1401

Kp−1 = 19.0842
Kd−1 = 20.0019
α1 = 24

q0−1 = 10, 834.15
q1−1 = −21, 250.01
q2−1 = 10, 416.65

2
Kp−1 = 19.0842
Kd−1 = 20.0019
α1 = 24

q0−1 = 10, 834.15
q1−1 = −21, 250.01
q2−1 = 10, 416.65

ITAE1 =
1369

Kp−2 = 18.0803
Kd−2 = 20.0039
α2 = 24.0001

q0−2 = 10, 834.14
q1−2 = −21, 250.03
q2−2 = 10, 416.64

3
Kp−2 = 18.0803
Kd−2 = 20.0039
α2 = 24.0001

q0−2 = 10, 834.14
q1−2 = −21, 250.03
q2−2 = 10, 416.64

ITAE2 =
1317

Kp−3 = 17.0496
Kd−3 = 20.0060
α3 = 24.0001

q0−3 = 10, 834.13
q1−3 = −21, 250.04
q2−3 = 10, 416.63

4
Kp−3 = 17.0496
Kd−3 = 20.0060
α3 = 24.0001

q0−3 = 10, 834.13
q1−3 = −21, 250.04
q2−3 = 10, 416.63

ITAE3 =
1295

Kp−4 = 16.0102
Kd−4 = 20.0081
α4 = 24.0001

q0−4 = 10, 834.11
q1−4 = −21, 250.06
q2−4 = 10, 416.61

5
Kp−4 = 16.0102
Kd−4 = 20.0081
α4 = 24.0001

q0−4 = 10, 834.11
q1−4 = −21, 250.06
q2−4 = 10, 416.61

ITAE4 =
1276

Kp−5 = 15.1076
Kd−5 = 20.0099
α5 = 24.0002

q0−4 = 10, 834.10
q1−4 = −21, 250.07
q2−4 = 10, 416.60

Final
Kp−IFT = 15.1076
Kd−IFT = 20.0099
αIFT = 24.0002

q0−IFT = 10, 834.10
q1−IFT = −21, 250.07
q2−4IFT = 10, 416.60

ITAE5 =
1269

The figure reveals a similar behavior with the previous one presented in Figure 8 for
the tuning phase, with the iPD2-0 controller having larger oscillations than the iPD2-IFT
when the reference is modified. This aspect is important with respect to achieving a high
interval of movement on the pitch axis. The initial set of parameters is limited to variations
of angle under 0.25 radians (around 15◦) because the oscillations introduced make the
system unstable. Considering this limitation, a different reference for the pitch angle is
used compared with the iP1 one depicted in Figure 6. The control signals for the iPD2
controllers are shown in Figure 10 with the reference control signal ω̃m and controlled
signals ωm0, ωm1.
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The reference angular speed of the motors ω̃m for the experiment presented in Figure 9
can take positive or negative values, as Figure 10 reveals. Taking into account the sign of
ω̃m, the C0 and C1 switches from Figure 3 make it possible to use motor0 for the positive
values and motor1 for the negative values of the reference angular speed signal.

226



Actuators 2023, 12, 56

4.3. Control of Pitch Angle with iP1-IFT and iPD2-IFT Controllers

The controllers tuned with the IFT algorithm that were presented in Sections 4.1 and 4.2
are used for a performance comparison with the step variations of the reference signal.
The reference profile from Figure 6 used for the iP1 comparison was considered for the
experiments against the iPD2-IFT controller. Moreover, it is necessary to analyze which
type of MFC controller can offer better results for the pitch angle control of an Aero System.
The results are depicted in Figure 11.
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Figure 11. Comparison between the iP1-IFT and iPD2-IFT controllers for the pitch angle
variation experiments.

The comparison reveals a response with larger oscillations for iPD2-IFT in relation
to iP1-IFT to the step variations of the reference signal. However, due to the derivative
component, iPD2-IFT will generate a shorter settling time. The control signals obtained
from the comparative experiment are depicted in Figure 12 together with the angular
speeds of the two DC motors.
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The control signal of the iP1-IFT controller is smooth compared with that of the iPD2-
IFT controller, which exhibits oscillations due to the amplification of the high-frequency
signals from the control system by the derivative component. These oscillations propagate
at the output of the inner loops and finally at the output of the control system, determining
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less satisfactory performances of the control system with iPD2-IFT compared with those
obtained using iP1-IFT.

5. Conclusions

In this paper, a new method for tuning model-free iPID controllers based on the IFT
data-driven algorithm is described. Considering that the IFT algorithm can only be used
for the tuning controllers with a fixed structure, such a structure was first determined
for the iPID controllers. Thus, starting from the connections between the iPID and PID
discrete-time controllers, a fixed structure of the iPID controller was obtained, described
by an equivalent transfer function that were parametrized with the parameters vector.
Moreover, analyzing the behaviors of the iPID controllers in relation to the PID control
laws, two intelligent controllers were established for ν = 1 and ν = 2, respectively, with
the others being eliminated because they had unusual behaviors in the control engineering.
The IFT algorithm could be applied by having the iPID controllers with a fixed structure,
whose transfer functions were used to estimate the gradients of the input/output variables.
At the same time, based on two experiments in the closed loop, the input and output
signals were collected, which together with the above derivative estimates allowed for the
estimation of the gradients of the cost function and the matrix used to update the direction.
Finally, the parameters grouped in vector ρ of the fixed structure of the controller were
determined; based on these parameters, the tuning gains and parameter α were found. The
methodology for tuning the iPID controllers based on the IFT algorithm was tested and
experimentally validated using a real-time application for controlling the pitch angle of the
dual-motor Aero 2 aerospace system, which was provided by Quanser.

The main advantages of the proposed tuning method based on the IFT algorithm
consist of the following: the determination of both the gain parameters related to the PID
algorithm and the α parameter; the IFT tuning of the iPID parameters does not require
knowledge of the plant model; and the gradients of the quadratic control criterion can
be easily estimated based on the data collected after the two experiments. Among the
disadvantages, it is mentioned that the selection of the starting values of the iPID tuning
parameters must be conducted in such a way so as to obtain a stable response and the
two experiments must be performed to determine the tuning parameters at each step. The
initial choice of tuning parameters, along with finding the related values of the step size
and the penalty factor of the control effort through a trial-and-error procedure, are the main
design challenges.

For future research, some techniques will be considered for tuning the parameters
related to the step size and penalty factor of the control effort as well as the extending of
the proposed method to multivariable systems.
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Abstract: In recent decades, the demand for rail transport has been growing steadily and faces a
double problem. Not only must the transport capacity be increased, but also a more flexible service
is needed to meet the real demand. Both objectives can be achieved through virtual coupling (VC),
which is an evolution of the current moving block systems. Trains under VC can run much closer
together, forming what is called a virtually coupled train set (VCTS). In this paper, we propose an
approach in which virtual coupling is implemented via model predictive control (MPC). For this
purpose, we define a robust controller that can predict, based on a dynamic model of the train, the
state of the system at later moments of time and make the appropriate control decisions. A robust
MPC (RMPC) is obtained by introducing two uncertain variables. The first uncertain variable is
added to the acceleration equation of the dynamic model, while the second uncertain variable is
used to define the uncertainty in the train positioning. To test the RMPC for virtual coupling, two
simulation cases are performed for a metro line, analysing the influence of both the uncertainties.
In all cases, the results obtained show a safer operation of the virtual coupling without significantly
affecting the service.

Keywords: railway; virtual coupling; optimal control; model predictive control; robust MPC

1. Introduction

In recent decades, the demand for transport has been progressively increasing in both
the public and private sectors. The railroad, as an essential, efficient, and sustainable service
to reduce congestion in other modes of transport, has been affected by this tendency [1]
and must, therefore, face a double problem. On the one hand, it is necessary to increase
the transport capacity to meet this demand. In this case, the solutions proposed involve
reducing the minimum intervals between trains instead of building expensive new lines. On
the other hand, it is necessary to make the service more flexible by reducing the operating
costs and maintaining the quality of service required to always meet the real demand.

An interesting solution to address both problems is virtual coupling between trains [2]
forming a virtually coupled train set (VCTS), which is an evolution of the current moving
block systems. These systems, such as Communication-Based Train Control (CBTC) and
European Train Control System (ETCS) Level 3, require that a train be able to brake and
stop before the last known position of the preceding train. However, this assumption is
conservative as it does not consider the speed and braking capability of the preceding train.
Thus, in this context, based on the principle of spacing trains in a relative braking distance,
as well as the basic principles of autonomous vehicles and platoon cars, a new concept has
emerged: a train convoy, virtual coupling, or virtually coupled train sets (VCTSs) [2].

The authors in [3] presented initial estimations showing that virtual coupling can
reduce the distance between trains by 64% compared to the European Train Control System
(ETCS) Level 2 and by 43% compared to the ETCS Level 3, thereby increasing the line
capacity significantly.
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The VCTS has two main advantages. First, the VCTS significantly improves the current
capacity limit imposed by automatic train protection (ATP) by allowing trains to run safely
over a shorter distance. This significantly reduces the costs of an additional capacity, as
it uses mainly on-board equipment rather than major infrastructure changes, such as the
installation of new tracks or signalling systems.

Second, besides improving the capacity, the VCTS concept aims, above all, to benefit
from operational flexibility and robustness by enabling an interoperability between different
rail vehicles and replacing sensitive mechanical couplings. The VCTS enables a more
flexible operation of the trainsets since it allows for the circulation of a train set as if it
were mechanically coupled, but with no real physical connection. This allows for a more
flexible service under an optimized infrastructure by connecting or disconnecting units
from the train set in a fast and efficient way. This fact is especially relevant, e.g., in situations
with two lines featuring shared tracks in some sections, but different terminal stations and
in stations with less traffic, as seen in [4,5]. The main idea of this second advantage is
twofold: to be able to operate with smaller configurations adapted to the traffic needs and
to increase flexibility to serve heterogeneous demands, also enabling an interoperability
between different rail vehicles.

In this paper, we propose an approach in which virtual coupling is implemented via
model predictive control (MPC) for solving the control problems of the VCTS. MPC is an
advanced control method that can control a system while satisfying a set of constraints.
One of the main advantages of this system is that it can be formulated in a simple way since
its dynamics and constraints have a real physical meaning. On the other hand, the response
of the current control system is also optimized based on the future predictions, so this
feature allows the MPC to anticipate future events and, consequently, take the necessary
control actions in advance.

Due to this prediction capability, MPC is one of the most widely used control tech-
niques in autonomous vehicle driving and vehicle platoons, as noted in [6–8], and its
results form the basis and foundation for most of the research on virtual coupling control
in railroads.

The accuracy of the prediction and, therefore, the control actions taken depends on
the accuracy of the dynamic model used by the controller, requiring a balance between
the complexity of the controller formulation and the computational load required. In this
sense, there are two traditional approaches to deal with errors in the control model [9].

The first approach formulates a controller that does not consider the possible errors
committed using a nominal MPC (NMPC). Subsequently, the behaviour of this controller
under the existence of these errors is studied using a robustness analysis. If the behaviour is
still acceptable, the errors can be ignored, and the nominal MPC will be considered adequate.

The second approach formulates an MPC controller that considers the possible er-
rors made within its own formulation, i.e., synthesizing what is called a robust MPC
(RMPC). This approach is typically used when an accuracy is required or when a dynamic
disturbance or error has a large impact on the behaviour of the controller.

There are several works that use an NMPC to address the work at hand. In this way,
the authors in [10] provided a proof of concept for the VCTS by introducing a specific
operating mode within the ERTMS/ETCS standard specification and defining a coupling
control algorithm accounting for the time-varying delays affecting the communication
links. Likewise, the authors in [11] developed a distributed nominal MPC for high-speed
trains, evaluated its stability, and derived sufficient feasibility and stability conditions
for a platoon of up to two trains by designing the terminal controller and invariant set.
Additionally, for high-speed trains, the authors in [12] proposed a control strategy focused
on both the local and string stability under variant manoeuvres in high-speed scenarios
using an analytical algorithm based on Pontryagin’s maximum principle. Similarly, the
authors in [13,14] applied an NMPC in metro lines.

However, there are a few examples in the literature of RMPC being applied to the VCTS.
For example, the authors in [15] implemented a robust event-triggered model predictive
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control based on the equations of longitudinal train dynamics and a communication
switching topology characterized as a Markov chain. However, this study only focused
on the communication problems with a constant-speed leader and, therefore, did not test
the changing operating conditions as a function of the speed and track parameters. In
addition, the authors in [16] proposed a robust gap controller based on sliding mode
control with a nonlinear train model featuring uncertainties. However, as in the previous
study, the uncertainties were limited to the consideration of a small Davis formula and
track resistances. On the other hand, the authors in [17] presented consensus-based robust
cooperative control schemes for both homogeneous and heterogeneous train platoons by
using robust strictly negative–imaginary controllers considering the network topology to
track a predefined motion reference. Recently, the authors in [18] developed an alternative
way to manage the uncertainties using a tube-based MPC, but also expressed the need to
incorporate uncertainties in the train dynamics and consider and study factors such as the
weather conditions, positioning errors, and communication delays.

Finally, the authors in [19] formulated a nominal MPC, showing its application in
metro lines. According to this study, VCTSs can be implemented through two different
control architectures: centralized control and decentralized control. In the former, a single
controller makes the trains cooperate to optimize the overall platoon strategy. In the
latter, each train has its own individual controller, and, as a result, each train optimizes its
own strategy according to the trajectory estimation of the preceding vehicle. The authors
in [19] also expressed the need to improve the nominal MPC through uncertainties and the
development of a robust MPC.

The main objective and contribution of this work is the development of a decentral-
ized RMPC for virtual coupling in railways, considering the effects of adhesion loss and
positioning errors. The research in [19] serves as a starting point for this work, from which
the design of a nominal MPC is taken. Unlike this previous work, the implemented robust
MPC considers the external disturbances with uncertainties that consider the previously
mentioned positioning errors and a loss of the adhesion during braking. In this way, the
proposed controller is compared with a nominal MPC in different simulations under the
different applied disturbances. The results will be studied from an operational point of
view, i.e., by analysing the distance between the trains and the overall behaviour of a
two-train VCTS.

Ultimately, the objective of this work is to improve the line capacity under the condition
of virtual coupling. In this sense, we consider that the VCTS fulfils its function and that
all the components of the VCTS work as connected when all of them arrive and stop at
the same time at the same station with a minimum delay time between them. In this way,
the convoy operationally behaves as a single train since, from the users’ point of view, all
the VCTSs’ components arrive at the station at the same time and behave as if they were
a single complete train. Although when the convoy is running the distance between the
components increases due to the safety conditions which have been set, we consider that
the convoy preserves its integrity, operating as a single train, when the communication
between trains is maintained and the above-mentioned condition of all the components
arriving at the station at the same time is respected. The figures included in the simulations
section illustrate this phenomenon.

The remainder of this paper is organized as follows. Section 2 presents the dynamic
model. Section 3 formulates the design of the RMPC. Section 4 describes the simulation
cases developed and presents their corresponding results. Finally, Section 5 includes the
conclusions of this work.

2. System Dynamics

The model defining the train motion of this work is based on the principles of longitu-
dinal train dynamics (LTD). Then, the train is considered as a point mass with one degree
of freedom, where the traction/brake system, rolling resistances, air intake, aerodynamic
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drag, and slope and curve resistances are applied. The dynamic equations considered are
as follows:

.
s = v (1)

.
v =

(
−a− bv− cv2 − Fe + F

)
/M + wa (2)

.
F = (u− F)/τ (3)

where s (m) and v (m/s) denote the position and train speed, u (N) is the controlled
driving/braking force, F (N) is the integrated driving/braking force, Fe (N) is the resistance
force due to the track, τ is the inertial lag of the longitudinal dynamics, M (kg) is the train’s
mass, a (N) is a term that includes the rolling resistance plus the bearing resistance, b (Ns/m)
is a coefficient related to the air intake, c (Ns2/m2) is the aerodynamic coefficient, and wa

(m/s2) represents the uncertainty in the acceleration contemplated in the robust control.
The resistance force Fe includes two components, Fg and FR, which are defined

as follows:
Fe = Fg + FR (4)

Fg = −Mg× slope (5)

FR = −M× 6/R (6)

where Fg (N) is the component of the gravity force due to the slope of the track, the
slope (m⁄m) is the slope of the track, g

(
m/s2) is the acceleration of gravity, FR (N) is the

resistance in the curve, and R (m) is the radius of the curve.
The values of the slope and R depend on the line profile and the position s of the train

on the line and are, therefore, known at each time. Figure 1 shows as an example of the
value of the slope and R used in this work.
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Starting from the dynamic equations, a linearized set of equations at the operating
point will be used to handle uncertainties in the RMPC optimization algorithm [20].

Thus, the vector of states X and outputs Y, that will be used for a linearization, are
defined as follows:

X =




s
v
F


 (7)

Y =

[
u·v

v2/2ae

]
(8)

where ae (m/s2) is the maximum possible deceleration of the controlled train.
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By linearizing Equations (1)–(3), these equations are transformed into (9)–(11), thereby
formulating the linearized dynamics as the first-order Taylor polynomial of the nonlinear
model as follows:

U =
[
u
]
, W =




0
wa

0


 (9)

.
X =

.
X0 + A(X− X0) + B(U −U0) + W (10)

Y = Y0 + C(X− X0) + D(U −U0) (11)

and

A =




0 1 0
0 −(B + 2Cv0)/M 1/M
0 0 −1/τ


 B =




0
0

1/τ




C =

[
0 u0 0
0 v0/a f 0

]
D =

[
v0
0

]

where v0 (m/s) and u0 (N) corresponds to the state v and the control force u at the operating
point, respectively; X0, U0, and Y0 are the state vector X, the decision vector U, and the
output vector Y at the operating point, respectively; and

.
X0 is Equations (1)–(3) evaluated

at the operating point.
In the above Equations (1)–(11), the states s, v, F; the controlled driving/braking force

u; and the uncertainty w are time dependent. Therefore, X and Y are also time dependent.
The matrices A, B, C, D are constant, but v0 and u0 depend on the operating point at
which the equations are linearised. In addition, the values of slope and R are known at each
time and dependent on the line profile and train location on the line, i.e., the train position
s, as shown in Figure 1. The remaining variables in (1)–(11) are constant parameters that
depend on the train’s characteristics.

3. MPC Controller Design
3.1. Control Architecture

We consider a convoy (Figure 2) composed of a leader and n followers, all of them
with length L. The superscript indicates the train, with 0 for the leader and i, where i = 1,
. . . , n, for the followers.
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Figure 2. Control architecture.

We consider a decentralized VCTS control problem, with independent controllers for
the leader and each follower. Figure 2 represents this control architecture. In this figure,
index 0 represents the leader; therefore, X0

t represents the current measured states for
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the leader; v0 represents the leader’s speed; s0 is the leader’s current position; and U0

represents the vector containing the driving/braking force for the leader. Xi
t represents

the current measured states for the follower i in the platoon, which is virtually coupled
to its previous train; vi and si represent, respectively, the speed and current position of
the follower i; and Ui represents the driving/braking force for the follower i. As seen in
Section 2 for the linearized control model, Ui

o is the value of Ui at the operating point.
The end-front distance dt

i between two consecutive trains at any time is calculated
using (12), where L is the train length:

dt
i = st

i−1 − st
i − L. (12)

Furthermore, Xi−1 represents the predicted states for the preceding train (i − 1) calcu-
lated by the follower’s Preceding Train Predictor (PTP) module, which will be described in
Section 3.5. For the followers, we design an MPC robust controller that ensures a safety
and control efficiency while considering the parameter uncertainties.

With the proposed control strategy, the leader will track a given speed curve, and the
followers will guarantee a safe minimum distance between trains and the string stability
of the VCTS with parameter uncertainties. Consequently, as seen in Figure 2, the follower
needs information about the preceding train to ensure its safety. This information (Xi−1

t (t)
and L) is used by the follower’s controller for its calculations because the predicted states
for the preceding train i − 1 are calculated using the PTP embedded in each follower i
based on the information received from the preceding train.

3.2. Leader Controller

When using a decentralized control architecture, the leader can operate under any
control and signalling method. Therefore, the leader can use any conventional control
method based on Automatic Train Control, Communication-Based Train Control, or the
ETCS.

For simplicity, for the leading train, we use a driving mechanism based on an Auto-
matic Train Control system that tracks a given speed curve. This speed curve is obtained
using a Dynamic Programming (DP) approach (Figure 3).
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Figure 3. Maximum driving speed in compliance with speed limits.

Because the role of the leader is to set the VCTSs’ movement policy, we use the DP
approach to precompute the reference behaviour of the leader. Then, the result of the
DP establishes the general policy followed by the train’s convoy. This general control
policy can have different objective functions such as minimizing the energy consumption
or maximizing the convoy speed. In this paper, we use the second policy with an optimal
speed profile that finds the maximum velocity permitted by the speed limitations imposed
by the line operation, thereby satisfying the speed constraints at all times.

Figure 3 shows the speed profile obtained for the leader, corresponding to the convoy
policy of the maximum possible velocity allowed by the speed limitations established for
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the line’s operation. In this figure, the curve labelled “Max speed” represents the maximum
limitations set in the line design. In this figure, it can be seen where the stations are located
and that the speed at these stations is limited to 12.5 m/s (45 km/h). The other speed
limitations depend on the design of the railway line.

On the other hand, the curve labelled “DP speed” represents the maximum speed at
which it is possible to run without exceeding at any time the speed allowed on the line
and represents the result of the DP calculation. On this curve, the stopping point of the
leading train at the end of each station can also be seen. A detailed explanation of the
implementation of this DP approach can be found in [19].

3.3. Follower Controller

For the controller design, a model predictive control (MPC) approach is used. The
MPC optimizes over a finite time horizon but implements only the current time window of
the finite horizon optimization problem solution.

For the MPC formulation, a prediction horizon
[
t, t + Np

]
with origin at time t is

considered. The notation xt+k|t represents the state vector at time t + k predicted at time t,

obtained from the current state xt|t = x(t) ≡ xt, while u·|t =
[
ut|t, . . . , ut+Np−1|t

]
denotes

the unknown input variables (or inputs) to be optimized.
The RMPC for virtual coupling is obtained by introducing two uncertain variables.
The first uncertain variable is wa (m/s2) and is added to the acceleration equation of

the dynamic model, as seen in (9).
The second uncertain variable wp (m) is considered in the virtual coupling specific

constraints and the follower cost functions, and it is used to define the uncertainty in the
positioning, as will be seen later.

As a result of introducing uncertain variables, the optimization problem for the fol-
lower i is formulated as the min–max problem given in (13):

min
ui ·|t

max
wa,i
·|t , wp,i

·|t

Ji
(

Xi
k|t, ui

k|t, wa,i
k|t, wp,i

k|t
)

. (13)

The controller’s objective for each follower is to try to keep the trains running as close
together as possible by minimising the difference in the distance between trains dk|t and a
desired separation ddes while maintaining safe conditions. Therefore, we can formulate the
following optimization problem:

Ji =
k=Np

∑
k=1

KD‖
di

k+1|t + wp,i
k+1|t − ddes

ddes
‖

1
(14)

di
k|t = si−1

k|t − si
k|t − L

subject to:

Xi
k+1|t = Xi

k|t + ts
.

X
i
k|t (15)

Xi
t|t = Xi

t (16)

0 ≤ vi
k|t ≤ vlim

(
si

k|t
)

(17)

− jmax ≤ jik|t ≤ jmax (18)

jik|t =
(

ui
k+1|t − ui

k|t
)

/M/∆t

−Mai
br ≤ ui

k|t ≤ Mai
dr (19)

− Pi
br ≤ Yi

1k|t ≤ Pi
dr (20)
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∀k = t, . . . , t + Np − 1

0 ≤ vi
t+Np |t ≤ vi∗

DP

(
si

t+Np |t
)

(21)

dmin ≤ wp,i
k|t + di

k|t (22)

∀k = t, . . . , t + Np − 1

dmin ≤ wp,i
k|t + di

t+Np |t (23)

dmin ≤ wp,i
k|t + di

t+Np |t +

(
vi−1

t+Np |t
)2

2as −Yi
2k|t (24)

wa,min ≤ wa,i
k|t ≤ wa,max (25)

wp, min ≤ wp,i
k|t ≤ wp, max. (26)

Superscript i is related to the corresponding follower.
In the cost function Ji (14), KD ≥ 0 is a dimensionless coefficient representing the

weight that penalizes the deviation from the desired distance ddes, and vi−1
t+Np |t is the pre-

dicted speed of the preceding train, which is pre-calculated according to the PTP module
that will be described later in Section 3.5.

The equations in (15) represent the train dynamics updates for the model obtained in
(9)–(11) according to the ts integration time step. The initial state is set in (16).

Equation (17) corresponds to the velocity constraint vlim (Max speed in Figure 3).
Equation (18) represents the jerk constraint established for ui.
Equations (19) and (20) represent the input constraints, including the maximum driv-

ing/braking force and the maximum power on traction/braking, with Yi
j k|t representing

the estimated j component of vector Y at instant k calculated at time t according to (11).
Equation (21) represents a terminal constraint. The upper speed limit vi∗

DP(m/s) is
obtained by pre-calculating the maximum speed at which the train can run while respecting
the speed limits set for the line (DP speed in Figure 3). This terminal constraint is used
because the train must always respect the speed limit, and there are areas above the blue
line in Figure 3 where if the train runs under these conditions, it may not respect the speed
limits at future times.

Equation (22) represents the safety condition, stating that the distance between the
trains must be greater than dmin at any time.

Equations (23) and (24) are the terminal constraints. These constraints are imposed to
ensure that the controller is recursively feasible and safe (see Section 3.6). These equations
guarantee that the follower can come to a complete stop without collision by applying a
maximum service deceleration as when the preceding train performs emergency braking
with the maximum deceleration ae. Note that the terminal constraint (24) functions as an
operational constraint, while the terminal constraint (23) works as a safety constraint. The
safe train-to-train distance dmin is used to define a constraint to avoid a collision if the
leader brakes. The distance ddes is used in the cost function as a target to maintain a safe
desired driving distance greater than the minimum safe distance dmin. Finally, constraint
(25) bounds the acceleration uncertainty wa and (26) bounds the second uncertain variable
wp (m), which addresses the distance error from the preceding train. Both constraints are
handled through the traditional method of robust optimization based on the duality theory
(for more details, see [20]).

The first uncertain variable wa (m/s2) is added to the dynamic model’s acceleration
equation, as seen in (2). By means of this uncertainty, we can consider different phenomena.
For instance, using this variable, an additional resistance due to the start resistance can
be taken into account, thus solving the lack of accuracy of the Davis formula at speeds
below 3 m/s. In addition, this variable can counteract the additional resistance introduced
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by the tunnel factor and the longitudinal component of lateral wind’s impact. Moreover,
this variable can avoid the risky situations produced by perturbation, such as a loss of
adhesion during braking. This variable also enables the correction of the modelling errors
produced by incorrect estimations of the Davis coefficients. The specific values that limit
this uncertain variable will be discussed in Section 4.1.

Finally, the second uncertain variable wp (m) addresses the positioning error that can
influence the estimation of the follower’s distance from the preceding train. The specific
values that limit this uncertain variable will be discussed in Section 4.2.

3.4. Control Loop

For each train, the resulting optimal states and inputs of (13)–(26) are denoted
as follows:

Xi ∗
t =

(
Xi ∗

t|t Xi ∗
t+1|t . . . Xi ∗

t+Np |t
)T

ui ∗
t =

(
ui ∗

t|t ui ∗
t+1|t . . . ui ∗

t+Np−1|t
)T

.
(27)

Since constraints (16), (17), and (21) are space-dependent, to avoid numerical problems
and reduce the computational burden, they can be estimated a priori by si

t+k|t:

Xi
k+1|t = Xi

k|t + ts

.
X

i

k|t (28)

∀k = t, . . . , t + Np − 1

ui
k|t = ui∗

k|t−1 (29)

∀k = t, . . . , t + Np − 2

ui
t+Np−1|t = ui∗

t+Np−2|t−1 (30)

Xi
t|t= Xi

t|t (31)

where ui∗
k|t−1 is the input predicted from (27) at the previous time step t − 1 with

ui∗
k|t−1 = 0 ∀k = 0, . . . , Np − 2.

To close the loop, the first input is applied to system (9)–(11) during the time interval
[t, t + 1 ):

ui
t = ui∗

t|t. (32)

At the next time step t + 1, a new optimal problem in the form of (13)–(26) based on a
new state measurement will be solved over a shifted horizon.

3.5. Preceding Train Predictor

To establish the control loop, it is necessary to estimate a prediction of the preceding
train’s movement (train i − 1). This task is performed by the module, called the Preceding
Train Predictor (PTP), which is described in this section.

Since both vehicles are equipped with a communication module, and intervehicular
communication is available, the prediction task is executed by the follower based on the
information received from the preceding train. For the prediction, the preceding train i− 1
communicates to the follower its position si−1

t|t , speed vi−1
t|t , and the driving/braking force

Fi−1∗
t|t−1. In this way, the distance between trains di

k|t is determined by the difference in the
positions of the two trains. On the other hand, and as a redundancy, the follower has a
sensor that can measure the distance to the front train. Therefore, for the estimation of
the position of the preceding train, the worst case is considered, which corresponds to the
lower of the two calculated values above.

239



Actuators 2022, 11, 372

Then, the MPC assumes that the preceding train’s information can be predicted over a
short horizon Np. The corresponding expressions for the prediction of si−1

k|t and vi−1
k|t are

Xi−1
t|t =

(
si−1

t|t vi−1
t|t Fi−1∗

t|t−1

)
(33)

Xi−1
k+1|t = Xi−1

k|t + ts

.
X

i−1

k|t (34)

∀k = t + 1, . . . , t + Np − 1,

where
ui−1

k|t = ui−1∗
k|t−1 (35)

∀k = t, . . . , t + Np − 2

ui−1
t+Np−1|t = ui−1∗

t+Np−2|t−1. (36)

Here, si−1
t|t and vi−1

t|t are the measured position and velocity of the leader at t, respec-

tively; Fi−1∗
t|t−1 is the force at time t predicted from (27) at the previous time step t − 1

initialized with Fi−1∗
0|t−1 = 0; and ui−1∗

k|t−1 is the input predicted from (27) at the previous time

step t − 1, with ui−1∗
k|t−1 = 0 ∀k = 0, . . . , Np − 2.

In (34),
.

X
i

k|t is calculated from the expressions of (9)–(11), particularly (10), and the
disturbance wa is considered to be the lower limit wa,min, which is the most unfavourable
situation corresponding to the highest risk of a collision between the two consecutive trains.

3.6. Min-Max Recursive Feasibility

To ensure the recursive feasibility of the RMPC, we define set C as the robust control
invariant set. According to [21], set C is said to be a robust control invariant set for the
system (9)–(11) subject to constraints (13)–(25) if

X(t) ∈ C =⇒ ∃[u] ∈ U such that system (4) ∈ C, ∀w(t) ∈W ∀t ≥ 0 (37)

where U is the set of the valid decision variable values given by (18)–(20), and W is the set
that bounds the uncertain variables, i.e., the set given by (25) and (26).

As in [22], set C can be introduced by the constraints (21)–(23), which define a robust
control invariant set because (21) ensures a proper decision of the train’s controller accord-
ing to the track profile, while (22)–(24) ensure a safe reaction to the emergency braking of
the preceding train. In other words, these constraints ensure that there exists an output
value for the control variables that satisfies (37).

4. Simulations

This section compares the results obtained with the nominal controller developed
in [19] with those obtained with the robust controller developed in this paper. To test
the robust MPC for the VCTS, two simulation cases were used for a metro line. The first
simulation case analyses the influence of an uncertainty in acceleration wa, while the second
one studies the uncertainty in the train’s positioning wp.

The parameters considered for the rolling stock can be found in Table A1 of Appendix A.
The profile of the selected line can be found in Figure 1, and its corresponding speed profile
can be found in Figure 3.

The simulations were performed by comparing the results between an NMPC (without
uncertainties) and an RMPC, where uncertainties are considered.

Simulations were performed in MATLAB and Yalmip [23] on a computer with an
i7-1165G7 processor at 2.8 GHz and with 8 GB of RAM. For the different simulations, we
determined that the average CPU computation time of the solver was 0.17 s for the RMPC.
Moreover, the total CPU computation time was found to be 302 s, which is lower than
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the total simulated time (345 s). Therefore, the RMPC presents promising results for a
hardware implementation that needs to be solved in real time.

4.1. Simulation 1: Uncertainty in Acceleration

At the end of Section 3.3, we introduced what the first uncertain variable wa (m/s2)
can represent. Now, from a practical point of view in the train operation, we bound the
values of the acceleration uncertainty (25) according to Section 3.3.

The start resistance of a train on a track with a null slope is 50 N/t, i.e., 0.05 m/s2. Since
this resistance is applied against the movement (negative), −0.05 m/s2 is established as the
lower limit wa,min. Even though this value is lower because the Davis formula (2) is still
applied in our controller, it allows for the simultaneous consideration of additional small
resistances. For instance, the maximum errors in the estimation of the Davis coefficients
for passenger trains are small (below 0.01 m/s2 for this train) and would be equally
compensated by the controller thanks to this setting. Therefore, this value corrects the
modelling errors introduced by the Davis formula: both above 3 m/s (Davis coefficients)
and lower speeds (start resistance and Davis coefficients).

Additional resistances under 0.05 m/s2 will also be correctly compensated at speeds
above 3 m/s, which is the case for an external perturbation, such as the resistance intro-
duced by either the tunnel factor or the longitudinal component of a lateral wind’s impact.

Conversely, wa,max is established to counteract an extreme loss of adhesion of 10%
during braking. If a friction factor of 0.1 is considered, this loss will produce a reduc-
tion in the deceleration of 0.1 m/s2. This reduction works as an additional traction
force during braking. Therefore, 0.15 m/s2 is established as the upper bound wa,max as a
conservative approximation.

Among all the external perturbations, only the extreme perturbation of a 10% loss
of adhesion will be studied in the simulation cases of this paper, but these results can be
extrapolated to any of the acceleration uncertainty effects mentioned above.

In Simulation 1, the behaviour of the uncertain variable wa has been assessed and
corresponds to a disturbance involving a loss of adhesion at the entrance of the third
station. This situation is extremely unfavourable since the disturbance was applied only to
the follower, and the train in front was considered to continue braking without any loss
of adhesion.

Figures 4–6 represent the behaviour of the convoy when the follower experiences a
10% loss of adhesion during braking.

The upper plot in Figure 4 represents the time–velocity curve and shows the speed
of the leader, which is the same for both the nominal and robust controllers. Moreover,
in acceleration (i.e., the increasing parts of the curves), the leader has a slightly higher
velocity than the followers, thus increasing the distance between the trains. However, in
braking (i.e., the decreasing part of the curve), when the velocity of the leader decreases,
the follower becomes closer as it has a higher speed, always maintaining the safe distance
imposed by the constraints. It is also possible to observe the stop at the stations.

In Figure 4, it can also be seen how the integrity of the convoy is maintained, as the two
trains stop at the station at almost the same time. This effect can be seen in the time–velocity
plot, where both trains in the convoy stop at the stations at almost the same time. The
plot below shows the distance between the leader and the follower. Here, the most critical
moment occurs at the entrance of the stations, where the leader stops, and the follower
must also stop maintaining a safe distance.

The curves labelled “no adhesion loss” include the distance between the leader and
the follower for the NMPC and RMPC when there is no disturbance, i.e., no adhesion loss.
These curves show a very similar behaviour in both cases.

If the behaviour of the robust controller is compared with that of the nominal controller
without disturbances, it can always be observed that the distance between two consecutive
trains is always larger in the case of the robust controller. This result is logical since the
controller contemplates the presence of uncertainty in its own design. In this case, the

241



Actuators 2022, 11, 372

minimum distance between the trains is obtained at the station entrance, when the leader
has stopped. It can also be seen that in the NMPC, this distance is 5 m, while the RMPC is
more conservative and maintains a distance of approximately 8 m.
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However, in the case of a loss of adhesion, differences are observed. In the simulation,
a 10% loss of adhesion is considered in the entrance area of the third station. In this
case, while the RMPC can maintain a minimum distance of 8 m between the trains at
the entrance to the station, a distance of 0.5 m is obtained with the NMPC. This situation
seriously compromises safety because a collision is about to occur, and the safety conditions
for which the nominal control was designed are not respected.

Figure 5 represents the speed and distance between the trains versus the distance
travelled. How and when the trains stop at the station is accurately visualized in this figure.
It can also be seen that the front train stops at the end of the station, and the rear train
stops somewhat further back at the desired distance. Additionally, Figure 6 represents the
driving/force obtained as a controlled variable.
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4.2. Simulation 2: Uncertainty in Positioning Error

At the end of Section 3.3, we introduced the second uncertain variable wp (m), which
represents the positioning error that can influence the estimation of the follower’s distance
from the preceding train. Now, from a practical point of view in the train operation, we
bound the values of the positional uncertainty (26) according to Section 3.3.

The positioning error is produced by two components. To begin with, ATO (Automatic
Train Operation) controllers have a specified maximum positioning error ep of ±0.5 m [24].
Additionally, a velocity sensor usually has a maximum error ev of 1% of the real speed.
If a metro line with a 110 km/h maximum speed is considered, the velocity error will be
±0.3 m/s.

Hence, the maximum distance error produced by the follower predictor appears at
the end of the prediction horizon (38), where the error is more critical in the constraints.
In (38), this result is multiplied by two to consider an extreme situation in which the
preceding train is nearer, and the follower is farther. Since this distance error implies that
the preceding train might be nearer, this value is considered in the lower bound. Therefore,
−3.5 m is estimated as the lower bound of wp, min as a conservative approximation of (38).
Nevertheless, 0 m is set as the upper bound wp, max in order to avoid a distance reduction
above virtual coupling conditions, which could end in a collision between the trains:

derror = 2
(
ep + tsNpev

)
= 3.4 m. (38)

This simulation focuses on testing the uncertain variable wp, which is applied to test
the performance of the system when there is noise in the positioning information used by
the follower. In this simulation, two sinusoidal signals are introduced in the positioning and
speed information of the leading train (sl and vl). These signals have a period of 90 s and
amplitudes of 0.8 m and 0.6 m/s, respectively. In addition, a random noise is superimposed
on the previous wave. This noise is uniformly distributed and has an amplitude of 0.001 in
each signal (m and m/s, respectively).

The simulation was performed in both the nominal MPC and robust MPC. The re-
sults presented in Figure 5 under the label “errors” correspond to the simulation with
disturbances, while the results without the label “errors” correspond to the simulation
without disturbances.
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Figure 7 shows that an error in the estimation of the position of the preceding train,
e.g., due to a failure in the odometry or noise in the position information of the preceding
train, can cause a collision with the NMPC (green dashed line in Figure 7). This collision
can occur at the end of braking from high speeds, i.e., near stations.

Actuators 2022, 11, x FOR PEER REVIEW 15 of 18 
 

 

Figure 7 shows that an error in the estimation of the position of the preceding train, 

e.g., due to a failure in the odometry or noise in the position information of the preceding 

train, can cause a collision with the NMPC (green dashed line in Figure 7). This collision 

can occur at the end of braking from high speeds, i.e., near stations. 

 

 

Figure 7. Simulation results 2: Errors in the preceding train information. 

The results of the simulations show that in the case of the NMPC, the minimum 

distance reached with this disturbance was found to be 0.8 m near the 300 s instant of the 

simulation time. 

Figure 7. Simulation results 2: Errors in the preceding train information.

The results of the simulations show that in the case of the NMPC, the minimum
distance reached with this disturbance was found to be 0.8 m near the 300 s instant of the
simulation time.

In contrast, in the case of the RMPC, these risk situations are avoided (the solid
magenta line in Figure 7). Additionally, Figure 8 represents the driving/force obtained as a
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controlled variable. In this simulation, the RMPC was found to achieve a minimum safe
distance of 5.1 m, whereas the NMPC presented 0.8 m in the same situation.
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The most important result of this simulation is that the nominal MPC control system
tends to lead to risky situations when the environment in which it operates is not a nominal
one. This statement is corroborated in Figure 7, which illustrates that, at the station entrance,
trains approach up to an absolute distance of 0.8 m, which is an undesirably risky situation.

However, the robust controller results in a minimum distance of 5.1 m compared
to 7.5 m for an operation without disturbances. Nevertheless, despite the unfavourable
situation, a distance greater than the specified odometry error (3.5 m) is maintained at
48.6%, thereby ensuring a safe traffic flow. Furthermore, with respect to the NMPC, the
minimum distance achieved by the RMPC in this unfavourable situation is almost six times
greater. In other words, the NMPC reduces the distance in this situation by 83% due to its
lack of robustness, which leads to risky situations.

5. Conclusions

In this paper, a decentralized RMPC for the VCTS in railroads was developed. Two
types of uncertainties were included in the controller. We compared the proposed RMPC
controller with an NMPC in different simulations that consider the positioning errors and a
loss of adhesion during braking.

The result is a more conservative controller than a nominal controller, which is never-
theless capable of guaranteeing collision safety in situations which the nominal controller
is not able to overcome, such as under a 10% loss of adhesion during braking and in the
case of errors in the position information of the front train.

However, it is possible to improve the estimation of the virtual coupling predictor.
In future research, fewer conservative solutions could be proposed based on the leader’s
braking estimates calculated from the last known information instead of using only the last
known information directly in the controller.

On the other hand, the decentralized control architecture is acceptable as an advanced
railway signalling system that improves the current train operations but not from the
perspective of the VCTSs’ concept, since in the proposed solution, the leader sets the VCTSs’
movement policy but is not affected by the behaviour of the followers. Therefore, in the
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near future, we will use these results to design a robust centralized MPC for the VCTSs’
strategy where all the elements of the VCTS can interact.
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Appendix A

Table A1. Parameters used in the simulation.

Parameter Value Parameter Value

M (kg) 99.972 × 103 ts (s) 0.2
L (m) 54.9 Hp 20
a (N) 1216.13 vmax (m/s) 30.6
b (N/(m/s) 117.39 jmax (m/s3) 0.98
c (N/(m/s)2) 2.97 ddes (m) 10
τ (s) 0.7 dmin (m) 5
Mabr, Madr (N) 150.0 × 103 wa,min (m/s2) −0.05
Pbr, Pdr (W) 1.584 × 106 wa,max (m/s2) 0.15
ae (m/s2) 1.25 wp, min (m) −3.5
as (m/s2) 1 wp, max (m) 0
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Abstract: We are concerned with the problem of fast and accurate tracking of currents in the general
synchronous drive. The problem becomes complicated with decreasing available voltage, which is
common in high-speed and field weakening regimes. The existing time-optimal controllers rely
on a simplified model, ignoring stator resistance and differences in inductances. We derive a
solution for the general model considering all parameters and show how the parameters affect
the current trajectory. One simplifying assumption had to be made, but we show in simulation that
it has a negligible impact on accuracy. The simplification allowed for the design of a feed-forward
controller that has a low computational cost and can be easily implemented in realtime. We provide
experimental validation of the controller on the developed IPMSM drive prototype of the rated power
of 4.5 kW using conventional industrial DSP. The controller is compared to conventional PI and
deadbeat solutions, demonstrating that the time-optimal controller can reach the required setpoint
four times faster than the competitors at the field weakening regime of the drive. The proposed
feed-forward control can be seen as a universal building block that can be combined with existing
feedback controllers and observers and thus incorporated into existing control solutions.

Keywords: interior permanent magnet synchronous motor (IPMSM); maximum torque per ampere
(MTPA); maximum torque per current (MTPC); dead beat control, predictive control

1. Introduction

Control of synchronous motor drives is traditionally decomposed into nested loops
where the current loop is the fastest of them. A prominent example is the conventional field-
oriented control of using a cascade of PID controllers [1]. Since the time constants of the
current loops are relatively short, the optimal operating points of the drive are usually given
as inputs to the current control loop [2]. The optimal current setpoints are computed for
steady-state operations, using well-known results such as the maximum torque per ampere
MTPA curve [3]. Even in the calculation of the MTPA, the stator resistance of the drive
is often neglected to achieve simpler solutions. This restriction has been recently relaxed
by designing optimal steady-state references for the full electric model of a synchronous
motor drive [4].

Optimization of the steady state operation is typically considered for permanent
operation of the drive, with application to pumps or ventilation, hence the most common
concern of optimization is efficiency [4,5]. However, this optimization is incomplete for
highly dynamic operations such as robotic actuators or manipulators, where high precision
of set-point tracking is required. In such applications, the set-point trajectory is often
known in advance, allowing optimization of the feed-forward part of the controller. In
this paper, we focus on feed-forward optimization of the current loop. All other aspects of
the control, such as set-point design [4], feed-back part of the control [6], and disturbance
rejection [7,8] will be briefly commented at the end of the paper.

Computation of the optimal feed-forward trajectories for transients can be achieved
numerically, using model predictive control [9]. However, even many predictive control
solutions often use steady-state solutions [10,11] or decomposition into speed and current
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loop [12,13]. While MPC can also be utilized on a higher level with beneficial results [14,15],
its application to demanding current control transients is not successful. The reason is the
hard constraint on the input voltage. Due to this constraint, a very long prediction horizon
is required to obtain the optimal current trajectory with a completely different trajectory for
shorter horizons [16]. The results of long-horizon optimization are counter-intuitive, since
the optimal current profile is increasing the tracking error at the beginning of the transient.
The reason is that it will reach the set-point in a shorter time than if it tried to decrease the
error. This solution can be obtained numerically with very high computational cost. While
it is possible to transform the numerical solution to explicit model predictive control [12,17],
any change in motor parameters requires recomputing of the expensive solution.

In this paper, we address this problem using time-optimal control (TOC) methods [18].
Minimizing the time to convergence can be treated using general-purpose methods [19];
however, some problems allow for an analytical solution. Specifically, we will be formalizing
the current control problem in continuous time, where it can be addressed using Pontryagin’s
principle of maxima. This technique has been applied to the current control of PMSM
drive problem, which has been studied in [20,21] using highly simplifying assumptions,
such as neglected resistance. The solution of the full model problem is conceptually
known [22,23]; however, its evaluation for the full model is non-trivial. It can be found,
e.g., by dynamic programming [24], which is computationally demanding. An extension
considering resistance has been presented in [25]; however, without considering different
inductances in the direct and quadrature axis. In essence, the TOC serves to generate
current setpoints for low level controllers such as deadbeat [2,26].

The contributions of our paper are as follows:

1. We review existing time-optimal current control methods.
2. We derive the explicit formula for the general case of a synchronous motor drive

model, including stator resistance and different d- and q-axis inductances.
3. We provide simplification of the exact formula that allows real-time evaluation of the

solution without a significant increase in computational complexity in comparison to
previous approaches.

4. We demonstrate the advantage of the new proposed general formula over the previous
solutions in torque-controlled IPMSM drive in simulations with various parameters.

5. The solution was implemented in real-time digital signal processor and experimentally
validated on a drive prototype of the rated power of 4.5 kW.

The paper is organized as follows. The review of previous approaches is summarized
in Section 2. The general formula of time-optimal control is derived in Section 3. A
sensitivity study of the proposed control to parameters of the drive is performed in Section 4
using simulation. The experimental comparison with a deadbeat controller and the PI
controller is reported in Section 5.

2. Review of Existing Approaches
2.1. Mathematical Model of Synchronous Motor Drive

Mathematical model of a synchronous motor drive in the dq reference frame linked to
a rotor flux linkage vector is generally described by stator flux dynamics [4]

ψ̇s(t) = −Rsis(t)−ω(t)Jψs(t) + us(t), (1)

where ψs denotes the vector of stator flux in the dq reference frame, ω(t) is the electrical
rotor speed, Rs is the stator winding resistance, J is the rotation matrix J = [0,−1; 1, 0] and
us(t) is the stator voltage vector in the dq reference frame. We will assume that the flux can
be (at least locally) approximated by linear formula

ψs(t) = Lsis(t) + ψpm, (2)
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where we assume a diagonal matrix of inductances Ls = [Ls,d, 0; 0, Ls,q] and flux excited by
the permanent magnets on the rotor ψpm = [ψpm,d; ψpm,q]. In this work, we consider ψpm
to be a general constant vector, which can be specialized for particular drives by setting its
elements to zero [4]. For example, ψpm,q = 0 for PMSM and PM-enhanced RSM, ψpm,d = 0
for PM-assisted RSM, and ψpm = [0; 0] for RSM drive. We will derive all equations for the
general synchronous motor model.

Since we are concerned with drives that have a much faster current response than
mechanical dynamics, we will consider the rotor speed ω to be constant during the transient.
The state variable is thus the vector of fluxes x = ψ = [ψs,d; ψs,q], with the control variable
u = us and with dynamics

ẋ(t) = Ax(t) + u(t) + q, (3)

where

A = −RsL−1
s −ωJ, q = RsL−1

s ψpm.

The trajectory of the system is thus

x(t) = etA
(

x(0) +
∫ t

0
e−sA(u(s) + q)ds

)
. (4)

2.2. Time-Optimal Control (TOC)

Time-optimal control is a special case of optimal control where the aim is to reach
the desired state xdes from the original state x0 in the minimum possible time τ. The well-
known Pontryagin principle of maxima [18] states necessary conditions for the optimal
trajectory x∗ and optimal control u∗ via two dynamic equations

ẋ∗(t) =
∂H
∂p

(t) = Ax∗(t) + u∗(t) + q(t),

ṗ(t) = −∂H
∂x

(t) = −AT p(t),

and two boundary conditions x(0) = x0 and x(τ) = xdes. Here, H(p(t), x(t), u(t)) =
1+ p(t)T(Ax(t) + u(t) + q) is the Hamiltonian of the system, and p is known as the costate
(adjoint) variable satisfying

p(t) = e−tAT
p0. (5)

The optimal control u(t) has to satisfy for almost every t ∈ [0, τ] the maximum principle

H(p(t), x∗(t), u∗(t)) =max(H(p(t), x∗(t), u(t)))

s.t. ||u(t)|| ≤ U. (6)

Under the circular voltage constraint (6), the optimal control has the form

u(t) = U
p(t)
||p(t)|| . (7)

Substituting (7) into (4), we obtain

x(t) = etA


x0 +

∫ t

0


U

e−sAe−sAT
p0√

p0e−sAe−sAT p0

+ e−sAq


ds


. (8)

Solving (8) together with constraint x(τ) = xdes for τ and p0 yields the required
solution. Note that we may normalize the costate by setting ||p0|| = 1. The complexity of
the solution depends highly on the model matrix A.
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2.3. TOC with Neglected Stator Resistance

To our best knowledge, all previous approaches such as [20,21,24], were designed with
neglected stator resistance Rs ≈ 0. It is understandable because this assumption is very
convenient and allows us to greatly simplify the problem, since A = −ωJ and q = 0. Then,

etA =

[
cos ωt sin ωt
− sin ωt cos ωt

]
, e−sAe−sAT

= I,

Using assumption ||p0|| = 1, Equation (8) becomes

x(t) = etA(x0 + Up0t
)
. (9)

Substituting t = τ and using the terminal condition x(τ) = xdes in (9) yields
p0 = 1

Uτ

(
e−τAxdes − x0

)
. Since p0 has to satisfy the normalization condition ||p0|| = 1, we

obtain an implicit equation:

||e−τAxdes − x0||2 = (Uτ)2, (10)

where the only free variable is τ. Finding the solution of (10) can be done using, e.g., the
bisection method.

3. Time-Optimal Flux Control Considering Stator Resistance

Since the assumption of negligible resistance is not valid in many cases, we now use
the study solution of the time-optimal control (7) for more general cases. First, we will
analyze the case of equal inductances Ls,d ≈ Ls,q, which is a reasonable assumption for
surface mounted PMSM. The more general case is studied subsequently.

3.1. TOC with Equal Stator Inductances

Under the assumption of equal stator inductances in the d and q axes, Ls = Ls,d = Ls,q
the system (3) has the form

A = −ρI −ωJ, q = ρψpm,

where ρ = Rs/Ls, yielding

etA = e−ρt
[

cos ωt − sin ωt
sin ωt cos ωt

]
, e−sAe−sAT

= e2ρt I, (11)

then, Equation (8) becomes

x(t) = etA
(

x0 +
∫ t

0

[
eρsUp0 + e−sAq

]
ds
)

(12)

= etA
(

x0 + A−1(I − e−tA)q +
U
ρ
(eρt − 1)p0

)
. (13)

This yields an explicit form for the initial condition

p0 =
ρ

U(eρt − 1)

(
e−tAx(t)− x0 − A−1(I − e−tA)q

)
(14)

which once again has to be normalized and together with x(τ) = xdes yield

||e−tAxdes − x0 − A−1(I − e−At)q||2 =

(
U
ρ
(eρt − 1)

)2

. (15)
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When multiplying this formula by e−ρτ , the vector on the left-hand side can be
simplified and the whole formula results in

0 =

(
U
ρ
(1− e−ρτ)

)2

−
(
−α1 cos ωτ + α2 sin ωτ + β1e−ρτ

)2

−
(
−α2 cos ωτ − α1 sin ωτ + β2e−ρτ

)2. (16)

where

α1 = ψdes,d −
ρψpm,d + ωψpm,q

ρ2 + ω2 ρ, β1 = ψ0,d −
ωψpm,q + ρψpm,d

ρ2 + ω2 ρ,

α2 = ψdes,q +
ωψpm,d − ρψpm,q

ρ2 + ω2 ρ, β2 = ψ0,q +
ωψpm,d − ρψpm,q

ρ2 + ω2 ρ. (17)

This is one equation in the time variable and thus of complexity comparable to that of
(10). The only increase is due to the need to evaluate the exponential function. However,
accurate approximations for its evaluation are available [27].

3.2. Different d, q Inductances

The assumption of the previous section is no longer valid in drives that have significantly
different inductances. Since we use flux as the main variable, different inductances influence
only the stator resistance dependent terms of Equation (3) via RsL−1

s,d and RsL−1
s,q . For

analytical convenience, we denote ρ = 1
2 Rs(L−1

s,d + L−1
s,q ) and δ = 1

2 Rs(L−1
s,d − L−1

s,q ). Then, (3)
has the form

A = −
[

ρ + δ 0
0 ρ− δ

]
−ωJ. (18)

The form of the system trajectory via the matrix exponential (4) then depends on
the relation between δ and ω. Specifically, if ω > δ, the trajectory is periodic in the base
of sin and cos functions just like (11), but with a different frequency

√
ω2 − δ2. When

δ > ω, the trajectory becomes aperiodic with parameter
√

δ2 −ω2. When ω = δ, the
trajectory becomes a straight line. To achieve compact notation for all cases, we introduce
auxiliary variables:

c1 =
√
|ω2 − δ2|,

c2 = δ2 −ω2 − ρ2,

and auxiliary functions σ(t) and µ(t), defined as:




σ(t) =
sin(c1t)

c1

µ(t) = cos(c1t) for |δ| < |ω|,

σ(t) =
sinh(c1t)

c1

µ(t) = cosh(c1t) for |δ| > |ω|,

σ(t) =t µ(t) =1 for |δ| = |ω|.

(19)

Note that the last equation is a limit of both former cases for c1 → 0.
Using auxiliary functions (19), the system dynamics can be written as

etA = e−ρt
[

µ(t)− δσ(t) ωσ(t)
−ωσ(t) µ(t) + δσ(t)

]
. (20)
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In this case, the norm of the costate, ||p0||, required in (7) is rather complex and
analytical expression of (5) becomes intractable. Therefore, we will proceed with the same
normalization as in the case of PMSM, which is now an approximation:

e−sAe−sAT ≈ e2ρt, (21)

validity of this approximation will be tested in simulation.
Under this approximation, the solution of the costate equation becomes formally equal

to (14), giving an implicit equation very similar to (16):

0 =

(
U
ρ
(1− e−ρτ)c2

)2

−
(
α1µ(τ) + α2σ(τ) + β1e−ρτ

)2

−
(
α3µ(τ) + α4σ(τ) + β2e−ρτ

)2. (22)

where the only difference is in different constants

α1 = c2ψdes,d − δq1 + ωq2 + q1ρ,

α2 = q1ω2 − q1δ2 + δc2ψdes,d + δq1ρ−ωc2ψdes,q −ωq2ρ,

α3 = c2ψdes,q + δq2 −ωq1 + q2ρ,

α4 = q2ω2 − q2δ2 − δc2ψdes,q − δq2ρ + ωc2ψdes,d + ωq1ρ, (23)

β1 = −ωq2 − c2ψ0,d + δq1 − q1ρ,

β2 = −δq2 − c2ψ0,q + ωq1 − q2ρ.

Note that since these constants are independent of the time, they can be computed
only once before the bisection method.

When the time of the transient τ is known, it is substituted to (14) to obtain p0, which
is then substituted to (7) to obtain u∗(0):

u∗d =
ρ

(1− e−ρτ)c2

(
α1µ(τ) + α2σ(τ) + β1e−ρτ

)
, (24)

u∗q =
ρ

(1− e−ρτ)c2

(
α3µ(τ) + α4σ(τ) + β2e−ρτ

)
. (25)

3.3. Implementation Details
3.3.1. Time Discretization

The proposed controller is designed in continuous time; however, its implementation
will be done in discrete time. Let us denote the time instant at which we will apply the
controller by time index ut. The time required to compute the solution prevents the use of
the measurement at the same time. Hence, we assume that we have only one-step delayed
measurement, it−1. Therefore, we have to perform delay compensation, i.e., the initial state
x0 is calculated using one-step ahead prediction (2). This value and the requested state
xreq are substituted into the implicit Equation (16). The solution of this equation using the
bisection method is a scalar value τ∗, which is substituted into (24) and (25), which is the
time-optimal control law.

3.3.2. Multiple Extremes in Bisection

To use the bisection method, we need to define the minimum and maximum of the
search interval such that the function in these points have opposite signs. A suitable
choice of the lower bound is zero, where the implicit function (22) is always positive.
The upper bound is more problematic. One possible choice is setting the upper limit to
the maximum expected time of a transient (e.g., 512 sampling periods, ∆t). This setting
becomes problematic at a very high speed regime in the field weakening operation. At this
region, the current trajectory starts circulating and may cross the requested value multiple
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times in a short window. The implicit function then has multiple roots, see Figure 1, and we
need to select the one closest to zero. An optimal solution would be to derive an analytic
upper bound on it. However, in the experimental evaluation, we use a simple heuristic
solution. Specifically, we choose tmax = 256∆t, but the first evaluation is not made in the
middle of the interval but at point 10∆t. All subsequent evaluations are done using the
standard bisection algorithm. We found that 20 steps of the bisection algorithm for solving
Equation (22) are sufficient.
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Figure 1. An example of multiple roots in the implicit Equation (22).

3.3.3. Small Step Solution

Another problem arises when the trajectory becomes too close to the requested value
and τ < ∆t. In such a case, we compute the reference value for the PWM using the
conventional deadbeat solution, which arises from the discrete-time version of model (3)

xt+1 − xt

∆t
= Axt + ut + q,

where it is assumed that the requested value x∗ can be reached in one step, yielding

uDB
t =

x∗ − xt

∆t
− Axt − q. (26)

When the state xt is close to the requested value, the deadbeat solution is within the
voltage limit. However, it becomes suboptimal when the amplitude of the solution |uDB

t | is
higher than U. This motivates the proposed algorithm for evaluation of the current control
uopt

t , Algorithm 1.

Algorithm 1 Time-optimal current control algorithm.
Input: measured current vector it−1, requested current ides

1. transform measured current to flux xt−1 = ψt−1, and xdes = ψdes using (2),
2. evaluate delay compensation xt using Euler approximation of (3),
3. compute the deadbeat solution uDB

t using (26),
4. if |uDB

t | < U,
assign uopt

t = uDB
t

else
find τ bisecting (16),
evaluate uopt

t using (24) and (25),
5. compute modulation signal from uopt

t .
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The deadbeat solution alone is often used for current control [2]. However, in such a
case, it has to be truncated to the voltage limit. Typical solution is

uDBt
t =

{
uDB

t if |uDB
t | < U,

U
|uDB

t |
uDB

t otherwise.
(27)

which we will use for comparison with the proposed TOC. The key difference between DB
and TOC is the situation when the available voltage cannot satisfy the requirement in one
step (i.e., the “else” part of step 4 in Algorithm 1).

Note that both algorithms are feed-forward controllers, relying on model correctness.
Potentially this may lead to a small steady-state error, which can be compensated by an
additional feedback controller. However, we have not experienced any steady state error in
our experiments.

4. Simulations

In this section, we study the difference between the proposed solution and previous
solutions that neglect stator resistances and different inductances on the time-optimal
trajectory. First, we use the parameters of our experimental rig and then we study the
sensitivity of the solution to parameter variations. All simulations were done in Matlab,
without the use of any toolbox, since the simulation is fully determined by elementary
arithmetic operations.

4.1. Nominal Parameters

Our experimental rig has the parameters

Rs = 1.8 Ω, ψpm,d = 0.438 Wb,

Ls,d = 14.0 mH, ∆t = 100 µs, (28)

Ls,q = 19.3 mH, Udc = 450 V.

We compare three different methods for time-optimal flux control: (i) control with
neglected resistance [20,23], (ii) solution with equal inductances, where the inductance
is set to mean value of the true machine parameters, Ls = 0.5(Ls,d + Ls,q), and (iii) the
proposed method with full model parameters. The methods are compared on a step change
of the requested stator current from zero to i∗d = −3A, i∗q = 14A. The current trajectories of
different control strategies are displayed in Figure 2.

In two modes, open-loop (left) and closed-loop (right). The open loop trajectory
applies the control strategy designed at the origin. In the closed loop, the strategy is
recomputed at every sampling period. For comparison, the deadbeat control (27) is also
computed and displayed in the right column of Figure 2. Note that all time-optimal control
strategies are relatively close to each other. This indicates that the effect of resistance on
the trajectory is low. In contrast, the deadbeat controller (27) takes a different path. The
difference is in the time to reach the setpoints. While for ω = 10 rad/s all controllers reach
the setpoint in 16 sampling periods, for ω = 400 rad/s, all time-optimal controllers reach
the setpoint in 46 sampling periods (46∆t), but the deadbeat reaches the setpoint in 131∆t.

4.2. Sensitivity Study

The difference between all versions of the time-optimal control becomes more obvious
when the ratio ρ between the resistance and inductance is higher. This is simulated by
setting smaller values of the inductances, with Ls,d > Ls,q, namely Ls,d = 5 mH, Ls,q = 3 mH.
The resulting current trajectories for all tested algorithms and step change of the requested
stator current from zero to [5, 30]A are displayed in Figure 3.
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Figure 2. Comparison of studied versions of time-optimal control and deadbeat control on stator
current reference step change from zero to [−3, 14]A for ω = 10 rad/s (top row), ω = 120 rad/s
(middle row), and ω = 400 rad/s (bottom row). The difference of the solutions in the origin is visible
in the open-loop strategy (left), its impact on the receding horizon reevaluation in each sampling
period (right), sampling times are denoted by dots on the full lines.
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Figure 3. Comparison of studied versions of time-optimal control and deadbeat control on current
reference step change from zero to [5, 30]A for modified parameters of the system with lower
inductance at ω = 10 rad/s (top row), and ω = 250 rad/s (bottom row). The difference of the
solutions in the origin is visible in open-loop strategy (left), its impact on the receding horizon
reevaluation in each sampling period (right), sampling times are denoted by dots on the full lines.

In this case, simplifications of the time-optimal trajectory differ from the proposed
solution. This is most obvious on the open-loop results, where only the proposed solution
reaches the requested value, but the strategy with neglected resistance goes far to the left
(negative id) and the one with averaged inductances far to the right (positive id). This
tendency is corrected in the closed-loop due to recalculations of the trajectory in each time
step. However, even with a correctly reached target, the strategy with neglected resistance
generates a trajectory with very low id currents, and consequently reaches the setpoint
in the longest time (15∆t). The strategy with averaged inductances takes a path with
positive id currents and reaches the setpoint in 15∆t. The proposed strategy is at low speed
almost equivalent to the deadbeat controller, and reaches the setpoint in 14∆t equally with
the deadbeat.

An important conclusion is that even for these parameters, the open-loop trajectory
of the proposed control reaches the target setpoint. This implies that the approximation
proposed in (21) is sufficiently accurate, in contrast to the simplified solutions.

4.3. Discussion of Results

The results of the controllers significantly differ for different parameters. When the
stator resistance is low, it can be neglected in the time-optimal controllers, and the resulting
controller yields in high speeds significantly faster transients than the deadbeat controller.
However, when the effect of the resistance is higher, the TOC with neglected resistance
provides a poor solution that is actually slower than the deadbeat solution and yields higher
Joule losses. In such a case, the proposed TOC with resistance yields a better solution. The
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only computationally slow operation is the sinh function, which needs to be computed for
ω < δ. If computational cost is a concern, it is safe to use the deadbeat controller in this
operating regime and switch to TOC only for higher speeds.

5. Experimental Results for IPMSM

A laboratory prototype of the IPMSM drive with the same parameters as in the
simulation (28) was used to verify the approach experimentally. The test rig is displayed in
Figure 4.

Tested 
machine

Loading
machine

Torque 
sensor

Converter

Control board
with DSP

Current sensors

Figure 4. Photo of the test rig with the controlled IPMSM and loading induction machine (left), and
the controlled converter, current sensors and the control board (right).

The rated power of the IPMSM drive is 4.5 kW, rated voltage 400 V, rated current
12.47 A rms, and rated speed 1500 rpm. The IPMSM drive is equipped with 12 bit absolute
angular position encoder LARM ARC 405, torque sensor Burster 8661, voltage transducer
LEM LV 25-P for converter dc-link voltage measurement, and current transducers LA 55-P
for measurement of the stator phase currents. The switching frequency of the voltage-source
converter supplying IPMSM is 10 kHz.

The current control strategies will be used to follow setpoint designed by optimal
steady-state solution that respects stator resistance and different inductances as described
in [4]. The full block diagram is displayed in Figure 5.

Figure 5. Block diagram of the tested closed loop controller.

This follows the conventional cascade structure, where the speed of the drive is
controlled by a PI controller (or any other controller) yielding the requested torque, T∗e .
The requested stator current vector in the dq reference frame with elements i∗d and i∗q is
calculated from the requested torque by an optimization scheme that minimizes Joule losses
in the steady-state [4]. Specifically, the optimal setpoint is calculated as the intersection of
the torque curve with the MTPA curve or with the field weakening (FW) curve. The method
presented in [4] extends previous approaches (e.g., [2]) by explicit consideration of stator
resistance. The effect of the stator resistance on the FW curve is visualized in Figure 6.
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Figure 6. Visualization of optimal setpoints for rotor speed ω = 400 rad/s. The optimal setpoint lies
on the intersection of the FW curve with the iso-torque curve (T = 38.6 Nm). FW curve with correct
resistance (Rs = 1.8 Ω) is compared to curve with neglected resistance (Rs = 0 Ω).

Note that the FW curve that does not consider that the resistance is symmetric around
the x-axis, while the curve that considers that it is not. This means that the id current in the
real drive has to be lower than predicted using the simplified FW curve. This mismatch
has been achieved by using “safety” coefficient ζ, [2], U = ζUdc/2 where Udc is the dc-
link voltage. In real experiments, the safety coefficient for the simplified approach has
to be set to ζ = 0.7 to achieve good performance. The improved solution of [4] allows
us to use higher safety coefficient, ζ = 0.9 was found to be sufficient in our case. This
improvement is achieved at a higher computational cost due to the need to solve roots of
fourth-order polynomials.

In the experiments, the current control loop is either the proposed time-optimal
controller (TOC), the standard truncated deadbeat controller (DB) from (27), or the FOC
using the conventional PI controllers

u∗d,t = kped,t + ki ∑
i=1

et−i, ed,t = (id,t − i∗d,t),

and analogously for the q axis. Both the TOC and the deadbeat controllers are tuning
free, but the performance of the PI controller depends on the choice of coefficients kp and
ki (tuning). We have tuned the PI controller to yield the best overall performance. It is
possible to re-tune the controller to obtain better results at one operating point, however,
at the cost of deteriorating performance at another. However, the behavior of the control
remains very similar for different tuning due to the fact that it is a pure feedback controller.
The computational times of the control loop building-blocks are given in Table 1.

Table 1. Computational times of the control algorithm on DSP TMS320F28377S.

Computational Time µs

data acquisition + KF 6.8
setpoint optimization 41.2

delay compensation + DB 1.5
TOC coefficient evaluation 1.5
TOC bisection for sin/sinh 18/28

modulation signals 5.8

total 74.8/84.8
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The execution time of the TOC depends on the rotor speed. For lower speeds, the base
functions are the hyperbolic functions (sinh,cosh), which are more expensive, while for
higher speeds, the base functions are the sin and cos functions, which are cheaper.

Since the TOC controller is based on the assumption of the perfect state knowledge,
we use the Kalman filter (block KF in Figure 5) to reconstruct the speed, position, and stator
currents from the position and current measurements.

The performance of the controller is tested on a testing profile displayed in Figure 7.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

t [s]

-450

-300

-150

0

150

300

450

600

el
 [r

ad
/s

]

el
*

el

a

b

c
d

Figure 7. Speed profile of the experimental evaluation. Speed request is displayed in a dashed blue
line, the actual speed in a red full line. Letters a, b, c and d indicate moments that are analyzed in
detail in Figure 8.

Which is composed of multiple step changes of the requested rotor speed. Since the
step change is high, the PI controller of the speed generates a request for the maximum
possible torque. The optimization routine provides current setpoints corresponding to
the best option at the given operating point. For low-speed operations, it selects points
on the maximum torque per ampere curve. In the field weakening regime, it computes
optimal currents for field weakening. References on the torque and currents remain almost
constant for many sampling periods since the time-constant of the speed is much longer
than that of the currents. To visualize the differences between the proposed controllers, we
provide details of the current transient at the time of the step change at multiple operating
points. These points are at different speeds ω = 0, 280, 400, 480 for acceleration request and
ω = 600 rad/s for speed reversal request, see Figure 7 for illustration.

The resulting torque and current trajectories at selected operating points are displayed
in Figure 8 in two modes: (i) time trajectories visualize the temporal convergence of the
trajectories to setpoints displayed by dashed lines in the right subplots, and (ii) current
d-q plane trajectories to the setpoints displayed by crosses in the left subplots. Note that
at zero speed, the current trajectories of all controllers are very similar and equally fast.
This is understandable since the TOC trajectory is almost a straight line at very low speeds.
It starts deviating from a straight line with a higher speed, as can be noted for case (b) in
Figure 8.
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Figure 8. Details of torque and current trajectories at selected moments—(a–d)—of the experimental
testing profile. For each transient, we plot the resulting trajectories for TOC controller (top row), PI
controller (middle row), and deadbeat controller (bottom row). Trajectories of the currents in the d-q
coordinates are displayed in the left subfigures with the requested current values denoted by crosses.
Trajectories in the time domain are displayed in the right subfigures. The requested values of the
torque and current are marked by dashed lines.

At ω = 280 rad/s, the field weakening limit crosses the MTPA line, and the reference
of the d current moves to negative values. At this moment, the TOC controller is able to
reach the requested torque in 2.5 ms and remain stable at this value. The PI controller
reaches the requested torque around the same time, but only due to the fact that it reaches
the torque curve at different current values than requested. In an attempt to reach the
requested currents, the torque request overshot, and it takes a while to settle it. The DB
controller reaches the requested torque later, around 3 ms, but it is also able to remain stable
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at this value. Even more obvious is the difference at ω = 400 rad/s and ω = 480 rad/s,
where the TOC controller is able to reach the requested torque in 4 ms, contrary to the other
controllers, that are not able to reach it in twice that time. Note that the TOC controller
starts the transient with decreasing id current at the cost of decreasing the iq current. This
strategy yields a decrease of the torque for a very short time. However, this short time
decrease allows a much faster increase of the torque in the second part of the transient.
This demonstrates the ability of the TOC controller to optimize on a very long horizon.
Performance of all controllers at the speed reversal moment at ω = 600 rad/s is again
comparable.

A summary of the settling times for all transients is provided in Table 2. The settling
time was measured as the time after which the measured current is within 5% of the
requested value.

Table 2. Comparison of settling time of different controllers for the transients in Figure 8. All times
are given in milliseconds.

id iq

Step at Speed TOC PI DB TOC PI DB

ω = 0 rad/s 1.8 1.8 1.8 1.3 4.7 1.3
ω = 280 rad/s 2.8 10.0 3.1 2.7 9.5 3.0
ω = 400 rad/s 4.5 11.2 8.1 4.1 17.6 8.6
ω = 480 rad/s 4.0 22.5 16.0 4.3 18.6 17.5

As expected, the TOC has the most visible benefits at high speeds. While minimization
of the speed of the transient is its primary objective, we would like to point out that the
current trajectories of the TOC controller also exhibit lower oscillations. This is propagated
into the torque trajectory, which is followed by TOC with lower oscillations than those
provided by the PI and deadbeat controllers.

6. Conclusions

We have proposed a time-optimal control strategy for current control of the general
synchronous motor drive, that considers also stator resistance and differences in stator
inductances in the direct and quadrature axis. We have shown that the base functions of the
optimal trajectory differ from those of the previous simplified solutions. We have derived
a bisection-based optimization algorithm for the evaluation of the more accurate control
strategy, which has only a minor increase in computational demands compared to previous
simplified solutions.

The proposed strategy was able to reach the requested current in the minimum
possible time. The difference to conventional PI or DB controllers is negligible at lower
speeds; however, it provides significantly faster transients at higher speeds. On the testing
prototype, TOC achieved a four times faster settling time than the PI and DB controllers at
rotor speed of 480 rad/s. This is caused by the fact that TOC is a feed-forward controller
increasing the tracking error at the beginning of the transient, which is not natural for a
feedback controller.

While the controller is designed to minimize the time of the transient, we have found
that it also provides more stable tracking of the required torque. The use of this control
may thus benefit applications that require fast and accurate torque tracking such as high
dynamic servo drives for robotics or manipulators.

Note that the proposed feed-forward strategy can be combined with any feed-back
strategy, even with the conventional PI cascade. We believe that the proposed controller
can be used as a universal building block complementing existing solutions. Exploring all
potential benefits of the approach in combinations with different feedback solutions and
different observers is left for future study.
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Abstract: This study designs and implements a wheeled bipedal robot (WBR) that combines the
mobility of wheeled robots and the dexterity of legged robots. The designed WBR has extra knee
joints to maintain body balance when encountering uneven terrain. Because of the robot’s highly
nonlinear, dynamic, unstable, and under-actuated nature, an intelligent motion and balance controller
(IMBC) based on a fuzzy logic approach is proposed to maintain the balance of the WBR while it is
standing and moving on the ground. It should be emphasized that the proposed IMBC system does
not require prior knowledge of system dynamics and the controller parameters are tuned using the
qualitative aspects of human knowledge. Furthermore, a 32-bit microcontroller that has memory,
programmable I/O peripherals, and a processor core is used to implement the IMBC method. Finally,
moving and rotating, height-changing, posture-keeping, and “one leg on slope” movement scenarios
are tested to demonstrate the feasibility of the proposed IMBC system. The experimental results show
that, by using the proposed IMBC system, the WBR can not only balance and move well both on flat
ground and in complex terrain but also extend each leg independently to maintain body balance.

Keywords: fuzzy control; balance control; movement control; wheeled bipedal robot

1. Introduction

Automation has become an integral part of all kinds of work, touting the benefits of
not only reducing personnel costs but also maintaining the quality of the work done. In
the past, industrial robots and human workers worked independently of each other in the
workspace; however, robots and human workers will need to interact more directly in the
future. Mechanisms for robot motion can be divided into two main domains: wheel-based
approaches [1–3] and leg-based approaches [4–6]. Wheeled robots can change their position
easily and quickly and their cost is lower; however, they cannot handle uneven terrain.
Legged robots can travel almost anywhere but require heavy computational processing
to actuate such complex movements. As they can achieve the advantages of both wheel-
and leg-based designs, wheel-legged robots have attracted much attention [7–12]. The
wheel-legged robot can move fast on flat ground and pass over uneven terrain, thereby
improving the robot’s adaptability in application scenarios. It also allows the robot’s height
to be changed to avoid collisions when it needs to pass under low obstacles.

Both academia and industry have conducted extensive research on self-balancing
two-wheeled robots [13–15]. These have become an important member of the family of
autonomous service robots, thanks to their good movement speed, load capacity, and
terrain adaptability, and the concept has been successfully applied to transport robots [16]
and hospitality robots [17,18]. Considering the diversity of locations, the wheeled bipedal
robot (WBR) [19,20], which has two legs and two wheels (with the wheels installed on
each foot), has more degrees of freedom than self-balancing two-wheeled robots [13–18]
in the vertical direction. By achieving a higher movement speed and a larger movement
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range, it is designed to be flexible even in the variable terrain of indoor environments.
The most famous WBRs are “Handle” from Boston Dynamics and “Ascento” from ETH
Zurich, which can move quickly on flat terrain, go down stairs, and jump through obstacles.
However, because there are only two contact points between the robot and the ground, the
ability to balance plays a key role in the practical application of WBRs.

Recently, there is increasing interest in studying the design, modeling, and control of
WBRs. Traditional control schemes have been employed to solve the balance and height
control issues [21–32]. A linear quadratic regulator (LQR) controller was designed to
implement stabilization and driving control, and a proportional-integral-derivative (PID)
controller was designed to synchronize the two leg motors in order to change the height of
the robot [21]. However, these control gains needed to be pre-constructed using a tuning
procedure. A cascade PID controller was proposed as the movement control system of a
WBR [22]. Although it could achieve satisfactory balancing motion performance, it did
not take into account how the WBR could pass over rough terrain. An easy-to-implement
LQR-based control system was proposed [23–26]. However, the control performance
degrades in the case of WBR operating point changes. An inverse dynamics controller
was designed to consider the full dynamics of the WBR without neglecting any nonlinear
dynamics terms [27]. However, these system uncertainties are unavoidable in a real
WBR. A whole-body control frame was proposed for a WBR so that it could not only
accelerate and decelerate along the forward direction and balance dynamically but also
withstand disturbances more efficiently [28–32]. However, its control performance was
highly dependent on the accuracy of the WBR’s dynamic model.

The parameters of the model-based controller in recent studies [21–32] have had to be
manually adjusted to ensure effective control when the physical parameters of the WBR
change, such as robot height and payload weight. To overcome this shortcoming as well as
solve the WBR balance problem, intelligent control schemes have been proposed [33–35].
A cascade PID controller was proposed for the path tracking of a WBR in which a rein-
forcement learning method automatically obtained optimal gains for the control law in
a simulation [33]. Although the obtained controller gains could be directly applied in
real-world scenarios without any re-training, the effect of robot height variation on the
control response was not considered. A learning-based solution was proposed based on
adaptive optimal control, where the controller parameters could be learned directly from
the input-state data in the Gazebo robotic simulator [34]. However, it required heavy
computational processing. An intelligent adaptive sliding-mode controller was proposed
for the trajectory tracking and stability of a WBR, where a fuzzy-basis-function-network
was used to approximate the system dynamics online [35]. However, the controller did not
consider the effect of WBR height variation on the system response.

Fuzzy control (FC) using linguistic information can model the qualitative aspects of
human knowledge and possesses several advantages, such as robustness, being model-free,
and being a rule-based algorithm [36–38]. Most of the operations in an FC use error and
change-of-error as the fuzzy input variables, where the rules table is constructed in a
two-dimensional input space, which cause difficulties in implementation. It can be found
that the rule tables have the skew–symmetry property, where the absolute magnitude of the
control input is proportional to the distance from its main diagonal line in the normalized
input space. To reduce the complexity of the implementation, a single-input fuzzy controller
(SFC) was proposed based on the sliding-mode control scheme, where a new fuzzy input
variable (called the signed distance) was derived [39–42]. Compared to FC system, the total
number of fuzzy rules used in SFC system is greatly reduced, so the control rules can be
easy to generate and adjust. However, due to the linguistic expression of the FC and SFC
systems, it has not been easy to guarantee the stability and robustness of the closed-loop
control systems.

This study proposes a WBR that consists of a body and two legs with wheels where
each leg can be independently extended and retracted by driving a motor mounted on
the hip of the body. It has the advantages of both leg and wheel movement, with good
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maneuverability and a high load capacity. The height of the proposed WBR can be adjusted
through the realization of a four-bar linkage. Since the four-bar linkage approximates the
linear motion of the wheels perpendicular to the ground, the WBR can traverse simple
terrain in the same manner as wheeled robots and adjust its posture to the shape of
uneven ground.

To overcome the highly dynamic and under-actuated nature of the proposed WBR’s
behavior, this study proposes an intelligent motion and balance control (IMBC) system that
comprises fuzzy movement balancing control (FMBC), fuzzy yaw steering control (FYSC),
and fuzzy roll balancing control (FRBC). The FMBC, based on a dual-loop control structure,
is designed to cope with the under-actuated nature problem of the WBR and allow the
WBR to move at the desired velocity command while maintaining balance. The FYSC is
a compensated speed control signal for the WBR that can rotate about its vertical axis,
and the FRBC extends each leg independently to change the robot’s height and altitude
when driving over challenging terrain. Since the proposed IMBC method was designed
based on the SFC method, it does not require complex analysis or heavy computational
processing. A low-cost 32-bit STM32F446RE microcontroller is used to implement the
control method for the WBR. Finally, four experimental scenarios are tested to explore
the stability performance of the proposed IMBC system. The experimental results show
that the proposed IMBC system is feasible and effective for robot motion on both flat and
complex terrain.

The contribution of this study can be summarized as follows: (1) The mechanical
structure of the WBR, which has two legs and two wheels (with the wheels installed on
each foot), is designed and implemented. (2) An experimental setup is presented for the
WBR using a low-cost 32-bit STM32F446RE microcontroller. (3) The IMBC system is shown
to be able to maintain the balance of the WBR while standing and moving on the ground.
(4) The IMBC system is shown to be able to independently control two leg motors to change
the robot’s height and attitude and allow the WBR to move over challenging terrain.

The remainder of this study is outlined as follows. In Section 2, the design and
dynamic model of the WBR is presented. In Section 3, the structure of the IMBC system
is presented. Experimental tests are presented in Section 4, and conclusions are given in
Section 5.

2. System Structure and Modeling of the WBR
2.1. Mechanical Design

Figure 1 shows the mechanical structure of the WBR: Figure 1a shows the leg compo-
nents and Figure 1b shows the kinematic models. The developed WBR, which consists of a
body and two legs with wheels, is a promising way to improve the performance of bipedal
robots in terms of flexibility, movement speed, and energy efficiency. By adding wheels to
the ends of the legs, each leg can be independently extended and retracted by driving a leg
motor mounted on the hip of the body. The torsion springs installed in the inner joints (see
Figure 1a) are used to counteract the weight of the WBR itself, which can reduce the control
effort of the leg motors when driving or standing to improve the overall efficiency of the
robot. The total height of the WBR can be adjusted between 26 cm and 33 cm through the
realization of a four-bar linkage.

In order to illustrate the relationship between the leg length of the WBR and the angle
of the leg motor, part of the right leg is considered as shown in Figure 1b. The length
between the pin joint and the inner joint, LkR, can be found according to the Cosine law
as follows:

LkR =
√

L2
1 + L2

2 − 2L1L2 cos θkR (1)

where L1 is the length between the pin joint and the knee joint, L2 is the length between the
pin joint and the leg joint, and θkR is the leg motor angle of the right leg. The torsion spring
angle θtR and the length LR of the right leg of the WBR can be found as follows:
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θtR = π − cos−1

(
L2

1 + L2
kR − L2

2
2L1LkR

)
− cos−1

(
L2

3 + L2
kR − L2

1
2L3LkR

)
(2)

LR =
√

L2
1 + L2

4 − 2L1L4 cos(θtR) (3)

where L3 is the length between the knee joint and the inner joint and L4 is the length
between the inner joint and the wheel motor. The height of the right side of the WBR is
given as:

hR = LR + R (4)

where R is the wheel radius. Similarly, the height of the left side of the WBR, hL, can be
obtained using the leg motor angle of the left leg θkL as follows:

hL =
√

L2
1 + L2

4 − 2L1L4 cos(θtL) + R (5)

in which

θtL = π − cos−1

(
L2

1 + L2
kL − L2

2
2L1LkL

)
− cos−1

(
L2

3 + L2
kL − L2

1
2L3LkL

)
(6)

LkL =
√

L2
1 + L2

2 − 2L1L2 cos θkL (7)

where θtL is the torsion spring angle and LkL is the length between the pin joint and the
inner joint of the left leg of the WBR, respectively. Thus, the joint angles are adjusted to
produce a change in the lengths of both sides of the robot (hR and hL) when the two leg
motors are driven (θkR and θkL).
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Figure 1. Mechanical structure. (a) Leg components. (b) Kinematic model of the right leg.

2.2. Hardware and Software

Figure 2 shows the photographs of the WBR: Figure 2a shows the WBR platform and
Figure 2b shows the hardware connection diagram. The hardware connection diagram
is composed of a STM32F446RE microcontroller, a MPU 6050, two wheel motors with
optical encoders, and two leg motors. The MPU 6050, consisting of a 3-axis accelerometer
and a 3-axis gyroscope, is located at the center of the robot body, the STM32F446RE
microcontroller is placed on the upper body, and the motor drives are located on the
lower body. The leg motor is a Dynamixel motor (MX-64) made by ROBOTIS, which can
provide enough power for a leg to adjust the height of the robot. The wheel motor is
a geared DC motor (GM25-370) made by ChiHai MOTOR, which can provide smooth
stabilization and counteract disturbances to the tilt angle of the system. An encoder
is installed behind the wheel motor to provide information on the robot’s translational
velocity and position. The MPU 6050 is used to measure the roll and pitch angles of the
robot tilt. The STM32F446RE microcontroller, which is coded by Keil C, is used as a platform
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for the implementation of control algorithms; it has a Cortex-M4 core, a processor clock
frequency of up to 180 MHz, and a rich set of IO ports for connecting to various sensors and
motors. The microcontroller, leg motors, wheel motors, and remaining electronic devices
are powered by a 3-cell LiPo Battery.
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Figure 2. Photographs of the WBR. (a) WBR platform. (b) Hardware connection diagram.

2.3. Modeling

In order to manipulate the WBR, it is necessary to build a mathematical model that
allows the robot and the designed controller to successfully achieve the desired control goals.
Figure 3 shows the coordinate systems of the WBR and Appendix A lists all the symbols
used and their definitions. The robot’s position can be measured as θw = 1

2 (θR + θL) and
the robot’s body yaw angle ψ can be given as:

ψ =
R

2W
(θR − θL) (8)

where θR is the rotary angle of the right wheel motor and θL is the rotary angle of the left
wheel motor. The dynamic model of the WBR for the pitch axis can be described as [43]:

E

[ ..
θw..
θ

]
+ F

[ .
θw.
θ

]
+ G

[
θw
θ

]
= H

[
vL
vR

]
+ D (9)

where E is the inertia matrix, F is the matrix of centripetal and Coriolis forces, G is the
gravity matrix, H is the gain matrix, D is the lump of uncertainties matrices (including the
external disturbances and parameter uncertainties), and vL and vR are the input voltages of
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the left and right wheel motors, respectively. These matrices can be found by considering
the limits θ → 0 , sin θ → θ and cos θ → 1 as:

E =

[
(2m + M)R2 + 2Jw + 2Jm MLR− 2Jm

MLR− 2Jm ML2 + Jψ + 2Jm

]
(10)

F = 2

[ KtKb
Rm

− KtKb
Rm

−KtKb
Rm

KtKb
Rm

]
(11)

G =

[
0 0

0 −MgL

]
(12)

H =

[ Kt
Rm

Kt
Rm

− Kt
Rm

− Kt
Rm

]
(13)
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Figure 3. Generalized coordinates of the system. (a) Side view. (b) Top view. (c) Front view.

Equation (9) can be divided into two subsystems: one is the velocity control subsystem
and the other is the balancing control subsystem. The velocity control subsystem is used
to allow the WBR to move at the desired velocity command, and the balancing control
subsystem is used to maintain the WBR’s balance. Meanwhile, the dynamic model of the
WBR for the yaw axis can be expressed as [43]:

..
ψ = − J

I
+

[
−K

I
K
I

][
vL
vR

]
(14)

where I = 2mW2 + Jφ + 2W2

R2 (Jw + Jm), J = 2W2

R2
KtKb
Rm

, and K = W
R

Kt
Rm

. The robot body roll
angle can be given as:

φ = tan−1(
hL − hR

2W
) (15)

When the robot’s two legs are on the ground. From (9), (14) and (15), it shows the
nonlinear and under-actuated nature of the WBR system. Since these robot parameters and
the uncertainties matrix are unknown or perturbed in real WBR applications, a model-free
control scheme should be designed that not only accelerates and decelerates along the
forward direction and balances dynamically but is also robust to uncertainties.

3. Controller Design for the WBR

A dual-loop control structure was proposed to cope with the under-actuated nature
problem of a self-balancing two-wheeled robot moving and turning while maintaining the
robot’s balance [43]. Extending the design ideas, this study proposes an IMBC system for
the WBR, as shown in Figure 4. It comprises three controllers: FMBC, FYSC, and FRBC. It
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is similar to [43], where the FMBC designed using a dual-loop control structure allows the
WBR to move at the desired velocity command while maintaining balance and the FYSC
can control the WBR to rotate about its vertical axis. Unlike [43], the FRBC is a novel design
that independently controls two leg motors to change the robot’s height and altitude and
allows the WBR to travel over challenging terrain.
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Figure 4. The block diagram of the IMBC system for the WBR.

3.1. FMBC Design

The FMBC should control the WBR to move at the desired velocity command and
remain balanced even in the height variation of the WBR. A dual-loop control scheme is
utilized, where the outer-loop controller (for the velocity control subsystem) is used to
calculate the desired robot pitch angle for tracking velocity commands and the inner-loop
controller (for the balancing control subsystem) is applied to keep the body balanced with
the desired robot pitch angle. Thus, the advantage of the FMBC scheme lies in its simplicity
and robust performance, compared to some other existing schemes [23–32]. According
to the velocity command

.
θwc given by the users, an outer-loop sliding index is designed

as [43]:

sw = ew + λ1

∫ t

0
ewdτ (16)

where ew =
.
θwc −

.
θw is the translational velocity error and λ1 is a positive constant. In

order to converge the translational velocity error of the robot to zero quickly and have an
excellent system response such as a faster rising time and smaller overshoot, each fuzzy
rule of the outer-loop controller is given as follows:

IF sw is Fi
sw, THEN θc is Fi

θc, for i = 1, 2, . . . , 7 (17)

where Fi
sw are the labels of the fuzzy sets, Fi

θc are the singleton control actions, and θc is
the desired robot pitch angle. The fuzzy rules base of the outer-loop controller is given in
Table 1, where the fuzzy labels are negative big (NB), negative medium (NM), negative
small (NS), zero (ZO), positive small (PS), positive medium (PM), and positive big (PB),
as shown in Figure 5a, where the membership functions of the fuzzy sets are given in a
triangular form. The fuzzy rules in Table 1 are constructed using the idea that the outer-
loop sliding index sw can quickly reach zero via a time-consuming trial-and-error tuning
procedure. The adopted outer-loop sliding index reduces the number of fuzzy rules, thus
reducing the complexity of adjustment. It shows that the translational velocity error ew
will converge to zero when the outer-loop sliding index converges to zero. The outer-loop
controller allows the WBR to move at the desired velocity command; thus, the velocity
control subsystem can be asymptotically stable under the action of the outer-loop controller.
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Table 1. The fuzzy rules for the FMBC.

sw NB NM NS ZO PS PM PB

Fi
θc −15.0 −8.5 −5.4 0.0 5.4 8.5 15.0
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To cope with the system uncertainties caused by the changes in robot height, each
fuzzy rule of the inner-loop controller is given as follows:

IF h is Fj
h, THEN vb is kT

j eθ, for j = 1, 2, . . . , 3 (18)

where the robot height can be measured as h = 1
2 (hR + hL), Fj

h are the labels of the fuzzy

sets, eθ = θ− θc is the error of the body pitch angle, eθ = [eθ ,
.
eθ ]

T is the error vector, and kj
is the control gains vector of the inner-loop controller. The fuzzy labels used in this study
are low (LO), medium (MD), and high (HI), as shown in Figure 5b, where the membership
functions of the fuzzy sets are given in a triangular form. It is known that the outer-loop
controller obtains the virtual angle command by defining the outer-loop sliding index and
the inner-loop controller tracks the virtual angle command by defining the robot angle
error. Thus, the balancing control subsystem can be asymptotically stable under the action
of the inner-loop controller.

3.2. FYSC Design

FYSC is designed to control the WBR so that it can rotate along its vertical axis. The
speed control signals applied to the right or left driving wheels are obtained as follows:

vL = vb + vy (19)

vR = vb − vy (20)

where vb is the FMBC output and vy is the FYSC output. According to the velocity command
.
ψc given by the users, a yawing sliding index is designed as [43]:

sψ = eψ + λ2

∫ t

0
eψdτ (21)
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where the yaw speed error eψ =
.
ψc −

.
ψ and λ2 are positive constants. Each fuzzy rule of

the FYSC is given as follows:

IF sψ is Fi
sψ, THEN vy is Fi

vy, for i = 1, 2, . . . , 7 (22)

where Fj
sψ are the labels of the fuzzy sets as shown in Figure 5a and Fi

vy are the singleton
control actions. The fuzzy rules base of the FYSC is shown in Table 2, where it is constructed
using the idea that the yawing sliding index sψ can quickly reach zero via a time-consuming
trial-and-error tuning procedure. The adopted yaw sliding index reduces the number of
fuzzy rules, thus reducing the complexity of adjustment. It shows that the yaw speed error
eψ will converge to zero when the yaw sliding index converges to zero. The FYSC allows
the WBR to rotate along its vertical axis at the desired velocity command. Thus, it can be
asymptotically stable under the action of the FYSC.

Table 2. The fuzzy rules for the FYSC.

sψ NB NM NS ZO PS PM PB

Fi
vy −0.8 −0.3 −0.1 0.0 0.1 0.3 0.8

3.3. FRBC Design

When the ground is rough or the robot’s legs are not of equal length, the FRBC is
designed to control the WBR and maintain its horizontal posture and height by adjusting
the length of its legs. Due to the hardware limitation, the WBR’s leg length cannot be
extended or shortened indefinitely. In the proposed WBR, the length of its legs can be
adjusted between hmax = 161.1 mm and hmin = 93.7 mm through the realization of a
four-bar linkage. When the leg length of the WBR is within the limitation, the FRBC is
designed for posture control, and when the leg length of the WBR is on the limitation, the
FRBC is designed for height control. First, considering the robot height is between hmax
and hmin, the FRBC is designed to control the WBR to maintain its horizontal posture. In
the posture controller design, a rolling sliding index is designed as:

sφ =
.
φ + λ3φ (23)

where λ3 is a positive constant. Each fuzzy rule of the posture controller is given as follows:

IF sφ is Fi
sφ, THEN ∆θkL is Fi

φL and ∆θkR is Fi
φR, for i = 1, 2, . . . , 7 (24)

where Fi
sφ are the labels of the fuzzy sets as shown in Figure 5a and Fi

L and Fi
R are the

singleton control actions. The fuzzy rules base of the posture controller is shown in Table 3a,
where it is constructed using the idea that the rolling sliding index sφ can quickly reach zero
via a time-consuming trial-and-error tuning procedure. The adopted rolling sliding index
reduces the number of fuzzy rules, thus reducing the complexity of adjustment. It shows
that the roll angle of the robot body φ will converge to zero when the rolling sliding index
converges to zero. Thus, the FRBC allows the WBR to control two leg motors independently
so as to maintain its horizontal posture.

Secondly, given that the height of either leg of the robot is at the limitations hmax or
hmin, the FRBC is designed to adjust the length of its legs to maintain its height. In order
to ensure that the WBR can be kept at the setting height hset, each fuzzy rule of the height
controller can be designed as follows:

IF eL is Fi
eL, THEN ∆θkL is Fi

hL (25)

IF eR is Fi
eR, THEN ∆θkR is Fi

hR (26)
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where eL = hL − hset and eR = hR − hset are the height errors, Fi
eL and Fi

eR are the labels
of the fuzzy sets as shown in Figure 5a, and Fi

hL and Fi
hR are the singleton control actions.

The fuzzy rules base is shown in Table 3b, where it is constructed using the idea that the
height errors (eL and eR) can quickly reach zero by a time-consuming trial-and-error tuning
procedure. This allows the WBR to control two leg motors independently in order to change
the height of the robot while it is asymptotically stable under the action of FRBC. Thus, the
motor angle of the left leg and the right leg are updated as follows:

θkL(N + 1) = θkL(N) + ∆θkL (27)

θkR(N + 1) = θkR(N) + ∆θkR (28)

where N denotes the number of iterations.

Table 3. The fuzzy rules for the FRBC.

(a) posture control

sφ NB NM NS ZO PS PM PB

∆θkL −2.0 −1.5 −0.7 0.0 0.7 1.5 2.0

∆θkR 2.0 1.5 0.7 0.0 −0.7 −1.5 −2.0

(b) height control

eL, eR NB NM NS ZO PS PM PB

∆θkL, ∆θkR −10 −7.5 −3.0 0.0 3.0 7.5 10

4. Experimental Results

The controller parameters of the IMBC system were selected as λ1 = 0.01, λ2 = 0.125,
λ3 = 0.5, k1 = [130, 10]T , k2 = [125, 10]T , and k3 = [120, 10]T , considering the stability
requirements and possible operating conditions. Generally, these control parameters require
some trial-and-error tuning procedures to determine. To show the effectiveness of the IMBC
system, a comparison between the cascade PID control [22] and the proposed IMBC system
is presented. Four experimental scenarios (namely moving and rotating, height-changing,
posture-keeping, and one leg on slope movement) were tested to explore the stability
performance of the controllers. Figure 6 shows four photographs of the experiments, and
the experimental results are discussed below.
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4.1. Moving and Rotating Scenario

In this scenario, the WBR started by balancing in its initial posture at the setting
height and staying at the setting height. The tests were then carried out, including self-
balancing, station-keeping, anti-interference, moving, and rotating tests. The experiment
was performed by executing three actions to demonstrate the flexibility of the WBR. Two
external forces were pushed on both sides of its body by human hands at approximately the
3rd and 6th second. The WBR was then ordered to go forward for 3 s at the 12th second and
turn right in place for 3 s at the 17th second. The experimental results of the moving and
rotating scenario are shown in Figure 7a,b for the cascade PID control [22] and the IMBC
system, respectively. These figures show that both the cascade PID control and the IMBC
system are sufficiently robust against external disturbances and can perfectly perform tasks
such as moving and rotating in place while maintaining good balance.
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Figure 7. Results of moving and rotating. (a) Cascade PID control; (b) the IMBC system.

4.2. Height-Changing Scenario

In this scenario, the WBR started balancing in its initial posture at the minimum height.
The experiment was performed by increasing the height of the robot to the maximum
height starting at approximately the 2nd second and then changing the height of the robot
to the minimum height at approximately the 4th second. The experimental results of the
height-changing scenario are shown in Figure 8a,b for the cascade PID control [22] and the
IMBC system, respectively. It can be seen that when the robot height command is changed,
the length of both legs increases or decreases at the same time. Comparing Figure 8a,b
shows that the WBR was able to stay in place without generating significant motion when
using the proposed IMBC system. However, when using the cascade PID control, the robot
could not stay in its original position, owing to the change in height of its center of gravity.
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This result demonstrates that the proposed IMBC system can effectively overcome the
effects of system uncertainties caused by robot height variations.
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Figure 8. Results of height changing. (a) Cascade PID control; (b) the IMBC system.

4.3. Posture-Keeping Scenario

The robustness of the IMBC system was tested when one wheel was slightly off the
ground. The purpose of the experiment was to test whether the leg strategy controller could
maintain the robot’s height when it was disturbed by human hands. The experiment was
performed by lifting the right foot of the WBR by hand at approximately the 2nd second
and putting it down at approximately the 6th second, and then lifting the left foot of the
WBR by hand at approximately the 12th second and putting it down at approximately
the 16th second. The experimental results of the posture-keeping scenario are shown in
Figure 9a,b for the cascade PID control [22] and the IMBC system, respectively. They show
that the proposed IMBC system can maintain the horizontal posture of the WBR during the
leg lifting process, and when the single leg on one side of the leg lift reaches its limit, the
other side can be extended or retracted to compensate for the error of the horizontal angle.
Because the cascade PID controller cannot independently control two leg motors to change
the robot’s attitude, the horizontal posture of the WBR cannot be maintained during the leg
lifting process.
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Figure 9. Results of body balancing. (a) Cascade PID control; (b) the IMBC system.

4.4. One Leg on Slope Movement Scenario

The WBR moved on a small slope of approximately 12◦ on one side and 8◦ on the
other side, with the left leg on the small slope and the right leg on the flat ground. The
purpose of the experiment was to test whether the leg strategy controller could keep the
robot horizontal when it was disturbed by terrain. The experiment had the robot move
forward at approximately the 5th second with the left foot on the ramp but the right foot
on the ground and then move backward to its original position at approximately the 7th
second. The experimental results of the posture-keeping scenario are shown in Figure 10a,b
for the cascade PID control [22] and the IMBC system, respectively. These results show that
the proposed IMBC system can adjust the height of the left and right legs in time to avoid
the robot falling over as a result of a change in height of the left and right leg positions.
However, the cascaded PID controller cannot adjust the height of the left and right legs
independently, so when the WBR is disturbed by terrain changes, its balance can easily fail.
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Figure 10. Results of one leg on slope moving. (a) Cascade PID control; (b) the IMBC system.

5. Conclusions

Due to the non-linear and under-actuated nature of the wheeled bipedal robot (WBR)
system, this study presented an intelligent motion and balance control (IMBC) method
based on the fuzzy logic approach. It should be emphasized that the IMBC system allows
for stability and drive control and does not require the same system dynamics and system
parameters of a WBR. Besides the simplicity of design, many other advantages are offered
by the proposed control method (such as robustness against external disturbance and
parameters variation). Four experimental scenarios, namely moving and rotating, height-
changing, posture-keeping, and one leg on slope movement, were tested to explore the
stability performance of the IMBC system for the WBR. The experimental results showed
that the proposed IMBC system is capable of providing appropriate control outputs to
maintain the body balance of the robot, as well as the motion and steering control of
the robot, even under variable environmental terrain and with changing robot height.
Meanwhile, the video showing the IMBC system for WBR can be found at https://www.
youtube.com/watch?v=AR6yP99sSjs (accessed on 20 November 2022). However, the IMBC
system depends to a large extent on the expert’s knowledge or on trial and error. It was not
easy to guarantee the stability and robustness of the closed-loop control systems.

Future works in this study may focus on: (1) Giving a more systematic way to ap-
ply external forces to provide a more specific description of performance comparisons.
(2) Utilizing Type-2 fuzzy systems [44] to handle the rule uncertainties when it is hard to ex-
actly determine the grade of membership functions. (3) Auto-tuning a fuzzy controller [45,46],
whose fuzzy rules can be tuned online without requiring time-consuming adjustments, is
developed to ensure the stability of the closed-loop system. (4) Detecting dynamic obstacle
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and road features using LiDAR and CCD images to develop an autonomous navigation
framework [47,48] that interacts with humans.
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Appendix A

θ body pitch angle

ψ body yaw angle

φ body roll angle

θw robot position

θR rotary angle of the right wheel motor

θL rotary angle of the left wheel motor

R wheel radius

W half of body width

L distance of CoG from the wheel axle

m wheel weight

M body weights

JW wheel inertia moment

Jθ body pitch inertia moment

g gravity acceleration

Rm wheel motor resistance

Kt wheel motor torque constant

Kb wheel motor back electromotive force coefficient

Jm wheel motor inertia moment

L1 length between the pin joint and the knee joint

L2 length between the pin joint and the leg joint

L3 length between the knee joint and the inner joint

L4 length between the inner joint and the wheel motor

h robot height

hL height of the left side of the WBR

hR height of the right side of the WBR

θkL rotary angle of the left leg motor

θkR rotary angle of the right leg motor
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Abstract: The start-up process of a centrifugal pump as turbine (PAT) under gas–liquid two-phase
conditions was simulated based on Fluent, and the evolution mechanism of the internal flow field and
the variation law of force characteristics were studied in its start-up process under gas–liquid two-
phase conditions. The results show that the area with high gas phase concentration corresponds to a
strong vortex at the beginning of the start-up. The vortex intensity in the impeller gradually decreases
with an increase in rotational speed. The gas volume fraction of the blade suction surface is more
significant than that of the blade pressure surface. The higher the inlet gas volume fraction (IGVF) is,
the more severely the blade load will fluctuate during the start-up process. As the rotational speed
increases, the fluctuation of the blade load gradually weakens, and the maximum load is distributed
near the inner edge of the blade after the rotational speed is stable. The periodic unbalanced
radial force is produced in the start-up process. From the pure liquid conditions to the gas–liquid
two-phase conditions with increasing IGVF, the dominant frequency amplitude of radial force shows
a similar trend of decreasing first but then increasing. After the rotational speed tends to be stable,
the dominant frequency of radial force is equal to the rotational frequency of the blade. With the
increase in rotational speed, the dominant frequency amplitude of axial force decreases gradually.
The higher the IGVF, the greater the dominant frequency amplitude of axial force at the same time.

Keywords: PAT; start-up process; gas–liquid two-phase; radial force; axial force

1. Introduction

A centrifugal pump as turbine (PAT) is generally applied to residual pressure energy
recovery of various devices in the petrochemical industry. The recovered medium of PAT
usually contains a certain amount of gas. Gas–liquid two-phase flow can not only affect the
external characteristics of PAT but also cause instability phenomena such as vibration and
noise. Under gas–liquid two-phase conditions, the magnitude and direction of force acting
on the PAT impeller can change with time during its start-up process. These unsteady forces
directly affect the stability of the PAT start-up process [1–3]. Therefore, it is particularly
essential to analyze the force characteristics of the PAT start-up process under gas–liquid
two-phase conditions.

Some scholars have studied the force characteristics of a centrifugal pump under
gas–liquid two-phase conditions. Barrios [4] and Gamboa [5] used visual experiments to
observe that the bubble size in the impeller of the centrifugal pump increases with the
increase in inlet gas volume fraction (IGVF) and decrease in rotational speed. Li et al. [6]
obtained the variation law of a centrifugal pump blade load under different IGVFs. They
pointed out that the imbalance of radial force on the impeller intensified, and the torque on
the impeller reduced with the increase in IGVF. Yuan et al. [7] proposed that the gas volume
fraction in the front shroud near the trading edge increased significantly with the rise in
IGVF than in the back shroud. Luo et al. [8] found that the radial force of the centrifugal
pump impeller and its pulsation amplitude increased first and then decreased with the
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increase in IGVF. The frequency corresponding to the peak value of radial force pulsation
under each working condition was a multiple of the blade rotational frequency. Michael
et al. [9] found that increasing the rotational speed would be beneficial to gas–liquid two-
phase mixing. Due to the increase in flow rate, the occurrence of buzz and cavitation would
increase with the growth of rotational speed. Yan et al. [10] proposed that a large number of
gas blockages would appear in the centrifugal pump impeller with the rise in IGVF at a low
flow rate, resulting in uneven pressure load on the blade surface and some large vortices
in the flow channel. Zhang et al. [11] found that the gas in the centrifugal pump impeller
mainly aggregated near the suction surface of the outlet area. The gas inhomogeneity and
the interphase force in the impeller increased with the rise in IGVF.

Some papers have introduced force characteristics of PAT under stable working con-
ditions. Anthony et al. [12] pointed out that the radial force of PAT at a low flow rate
was a rotating force centered on the impeller, and the average amplitude of radial force
increased with decreasing flow rate. Shi et al. [13] found that adding guide vanes could
reduce the radial force of PAT and make the radial force distribution more uniform. Qu
et al. [14] proposed that the shroud force of the PAT impeller at each level became smaller
and smaller with the increase in stages at the best efficiency point, and the axial force at
each level increased with the rise in the incoming flow head. Yang et al. [15] pointed out
that the radial force of the double-volute turbine was higher than that of the single-volute
turbine overall, while its balance was much poorer. Dai et al. [16] found that the radial force
on the volute reduced and moved to the fourth quadrant as the blade warp angle increased.
Shi et al. [17,18] pointed out that with the increase in IGVF, the relative average static
pressure and pressure pulsation in the volute and impeller of PAT gradually decreased. In
contrast, the hydraulic loss increased in the flow process. Shi et al. [19] found that with
the increase in IGVF, the efficiency and power of PAT gradually decreased while the head
steadily increased. The larger the flow rate, the greater the radial force, and the fluctuation
of radial force under gas–liquid two-phase conditions was more significant than that under
the pure liquid phase. However, the computational analysis of forces during the start-up
process at different IGVFs is also crucial to the PAT.

Overall, the research on the force characteristics under gas–liquid two-phase condi-
tions mainly focuses on centrifugal pumps, while the research on PAT mainly focuses on
steady conditions and pure liquid phase conditions. There are few studies on the tran-
sient characteristics of the PAT start-up process, especially the force characteristics under
gas–liquid two-phase conditions. Therefore, the PAT start-up process under gas–liquid two-
phase conditions was studied using numerical simulation and experimental investigation.
In this study, the combination of water and ideal gas was used as the medium to investigate
the pressure distribution, the velocity streamline distribution, and the gas volume fraction
distribution during the PAT start-up process. The main objective of the present study was
to develop an in-depth understanding of the gas–liquid phase force characteristics and
analyze the variation law of blade load, radial force, and axial force during the PAT start-
up process at different IGVFs, which will help to improve the hydraulic performance of
the PAT.

2. Numerical Simulation and Verification
2.1. Control Equation

The Mixture model can be used to simulate multiphase flow with different and same
velocities of each phase. When the dispersed phase has a wide distribution and the
interphase drag law is unknown, the Mixture model is the most desirable. The working
medium of this paper is water and ideal gas. The gas–liquid two-phase is assumed to
be homogeneous and consecutive. Water is the primary phase, and perfect gas is the
secondary phase. There is no phase transition and mass transfer between the two phases.
Considering the stability and economy of calculation, the Mixture model is used to study
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the PAT start-up process under gas–liquid two-phase conditions. The continuity equation
of the Mixture model is [18]:

∂

∂t
(ρm) +∇ ·

(
ρm
→
v m

)
= 0 (1)

where
→
v m is the mass-averaged velocity and can be calculated as:

→
v m =

n
∑

k=1
αkρk

→
v k

ρm
(2)

αk, ρk and
→
v k represent the volume fraction, the density, and the averaged velocity of the

kth phase component, respectively. ρm is the mixture density and can be written as:

ρm =
n

∑
k=1

αkρk (3)

By summing the momentum equations for all phases, the momentum equation of the
Mixture model can be obtained and expressed as [18]:
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where n is the phase number, and
→
F is the body force. µm is the mixture viscosity and can

be expressed as:

µm =
n

∑
k=1

αkµk (5)

µk represents the viscosity of the kth phase component.
→
v dr, k is the slip velocity of the

second phase and can be expressed as:

→
v dr,k =

→
v k −

→
v m (6)

2.2. Calculation Model

To analyze the force characteristics of the PAT start-up process under gas–liquid
two-phase conditions, the IS80-50-315 centrifugal pump reversed as the turbine is se-
lected as the study subject. The main design parameters of PAT are the rated speed
nt = 1450 r/min, the rated head Ht = 50 m, and the rated flow rate Qt = 50 m3/h. Figure 1
shows the structure of PAT, and its main structure parameters are the inlet diameter of
impeller D1 = 315 mm, the outlet diameter of impeller D2 = 80 mm, the inlet width of blade
b1 = 10 mm, the inlet offset angle of blade β1 = 32◦, the wrap angle of blade θ = 150◦, the
number of blades z = 6, the base circle diameter D0 = 320 mm, the inlet diameter of volute
Din = 50 mm, and the outlet width of volute b0 = 24 mm.

The entire fluid domain of PAT is modeled in CREO software. The hexahedral struc-
tured grids of the impeller, volute, and outlet pipe are generated by ICEM CFD, as shown
in Figure 2. Fine boundary layer meshes are generated on the blade surface and the flow
surface inside the volute, and mesh refinement is performed at the inlet and outlet sides of
the blade and the volute tongue. The grid independence at IGVF of 0.15 has been verified,
as shown in Figure 3. The X-axis represents the grid number, and the left Y-axis and the
right Y-axis represent head and efficiency, respectively. As the number of grids increases,
the head and efficiency of PAT gradually tend to be stable. When the number of grids
reaches 1.9 million, the relative changes in head and efficiency are less than 1%. So it is
reasonable that the grid numbers of the fluid domain are determined to be 1.9 million.
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2.3. Calculation Method

The rotational speed of PAT is accelerated in its start-up process under the action of
the incoming flow. In addition to the torque provided by the incoming flow, the rotating
parts are also subjected to the load torque and the friction resistance torque. The rotation
equation of the rotor is based on the d’Alembert principle [20]:

J
dω

dt
= Mt −Ml −Mf (7)

where J is the rotational inertia of the rotor, ω is the angular velocity of the rotor, t is the
time, Mt, Ml, and Mf are the fluid flow torque, the load torque, and the frictional resistance
torque acting on the rotor, respectively. Mt can be calculated as:

288



Actuators 2022, 11, 370

Mt =
1
ω

ρgHtQtηt (8)

where ρ is the fluid density, g is the acceleration of gravity, Ht is the head of PAT, Qt is the
flow rate of PAT, and ηt is the efficiency of PAT.

The variation of angular velocity with time during PAT start-up is obtained by inte-
grating Equation (7) as follows:

ω =

[
2
J

∫ t

0
(ρgHtQtηt − Nl − Nf)dt

] 1
2

(9)

where Nl and Nf are the load consumption power and the frictional resistance loss
power, respectively.

Based on the rotation equation of the rotor and the sliding mesh technique, the UDF
program for calculating angular velocity is written and compiled in Fluent [21]. The angular
velocity variation with time is transferred into the flow field solver, and the impeller domain
is accelerated rotationally. The resultant torque on the impeller decreases with the increase
in iteration times, and then the rotational speed gradually increases until the rated speed.

2.4. Boundary Condition

The Mixture model, RNG k-ε turbulence model, and SIMPLEC algorithm are employed
to simulate the start-up process of PAT under gas–liquid two-phase conditions using Fluent
software. The walls of the impeller, volute, and outlet pipe adopt adiabatic non-slip
boundary conditions. The standard wall function method is used to modify the turbulence
model for the near wall region. The residual convergence target is set at 10−5.

It is assumed that the velocity and void fraction distribution of gas–liquid two-phase
flow at the inlet is uniform and equal. The velocity inlet boundary condition is set at the
inlet of the domain. The IGVF is set as 0, 0.05, 0.10, and 0.15, respectively. The IGVF is
defined as:

αg + αl = 1 (10)

αg =
Qg

Qg + Ql
(11)

where αg is the IGVF, αl is the inlet liquid volume fraction, Qg is the gas volume flow, and
Ql is the liquid volume flow.

The outlet boundary condition is set to 0.5 MPa static pressure to avoid cavitation in
industrial processes [17]. The rotational speeds during the start-up process under different
time steps are compared to verify their independence [22]. When the time step is 0.0005 s, it
has little effect on rotational speed in the start-up process. So the time step of the transient
calculation is set at 0.0005 s. Steady results are used as initial conditions for transient
calculation. Starting from the stationary state, the rotational speed of PAT increases with
the iteration of the time step. When the resultant torque on the impeller reduces to nearly 0,
the rotational speed no longer increases and keeps stable near the rated speed. It indicates
that the transient calculation of the PAT start-up process is completed.

2.5. Experimental Verification

The test device for PAT characteristics is shown in Figure 4. The test device and
equipment meet the II-level accuracy requirements in GB/T 3216-2005. Based on ensuring
that the liquid flow rate is at a constant value, the gas flow rate is controlled by the gas
regulating valve to obtain the gas–liquid mixture with different gas content so as to carry
out the gas–liquid two-phase test of PAT. The water in the water storage tank is mixed
with the air generated by the compressor in the gas–liquid mixing device after passing
through the electromagnetic flowmeter, and then they are transported to the PAT. Taking αg
= 0.15 as an example, the head and efficiency of PAT after the end of the start-up are tested
under different flow rates and compared with the simulated results, as shown in Figure 5.
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The rotational speeds are acquired by testing once every 0.1 s during the start-up process.
Figure 6 shows the comparison of rotational speed during the start-up process between
simulated and experimental results at αg = 0.15. The simulated results are consistent with
the experimental results; this indicates that the simulation method in this study is reliable.
Since the inlet flow rate of PAT decreases with the increase in IGVF, the start-up time under
gas–liquid two-phase conditions is longer than that under pure water conditions.
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3. Results and Analysis
3.1. Internal Flow Field Distribution

Whether the pressure distribution is uniform in the impeller channel directly affects
the force of the impeller. The pressure distribution in the impeller is related to the change

290



Actuators 2022, 11, 370

in rotational speed. The starting process is an accelerated motion with smaller and smaller
acceleration. At the beginning of starting, the acceleration is rather big, and the pressure
distributes more unevenly in the impeller. With the decrease in acceleration, the pressure
distributes more uniformly and gradually becomes a gradient distribution in the impeller.
From the most uneven at the beginning to the gradual gradient distribution afterward, the
variation trend of pressure distribution during the start-up process is similar at different
IGVFs. Thus the IGVF αg = 0.15 is taken as an example for analysis. Figure 7 shows the
static pressure distribution of the axial vertical plane in the flow field domain during the
start-up process. From the diagram, it is observed that a lot of low-pressure areas appear
in the impeller flow channel at t = 1 s. At t = 2 s, with the increase in rotational speed, the
low-pressure area in the impeller gradually decreases and converges to the inner edge of
the impeller. After t = 3 s, the rotational speed tends to be stable, and the pressure decreases
gradually from the volute inlet to the impeller outlet in gradient distribution along the
channel direction. The low-pressure area is mainly concentrated on the inner edge of the
impeller. The pressure on the suction surface of the blade is more significant than that on
the pressure surface of the blade.
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Figure 7. Pressure distribution of axial vertical plane at αg = 0.15. (a) t = 1 s; (b) t = 2 s; (c) t = 3 s;
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Figure 8 shows the velocity streamline distribution of the axial vertical surface in the
flow field during the start-up process. From the diagram, it is observed that large-scale
high-intensity vortices are formed in the impeller flow channel at t = 1 s. At t = 2 s, with the
increase in rotational speed, the vortex intensity in the impeller decreases, and the vortices
aggregate near the outer edge of the impeller. After t = 3 s, the rotational speed tends to
be stable, the vortex intensity in the impeller decreases further, and the vortices show a
stability trend. They are mainly concentrated on the outer edge of the impeller.
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Figure 9 shows the gas volume fraction distribution of the axial vertical plane in the
flow field during the start-up process. From the diagram, it is observed that the gas phase
distribution in the whole flow field is not uniform at t = 1 s. The gas volume fraction in
the middle area of the impeller flow channel is high, and the distribution range is wide.
Compared with the velocity streamline in Figure 8, it is found that the area with high gas
phase concentration corresponds to a strong vortex at the beginning of start-up, which
shows that the generation of vortex in the impeller flow channel has a great relationship
with the accumulation of gas. At t = 2 s, the area of high gas phase concentration decreases
significantly, and the gas phase gradually gathers to the central region of the impeller. After
t = 3 s, the gas volume fraction increases gradually from the volute inlet to the draft tube
outlet. The gas phase will gather more in the inner edge of the impeller, and the gas volume
fraction near the blade suction surface is more significant than that near the blade pressure
surface. It is indicated that the gas phase tends to move along the blade suction toward
the impeller outlet. After entering the impeller, the liquid phase is subjected to a sizeable
inertial force and centrifugal force, deviating from the typical streamlined trajectory and
moving to the blade pressure surface. In comparison, the inertial and centrifugal force of
the gas phase subjected is relatively less. Under the squeezing action of the liquid phase,
the gas phase is forced to shift to the suction surface, so the gas volume fraction of the
suction surface is higher.
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3.2. Blade Load Distribution

The size and distribution characteristics of the PAT blade load directly affect the
conversion efficiency between fluid and mechanical energy and the stable operation of
the equipment. The blade load is obtained by calculating the pressure difference between
the blade pressure surface and the blade suction surface. Figure 10 shows the distribution
of blade load during the start-up process under different inlet volume fractions. The
ordinate p in the figure is the blade load, and the abscissa L* is the dimensionless parameter
representing the blade position. The 0 position defines the blade inlet, and the 1 position
defines the blade outlet. From the diagram, it is observed that the blade load will oscillate
violently from blade inlet to blade outlet under pure water and gas–liquid two-phase
conditions at t = 1 s. The maximum positive load is generated at the position of 0.24~0.34.
At this moment, the pressure on the pressure surface is more significant than on the suction
surface, resulting in the maximum dynamic torque. The blade load becomes 0 at the
position of 0.48~0.53. The maximum negative load is generated at the position of 0.63~0.78.
At this moment, the pressure on the pressure surface is less than that on the suction surface,
resulting in the maximum resistance torque. At t = 2 s, the oscillation of the blade load
distribution curve obviously weakens. The amplitude of the blade load is the largest under
the condition of αg = 0.15. The wave peak of the blade load curve is at 0.27 position,
and its wave trough is at 0.59 position. The maximum amplitude of the blade load is
reduced to 0.59 times that at t = 1 s. At t = 3 s, the blade load distribution is relatively flat

292



Actuators 2022, 11, 370

under gas–liquid two-phase conditions. The blade load is the largest under the condition of
αg = 0.15, and the maximum blade load is 0.47 times that at t = 1 s. At t = 4 s, the distribution
of blade load shows a similar trend of steady condition. The blade load increases rapidly
along the flow direction of the fluid firstly and then changes gently to the maximum load
at the position of 0.6~0.8. The maximum blade load is 0.36 times that at t = 1 s, and then the
blade load decreases gradually to 0. It is proposed that the maximum load at the initial
start-up moment is distributed near the outer edge of the blade. With the increase in the
rotational speed, the oscillation of the blade load gradually weakens. After the rotational
speed is stable, the maximum load is distributed near the inner edge of the blade. At the
initial start-up moment, the greater the IGVF, the greater the amplitude of the blade load.
The crowding effect of the gas phase on the liquid phase increases with the increase in
the IGVF, which results in the uneven distribution of the liquid pressure in the impeller
flow channel and weakens the workability of the liquid phase to the impeller. Therefore,
decreasing the IGVF is helpful in reducing the oscillation of the blade load during the
start-up process, and thus the stability of the start-up process will be improved.
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3.3. Radial Force Analysis

When the fluid enters the PAT impeller through the spiral volute, the fluid pressure
distribution is not uniform around the impeller. Thus, the radial force acting on the impeller
will be produced. The vibration is caused by dynamic and static interference between the
rotating and stationary parts in the start-up process [23]. By monitoring the x-direction
force Fx and y-direction force Fy of the entire impeller during the start-up process, their
resultant force is the radial force Fr. Figure 11 shows the radial force vector distribution of a
rotation period during the start-up process at αg = 0.15. The magnitude and direction of the
radial force on the impeller change during the start-up process. At t = 1 s, the amplitude
of radial force fluctuation is the largest. Due to the uneven distribution of the local vortex
formed by the liquid flow in the impeller flow channel, the unbalanced radial force is
produced on the impeller, and the vector trajectory of radial force is in the fourth quadrant.
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At t = 2 s, the vector trajectory of radial force reduces and is still in the fourth quadrant,
but its center shifts to the lower left side compared to t = 1 s. When t ≥ 3 s, the vector
trajectory of radial force is slightly enlarged, and its shape is approximately elliptical. This
is because the PAT IGVF reaches a certain level, and the bubble destroys the symmetry
of the internal flow of the impeller, resulting in uneven distribution of the liquid flow in
each flow channel, and thus causing periodic unbalanced radial force, which will affect the
stability of the start-up process.
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Figure 11. Vector distribution of radial force during the start-up process at αg = 0.15. (a) t = 1 s;
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To compare the effect of different IGVFs on the radial force time domain of the PAT
start-up process, the start-up process has been respectively calculated under four conditions
of αg = 0, αg = 0.05, αg = 0.10, and αg = 0.15. The time domain characteristic of radial force
during the start-up process is shown in Figure 12. The abscissa is a rotation period when
αg = 0.15, and the ordinate is the radial force. Due to the lower IGVF, the greater the
liquid inlet flow rate, the faster the PAT accelerates during the start-up process. At the
same time, the more minor the IGVF, the more the number of radial force fluctuation. At
t = 1 s, the time domain distribution of radial force is not uniform under different IGVFs.
The amplitude of radial force is the largest under the condition of αg = 0.10. At t = 2 s,
the amplitude of radial force under αg = 0 and αg = 0.05 is much larger than that under
αg = 0.10 and αg = 0.15. When t ≥ 3 s, the time domain distribution of radial force tends to
be stable and oscillates periodically. The amplitude of radial force at low IGVF is slightly
larger than at high IGVF. The number of radial force fluctuations is consistent with the
blade number in each change period. The impeller rotates one cycle, and the radial force
fluctuates six times.
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The frequency domain diagram of radial force is obtained by the Fast Fourier transform
(FFT) for the time domain diagram of radial force in Figure 12, as shown in Figure 13. In
the graph, the abscissa represents the multiple between the radial force frequency (f ) and
the impeller rotation frequency (fn), and the ordinate represents the amplitude of radial
force pulsation (Ar). At t = 1 s, the dominant frequency of radial force is 2 fn, and its
amplitude under gas–liquid two-phase conditions is more significant than that under pure
water conditions. At t = 2 s, the dominant frequency of radial force is 4 fn. At t = 3 s, the
dominant frequency of radial force is 5 fn. Its amplitude is the largest under the pure water
conditions and the smallest under the condition of αg = 0.10. At t = 4 s, the dominant
frequency of radial force is 6 fn, that is, the blade rotation frequency and the secondary
frequency is two times the blade rotation frequency. With the increase in IGVF, the dominant
frequency amplitude of radial force increases slightly. From the pure liquid conditions to
the gas–liquid two-phase conditions with increasing IGVF, at the same time, the dominant
frequency amplitude shows a similar trend of decreasing firstly but then increasing. This is
because a small number of bubbles will increase the non-uniformity of the flow rate, which
prompts the mainstream direction to change, and causes the radial velocity of the internal
fluid particles in the impeller to change. The amplitude of radial force pulsation becomes
lower under gas–liquid two-phase conditions than pure water conditions. When the IGVF
increases, the tiny bubbles rise and merge to form an unstable bubble flow. These bubbles
continue to rupture or merge, which will exacerbate the oscillation of radial force.
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3.4. Axial Force Analysis

Due to the asymmetry between the front and the back shroud of the impeller and the
difference in compression area, the axial force acting on the PAT impeller is produced in
its start-up process. The axial force is mainly composed of the internal force acting on the
front and the back shroud of the impeller, the external force acting on them, and the force
acting on the blade [14]. The start-up process has been respectively calculated under four
conditions of αg = 0, αg = 0.05, αg = 0.10, and αg = 0.15. The time domain characteristic
of axial force during the start-up process is shown in Figure 14. At t = 1 s, the axial force
shows the maximum amplitude and fluctuates twice in a fluctuation cycle under gas–liquid
two-phase conditions. The magnitude and amplitude of the axial force under pure water
conditions are greater than those under gas–liquid two-phase conditions. At t = 2 s, the
axial force at αg = 0 and αg = 0.05 has a secondary fluctuation in a fluctuation period, and
the axial force at αg = 0.1 and αg = 0.15 has a periodic oscillation. When t ≥ 3 s, the axial
force oscillates periodically under different IGVFs, and the amplitude of the axial force
decreases gradually. The magnitude of axial force under low IGVF is more significant
than those under high IGVF. The number of axial force fluctuations in each change cycle is
consistent with the blade number.
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Figure 14. Time domain characteristic of axial force during the start-up process. (a) t = 1 s; (b) t = 2 s;
(c) t = 3 s; (d) t = 4 s.

The frequency domain diagram of axial force is obtained by the FFT for the time
domain diagram of axial force in Figure 14, as shown in Figure 15. At t = 1 s, the dom-
inant frequency of axial force is 2 fn, and its amplitude under the gas–liquid two-phase
conditions is more significant than that under the pure water conditions. At t = 2 s, the
dominant frequency of axial force is 4 fn, and its amplitude is the largest at αg = 0.15. The
frequency domain amplitude of axial force under pure water conditions attenuates slowly.
The axial force still has a large frequency domain amplitude at the high-order frequency
multiplication of the blade rotation frequency. At t = 3 s, the dominant frequency of axial
force is 5 fn. At t = 4 s, the dominant frequency of axial force is 6 fn, that is, the blade rotation
frequency, and the secondary frequency is equal to 2 times the blade rotation frequency. At
the beginning of start-up, the dominant frequency amplitude of axial force is the largest,
gradually decreasing with the increase in rotational speed. The higher the IGVF, the greater
the dominant frequency amplitude of axial force at the same time.
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4. Conclusions

In this study, the evolution mechanism of the internal flow field and the force char-
acteristics during the PAT start-up process under gas–liquid two-phase conditions were
proposed using numerical simulation and experiments. The major findings are as follows:

(1) At the beginning of start-up, the gas volume fraction is high, its distribution is uneven
in the impeller, and the area with high gas phase concentration corresponds to a
strong vortex. With the increase in rotational speed, the low-pressure area, the high-
concentration gas phase region, and the vortex intensity in the impeller gradually
decrease. The gas phase gradually converges to the inner edge of the impeller, and
the gas volume fraction of the blade suction surface is more significant than that of
the blade pressure surface.

(2) At the beginning of start-up, the blade load oscillates violently, and the maximum load
is distributed near the outer edge of the blade. As the rotational speed increases, the
oscillation of the blade load gradually weakens, and the maximum load is distributed
near the inner edge of the blade after the rotational speed is stable. The larger the
IGVF, the more severe the blade load oscillation during the start-up process. Therefore,
reducing the IGVF is helpful in improving the stability of the PAT start-up process.

(3) The periodic unbalanced radial force is produced in the start-up process. From the
pure liquid conditions to the gas–liquid two-phase conditions with increasing IGVF,
the dominant frequency amplitude of radial force shows a similar trend of decreasing
first but then increasing. After the rotational speed tends to be stable, the dominant
frequency of radial force is equal to the rotational frequency of the blade. With the
increase in IGVF, the dominant frequency amplitude of radial force decreases slightly
at the same time.

(4) At the beginning of start-up, the axial force shows the maximum amplitude and
fluctuates twice in a fluctuation cycle under gas–liquid two-phase conditions. With the
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increase in rotational speed, the dominant frequency amplitude of axial force decreases
gradually. The higher the IGVF, the greater the dominant frequency amplitude of
axial force at the same time.
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Abstract: In this paper, a novel fault-tolerant control tactic for robot manipulator systems using only
position measurements is proposed. The proposed algorithm is constructed based on a combination
of a nonsingular fast terminal sliding mode control (NFTSMC) and a novel high-speed third-order
sliding mode observer (TOSMO). In the first step, the high-speed TOSMO is proposed for the
first time to approximate both the system velocity and the lumped unknown input with a faster
convergence time compared to the TOSMO. The faster convergence speed is obtained thanks to the
linear characteristic of the added elements. In the second step, the NFTSMC is designed based on a
nonsingular fast terminal sliding (NFTS) surface and the information obtained from the proposed
high-speed TOSMO. Thanks to the combination, the proposed controller–observer tactic provides
excellent features, such as a fast convergence time, high tracking precision, chattering phenomenon
reduction, robustness against the effects of the lumped unknown input and velocity requirement
elimination. Especially, the proposed observer does not only improve the convergence speed of the
estimated signals, but also increases the system dynamic response. The system’s finite-time stability
is proved using the Lyapunov theory. Finally, to validate the efficiency of the proposed strategy,
simulations on a PUMA560 robot manipulator are performed.

Keywords: high-speed third-order sliding mode observer; nonsingular fast terminal sliding mode
control; controller–observer strategy; faster convergence; fault-tolerant control

1. Introduction

In the industry, robot manipulators are employed widely in various applications, such
as material handling, milling, painting, welding and roughing. Along with the growth
of robot manipulator applications, interest in robotic control has been increased [1–4]. In
some research, the robot’s end-effector position is required to track the desired trajectory.
For this purpose, the kinematics control approach is preferred [5,6]. Another approach
is to use the dynamics control when joint angles are preferred [7,8]. Generally, robot
manipulators are difficult to control in both theoretical and practical aspects due to some of
their characteristics. First, robot manipulator systems have a highly nonlinear and very
complex dynamic in coupling terms. Additionally, payload changes, friction, external
disturbances, etc., lead to robot dynamic uncertainty. Therefore, obtaining the robot’s
correct dynamics is arduous or even impossible. In some special cases, in long-term
operation, unknown faults can occur when the robot is operating, which includes actuator
faults or sensor faults. Further, to reduce the weight/size and save costs, in some cases,
manufacturers remove the velocity sensors in the robot. These are big problems that have
been challenged by many researchers. To simplify the presentation and avoid duplication,
in this article, the dynamic uncertainty and the unknown fault are treated and abbreviated
as a lumped unknown input.
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To deal with the aforementioned lumped unknown input, many control methods have
been developed, such as proportional–integral–derivative (PID) control [9,10], adaptive
control [11], fuzzy control [12], neural network (NN) control [13] and sliding mode control
(SMC) [14,15]. PID control is well-known as a simple and monotonic controller, which does
not require the dynamic model of the robot system. However, this controller cannot achieve
high tracking performance. Adaptive control is an effective method to deal with matched
uncertainties; however, it is not appropriate for the problem of mismatched uncertainties.
Intelligent control schemes are widely employed, such as NN control and fuzzy control. The
learning ability and good approximation of nonlinear function with the arbitrary accuracy
of NN controllers make them a good choice for modelling complex processes and compen-
sating for mismatched uncertainties. However, transient performance in the presence of a
disturbance can be degraded due to the required online learning procedure. The fuzzy logic
control method was developed based on expert knowledge and experience; however, its
main disadvantages are difficulties in the stability analysis and comprehensive knowledge
of the requirements of a system. SMC is one of the most powerful robust controllers that
has been widely utilized in the fault-tolerant control problem of robot manipulators due to
its effectiveness in rejecting the effects of the lumped unknown input [16–18]. Moreover,
the design procedure of SMC is not complex and quite popular in the literature [19–21].
Unfortunately, conventional SMC uses a linear sliding surface that means the finite-time
convergence cannot be guaranteed. In order to achieve a finite-time convergence, a nonlin-
ear sliding surface is utilized instead of a linear one in the design process of the controller;
this technique is well-known as terminal SMC (TSMC) [22,23]. Compared to conventional
SMC, TSMC extends two outstanding properties, which are finite-time convergence and
achieving higher accuracy when parameters are carefully designed. Unfortunately, TSMC
only obtains a faster convergence when system states are near the equilibrium point, but
slower when the system states are far from the equilibrium point. In addition, TSMC suffers
from the singularity problem. The two problems have been handled separately using fast
TSMC (FTSMC) [24,25] and nonsingular TSMC (NTSMC) [26–28]. In order to solve both
problems at the same time, nonsingular fast TSMC (NFTSMC) was developed [29–31]. Due
to its excellent control features, such as providing finite-time convergence, eliminating the
singularity problem, achieving high-position tracking precision and robustness against the
lumped unknown input, NFTSMC has been applied widely in the literature. However,
same as SMC and TSMC, utilizing a discontinuous switching element with a big and fixed
sliding gain to handle the effects of the lumped unknown input in the designing process
of NFTSMC is the root of high-frequency oscillations, the so-called chattering [32]. This
phenomenon harms the system; therefore, it decreases the practical applicability of SMC.
In addition, the design procedure of NFTSMC involves real velocity information, which is
sometimes unavailable in practical systems.

To resolve the chattering problem, the elementary idea is to reduce the sliding gain
in the switching control component. In this approach, the lumped unknown input is first
completely or partially estimated. After that, the estimated unknown input is applied in a
controller design as a compensator to reduce the lumped unknown input effects. Therefore,
the switching control component is now utilized to carry out the impacts of the estimation
error instead of the lumped unknown input as in the original controller. As a result, the
sliding gain is chosen with a smaller value, thus, the chattering phenomenon can be reduced.
In the literature, various techniques for fault diagnosis have been proposed to approximate
the lumped unknown input, such as the NN observer [33,34], adaptive observer [35,36], time-
delay estimation [37,38], linear extended state observer (LESO) [39,40], second-order sliding
mode observer (SOSMO) [41] and third-order sliding mode observer (TOSMO) [42,43].
Among them, the SOSMO and the TOSMO stand out with the capability to estimate not only
the lumped unknown input, but also the velocity information; therefore, the requirement of
the tachometer is eliminated without the need of an additional state observer. Concerning
the comparison of the above two observers, the main advantage of the SOSMO is its
ability to provide a faster approximation speed. In contrast, the TOSMO can provide
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estimation signals with a higher estimation accuracy and less chattering, without any
filtration. Unfortunately, as a trade-off, its convergence speed becomes slower than that of
the SOSMO. Therefore, it is necessary to design an observer that can combine the wonderful
properties of both the SOSMO and the TOSMO.

Motivated by all the above discussions, this paper first proposes a novel high-speed
TOSMO for the robot manipulator system by adding additional terms to the original
TOSMO. This observer can not only maintain the remarkable benefits of the original
TOSMO, but also obtain a faster convergence time. The estimated velocity and unknown
input are then applied to design a fault-tolerant control based on NFTSMC. The major
contributions of this paper are summarized as follows:

1. The proposal of a novel high-speed TOSMO that can obtain a faster convergence
speed while maintaining the high estimation accuracy of the TOSMO;

2. The proposal of a fault-tolerant control law based on NFTSMC and the proposed
high-speed TOSMO that handles the effects of the lumped unknown input to achieve
a higher tracking accuracy and low chattering phenomenon;

3. The provision of proof of the system finite-time stability when combining a controller
and observer.

This paper is organized into six parts. Following the introduction, the mathematical
dynamics model of robot manipulators and problem formulation are presented in Section 2.
In Section 3, the design of the high-speed TOSMO is presented, followed by the design
procedure of the fault-tolerant control law based on NFTSMC for the robot manipulators
shown in Section 4. To confirm the efficiency of the proposed method, computer simulations
on a PUMA560 robot manipulator are shown in Section 5. Finally, Section 6 gives some
conclusions.

2. Mathematical Dynamics Model of Robot Manipulators and Problem Formulation
2.1. Robot Dynamics

Let us consider a serial n-link robot manipulator under the effects of dynamic uncer-
tainty and unknown fault as follows:

..
q = M(q)−1[τ(t)− C

(
q,

.
q
) .
q− G(q)− Fr

( .
q
)
− τd(t)

]
+ Ω

(
q,

.
q, t
)

(1)

where q,
.
q,

..
q ∈ <n correspondingly represent the robot’s joint positions, velocity and ac-

celeration vectors; M(q) ∈ <n×n represents the inertia matrix, which is symmetric and
positively definite, making it invertible; C

(
q,

.
q
)
∈ <n×n, G(q) ∈ <n and Fr

( .
q
)
∈ <n

denote the Coriolis and centripetal forces, gravitational vector and friction vector, re-
spectively; τd(t) ∈ <n denotes the disturbance vector; τ(t) ∈ <n denotes the control
input signal; and Ω

(
q,

.
q, t
)
= ω

(
t− Tf

)
Φ
(
q,

.
q
)

denotes the unknown but bounded fault

with the time profile ω
(

t− Tf

)
= diag

{
ω1

(
t− Tf

)
, ω2

(
t− Tf

)
, . . . , ωn

(
t− Tf

)}
, where

ωi

(
t− Tf

)
=

{
0 i f t ≤ Tf

1− e−ζi(t−Tf ) i f t ≥ Tf
. The unknown fault function Φ

(
q,

.
q
)

occurs at

time Tf with evolution rate ζi > 0 , (i = 1, 2, . . . , n).

By defining u = τ(t) and x =
[
x1

T x2
T]T with x1 = q, x2 =

.
q, we could transfer

system (1) into the state space form as

.
x1 = x2
.
x2 = Ψ(x) + M(x1)

−1u + ∆(x, t)
(2)

where Ψ(x) = M(q)−1[−C
(
q,

.
q
)
− G(q)

]
represents the nominal model of robot manipu-

lators and ∆(x, t) = M(q)−1[−Fr
( .
q
)
− τd

]
+ Ω

(
q,

.
q, t
)

denotes the lumped unknown but
bounded dynamic uncertainty and unknown fault.
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Remark 1. In this paper, the unknown fault was considered as an additional dynamic uncertainty;
therefore, their total effects on the system were carried out. We simply named them the lumped
unknown input.

2.2. Problem Formulation

Let xd ∈ <n be an expected trajectory of a robot’s joint, where the tracking error is
defined as

e = x1 − xd (3)

The central purpose of this paper was divided into two parts. First, a novel high-
speed TOSMO was proposed for the first time to estimate both a system’s states and the
lumped unknown input with high precision and a fast response time. Second, based on
the achieved information from the proposed observer, a fault-tolerant control approach
using NFTSMC was then designed for system (2) to ensure that the joint position x1 could
track the desired trajectory xd with high accuracy, even in the presence of the lumped
unknown input and the absence of the velocity measurement. In addition, the controller
further demonstrated the effectiveness of the proposed high-speed TOSMO. The proposed
algorithm was constructed based on assumptions as follows:

Assumption 1. The desired trajectory xd was a twice continuously differentiable function in respect
to time t.

Assumption 2. The lumped unknown input ∆(x, t) was bounded by a positive constant ∆D as

|∆(x, t)| ≤ ∆D (4)

Assumption 3. The derivative of the lumped unknown input ∆(x, t) in respect to time existed and
was bounded by a positive constant ∆ .

D
as

∣∣∣∣
d
dt

∆(x, t)
∣∣∣∣ ≤ ∆ .

D
(5)

Note that Assumption 3 is realistic and has been used in much research [44–46].

3. Design of Observer
3.1. High-Speed Third-Order Sliding Mode Observer

In this section, a novel high-speed TOSMO was proposed by adding additional terms
to the original TOSMO. Thanks to the linear characteristic of these terms, which can strongly
deal with perturbations that are very far away from the origin, the slow convergence
problem of the TOSMO was improved.

Based on system (2), the novel high-speed TOSMO was proposed as follows:
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1 1 1 1
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where 2= −ΓL x  with the assumptions were that ≤ ΔLL  and ≤ Δ L

d L
dt

. 

(6)

where x̂ is the estimation of x, ki(i = 1, 2, 3) denotes the sliding gains and Γ is a positive
constant. In the proposed observer, the additional terms were bolded to distinguish them
from the original TOSMO.

Theorem 1. For the robot manipulator system given in (2) with the high-speed TOSMO (6), if the
sliding gains of the observer were chosen as Remark 3, then the proposed observer was stable and the
estimation states (x̂1, x̂2) would achieve the real states (x1, x2) in finite time.
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Proof of Theorem 1. By subtracting (6) from (2), we obtained the estimation errors as

.
x̃1 = −k1|x̃1|2/3sign(x̃1) + x̃2 − Γx̃1.
x̃2 = −k2|x̃1|1/3sign(x̃1)− Γ

( .
x̂1 − x̂2

)
+ ∆(x, t)− δ(x, x̃) + ẑ

.
ẑ = −k3sign(x̃1)

(7)

where x̃1 = x1 − x̂1 and x̃2 = x2 − x̂2 represent the position and velocity estimation errors,
respectively. The estimation error δ(x, x̃) = Ψ(x̂) − Ψ(x). To facilitate the next design
approach, in this phase, we assumed that |δ(x, x̃)| ≤ ∆δ and

∣∣∣
.
δ(x, x̃)

∣∣∣ ≤ ∆ .
δ
, where ∆δ and

∆ .
δ
, were positive constants. Note that this assumption was the same as Assumption 3; thus,

it could be supported in both theoretical and practical applications.
Substituting the first term of (6) into (7), we obtained

.
x̃1 = −k1|x̃1|2/3sign(x̃1) + x̃2 − Γx̃1.
x̃2 = −k2|x̃1|1/3sign(x̃1) + ∆(x, t)− δ(x, x̃) + ẑ− Γk1|x̃1|2/3sign(x̃1)− Γ2 x̃1.
ẑ = −k3sign(x̃1)

(8)

By defining the new variable x = x̃2− Γx̃1, the estimation errors in (8) were rewritten as

.
x̃1 = −k1|x̃1|2/3sign(x̃1) + x
.
x = −k2|x̃1|1/3sign(x̃1) + ∆(x, t)− δ(x, x̃) + ẑ
−Γk1|x̃1|2/3sign(x̃1)− Γ2 x̃1

+Γk1|x̃1|2/3sign(x̃1) + Γ2 x̃1 − Γx̃2︸ ︷︷ ︸
−Γ

.
x̃1.

ẑ = −k3sign(x̃1)

(9)

Letting ∆̂(x, t) = ∆(x, t)− δ(x, x̃) + L, the system (9) became

.
x̃1 = −k1|x̃1|2/3sign(x̃1) + x
.
x = −k2|x̃1|1/3sign(x̃1) + ∆̂(x, t) + ẑ
.
ẑ = −k3sign(x̃1)

(10)

where L = −Γx̃2 with the assumptions were that |L| ≤ ∆L and
∣∣∣ d

dt L
∣∣∣ ≤ ∆ .

L
.

By defining x̃3 = ẑ + ∆̂(x, t), the system in (10) could be rewritten in the same form of
the second-order sliding mode differentiator [47] as

.
x̃1 = −k1|x̃1|2/3sign(x̃1) + x
.
x = −k2|x̃1|1/3sign(x̃1) + x̃3
.
x̃3 = −k3sign(x̃1) +

.
∆̂(x, t)

(11)

Equation (11) is also as well-known as the TOSMO [48]. By selecting the candidate
Lyapunov function V0 and using the same demonstrating process as in [48], it could be
concluded that system (11) was stable and the differentiators x̃1, x and x̃3 converged to
zero in finite time. Thus, system (7) was stable and the estimation errors x̃1, x̃2 converged
to zero in finite time. �

Remark 2. The proposed high-speed TOSMO in (6) was designed based on the original TOSMO
in [42]. The linear characteristics of the added terms were utilized to increase the convergence speed
of the estimated signals.
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Remark 3. The observer gains of (6) were selected according to [47] as k1 = α1∆1/3, k2 = α2∆2/3

and k3 = α3∆, where α1 = 2, α2 = 2.12 and α3 = 1.1 with ∆ = ∆ .
D
+ ∆ .

δ
+ ∆ .

L
.

3.2. Unknown Input Identification

After the convergence time, the estimated velocity reached the real velocity, x̂2 = x2;
thus, the term L = −Γx̃2 converged to zero. The third term of system (11) then became

.
x̃3 = −k3sign(x̃1) +

.
∆̂(x, t) ≡ 0 (12)

Notably, because the velocity estimation error x̃2 converged to zero, the auxiliary
unknown input term ∆̂(x, t) = ∆(x, t)− δ(x, x̃) + L converged to ∆(x, t).

The lumped unknown input terms could be rebuilt as

∆̂(x, t) =
∫

k3sign(x̃1) (13)

Since the estimated unknown input in (13) included an integral operation, the lumped
unknown input terms could be rebuilt directly from the output injection term, and the
chattering of the obtained function was partially eliminated without the need for a lowpass
filter. In addition, the proposed observer in (6) not only maintained the advantages of the
conventional TOSMO such as the finite-time convergence and high estimation accuracy for
both velocity and the lumped unknown input, but also provided a faster convergence time
than that of the TOSMO. The outstanding features of the proposed high-speed TOSMO
were verified in the simulation part.

Remark 4. The obtained lumped unknown input could be used for fault detection and fault isolation
and could also be applied to the fault-tolerant control to eliminate its effect on the system. The esti-
mated velocity could be employed in the controller design process instead of the real measured velocity.

4. Design of Control Algorithm

In this section, a fault-tolerant control tactic using the NFTSMC algorithm was pro-
posed to carry out the effects of the lumped unknown input of system (2). In addition, in
some special cases, the tachometers in robots would be cut off by manufacturers to save cost
and reduce weight. For that reason, this paper assumed that the tachometers did not exist.
The estimated velocity, x̂2, which was obtained from the proposed observer in Section 3,
was utilized; therefore, the requirement of the real measured velocity was eliminated.

4.1. Design of Nonsingular Fast Terminal Sliding Surface

Let us define the estimated velocity error as

.̂
e = x̂2 −

.
xd (14)

where
.
xd describes the desired velocity.

A NFTS surface was selected as in [49]

ŝ =
.̂
e +

∫ [
β1|e|γ1 sign(e) + β2

∣∣∣ .̂
e
∣∣∣
γ2

sign
( .̂

e
)
+ β3e + β4e3

]
dt (15)

where the parameters β1, β2, β3, β4 are positive constants and the parameters γ1, γ2
could be selected as 0 < γ1 < 1, γ2 = 2γ1/(1 + γ1).

According to the SMC theory, the following conditions were satisfied when the robot
system reached the sliding mode:

ŝ = 0
.
ŝ = 0

(16)
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Thus, the sliding mode dynamics could be acquired as

.̂
e = −

∫ [
β1|e|γ1 sign(e) + β2

∣∣∣ .̂
e
∣∣∣
γ2

sign
( .̂

e
)
+ β3e + β4e3

]
dt (17)

Theorem 2. For the sliding mode dynamics in (17), the origin was defined as the stable equilibrium
point and the state trajectories converged to zero in finite time.

Proof of Theorem 2. Taking the derivative of the tracking error in (3) in respect to time
yielded

.
e =

.
x1 −

.
xd

= x2 −
.
xd

(18)

Based on the definition of the estimation errors in Section 3, the velocity error (14) was
rewritten as

.̂
e = x̂2 −

.
xd

= x2 −
.
xd − x̃2

(19)

After the convergence time of the estimation errors (7), the estimated velocity, x̂2,
reached the true velocity, x2. Hence, the velocity error (19) became

.̂
e = x2 −

.
xd =

.
e (20)

The sliding mode dynamics in (17) became

.
e = −

∫ [
β1|e|γ1 sign(e) + β2

∣∣ .
e
∣∣γ2 sign

( .
e
)
+ β3e + β4e3

]
dt (21)

Then, the following sliding mode dynamics could be obtained

..
e = −β1|e|γ1 sign(e)− β2

∣∣ .
e
∣∣γ2 sign

( .
e
)
− β3e− β4e3 (22)

A Lyapunov function candidate was selected as

V1 =
β1

γ1 + 1
|e|γ1+1 +

1
2

.
e2
+

β3

2
e2 +

β4

4
e4 (23)

Taking the time derivative of the Lyapunov function candidate (23) and substituting
the result from (22) yielded

.
V1 = β1|e|γ1 sign(e)

.
e +

.
e

..
e + β3e

.
e + β4e3 .

e
=

.
e
(
−β1|e|γ1 sign(e)− β2

∣∣ .
e
∣∣γ2 sign

( .
e
)
− β3e− β4e3

)

+β1|e|γ1 sign(e)
.
e + β3e

.
e + β4e3 .

e
= −β2

∣∣ .
e
∣∣γ2+1

(24)

From (23) and (24), it could be concluded that V1 > 0 and
.

V1 < 0, therefore, the origin
of the sliding mode dynamics (17) was a stable equilibrium point and the state trajectories
e and

.̂
e converged to zero in finite time. Thus, Theorem 2 was successfully proven. �

4.2. Observer-Based NFTSMC Design

To obtain the control law for the robot manipulator system (2), an observer-based
NFTSMC, as shown in Figure 1, was proposed. The control input signal was design
as follows:

u = −M(x1)
(
ueq + usw

)
(25)
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Figure 1. Overall structure of the proposed fault-tolerant control approach.

Here, the equivalent control law, ueq, played the role of holding the error state variables
on the sliding surface, and was designed as follows:

ueq = Ψ(x) + k2|x̃1|1/3sign(x̃1) + Γ
( .

x̂1 − x̂2

)
+
∫

k3sign(x̃1) + A− ..
xd (26)

where A = β1|e|γ1 sign(e) + β2

∣∣∣ .̂
e
∣∣∣
γ2

sign
( .̂

e
)
+ β3e + β4e3.

The switching control law, usw, played the role of driving the state variables to the
sliding surface, and was designed as follows:

usw = (∆δ + µ)sign(ŝ) (27)

where µ is a small positive constant.
The proposed control input was presented in the following Theorem 3:

Theorem 3. Consider the robot manipulator system given by (2); if NFTSMC was designed as
(25)–(27), then system (2) was stable. Additionally, the finite-time convergence of the tracking errors
was guaranteed.

Proof of Theorem 3. Taking the derivative of both the sliding surface (15) and the tracking
velocity error (14) in respect to time, we obtained

.
ŝ =

d
dt

.̂
e + A (28)

d
dt

.̂
e =

.
x̂2 −

..
xd (29)

Substituting the second term of the proposed observer (6) into (29) yielded

d
dt

.̂
e = − ..

xd + Ψ(x̂) + M(x1)
−1u + k2|x̃1|1/3sign(x̃1) + Γ

( .
x̂1 − x̂2

)
+ ẑ

.
ẑ = k3sign(x̃1)

(30)

Substituting (30) into (28), we obtained

.
ŝ = − ..

xd + Ψ(x̂) + M(x1)
−1u + k2|x̃1|1/3sign(x̃1) + Γ

( .
x̂1 − x̂2

)
+ ẑ + A

= − ..
xd + Ψ(x) + δ(x, x̃) + M(x1)

−1u + k2|x̃1|1/3sign(x̃1) + Γ
( .

x̂1 − x̂2

)
+ ẑ + A

.
ẑ = k3sign(x̃1)

(31)

Applying control input in (25)–(27) to (31) gave

.
ŝ = −(∆δ + µ)sign(ŝ) + δ(x, x̃) (32)
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Let us define the Lyapunov function candidate as follows:

V2 =
1
2

ŝT ŝ (33)

With the result of (32), the time derivative of the Lyapunov function candidate (33)
yielded

.
V2 = ŝT

.
ŝ

= ŝT(−(∆δ + µ)sign(ŝ) + δ(x, x̃))

= −(∆δ + µ)
n
∑

i=1
|ŝi|+ δ(x, x̃)T ŝ ≤ −µ

n
∑

i=1
|ŝi|

≤ −µ‖ŝ‖ = −
√

2µV2
1/2 < 0, ∀ŝ 6= 0

(34)

From (33) and (34), it could be concluded that system (2) was stable, and the finite-time
convergence of the tracking errors was guaranteed. Thus, Theorem 3 was successfully
proven. �

Remark 5. In the equivalent control law (26), we could see that the estimated lumped unknown
input,

∫
k3sign(x̃1), which was obtained from the high-speed TOSMO in Equation (6), was included.

Consequently, the switching control law now was utilized to handle the effects of the estimation
errors; therefore, a small value of sliding gain could be chosen. By this way, the high-frequency
chattering phenomenon would be significantly decreased in the control input signal.

Remark 6. In combining the observer and controller, the convergence speed of the controller was
dependent on the convergence speed of the designed observer. Therefore, the proposed high-speed
TOSMO not only supported early fault detection, but also helped the controller to achieve a faster
convergence speed than when combined with the TOSMO.

Remark 7. Although the NFTS surface was selected according to [49], the proposed equivalent
control law in (26) was different. Therefore, it could be considered as a contribution of this paper.

5. Numerical Simulations

To validate the efficiency of the suggested algorithm, in this section, we used the
PUMA560 robot manipulator with the last three joints blocked for a computer simulation.
The structure of the PUMA560 robot is shown in Figure 2. The specific parameter values of
the PUMA560 robot dynamic model were provided in [50]. In the simulation analysis, the
MATLAB/Simulink program was used with a sampling time of 10−3 s.

In the simulation, the desired trajectories of the three were assumed as

qd =




qd1
qd2
qd3


 =




cos(πt/5)− 1
sin(πt/5 + π/2)− 1
sin(πt/5 + π/2)− 1




The initial states of the robot were selected as q1(0) = q2(0) = q3(0) = −0.5 and
.
q1(0) =

.
q2(0) =

.
q3(0) = 0.

The friction vector and external disturbance vector were assumed as

Fr =




Fr1
Fr2
Fr3


 =




1.9 sin
( .
q1
)

2.03 sin
( .
q2
)

1.76 sin
( .
q3
)


τd =




τd1
τd2
τd3


 =




1.1
.
q1 + 1.2 sin(3q1)

1.65
.
q2 + 2.14 sin(2q2)

−3.01
.
q3 + 1.3 sin(q3)
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Figure 2. Structure of the PUMA560 robot manipulator.

The fault was assumed to occur at Tf = 10 s, with the fault signal as follows:

Φ =




Φ1
Φ2
Φ3
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)
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( .
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.
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( .
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The parameters of the controllers and observers were selected as follows: γ1 = 1/2,
γ2 = 2/3, β1 = diag(15, 15, 15), β2 = diag(10, 10, 10), β3 = diag(10, 10, 10), β4 = diag(5, 5, 5),
∆δ = 0.5, ∆ = 22, µ = 0.01 and Γ = 5.

The simulation consisted of two parts: First, the estimation results of the proposed
high-speed TOSMO were compared with that of the TOSMO and the SOSMO, which were
designed as in [42]. Second, the proposed fault-tolerant technique was compared with three
controllers: (1) NFTSMC without compensation; (2) NFTSMC with the SOSMO compensation
(NFTSMC-SOSMO); (3) NFTSMC with the TOSMO compensation (NFTSMC-TOSMO).

In the first part, the comparison results among three observers are shown in Figures 3–5.
The obtained velocity estimation errors are shown in Figure 3. As in the results, the SOSMO
(green solid line) provided a faster estimation of velocity compared to the TOSMO (blue
solid line). In contrast, the TOSMO provided a velocity estimation with higher precision and
less chattering compared to the SOSMO. The red solid line in the figure shows the estimation
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results of the high-speed TOSMO. It was easy to see that the estimated information of the
high-speed TOSMO maintained the higher precision and lesser chattering characteristic
of the TOSMO, while the convergence speed was significantly increased and matched
the speed of the SOSMO. The faster velocity estimation would help the controller reach
a faster convergence time. In terms of the lumped unknown input estimation, the results
are shown in Figures 4 and 5. As shown in the results, the SOSMO provided estimation
information with a lower accuracy compared to the TOSMO and the proposed high-speed
TOSMO due to the time delay when using a lowpass filter to reconstruct the estimation
signal. On the contrary, the TOSMO and the high-speed TOSMO could reconstruct the
lumped unknown input directly without any filtration. However, the convergence time of
the TOSMO was a little slower. The same applied to the velocity estimation results, where
the lumped unknown input estimation results of the high-speed TOSMO could maintain
the high estimation performance of the TOSMO and reached the convergence speed of
the SOSMO. It is worth mentioning that the faster estimation speed helped in early fault
detection, thus, reducing the robot’s failure rate.

Figure 3. Velocity estimation errors at (a) joint 1, (b) joint 2 and (c) joint 3.
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Figure 4. Lumped unknown input estimation at (a) joint 1, (b) joint 2 and (c) joint 3.

Figure 5. Lumped unknown input estimation errors at (a) joint 1, (b) joint 2 and (c) joint 3.
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In the second part, the comparison results among four controllers were shown in
Figures 6 and 7. Figure 6 shows the results of the tracking error at each joint. As in the
figure, in terms of the tracking performance, NFTSMC without compensation (green solid
line) and the NFTSMC-SOSMO (black dash line) provided quite good tracking precision.
However, with better approximation information, the NFTSMC-TOSMO (blue solid line)
and the proposed fault-tolerant control strategy (red solid line) provided higher control
performance. The two controllers provided almost the same tracking accuracy due to the
estimation accuracy of the TOSMO and the high-speed TOSMO being not much different.
In terms of the convergence speed, NFTSMC without compensation and the NFTSMC-
TOSMO converged simultaneously because they used the same velocity signal in the design
process. According to the effect of the velocity signal, the proposed fault-tolerant control
strategy converged faster compared to the above two controllers, and almost the same
as the NFTSMC-SOSMO. Therefore, it could be concluded that the proposed high-speed
TOSMO not only obtained estimation information faster, but also helped the designed
controller achieve better control performance. The comparison of control input torque is
shown in Figure 7. As in the figure, the control input of NFTSMC without compensation
was under the effect of the chattering phenomenon because of using a large sliding gain.
After compensation, the sliding gain could be chosen with a smaller value; therefore,
the chattering phenomenon in the control inputs of the NFTSMC-SOSMO, the NFTSMC-
TOSMO and the proposed fault-tolerant control were significantly reduced. The time
response of the proposed NFTS surface is shown in Figure 8.

Figure 6. Comparison of tracking errors among controllers at (a) joint 1, (b) joint 2 and (c) joint 3.
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Figure 7. Comparison of control input torque among controllers at (a) joint 1, (b) joint 2 and (c) joint 3.

Figure 8. Time response of the proposed sliding surface at (a) joint 1, (b) joint 2 and (c) joint 3.
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6. Conclusions

This paper proposed a novel fault-tolerant control strategy for robot manipulator
systems using only position measurements. Thanks to the linear characteristic of the added
elements, the proposed high-speed TOSMO could estimate both the velocity signal and
the lumped unknown input with a faster convergence time compared to the TOSMO. The
obtained information from the observer was combined with NFTSMC in designing the fault-
tolerant controller. The proposed controller–observer tactic provided excellent properties,
such as a fast convergence time, high-position tracking precision, finite-time convergence,
chattering phenomenon reduction, robustness against the effects of the lumped unknown
input and velocity requirement elimination. The faster convergence characteristic of the
observer also improved the convergence speed of the designed controller. The system
stability and finite-time convergence were proved using the Lyapunov stability theory.
Finally, the efficiency of the proposed algorithm was validated with simulations on the
PUMA560 robot manipulator. Due to the efficiency of the proposed algorithm, it would
be possible to implement it in real robot system in the future. In addition, designing a
fixed-time observer based on the proposed high-speed TOSMO is a promising idea.
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Abstract: This paper presents the design and implementation of a flexible manipulator formed
of connected continuum kinematic modules (CKMs) to ease the fabrication of a continuum robot
with multiple degrees of freedom. The CKM consists of five sequentially arranged circular plates,
four universal joints intermediately connecting five circular plates, three individual actuated tension
cables, and compression springs surrounding the tension cables. The base and movable circular plates
are used to connect the robot platform or the neighboring CKM. All tension cables are controlled via
linear actuators at a distal site. To demonstrate the function and feasibility of the proposed CKM, the
kinematics of the continuum manipulator were verified through a kinematic simulation at different
end velocities. The correctness of the manipulator posture was confirmed through the kinematic
simulation. Then, a continuum robot formed with three CKMs is fabricated to perform Jacobian-based
image servo tracking tasks. For the eye-to-hand (ETH) experiment, a heart shape trajectory was
tracked to verify the precision of the kinematics, which achieved an endpoint error of 4.03 in Root
Mean Square Error (RMSE). For the eye-in-hand (EIH) plugging-in/unplugging experiment, the
accuracy of the image servo tracking system was demonstrated in extensive tolerance conditions,
with processing times as low as 58± 2.12 s and 83± 6.87 s at the 90% confidence level in unplugging
and plugging-in tasks, respectively. Finally, quantitative tracking error analyses are provided to
evaluate the overall performance.

Keywords: continuum robot; image servo tracking; image jacobian; autonomous manipulation

1. Introduction
1.1. Motivation

Recently, automation-related equipment, especially robotic manipulators, has been
successfully used widely in industrial applications [1,2], medical services [3], and disaster-
based narrow-space exploration [4]. In addition to the conventional articulated manipula-
tors, soft and flexible manipulators are becoming more attractive to robotics researchers [5,6].
Continuum robots are typical examples of flexible manipulators, which have better agility
than conventional articulated manipulators. In general, a continuum robot is practical for
performing soft grasping and manipulating tasks, in the same vein as the manipulations of
the octopus tentacle or the elephant trunk. Hence, continuum robots are often operated in
narrow spaces because of their hyper degrees of freedom (DOF) motions [7,8]. Although
providing flexibility and agility in manipulating tasks, the deployment of multi-segment
continuum manipulators that exhibit non-constant curvature is still a formidable challenge
because of the complexity of deriving continuum kinematics.

1.2. Related Works

Continuum robots are typical examples of flexible manipulators capable of performing
with better agility than conventional articulated manipulators. The designs of continuum
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robots can be divided into two types: tension cable-driven and pneumatic-driven. For
tension cable-driven robots, Hannan et al. [9] designed a continuum robot formed by
32 coupled joints and a total of eight actuatable cables, making it capable of performing a
motion similar to that of an elephant trunk. Jones et al. [10] further proposed synthesizing
the kinematic relationship between a general continuum skeleton and a continuum robot.
The coordinates are related to the input of the controller (e.g., air pressure and tendon
length) to realize real-time tasks and shape control of a continuum robot. As Yoon et al. [11]
proposed, springs are also used as the backbone of the plate connection. Such a mechanism
design is mainly used to enhance the elasticity and flexibility of the overall continuum
structure to ensure the safety of the continuum robot when it collides with the human
body. Another design proposed by Tokunaga et al. [12] used an elastic center column and
springs, where the springs are installed outside the center column to avoid unexpected
shapes such as twisting, which is beneficial for handling weights and loads on the end
effector. For pneumatic-driven robots, the use of pneumatic artificial muscles is available for
developing continuum robots. Liu et al. [13] presented a light soft manipulator, where thin
McKibben pneumatic artificial muscles were utilized for continuously controllable stiffness
actuation. Their study successfully overcomes problems such as that most continuum
robots cannot continuously change their stiffness at a fixed end position. Dalvand et al. [14]
proposed an analytical loading model by considering the number of tendons and the load
distribution of the tendons to avoid the tendon relaxation problem that leads to inaccurate
motion control. Pneumatic-type continuum robots need a pneumatic source, and, therefore,
they are not convenient for installation, mobility, and maintenance. However, the tension
cable-driven type usually uses motors or linear actuators as the source of kinematic motion
control. Consequently, tension cable-driven continuum robots have advantages in terms of
installation, mobility, and maintenance. However, the kinematics of the tension cable-driven
continuum robot is much more complicated than those of conventional articulated robots.

In addition, bioinspired continuum robot designs have been studied. For example,
Hassan et al. [15] developed an active-braid design to fabricate a bioinspired continuum
manipulator. Their study adopted flexible cross-linked spiral array structures to form the
continuum structure. Inspired by the biological structure of snakes, Zhang et al. [16] pro-
posed a compound continuum robot combining concentric tubes and a notched continuum
robot to achieve a smaller diameter and a larger central cavity.

Because continuum robots can navigate and manipulate in a narrow space, they
have attracted considerable attention in designing surgical robots. Safety is an essential
aspect of robotic surgery. Comin et al. [17] presented a solution of combining a pneumatic
soft continuum robot and a rigid robot arm in terms of series connection. The rigid
part maintains a safe tool contact force, while the soft part follows the required cutting
path. Their solution can demonstrate teleoperated diathermic tissue-cutting tasks from
a safety consideration; although, the proposed system still was not friendly-using and
only worked on designed scenarios. In addition, Zhao et al. [18] proposed a variable
stiffness design for a continuum manipulator. Such a redundant continuum structure is
formed with an elastic backbone that exhibits a continuously constrained bending curvature.
Agility and miniaturization are design considerations in minimally invasive surgery (MIS)
operations. Qu et al. [19] presented a continuum manipulator design for MIS operation,
with a bioinspired wire-driven multi-backbone structure design being applied in this study.
A super-elastic backbone was utilized to connect a series of thin disks to form a continuum
structure with a 12 mm outer diameter and a total length of 180 mm. Another study
was proposed for flexible endoscopic surgery purposes. Hwang et al. [20] designed a
novel constrained continuum manipulator that used several auxiliary links attached to
the primary continuum for payload capability improvement. Similar to the design of
three 6-DOF continuum robots formed with cable-driven concentric tube mechanisms [21],
the design of a snake-like surgical continuum robot [22] and a continuum manipulator
with parallel and shifted-routing cable-driven control mechanisms for robotic surgeries
of endometrial regeneration [23], provide the design paradigms for novel continuum
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manipulators. Although making some achievements, these methods had to consider
finding a balance between the manipulator’s workspace and stiffness without increasing
the system’s complexity.

Furthermore, to survey the structural designs of continuum manipulators, the control
designs of continuum manipulators are also discussed. Shen et al. [24] presented a study on
a flexible backbone cable-driven continuum manipulator to improve accuracy to overcome
such factors as gravity or mechanism effects. The authors proposed a method consisting
of a kinematic model and data-driven Gaussian process regression (GPR) based on exper-
iments applied to hardware platforms to reduce the position and orientation errors by
68.72% and 51.74%, respectively. Other control systems applied to continuum robots also
provide helpful information in designing continuum robot control systems, such as pose
planning of a multi-section continuum manipulator in terms of an imitation learning-based
approach [25] and absolute positioning accuracy improvement of a continuum surgical
manipulator by utilizing the closed-loop control approach [26].

Images-based visual servoing (IBVS) studies are also discussed to demonstrate path
tracking and autonomous manipulation abilities. Lai et al. [27] proposed a vision-based
adaptive control scheme based on a soft continuum manipulator with a bidirectional two-
segment configuration. The proposed controller was realized with the IBVS approach. The
key point positioning error could reach within 6.5% based on the manipulator length, and
the robot will find the best fit to the desired shape if the goal positions are not reachable.
Yang et al. [28] presented the stereo tracking of a continuum surgical manipulator. A wrist
marker was designed to realize the closed-loop image-based servoing control scheme. The
feature points extracted from the stereoscopic images were evaluated to align with the
actual pose, including the position and direction of the target. Although the tip positioning
error was reduced to 25.23% during trajectory tracking, the control cycle is longer than the
preferred, making the manipulator overshoot when it changed motion direction. Finally,
many studies were proposed to realize the visual servoing ability of continuum robots
for a wide variety of applications, such as visual servoing and compliant control [29],
image-based laser beam steering control [30], model-free visual servoing combined with
singularity avoidance to enhance safety [31], and optical coherence tomography (OCT)-
guided visual servoing for micromotion manipulations [32,33], vision-based shape control
for cable-driven manipulator [34], hybrid EIH and ETH for visual servoing [35], and OCT
path scanning [36].

1.3. Contribution

This paper proposes an ideal constant curvature assumption to overcome the problem
of deriving continuum kinematics. With the well-defined continuum kinematics in [9]
and [10], this paper presents the kinematics of a continuum kinematic module (CKM) via
the parameters κ, ϕ, and l (the arc length, curvature, and rotation angle in the x-y plane of
CKM, respectively). Therefore, a complete continuum robot formed of connected CKMs
can be accumulated. It is noted that three CKMs are utilized to produce a continuum
robot for image-based servo tracking practices. Moreover, image-based path tracking and
autonomous manipulation are typical demonstrations for investigating the applicability of
hyper DOF continuum manipulators for possible deployment of service robots to provide
manipulation compliance and ensure safety in operation when performing human-robot
interaction (HRI). The main contribution of this study is summarized as follows:

• This paper presents a three-segment CKM-based continuum robot design that is
convenient for the fabrication of a continuum robot and efficient at obtaining the
overall kinematic model for control purposes.

• For the proposed design and control validation, experiments of image-based servoing
path tracking and autonomous manipulation are established, utilizing Jacobian images
to track the desired image targets by controlling the continuum robot. In the eye-to-
hand (ETH) experiment, a heart shape trajectory was tracked to verify the precision
of the kinematics with acceptably low endpoint errors. In the eye-in-hand (EIH)
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experiment, a stereo vision-based object detection algorithm was developed for the
power socket grasping task with high accuracy and efficient operation in real-time.

1.4. Limitation

Although addressing the problem of deriving continuum kinematics, the wire-driven
CKM causes posture deviation of the proposed three-segment continuum robot due to the
influence of gravity. Therefore, the mentioned limit may lead to the performance of the
visual servoing system in the EIH plugging/unplugging experiment being imperfect under
low-tolerance conditions.

The remainder of this study is organized as follows: In Section 2, the detail of the
multi-segment CKM-based continuum robot design, the architecture of a single CKM, and
the implementation of the image-based servo tracking systems are carefully described.
Next, Section 3 presents the experimental materials and methods, followed by the results
and corresponding subsequent analyses. Finally, the conclusions and future work are
summarized in Section 4.

2. Proposed Method

In this study, the proposed flexible manipulator with visual servoing, as shown in
Figure 1, comprises three continuum kinematic modules (CKMs). Each CKM includes
five circular plates, four universal joints connecting the circular plate, three independent
tension cables, and compression springs surrounding the tension cables. The architecture
of a single CKM is extended to the proposed flexible manipulator (i.e., continuum robot)
composed of three CKMs.
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Figure 1. The proposed flexible manipulator with three connected CKMs.

The visual servo control element deals with image-related information, identification
and selection of tracking points, Image Jacobian, and velocity kinematics calculations. For
the visual servo control to be able to achieve real-time processing effects, this system uses a
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Win10 computer, based around an i7-9750H CPU and NVIDIA GTX1660 GPU, and an Intel
Realsense D435i camera.

The continuum-manipulator platform is controlled based on the microcontroller
Teensy 4.0, which is mainly responsible for calculating forward and inverse kinemat-
ics. The control of the sliding table motor and air pressure-related components, the signal
processing of the sensor, and sending of the control signal to each sliding table, allow the
obtaining of the status of each sliding table. Finally, serial communication is used as the
communication protocol between the two systems. Figure 2 presents the overall structure
of the whole proposed system.
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Figure 2. The overall architecture of the proposed visual servo continuum manipulator.

The detailed CKM architecture, the design and kinematics of the continuum robot,
and image servo tracking will be introduced in the following subsections.

2.1. Design and Kinematics of A Continuum Kinematic Module (CKM)

Each CKM is composed of five circular plates and three tension cables, as shown
in Figure 3. The backbone of the CKM is formed with universal joints and compressive
springs. Tension cables are then used to control the curvature of the CKM. The compressive
springs and tension cables are intermediately arranged at the outer ring of the circular
plates to stabilize CKM backbone deformation. Three tension cables are then symmetrically
located at L1, L2, and L3, and three compressive springs are symmetrically located at L4,
L5, and L6.
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The forward kinematics of the proposed CKM is obtained by referring to [9]. First,
assume that the CKM bends as an ideal curvature shape. Then, for the convenience of
calculation, assume the arc centerline length is l, the arc radius is r, the angle of the arc is θ,
the arc curvature is κ, the center of the arc is o, and the angle that the CKM rotates on the
x-y plane is ϕ. The illustration of the arc parameter (ϕ, κ, l) is shown in Figure 4.
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Figure 4. Illustration of the CKM kinematics parameters.

As in [37], the rotation of the arm in space is divided into five groups of Denavit–
Hartenburg parameters. As illustrated in Figure 4, in the first turn, θ rotates to an angle of
ϕ along the z-axis and α rotates to an angle of π/2 along the x-axis in space. In the second
turn, θ is rotated to an angle of κl/2 along the z-axis while α is rotated to an angle of −π/2
along the x-axis, which means that the z-axis is aligned with the endpoint. In the third turn,
the linear distance between the bottom and the end d3 is extended along the z-axis, and
α is rotated at an angle of π/2 along the x-axis. In the fourth turn, θ is rotated along the
z-axis and α is rotated at an angle of −π/2 along the x-axis so that the coordinate axis is
positioned in the positive direction toward the endpoint of the CKM. Finally, θ is rotated
at an angle of −ϕ to offset the first set of rotations in the last turn. In summary, the D–H
matrix of a single CKM can be obtained through the abovementioned rotation relationship,
as in Table 1.

Table 1. Single CKM D–H matrix.

Transform Turn θ d a α

1 ϕ 0 0 π/2
2 κl/2 0 0 −π/2
3 0 2/κ × sin(κl/2) 0 π/2
4 κl/2 0 0 −π/2
5 −ϕ 0 0 0

Through the D–H matrix in Table 1, and by substituting it into the calculation, the
transformation matrix from the center coordinates of the circular bottom plate to the center
coordinates of the end circular plate can be obtained:

T5
1 =




cos2 Φ(cos(kl)− 1) + 1 sin Φ cos Φ(cos(kl)− 1) cos Φ sin(kl) cos Φ(1−sin(kl))
k

sin Φ cos Φ(cos(kl)− 1) cos2 Φ(1− cos(kl)) + cos(kl) sin Φ sin(kl) sin Φ(1−cos(kl))
k

− cos Φ sin(kl) − sin Φ sin(kl) cos(kl) sin(kl)
k

0 0 0 1




(1)

The points (x, y, z) in the working plane must be converted into arc parameters
(ϕ, κ, l) with inverse kinematics using the inverse kinematics in [2]. The conversion shows
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its bending geometric relationship, as illustrated in Figure 5. The target point can be
projected from three-dimensional space to two-dimensional space:

ϕ = tan−1 y
x

(2)
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(b) two-dimensional.

A single CKM bends in an ideal arc shape, so the intersection of the end circular
plate and the bottom circular plate extension line is the arc center of the CKM centerline.
Therefore, the connecting line from the circular bottom plate to the center of arc o passes
through the projected point to the x-y plane (x, y). Through geometric relations, the arc
angle θ and arc radius r can be obtained:

r =
x2 + y2 + z2

2
√

x2 + y2
(3)

θ = cos−1

(
r−

√
x2 + y2

r

)
(4)

The arc curvature κ is the reciprocal of the arc radius r. Then, the arc length l can be
expressed as:

l = rθ =
cos−1(1− κ

√
x2 + y2)

κ
; κ =

1
r

(5)

The arc parameters (ϕ, κ, l) are used in kinematics. However, linear actuators mainly
control tension cables to manipulate the CKM. Therefore, the arc parameters (ϕ, κ, l) need
to be converted into the length of each tension cable, which controls the CKM. The position
of the tension cable is the three vertices of the equilateral triangle, so the arc length l is the
average length of the three control cables (i.e., lC1, lC2, lC3), as.

l =
lC1 + lC2 + lC3

3
(6)

Figure 6a explains the relation between the tension cables and the arc parameters
in space. From Figure 6b, it is determined that ϕC1 = 90◦ − ϕ, and ϕC2 and ϕC3 can be
deduced through a geometric relation:

{
ϕC2 = 210o − ϕ

ϕC3 = 330o − ϕ
(7)
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Then, the arc radius of the tension cable rC1 and the central arc radius r are two parallel
lines; the relation between rC1 and r is expressed through the trigonometric function:

r = rC1 + dC ∗ cos ϕC1 (8)

where dC is the distance between each cable and the center of the circular plate. Then, each
arc radius of the tension cables rCi can be derived from the relation with the central arc
radius r:

lCi = l − θdC cos ϕi; i = {1, 2, 3} (9)

The arc length of each tension cable lCi can be deduced as:

rCi = r− dC cos ϕi; i = {1, 2, 3} (10)

2.2. Design and Kinematics of the Flexible Manipulator Formed with Three CKMs

In this paper, the flexible manipulator consists of three CKMs. As Figure 7a shows, the
tendon cables of each segment are controlled via linear actuators. The first circular plate
segment passes through nine tendon cables, the second through six segments, and the third
through three. Therefore, the design of each CKM circular plate is slightly different, as
shown in Figure 7b.

The forward kinematics of the continuum robot is calculated. According to the mecha-
nism configuration, the relationship of each coordinate system is shown in Figure 8.

The coordinate system of the first and third CKMs is the same, while the coordinate
system of the second CKM is 180◦ inversed from the others. Because each segment is
calculated independently, the CKM transformation matrix is obtained from the forward
kinematic Equation (1). Therefore, each segment and fixed-segment transformation matrix,
Tsi and Tdi are stated as the following:

Tsi =




cos2 ϕi(cos κili − 1) + 1 sin ϕi cos ϕi(cos κili − 1) cos ϕi sin κili
cos ϕi(1−cos κi li)

κi

sin ϕi cos ϕi(cos κili − 1) cos2 ϕi(1− cos κili) + cos κili sin ϕi sin κili
sin ϕi(1−cos κi li)

κi

− cos ϕi sin κili − sin ϕi sin κili cos κili
sin κi li

κi

0 0 0 1




(11)

Tdi
=




−1 0 0 0
0 −1 0 0
0 0 1 di
0 0 0 1


 (12)
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Finally, the transformation matrix of the continuum robot can be obtained by multi-
plying Tsi and Tdi:

Tm = Ts1 Td1 Ts2 Td2 Ts3 =




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
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According to [1], the velocity kinematics vjacobian can be written as Equation (14), with
x as a vector in the task space, including the position or both the position and direction;

.
x

implies the x differential with time or velocity,
.
q is the change of the arm arc parameters of

each axis as Equation (15), and J is the Jacobian matrix:

vjacobian =
[
vx vy vz ωx ωy ωz

]T
=

.
x = J

.
q (14)

q =
[
ϕ1 k1 l1 ϕ2 k2 l2 ϕ3 k3 l3

]
(15)

Finally, the transformation matrix of the continuum robot can be differentiated by the
chain rule:

.
T

s3
s1
=

.
Ts1 Ts3

d1
+ Ts1

.
Td1 Ts3

s2 + Td1
s1

.
Ts2 Ts3

d2
+ Ts2

s1

.
Td2 Ts3 + Td2

s1

.
Ts3 =




α11 α12 α13 α14
α21 α22 α23 α24
α31 α32 α33 α34
α41 α42 α43 α44


 (16)

J
.
q =

[
α14 α24 α34

]T (17)

As shown in (14), vjacobian includes a linear and angular velocity, so x =
[
x y z

]T

will be rewritten as x =
[
x y z θx θy

]T . Because of the structure limitation, it cannot
rotate on the z-axis, so θz is removed. The tangent vector t =

[
tx ty tz

]
that can be

defined by
[
α13 α23 α33

]
from Equation (16), and θt can be defined as Equation (18), with

its differentiation version as Equation (19).

θt =

[
arctan ty

tz

arctan tx
tz

]
(18)

.
θt =




.
tytz−ty

.
tz

t2
z+t2

y
.

txtz−tx
.

tz
t2
z+t2

x


 (19)

The time derivative of the tangent vector t and derived angular Jacobian vector can be
written as: .

t = Jt
.
q =

[
α13 α23 α33

]T , Jt =
[

Jt1 Jt2 Jt3
]T (20)

Jθ =

[
Jθ1
Jθ2

]
=




1
t2
z+t2

y

(
tz Jt2 − ty Jt3

)

1
t2
z+t2

x
(tz Jt1 − tx Jt3


 (21)

The velocity kinematics is rewritten as Equation (22), and the Jacobian matrix can be
factored out from it

vjacobian =
[
vx vy vz ωx ωy

]T
= J

.
q =

[
α14 α24 α34 Jθ1

.
q Jθ2

.
q

]
(22)

The Jacobian matrix combined with forward kinematics can control the posture of the
manipulator through the velocity and direction of the end. When W is the identity matrix,
the solution obtained by J(q)+

.
x is the least square solution, with J(q)+ is the pseudoinverse

of the Jacobian matrix and I − J(q)+ J(q) is the zero-space projection matrix:

.
q = J(q)+

.
x +

{
I − J(q)+ J(q)

}
ε (23)

J+ = W−1 J′
(

JW−1 J′
)−1

(24)
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Next, the arc parameters of each segment are calculated through Equation (23) and
the end-effector velocity. Finally, the length of the tension cables of each segment can be
calculated through Equations (7)–(10). Then, control of the manipulator posture is achieved.

Finally, the proposed continuum robot’s working space and limitations are elaborated,
as shown in Table 2 and Figure 9. The manipulator’s current end-effector position can
be obtained by substituting arc parameters (ϕ, κ, l) into the forward kinematics. Then
the operating range of the flexible manipulator is in an ideal situation. However, the
actual length of the compression springs is limited by ±20 mm, so after the restriction is
substituted in and recalculated, the actual working range of the arm is spherical.

Table 2. Limitations of the arc parameters.

θ1,θ2,θ3 ϕ1,ϕ2,ϕ3 κ1,κ2,κ3

0o ∼ 90o 0o ∼ 360o ∈ R+
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2.3. Implementation of the Image Servo Tracking Systems

In image-based servo tracking, it is necessary to convert the velocities of the camera
and the feature point. The transformation matrix of this conversion is called an Image
Jacobian and represents the velocity conversion relation between the feature point and
the camera. The camera’s location defines the camera’s location coordinates, the feature
points are the pixel coordinates in the image plane, and the conversion of the two points is
considered the projection model of the pinhole camera. In the perspective projection model,
the relation between the coordinates of the feature point (x f , y f , z f ) in the working space
and the projection point (u, v) on the image plane can be written as:

[
u v

]T
=

λ

z f

[
x f y f

]T ; λ is the focal length (25)

If the camera is placed in a static environment and the camera moves at a translation
velocity V =

[
Vx Vy Vz

]T and a rotation velocityω =
[
ωx ωy ωz

]T , then the velocity
of the feature point P in the camera coordinates can be expressed as:

dP
dt

= −ω× P−V (26)





.
x f = −z f ωy + z f vωz/λ−Vx
.
y f = −z f uωz/λ + z f ωx −Vy
.
z f = −z f vωx/λ− z f uωy/λ−Vz

(27)

Finally, after differentiating Equation (25) to time and substituting Equation (27),
Equation (28) can be factored out where Jimage is the Image Jacobian, and Vcamera is the
camera’s velocity in the camera coordinate system:
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[ .
u
.
v

]
= JimageVcamera =

[
− λ

z 0 u
z

uv
λ − λ2+u2

λ v
0 − λ

z
v
z

λ2+v2

λ − uv
λ −u

]




vx
vy
vz
ωx
ωy
ωz




(28)

where (u, v) is in length units, but the image obtained in the camera is a series of pixels, so
the current (u, v) unit needs to be converted into a pixel unit:

[
u v

]T
=

λ

z

[
x

Sx

y
Sy

]T
; λx =

λ

Sx
, λy =

λ

Sy
(29)

where Sx, Sy and λ are the scale and focal length camera intrinsic parameters. Therefore,
Equation (28) can be converted as:

Jimage =



− λx

z 0 u
z

uv
λy

− λx
2+u2

λx
λx
λy

v

0 − λy
z

v
z

λy
2+v2

λy
− uv

λx
− λy

λx
u


 (30)

2.3.1. Eye-To-Hand (ETH) Visual Servoing Configuration

In the ETH configuration, the camera is in a fixed position, so the depth is fixed in
the calculation. The camera is obtained as the pixel coordinate system in the image plane,
and the manipulator is the robot coordinate system, so it is necessary to multiply the
transformation matrix to convert the pixel coordinate system to the spatial coordinate
system. The relation can then be formulated as follows:

[
xrobot
yrobot

]
= [R]

[
u
v

]
+ [T] (31)

Through the conversion relation, the points in the image plane can be transferred to
the robot coordinate system, and through kinematics Equations (14)–(24), the manipulator
can perform tasks.

2.3.2. Eye-In-Hand (EIH) Visual Servoing Configuration

The velocity of the camera in the camera coordinate system vcamera and the velocity of
the camera in the robot coordinate system vjacobian are in different references. Therefore, to
combine the two values, a coordinate conversion is required. Thus, Hutchinson et al. [37]
proposed the conversion as follows:

vjacobian =

[
Rmvtcamera − Rmvωcamera × rm

Rmvωcamera

]
=

[
Rmvtcamera + rm × Rmvωcamera

Rmvωcamera

]
=

[
Rm sk(rm)Rm

0 Rm

][
vtcamera

vωcamera

]
(32)

Rm =




Tm11 Tm12 Tm13

Tm21 Tm22 Tm23

Tm31 Tm32 Tm33


, rm =




Tm14
Tm24
Tm34


 (33)

vjacobian =

[
Rm sk(rm)Rm

0 Rm

]
Vcamera (34)

Because the camera is installed at the tail of the manipulator, the rotation vector Rm and
the translation vector rm of the camera coordinate system’s origin in the robot coordinate
system can be obtained as Equation (33). After the calculation, the conversion relationship
between the velocity in the camera coordinate system and the camera’s velocity in the robot
coordinate system can be obtained as in Equation (34).
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With the dramatic development of deep learning, deep learning-based computer vision
techniques are emerging in various engineering fields. For object detection tasks, the YOLO
algorithm [38] and its variants [39,40] provide a reliable detection tool to detect objects
in real-time. Furthermore, by integrating with the robot system, some deep vision-based
methods were proposed to do the picking task with high accuracy [41,42]. In this study, for
plugging and unplugging tasks, we applied the well-known object detection open-source
framework, YOLOv4 [40], to detect the plugging area before extracting the target tracking
point for action accomplishment.

3. Experimental Results
3.1. CKM-Based Continuum Robot Implementation

In the proposed three-segment CKM continuum robot, the three CKMs are indepen-
dent, each controlled separately by three independently actuated tension cables. Therefore,
the first CKM circular plates need to pass nine steel cables, the second CKM has six cables,
and the third CKM has three cables. In each CKM, non-control tension cables are covered
with a tension spring layer, allowing the non-control tension cables to change their length
without affecting the posture of the current CKM.

When a tension cable is pulled to the tension-cable control module, it needs to bend
because of the different directions, so using a brake housing helps to change direction.
Controlling the cable through the brake housing can change the direction but will not affect
the force of the cable. Due to the proposed continuum manipulator with three CKMs and
nine tension cables, control requires a total of nine sliding tables. Therefore, the nine linear
sliding tables are integrated into a rectangular tension-cable control module to facilitate
construction. To reduce the total manipulator height, the tension-cable control module
is localized horizontally in 3 × 3 square layers with three sliding tables in each layer
controlling a CKM. After all the control cables pass through the outer brake housings fixed
on the aluminum plate, they will be fixed on the slider. Finally, each CKM can be controlled
by a group of sliders. The break housings and the sliding tables are illustrated in Figure 10.
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3.2. Kinematic Simulations

Simulation of each kinematics is performed in MATLAB to verify the correctness
of the kinematics and posture of the manipulator. First, the arc parameters (κ, ϕ, l) are
substituted in the kinematics of a single CKM, κ is set to 0.003, and l is set to 170. Then,
as shown in Figure 11, the simulation of the rotation angle of a single CKM is achieved.
Finally, the arc parameters (ϕ, κ, l) of each segment are substituted in the kinematics of the
flexible manipulator.

331



Actuators 2022, 11, 360

Actuators 2022, 11, x FOR PEER REVIEW 14 of 23 
 

 

controlled by a group of sliders. The break housings and the sliding tables are illustrated 
in Figure 10. 

 
Figure 10. The brake housings (left) and a single sliding table (right). 

3.2. Kinematic Simulations 
Simulation of each kinematics is performed in MATLAB to verify the correctness of 

the kinematics and posture of the manipulator. First, the arc parameters (𝜅, 𝜑, 𝑙) are sub-
stituted in the kinematics of a single CKM, 𝜅 is set to 0.003, and 𝑙 is set to 170. Then, as 
shown in Figure 11, the simulation of the rotation angle of a single CKM is achieved. Fi-
nally, the arc parameters (𝜑, 𝜅, 𝑙) of each segment are substituted in the kinematics of the 
flexible manipulator. 

 
Figure 11. Simulation of the rotation angle 𝜑 of single CKM kinematic: 1. 𝜑 = 0; 2. 𝜑 = 𝜋/2; 3. 𝜑 = 𝜋/4; 4. 𝜑 = 𝜋/3. 

In Figure 12a, substituting the same rotation angle 𝜑 in the three segments, the ro-
tation angle 𝜑 is (0 − 2𝜋, scale of 𝜋 ⁄ 4), and the curvatures of the three segments 𝜅 are 
set as 0.003, 0.002, and 0.001, respectively. In Figure 12b, the rotation angle 𝜑 is substi-
tuted in the first and third segments, the rotation angle 𝜑 + 𝜋 is substituted in the second 
segment, and the rotation angle 𝜑 is (0 − 2𝜋, scale of 𝜋 ⁄ 4), where the curvatures 𝜅 of 
three segments are 0.003, 0.002, and 0.001, respectively. 

Figure 11. Simulation of the rotation angle ϕ of single CKM kinematic: 1. ϕ = 0; 2. ϕ = π/2; 3.
ϕ = π/4; 4. ϕ = π/3.

In Figure 12a, substituting the same rotation angle ϕ in the three segments, the rotation
angle ϕ is (0− 2π, scale of π/4), and the curvatures of the three segments κ are set as 0.003,
0.002, and 0.001, respectively. In Figure 12b, the rotation angle ϕ is substituted in the first
and third segments, the rotation angle ϕ + π is substituted in the second segment, and the
rotation angle ϕ is (0− 2π, scale of π/4), where the curvatures κ of three segments are
0.003, 0.002, and 0.001, respectively.

Actuators 2022, 11, x FOR PEER REVIEW 15 of 23 
 

 

 
Figure 12. Kinematic simulations of the flexible manipulator: (a) same rotation angle 𝜑 in three 
segments, (b) rotation angle 𝜑 in the first segment (red) and third segment (green), rotation angle 𝜑 + 𝜋 in the second segment (blue). 

Next, the change in the curvature 𝜅  is simulated. The rotation angles 𝜑  for the 
three segments are fixed, and the order is 𝜋 ⁄ 3, 4𝜋 ⁄ 3, and 𝜋 ⁄ 3. Figure 13a shows that 
the arc curvature 𝜅 of the second segment changes from 0.002 to 0.007, each time increas-
ing by 0.001, and the curvature 𝜅 of the first and third segments are fixed sequentially to 
0.003 and 0.001. Figure 13b shows that the arc curvature 𝜅 of the third segment changes 
from 0.001 to 0.021, each time increasing by 0.005, and the curvature 𝜅 of the first and 
third segments are fixed sequentially to 0.003 and 0.002, respectively. 

 
Figure 13. Kinematic simulation of the flexible manipulator: (a) change in the arc curvature 𝜅 of 
the second segment, (b) change in the arc curvature 𝜅 of the third segment. 

The last is the simulation of velocity kinematics, as shown in Figure 14. Given an 
initial posture of the flexible manipulator, the first segment arc parameter (𝜅, 𝜑, 𝑙) is (0.003, 0, 170), the second segment arc parameter (𝜅, 𝜑, 𝑙) is (0.002, 𝜋 ⁄ 2, 170), and the 
third segment arc parameter (𝜅, 𝜑, 𝑙) is (0.001, 𝜋 ⁄ 2, 170). The kinematics are simulated 
by substituting different end velocities and directions in the kinematics. Finally, the kine-
matics have been verified for feasibility. 

Figure 12. Kinematic simulations of the flexible manipulator: (a) same rotation angle ϕ in three seg-
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in the second segment (blue).

Next, the change in the curvature κ is simulated. The rotation angles ϕ for the three
segments are fixed, and the order is π/3, 4π/3, and π/3. Figure 13a shows that the arc
curvature κ of the second segment changes from 0.002 to 0.007, each time increasing by
0.001, and the curvature κ of the first and third segments are fixed sequentially to 0.003 and
0.001. Figure 13b shows that the arc curvature κ of the third segment changes from 0.001 to
0.021, each time increasing by 0.005, and the curvature κ of the first and third segments are
fixed sequentially to 0.003 and 0.002, respectively.
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Figure 13. Kinematic simulation of the flexible manipulator: (a) change in the arc curvature κ of the
second segment, (b) change in the arc curvature κ of the third segment.

The last is the simulation of velocity kinematics, as shown in Figure 14. Given
an initial posture of the flexible manipulator, the first segment arc parameter (κ, ϕ, l)
is (0.003, 0, 170), the second segment arc parameter (κ, ϕ, l) is (0.002, π/2, 170), and the
third segment arc parameter (κ, ϕ, l) is (0.001, π/2, 170). The kinematics are simulated by
substituting different end velocities and directions in the kinematics. Finally, the kinematics
have been verified for feasibility.
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The posture of the arm movement over 4 s is simulated, as shown in Figure 14. The
endpoint records of the two simulation results of each second are shown in Table 3. The end
velocity vector (0, 20, 0, 0, 0, 0), which means that it moves 20 mm per second along the
positive y-axis during the end velocity vector ( 20, 0, 0, 0, 0, 0), which means that it moves
20 mm per second in the positive x-axis. Table 3 shows that the error was within 10 mm,
and the maximum error in the z-axis was within 50 mm. The feasibility of kinematics can
be verified through the above simulations, whether using single CKM kinematics, flexible
manipulator kinematics, or velocity kinematics.
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Table 3. Velocity kinematics simulations-Endpoint error of the manipulator posture.

Speed Variation (0, 20, 0, 0, 0, 0)

X Y Z X_error Y_error Z_error
Start point 279.6 −101.5 586.8 - - -

1 281.6 −79.38 591.0 −1.8 −2.12 −4.2
2 282.7 −57.43 594.4 −3.1 −4.07 −7.6
3 283.5 −36.03 596.8 −3.9 −5.47 −10.0
4 283.6 −16.42 598.4 −4.0 −5.08 −11.5

Speed variation (20, 0, 0, 0, 0, 0)

X Y Z X_error Y_error Z_error
Start point 279.6 −101.5 586.8 - - -

1 298.4 −103.5 575.5 1.2 −2.0 11.3
2 316.7 −105.3 563.3 2.9 −3.8 23.5
3 334.3 −106.7 551.2 5.3 −1.4 35.6
4 351.2 −107.7 538.4 8.4 −2.4 48.4

3.3. Heart Shape Trajectory Tracking

In this experiment, the trajectory tracking task of eye-to-hand (ETH) is used to verify
the effectiveness of the Jacobian control method. The experimental environment is shown
in Figure 15. The camera position was fixed in the experiment, and the distance from the
laser point imaging screen was 0.23 m. The exact size heart shape with different numbers of
tracking points is generated in the image plane. Finally, the manipulator achieves trajectory
tracking through velocity kinematics. The reference trajectory is the heart shape trajectory
point defined in the image plane, with the generated heart shape trajectory point calculated
using the following formula:





y(x) = 60−
√(

1600− (x− 40)2
)

y(x) = 60− 20(arcos(1− (x/40))− π)

(35)
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According to the number of different heart shape trajectory points, five experiments
were performed, and the results were averaged to verify the stability and error of the
tracking. As a result, the tracking trajectory is shown in Figure 16. The error is the distance
between the current laser and target points.
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The experimental results are shown in Table 4. The experiment shows that the pro-
posed control method can achieve accurate path tracking.

3.4. Image-based Servo Tracking Experiment

The effectiveness and feasibility of image-based servo tracking are verified by the
plugging/unplugging task of eye-in-hand (EIH), with a stereo camera and pneumatic
grippers installed at the manipulator’s end. The experimental environment and the pro-
cesses of autonomous “plug-in” and “unplug” of electric power sockets are shown in
Figures 17 and 18, respectively.
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Table 4. Velocity kinematics simulations-Endpoint error of the manipulator posture.

Number of Points Test
Max Error (pixel) Min Error (pixel) Average Error (pixel)

RMSE
X Y X Y X Y

42

1 14.43 27.00 0.10 0.04 3.70 5.21 7.80
2 15.23 32.30 0.02 0.41 3.89 5.34 7.67
3 16.34 35.05 0.04 0.10 3.64 5.17 7.63
4 15.69 28.31 0.03 0.39 3.77 5.26 7.74
5 16.89 33.41 0.21 0.19 3.98 5.31 7.87

Average 15.72 31.21 0.08 0.22 3.80 5.26 7.74

82

1 40.00 19.24 0.00 0.33 2.82 4.08 6.05
2 38.20 20.45 0.00 0.33 2.79 3.99 6.08
3 42.32 18.78 0.08 0.07 2.67 4.12 6.13
4 39.64 19.67 0.02 0.09 2.37 4.05 6.09
5 37.25 20.26 0.07 0.05 2.88 3.98 6.03

Average 39.50 19.68 0.03 0.17 2.71 4.04 6.08

162

1 36.00 14.42 0.00 0.06 1.81 3.09 4.26
2 37.23 14.36 0.02 0.02 1.86 3.07 4.32
3 34.05 13.96 0.00 0.03 1.82 3.08 4.23
4 32.35 14.85 0.00 0.04 1.83 3.02 4.36
5 35.87 13.56 0.02 0.01 1.79 3.08 4.33

Average 35.10 14.23 0.01 0.03 1.82 3.07 4.30

322

1 6.02 11.09 0.02 0.00 1.79 3.10 3.97
2 6.04 11.05 0.01 0.02 1.80 2.97 4.07
3 5.98 11.09 0.00 0.03 1.73 2.99 4.05
4 6.06 11.12 0.00 0.01 1.75 3.12 4.01
5 6.03 10.99 0.00 0.01 1.76 3.08 4.03

Average 6.03 11.07 0.01 0.02 1.77 3.05 4.03
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Figure 18. The algorithm flowchart of the Plugging/Unplugging task.

The experiment has two main parts: plugging and pulling the plug. In both experi-
ments, the socket and plug specifications are in Figure 19. A widely used object detection
open-source framework, YOLOv4 [39], was used to identify the target area first, and then
the target tracking point was analyzed through image processing. Figure 20 shows the
results of the detected electric socket and plug.

After the target tracking point is obtained, the error can be calculated between the
current position and the tracking point. The arc parameters (ϕ, κ, l) of each segment of the
manipulator can be obtained by substituting the error into the Image Jacobian and velocity
kinematics. Then, the manipulator can perform the task of plugging/unplugging through
arc parameters (ϕ, κ, l).
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Figure 20. Object detection results using YOLO for the electric power socket (left-hand-side) and
the electric power plug (right-hand-side). It is noted that the detected object areas are indicated as
rectangle boxes.

Finally, Figures 21 and 22 show the results of the plugging and unplugging experi-
ments, respectively. Both parts of the experiment (plugging-in and plugging-out) were
performed five times, and the experimental results are shown in Table 5. We set the start
points for each experimental trial as the final points, around 50 cm in front of the target.
For five trials of unplugging, the success rate is 100%. However, the plugging-in exper-
iments show a success rate of only 60%. The visual servo system could achieve lows of
58± 2.12 s and 83± 6.87 s in processing time at the 90% confidence level in the unplugging
and plugging-in tasks, respectively. The main reason is that the power plugging-in into
the socket needs a higher accuracy because of the small holes in the socket. Therefore, the
control accuracy and rigidity of the continuum manipulator should be further improved in
the future.
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Table 5. Plugging/unplugging experimental results for each test.

Unplugging Task Plugging Task

Time (s) Mission Completion Time (s) Mission Completion

1 61 Success 88 success
2 55 Success 80 success
3 62 Success - fail
4 58 Success 75 success
5 57 Success - fail

4. Conclusions

In this paper, a continuum kinematic module (CKM) was proposed. The function
and feasibility of the CKM were demonstrated using a continuum manipulator composed
of three CKMs. First, the continuum manipulator’s kinematics were verified through a
kinematic simulation and analysis, and the correctness of the manipulator posture was
confirmed through the simulation. Then, an ETH heart shape tracking experiment was
established to verify the correctness of the kinematics and the accuracy of control of the
continuum manipulator in practical applications. Finally, the accuracy and feasibility of
image servo tracking in an EIH plugging-in/unplugging experiment were demonstrated in
extensive tolerance conditions. At the same time, the results show that the accuracy needs
to be improved in low-tolerance conditions. Furthermore, the wire-driven CKM easily
causes posture deviation due to the influence of gravity.

In future work, an inertial measurement unit (IMU) could be installed to correct
posture deviation through feedback. To increase the accuracy of the image-based servo
tracking, the current IBVS can be changed to PBVS because the IBVS method does not
involve manipulator posture considerations. The PBVS will instead estimate the current
pose of the target relative to the camera. Because the continuum manipulator has a greater
degree of freedom, the wire-driven manipulator is susceptible to the influence of gravity,
which causes posture deviation. Therefore, if PBVS-based image-based servo tracking is
used, the accuracy of the image-based servo tracking may be improved. In addition, the
continuum manipulator is limited in movement. Therefore, it is proposed that the mounting
of the robot on an AGV can remove the restriction in the movement of the manipulator, and
indoor positioning will allow the manipulator to perform more diversified tasks. Finally,
the continuum manipulator can be applied to collaborative or service robots.
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